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Abstract

In this thesis we explore extremal, structural, and algorithmic problems 
involving the partitioning of combinatorial structures.

We begin by considering problems from the theory of graph cuts. It is 
well known that every graph has a cut containing at least half its edges. We 
conjecture that (except for one example), given any two graphs on the same 
vertex set, we can partition the vertices so that at least half the edges of 
each graph go across the partition. We give a simple algorithm that comes 
close to proving this conjecture. We also prove, using probabilistic methods, 
that the conjecture holds for certain classes of graphs.

We consider an analogue of the graph cut problem for posets and de
termine which graph cut results carry over to posets. We consider both 
extremal and algorithmic questions, and in particular, we show that the 
analogous maxcut problem for posets is polynomial-time solvable in con
trast to the maxcut problem for graphs, which is NP-complete.

Another partitioning problem we consider is that of obtaining a regular 
partition (in the sense of the Szemeredi Regularity Lemma) for posets, where 
the partition respects the order of the poset. We prove the existence of such 
order-preserving, regular partitions for both the comparability graph and 
the covering graph of a poset, and go on to derive further properties of such 
partitions.

We give a new proof of an old result of Frankl and Fiiredi, which char
acterises all 3-uniform hypergraphs for which every set of 4 vertices spans 
exactly 0 or 2 edges. We use our new proof to derive a corresponding sta
bility result.

We also look at questions concerning an analogue of the graph linear 
extension problem for posets.
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Chapter 1

Introduction

There are many problems in combinatorics related to the partitioning of 
structures. Those studied in this thesis include graph cut problems; the 
problem of obtaining regular (in the sense of the Szemeredi Regularity 
Lemma) partitions for graphs and other combinatorial structures; and hy
pergraph problems with colouring constraints. Within these areas, one can 
ask different types of questions, for example, extremal questions, structural 
questions, or algorithmic questions.

Extremal questions ask us to find best possible bounds on real-valued 
functions that take as their inputs combinatorial structures having certain 
properties. For example, we might ask, what is the maximum number of 
edges in a triangle-free graph on n vertices? Here, our function takes a 
triangle-free graph as an input and outputs the number of edges in the 
graph. Any graph for which the maximum is achieved is called an extremal 
graph for the problem. As we shall see in Section 1.4, there is a unique 
extremal graph for this problem.

Structural questions ask for some sort of description or classification of 
all combinatorial structures having a certain property. For example, what 
can we say about triangle-free graphs having close to the maximum number 
of edges? It turns out that for such graphs, we can alter (add and delete) 
a small number of edges to obtain the extremal graph. Thus, triangle-free 
graphs having close to the maximum number of edges are structurally close 
to the extremal graph. Again, this is made precise in Section 1.4.

Algorithmic questions ask if we can devise a general method (an algo
rithm) for quickly checking if a given input combinatorial structure contains
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a certain substructure. For example, we might ask for an efficient method 
to check whether a (general) graph contains any triangles or not. A naive 
way to do this would be to check all triples of vertices in the input graph 
for triangles. This is in fact an efficient algorithm in a certain sense, as we 
shall discuss. On the other hand, we might ask for an efficient method to 
determine whether a graph is 3-colour able (that is, whether the vertices of 
the graph can be partitioned into three classes such that no class contains 
an edge). There is no known efficient algorithm for solving this problem, 
and furthermore, it is believed that no such efficient algorithm exists.

Often, these types of questions are interrelated; for example, the guar
anteed existence of a certain substructure may lead to an extremal result 
or the construction of an algorithm. We shall investigate questions of these 
three types in the context of partitions of combinatorial structures.

We outline how the rest of this chapter is arranged. In Section 1.1, we 
discuss extremal and algorithmic aspects of the theory of graph cuts, as 
background to and in preparation for Chapters 2 and 3. We give the basic 
definitions and notation, and we state and prove some simple results to give 
a flavour of what is to come.

In Section 1.2, we introduce partially ordered sets or posets, giving no
tation and elementary results in preparation for Chapters 3, 4, and 5.

In Section 1.3, we turn to the Szemeredi Regularity Lemma. We develop 
notation and terminology, and we state the Regularity Lemma, all in prepa
ration for Chapter 5. This section is a gentle introduction to the notion of 
regular partitions and the Regularity Lemma.

In Section 1.4, we introduce extremal hypergraph theory. We outline 
some of the main themes and results in this broad area of combinatorics, 
placing in context the results of Chapter 6.

Finally in Section 1.5, we give summaries of the results presented in each 
chapter of the thesis.

Chapters 2 and 3 are based on published work [46] and [47] respectively. 
Chapter 4, which is joint work (in equal part) with Graham Brightwell, is 
being submitted for publication.
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1.1 Graph C uts

All graphs are understood to be finite, simple, and undirected unless other
wise stated. One of the most basic things we can do with a graph G =  (V, E) 
is to partition its vertex set and ask questions about how the edges of the 
graph relate to the partition. For example, given a bipaxtition of V, that is, 
a partition of V  into two parts V\ and V2 , we might consider the set of edges 
that have one end in V\ and the other in V2 . This set of edges is denoted by 
E c i y 1, V2), and any set of edges generated in this way is called a cut of G. 
Let e a M M )  =  \EG(Vi,V2)\.

Two algorithmic problems associated with cuts, known as the mincut 
and maxcut problems, ask us to find a cut in the input graph of smallest 
and largest size respectively. (For the mincut problem, we do not permit 
the trivial partition <f>,V, which yields the empty cut.) Both of these prob
lems and their variants have found a great many applications to real-world 
problems, and whilst we are not concerned with these applications here, we 
mention a few for completeness.

We note that, for a given connected graph, deleting the edges of any cut 
disconnects the graph. Thus the size of the smallest cut, known as the edge 
connectivity of a graph, gives the minimum number of edges that need to be 
deleted in order to disconnect the graph. Thinking of a graph as a model for 
a network, for example, a transport network or a communications network, 
the connectivity is a possible measure of how robust a network is. Finding 
the smallest non-empty cut allows us to determine the weakest points in 
a communications network or the sites of most congestion in a transport 
network, and therefore gives an indication of where best to place new finks.

Applications of the maxcut problem are less direct: amongst others, they 
include cluster analysis, the design of VLSI (very large scale integration) 
circuits, and statistical physics (see [4] for more on the latter two). Cluster 
analysis, for example, is an exploratory data analysis tool for classification 
problems. The problem is to find algorithms that partition a set of data 
points into groups, where points within the same group should be more 
closely related than points in different groups. The aim is to reveal new 
structures or classifications within the data. Thinking of the data points 
as vertices of a graph, with an edge indicating that two data points are 
unrelated or weakly related, finding a maximum sized cut in the graph gives a
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partition for which data points in different parts are as unrelated as possible.
Of course, problems such as maxcut and mincut are often too simple 

to adequately model real-world problems, which in general have many con
straints. However, solutions or approximate solutions to maxcut and mincut 
can still provide heuristics for the real-world problems.

One way to determine the size of the largest and smallest cuts of an 
n-vertex graph would be to enumerate all 2n bipartitions of its vertices and 
check the sizes of the largest and smallest cuts. The running time for such 
an algorithm grows very quickly with the size of the graph. Thus, large 
improvements in computational speed permit only relatively small improve
ments in the size of the graphs for which the algorithm terminates in a 
reasonable time. Clearly, we would like to have a more efficient way of solv
ing the maxcut and mincut problems. In this sense, there is a significant 
difference between the two problems: the mincut problem can be solved ef
ficiently, whereas the maxcut problem is intractable. The mincut problem 
is polynomial-time solvable, whereas the maxcut problem is NP-hard. We 
do not give the precise technical definitions for these terms; instead we give 
working definitions, which will suffice for the purposes of this thesis. For a 
more comprehensive treatment, see, for instance, [26].

A problem is polynomial-time solvable if there exists an algorithm that 
solves the problem and whose running time is bounded by a polynomial in 
the length of the input, where the running time is the number of elementary 
operations performed during the course of the algorithm. See the first proof 
of Proposition 1.1.1 and the comments that follow for an analysis of the 
running time of an algorithm.

For the maxcut and mincut problems, the input is simply a graph, and 
we may assume that any reasonable encoding of a graph on n vertices has 
length that is polynomially bounded in n. In this case, a polynomial-time 
algorithm is simply one whose running time is bounded by a polynomial in 
n. The mincut problem can be solved by such a polynomial-time algorithm 
(for example, the Ford-Fulkerson algorithm based on their max-flow min
cut theorem [20]). The maxcut problem in contrast is NP-hard [26]. Since 
NP-hardness is mentioned only to place results of the thesis in context, we 
do not define it here, but refer the reader to [26], where it is treated compre
hensively. We indicate only that it is widely believed that a problem which 
is NP-hard is not polynomial-time solvable. This is a direct consequence of
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the famous conjecture that P ^  NP.
We now turn to the extremal theory of graph cuts. Given a graph G =  

(V, E ), let c(G) be the size of the largest cut in G. We would like to find a 
lower bound on c(G) in terms of m  \E\. The best possible, or extremal, 
bound on c(G) in terms of m  is given by determining the value of

c(m) := min c(G).
G:G has m  edges

(Note that there are only finitely many graphs with m  edges up to addition 
of isolated vertices.) A graph on m  edges for which c(G) =  c(m) is known as 
an extremal graph (for this problem). It is a graph that is worst in terms of 
the proportion of edges in its largest cut. A very elementary and well-known 
bound for c{m) is given by the following proposition; we give two proofs of 
the proposition to illustrate the different techniques available to us.

Proposition 1.1.1 For every graph G =  {V,E), there exists a bipartition 
of V into parts V\ and V2 such that

ea(VuV2) > ^ \E \ ,

or equivalently, for all m  G N, we have c(m) > \m .

Before we give the proofs, let us fix some notation. Given a graph G =  
(V,E), with A , B C V ,  let

Ec(A) =  {ab G E  : a,b G A}  and ec{A) =  |-Eg(A)|.

As before, but now allowing A, B  to be arbitrary subsets of V  (not just a 
partition), let

Eq(A, B) — {ab e  E  : a G A, b G B ]  and ec{A, B) =  \Eq{A, B)\.

If A consists of a single vertex x, then we write E q (x , B) and eo{x, B ) rather 
than E g ( { x } , B )  and e c ({x } ,B ) ,  and we refer to ec(x ,B )  as the degree of 
x in B. The degree of x (in G) is simply ea{x, V). The subscript is dropped 
when it is clear which graph is being referred to.

Proof (constructive) The graph G =  (V, E) is given. Pick any bipartition 
UX,U2 of V. If such a vertex exists, let x be a vertex of Ui for which
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e(x , U2 ) < e(x , Ui), or a vertex of U2 for which e(x , Ui) < e(x, U2 ). Create 
a new bipartition, U[, U2 by moving x from U\ to U2 if x G U\ and moving 
x  from U2 to Ui if x € I/2. Our choice of x ensures that

e (U iU fi  > e(U!,U2).

We iterate this process of moving vertices to increase the cut size, and since 
the cut size cannot increase indefinitely, the process is guaranteed to ter
minate. Let Vi,V2 be the final partition of V: for this partition, we have 
that

e(x, V2) > e(x, Vi) Vx G Vi and e(y, Vi) > e(y, V2) Vy E V2, 

that is,

e(x,V2) > ^e(x ,V) Vx 6  Vi and e(y,Vi) > ^e{y,V) Vy E V2. 

Summing over all vertices, we have

2\E\ =  £  e(v, V ) =  £  e(x ’V ) +  E  e(V’ V)
v E V  x £ V i 1/EV2

< 22 2e(®, v2) + 22 M v,V i)  =  4e(Vi,V2).
x E V i  y £ V 2

Thus e(Vi, V2) > \\E \, proving the proposition. □

Note that the proof gives a polynomial-time algorithm for constructing 
a cut containing at least half the edges of the graph. Let us see why this 
is true. Assuming V — [n], where [n] =  {1 , . . .  ,n},  one way to encode our
graph is as an n x n matrix whose (i , j ) th entry is 1 if i j  is an edge of G and is
0 otherwise. Thus the input length is n2. For a given vertex x, determining 
e(x,U\)  requires us to check the presence of all edges in E (x ,U \ ): this 
requires 0(n)  elementary operations. Thus checking which of e(x, U\) or 
e(x, U2 ) is greater and moving x if necessary requires 0 ( n ) operations. In 
the worst case, we check at most n vertices before one is moved or the process 
terminates. Each time a vertex is moved, the size of the cut increases by 
at least 1; hence in the worst case, we move vertices a total of at most 
|El <  n2 times. Thus the total running time is 0(n ) - n - n 2 =  0 (n 4), which 
is polynomially bounded in n2 as required.
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Our second proof only guarantees the existence of the desired cut, but 
does not give an explicit construction. We shall make use of both techniques 
when we consider the problems of Chapters 2 and 3.

Throughout, ¥(E)  denotes the probability of an event E, and E(A) 
denotes the expectation of a random variable X .

P r o o f (probabilistic) Given the graph G =  (V,E), choose a subset V\ 
of V  uniformly at random, and let V2 be its complement. That is, V\ is 
constructed by tossing a fair coin for each vertex independently to determine 
whether it belongs to V\ or V2 . We have that

be improved. To see this, let K n be the complete graph on n  vertices, that

largest cut is given by bipartitioning the vertices of K n as evenly as possible. 
Thus, if n is odd and m =  (£), then

Although the constant  ̂ cannot be improved, we can improve the lower 
bound on c{m) with lower order terms. Edwards [13, 14] proved that the

We give a short (adapted) proof of Alon [2] and Hofmeister and Lefmann 
[32] of this result.

T heorem  1.1.2 (Edwards [13, 14]) For every m  G N, we have

e e E  e £ E

Since the average size of a random cut is | |E | ,  there must exist a cut of size

E(eG(Vi,V2)) =  £ > ( e  e  Ea (Vu V2)) =  £  |  =  \ \E \ .
e £ E

at least \\E \. □
We have shown that c(m) >  | m  for all m  € N. The constant \  cannot

is, the graph on n vertices with all edges present. It has (£) edges, and the

c
n —1 

+  — —

Solving the quadratic m =  (£) for n in terms of m, we obtain

upper bound for c{m) given above is in fact also a lower bound for all m.



Note that this is an extremal result because the bound is sharp for infinitely 
many values of m. We prove this result by considering weighted graphs, for 
which we now set up notation. Given a set of vertices V, let denote the 
set of unordered pairs of V. A weighted graph is a pair G =  (V, w), where w 
is a function from V ^  to the non-negative reals. We call w a weighting of 
G, and for ab E E , we call w(ab) the weight of ab. The total weight of the 
graph is defined to be

w(G) =  ^  w(ab). 
abevW

For Vi, V2  a partition of V, we define the weight across Vi, V2 to be

w(Vi,V2) =  Y ,  “’(o6)-
aeVi,beV2

Note that a normal graph G =  (V, E) can be thought of as a weighted graph 
G =  (V, w) having a standard weighting of 1 on the edges and 0 on the 
non-edges, and in this case,

w(G) =  \E\ and w(Vu V2) =  eG(Vi, V2).

This gives a natural generalisation of graph cut problems to weighted graphs.

Proof (of Theorem 1.1.2) Let G =  (V ,E ) be a graph with m edges. Let w 
be the standard weighting for this graph. We compress G  iteratively in the 
following way. Whenever we find two vertices x ,y  E V  with w (xy ) =  0, we 
replace them with a vertex z, and for every a € V \ { x , y }, we set w (za ) =  
w{xa) +  w(ya). We repeat this process until we obtain the weighted graph 
G' =  i y \ w ' )  in which every element of V^2) has a positive weighting. In 
fact, we have w'{e) >  1 for every e E V'(2\  Also, we have wf(G') =  m, and 
setting n' =  \V'\, we obtain that m >  ( 2 ).

Any partition V[, of V' can be extended to a partition V\, V2 of V  by 
reversing the iterative process described above, replacing 2 with x and y  at 
each stage, and keeping x and y  in the same part as z. At each stage in this 
reverse process, the weight across the partition does not change; hence we 
obtain

w(Vu V2) = w ' ( V { X ) ,
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and so it is sufficient to find a partition V{, of V' such that

lt,Tl 1 lm  1 1y>(yllv2)> ifn + sjj  + gj-g-

Let Ui, U2 be a random equipartition of V' (an equipartition is a partition 
where the parts differ in size by at most one element), and let

K (U u U2) =  {ab <E F ,(2) : a e U u b e  U2}.

Since \K(Ui, U2)\ =  \n'2/ 4J, and each of the ( 2 ) elements of V '^  is equally 
likely to occur as an element of K(Ui, U2), we have that

P ( a b e K i U u U i ) ) ^ ^ ^ - .
\2)

We have that

E(w'(Uu U2) ) =  ^ 2  P( a b € K ( U 1,U2))w'(ab)
abeV 'W

Ln/2/4j //
=  L .

abeV'W ' 2 /
^ n'2 -  1
— 2 n'(n' — l ) m

n' +  l
—  ̂ , m2 n'

1 m  
=  2m + M
. 1  n ' - l
>  - m  H  —  using m >

& rr

1 / m i l  
- 2 m +  V 8  + 6 4 _ 8 ’

where the last inequality follows by solving the inequality m  >  ( 2 ) for n'. 
We are now guaranteed the existence of the desired partition V[, V .̂ □

The results we have discussed can easily be generalised to k-partitions 
(partitions into k parts), which we now discuss briefly. Given a graph G =  
(V, E ) and k subsets Vi , . . . ,  Vk of V, we define

Eg (V.i, . . . , V k) =  { a b e E : a e V i , b e V j , i ^  j } .

15



When V i,. . . ,  Vk is a fc-partition, EG(Vl, • • •, Vk) is called a k-cut of G. We 
let

eG(V1, . . . , V k) =  \EG(V1, . . . , V k)\.

We have the following proposition corresponding to Proposition 1.1.1.

P roposition  1.1.3 For every graph G =  (V,E), there exists a k-partition 
of V into parts Vi, . . . ,  V& such that

eG(Vi V *)> ( l - i ) | E | .

P roof (probabilistic) Given the graph G =  (V, E1), construct a random 
fc-partition V\, . . . ,  Vk by assigning each vertex of V  independently and uni
formly at random to one of Vi , . . . ,  14. We have that

E(eG(Vi,. . . ,  Vk)) =  £  P(e e  EG(Vl t . . . ,  Vk)) =  ^  ( l  -  i)
e € E  e £ E

Since the average size of a random k-cut is (1 — ^)|E\, there must exist a 
k-cut of size at least (1 — ^)|-E|- O

Again, this result is extremal in the sense that the constant (1 — £) 
cannot be improved. However, as before, the result can be improved by 
adding lower order terms. The following result generalises Theorem 1.1.2.

T heorem  1.1.4 (B ollobas, Scott [5]) For every graph G =  {V ,E) with 
m =  \E\, there exists a k-partition of V into parts Vi , . . . ,  V)t such that

(Note that the statement of this theorem appearing in [5] and [54] has a 
small error.)

We have discussed what may be regarded as the first problems in ex
tremal graph cut theory. There are many other problems derived from 
these ones. For example, we can formulate problems in which we consider 
more than one graph, special types of graphs, or special types of partitions. 
Indeed, such problems are what we consider in Chapters 2 and 3. For a 
survey on extremal graph cut problems, see [54].
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1.2 P osets and Ordered Partitions

Chapters 3, 4, and 5 are concerned with partially ordered sets or posets, and 
more specifically with what we call ordered partitions of posets. We take 
this opportunity to give some basic definitions, to fix notation, and to give 
some fundamental partitioning results for posets. We begin with some basic 
notation for posets.

A poset P  is a pair (X , ^ ), where A  is a set called the ground set of P , 
and where -<, called the order of P , is a binary relation on X  satisfying the 
following properties:

1. -< is irreflexive: for all a G A , we do not have a -< a;

2. -< is transitive: for all a, 6, c G X ,  if a -< b and b -< c, then a -< c.

We sometimes write a y  b to mean 6 -< a, and we write a b to mean that 
either a -< b or a =  b. All posets considered will be finite, that is, X  will be 
finite. A poset Q =  (X, -<q ) is called the dual of a poset P  =  (X , -<p) if for 
every a, b G X ,  we have that a -<q b if and only if b -<p a.

Given a poset P  =  (X , -<) and a,b € X ,  we say that a and b are com
parable in P  (written a _L b) if either a -< b or b -< a, and we say that a
and b are incomparable in P  (written a || b) if a and b are not comparable 
in P. We say that b covers a in P  if a -< b and there is no c € X  such 
that a -< c -< b. Three graphs naturally associated with a poset P  =  (X , -<) 
are its comparability graph, denoted by Com(P); its incomparability graph, 
denoted by Inc(P); and its covering graph, denoted by Cov(P). Each of 
these graphs is an undirected graph on X .  The edges of Com(P) are the 
pairs ab for which a _L 6; the edges of Inc(P) are the pairs ab for which a || 6; 
and the edges of Cov(P) are the pairs ab for which b covers a or a covers b.

A chain is a poset in which every pair of elements of the ground set is 
comparable, and as a consequence, the elements are ordered linearly. An 
antichain is a poset in which every pair of elements of the ground set is 
incomparable.

Fix a poset P  =  (X, -<). For A C A, the poset Q =  (A, -<) is the 
poset with the same order as P , but restricted to A. Sometimes we refer 
to such posets simply by their ground sets; for instance, C  C X  is referred 
to as chain of P  if (C, -<) is a chain. Similarly A  C X  is referred to as 
an antichain of P  if (A , -<) is an antichain. The number of elements in the

17



largest chain of P  is called the height of P  and is denoted by ht{P). The 
number of elements in the largest antichain of P  is called the width of P  
and is denoted by wd{P).

We now turn to the very simple and natural notion of an ordered par
tition. Given a poset P  =  (X, -<), a partition X \ , . . . , X k  of X  is called 
an ordered partition (of P), or an ordered fc-partition (of P) if, whenever 
a £ Xi and b £ Xj  with a ^ b, then i < j .  Taking the contrapositive, 
X \ , . . . ,  Xk is an ordered partition of P  if, whenever a £ X{ and b £ Xj  
with i < j ,  then either a -< b or a || b. We shall interchange between these 
definitions without mention. An ordered partition of P  is thus a partition 
of the ground set respecting the order of P. Such a simple idea undoubtedly 
pervades the literature on posets, although it is usually presented inconspic
uously in alternative equivalent forms. For us, however, ordered partitions 
are highlighted and form a running theme through a significant part of the 
thesis.

Let us describe some of the alternative forms in which ordered partitions 
may appear. For a poset P  =  (X , -<), U C X  is called an up-set of P  if, 
whenever u £ U with u' >- u, then u' £ U. Similarly D  C X  is called a 
down-set of P  if, whenever d £ D  with d' -< d, then d! £ D.  Note that if 
U is an up-set of P, then U° =  X \ U  is a down-set of P, and furthermore 
Uc, U forms an ordered 2-partition of P. Conversely, if X \, X 2 is an ordered 
2-partition of P , then X \  is a down-set and X 2 is an up-set of P. More 
generally, we have the following correspondence.

Proposition 1.2.1 Let P  =  (X, -<) be a poset.

(i) If <f> =  Do c  P i  c  d 2 C • • • C Dk =  X  is a nested sequence of 
down-sets of P, then the partition of X 1, . . .  ,X^ given by

Xi =  D i\D i - 1

is an ordered k-partition of P .

(ii) Conversely, if X 1, . . .  ,Xk is an ordered k-partition of P, then the sets 
D i C - - - C . D k  given by

A  =  U x j
j<i

form, a nested sequence of down-sets of P.
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P roof For (i), it is clear that X \ , . . . ,  Xf~ is a partition of X .  Take a G Xi, 
b e  X j,  and a -< b. We cannot have j  < i, otherwise we have b G Dj  and 
a 0  Dj  (since X{ fl Dj =  0), contradicting that Dj is a down-set. Thus z < j  
as required.

For (ii), it is clear that the family D \ , . . . ,  D k-i  is nested. To show that 
Di is a down-set, we take b G D{ and a G X  with a -< b, and show that 
a G D{. Let r and s be such that a G X r and b G X s. Thus s <  i since 
b G X 3 fl Di. Also r <  s since a -< b and X \ , . . . , is ordered. Thus r <  i
and so a e X r C D i  as required. □

Order-preserving functions give an alternative way of viewing ordered 
partitions. Let P  =  (X , -<) be a poset. For a natural number k, a function 
/  : X  —> [k] is called order preserving if, whenever a -< b, we have f ( a ) < 
/(&). For iG [k], writing / - 1 (i) to denote the set of elements of X  mapped
by /  to z, we have the following proposition.

P roposition  1.2.2 Let P  =  (X,  -<) be a poset and k a positive integer.

(i) If f  : X  —+ [k\ is an order-preserving function, then / - 1 (1) , . . . ,  / -1 (A:) 
is an ordered partition of P,

(ii) Conversely, if X i , . . . , X^ is an ordered partition of P, then the func
tion f  : X  —> [k] defined by / ( a) =  i if and only if a G Xi for all a G X  
and all i G [k] is order preserving.

P roof For (i), suppose a G / - 1 (z) and b G f ~ l (j) with a -< b. Thus 
z =  / (a)  <  f(b) =  j  as required.

For (ii), suppose f(a)  =  z, f(b) =  j ,  and a -< b. Then we have that 
a G Xi, b e  Xj ,  and since a -<b with X \ , . . . ,  X^ an ordered partition, we 
have z < j  as required. □

For a poset P  =  (X,  -<) with \X\ =  n , an order-preserving bijection 
A : X  —> [n] is called a linear extension of P. It is thus a total ordering of 
the elements of X ,  A- 1 (l), A_1(2), . . . ,  A-1 (n), that respects -<. Therefore, 
an alternative equivalent way to think of a linear extension of P  is as a chain 
L =  (X, -<*), where a -< b implies a X* b for all a, b G X .  Linear extensions 
are studied in Chapter 4.

We conclude this subsection by giving some fundamental results for 
posets, which we shall refer back to. The theorem below is a well-known 
and easy result; see, for instance, Trotter [62].

19



T heorem  1.2.3 If the height of a poset P  =  (X , -<) is h, then there exists 
a partition of X  into h antichains. Moreover, the partition is ordered.

We give some terminology and notation before proving the theorem. Given 
a poset P  =  {X, -<) and A C X , x G A is called a maximal element of A 
(in P )  if there is no x' G A  such that x' >- x. Similarly x € A is called a 
minimal element of A (in P) if there is no x' G A such that x' -< x. The 
set of maximal (resp. minimal) elements of A is denoted by maxp(A)  (resp. 
minp(A)), where we sometimes drop the subscript.

P roo f (of Theorem 1.2.3) The proof is by induction on h. The theorem 
holds when h =  1, that is, when P  is an antichain (the ordered partition 
being the trivial partition with one part).

Given P  =  (X, <̂) with ht(P) =  h >  2, define X 1 =  X \m a x p (X )  and 
let P' =  (X', -<:). The height of P' is h — 1 (since the maximal elements 
of the longest chains in P  have been removed). By the induction hypoth
esis, let X \ , . . .  ,Xh -1 be an ordered partition of P' into antichains. Note 
that maxp(X) is an antichain of P  (since two maximal elements cannot be 
comparable). Then setting Xh =  maxp(X), we have that X i , . . . ,  Xh is a 
partition of X  into antichains of P , and we claim that it is an ordered par
tition. Indeed, let o € Xi, b € X j  with i < j .  If j  < h — 1 then we know 
that either a -< b or a || b since X \ , . . .  Xh-1  is ordered. If j  =  h , then again 
we know that either a -< b or a || b since Xh consists of maximal elements of 
P. □

We now state the dual theorem to the one above. This theorem, proved 
originally by Dilworth [12] in 1950, turns out to be a more substantial result.

T heorem  1.2.4 (D ilw orth’s Theorem ) If a poset P  =  (X , ^) has width 
w, then there exists a partition of X  into w chains.

A generalisation of this result was given in a proof of Greene and Kleit- 
man [28], where, rather than studying the size of the largest antichain of a 
poset, one studies the size of the largest union of k antichains for k fixed. We 
shall require an algorithmic version of this result in Chapter 3. We therefore 
follow Prank’s algorithmic treatment [21] of the Greene-Kleitman Theorem.

Let P  =  (X ,^ )  be a poset; let C \ , . . . , C r be r chains of P; and let 
A \ , . . . ,  As be s antichains of P. We refer to ^  =  { C \ , . . . ,  Cr} as a chain 
family if the chains are pairwise disjoint, and likewise, we refer to srf =
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{ A i , . . . ,  Ar] as an antichain family if the antichains are pairwise disjoint. 
The order of ^  (resp. 80) is the number of chains (resp. antichains) in ^  
(resp. 80). The size of ^  (resp. 80) is | U[=1 Ci\ (resp. | Uf=1 Ai|).

Given an antichain family 80 =  { A \ , . . . , A ,} and a chain family ^  =  
{ Ci , . . . ,  Cr}, observe that |C, fl Aj\ <  1 for 1 <  i < r, 1 <  j  < s. Thus, any 
antichain family of order s can have size at most

r s + I X V u ^ C i ) ! .

This bound is achieved if 80 and ^  are orthogonal, that is, if we have

(a) U[=1C iU u f=1Ai =  X  and

(b) Ci fl Aj  ^  4> for 1 < i <  r, 1 < j  < s.

The following result is due to Frank [21].

T heorem  1.2.5 Let P  =  (X , -<) be a poset Given a positive integer s < 
ht(P), there exists an antichain family 80 of order s and a chain family ^  
that are orthogonal Moreover, 80 and ^  can be found in time polynomial 
in |X|.

It immediately follows from this theorem that 80 has maximum possible size 
amongst all antichain families of order s. We state this as a corollary for 
future reference.

Corollary 1.2.6 Given a poset P  =  (X, -<) and a positive integer s, a 
maximum union of s antichains can be found in time polynomial in \X\.

1.3 Szem eredi R egularity Lemma

In 1975, Szemeredi [57] proved a deep Ramsey-type theorem for the inte
gers, which had been conjectured by Erdos and Turan [18]: he proved that 
every set of integers with a positive upper density has arbitrarily long arith
metic progressions. A key step in his proof turned out to be an innocuous 
looking lemma whose importance has come to be realised more and more 
over recent decades. The lemma has come to be known as the Szemeredi 
Regularity Lemma [58] or just the Regularity Lemma and has found many 
applications in discrete mathematics, especially graph theory. For a survey
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on the applications of the Regularity Lemma to graph theory, see [38] and 
references therein.

Informally, the Regularity Lemma says that all large, dense graphs can 
in some sense be approximated by random graphs; results for random graphs 
can then in a way be carried over to all graphs. Going further, the Regularity 
Lemma says that every graph can be partitioned into a bounded number of 
parts such that for almost all pairs of parts, the edges between the parts 
are distributed uniformly, much as they would be if they were generated at 
random.

For the remainder of this section, we describe the Regularity Lemma 
for graphs, and in so doing, give the standard notational setup. Readers 
familiar with the Regularity Lemma will find this routine.

There are various slightly different versions of the Regularity Lemma, 
even for graphs. Here, we give one that is less common (Theorem 1.8 [38]), 
but better suited for our adaptation to posets in Chapter 5. We begin with 
some notation.

Let G =  (V, E) be a graph. For A, B  C V, we define the density between 
A and B  in G to be d c(A , B ), where

j  ( a rf\   eG{A,  B)

Again, subscripts may be dropped. For e,5 £ (0,1], the pair (A,B)  is 
called (e, S)q-regular if, whenever A' C A and B' C B  with \A'\ >  5\A\ and 
\B'\ > S\B\, we have

\dG( A \ B ' ) - d G( A , B ) \ < e .

Thus the condition of (e, (^-regularity says that the edges in G between A 
and B  are distributed approximately uniformly. The smaller e and 6 are, the 
more uniform is the distribution of edges between A and B.  Note also that 
if d( A, B ) is small, say d( A, B ) < 82e, then (A ,B ) is automatically (e,J)- 
regular. Indeed, if A' C A and B' C B  with \A'\ > J|A| and \B'\ > 8\B\, 
then

n - r f M '  i n  ‘ ( A ' . B 1) , i f i \ A \ \ B \

Thus
\ d (A' , B' ) -d ( A, B) \  < e.
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Similarly (by considering the complementary graph), (A, B)  is (e, <5)-regular 
if d(A,B)  >  1 - 5 2e.

Recall that an equipartition of V  into k parts is a partition V\ , . . . ,  of 
V,  where the parts are as equal in size as possible, that is, | |F  
for all 1 <  i, j  < k.

Let e,S, 7  G (0,1] and let G =  (V, E ) be a graph. An equipartition 
Vi, . . . ,Vfc of V  is called (e,6,7 )c-regular if the number of (unordered) 
pairs, (Vi,Vj), that are not (e, 5)c-regular is at most 7 (2)- An equipar
tition that is (e, e, e)<3-regular will be referred to as (e)G-regular or just e- 
regular. Note that a (eo5^o,7o)c-regular equipartition is (e)c-regular for 

e > max(e0, 7o)-
The Regularity Lemma says that, for every graph, there exists an e- 

regular equipartition, where the number of parts is bounded by a function 
of e only. Having a bound on the number of parts that is independent of the 
graph is a key feature of the Regularity Lemma. Indeed, if we do not insist 
on such a condition, we can simply partition our graph into vertices, which 
trivially gives an e-regular partition for every e G (0,1]. Here is the formal 
statement of the Regularity Lemma.

Theorem 1.3.1 (Szemeredi Regularity Lemma) For every e G (0,1] 
and every m  G N, there exists a natural number M  =  M( e , m ) with the 
following property. For every graph G =  (V,E),  there exists an ( e) g  -regular 
equipartition o fV  into k parts, where m  < k < M .

The purpose of m  in the above statement is a technical one. When applying 
the Regularity Lemma, one may wish to have a sufficiently large number of 
parts in order to ensure that the number of edges within parts is small.

Note that if G has a sufficiently small number of edges (as a function of 
e), then in any partition of its vertices, the density between most parts will 
be small; thus, all such pairs of parts will automatically be (e, e)G-regular (as 
previously explained). In this case, all partitions of G are e-regular, and the 
Regularity Lemma gives us no useful information. For such graphs, there 
exist sparse versions of the Regularity Lemma that are sometimes useful (see 
for example [37]), but we shall not be concerned with these.

The function M (e, m ) is an Ackermann-type function: for m =  2 , it is 
a tower of powers 222 of height fi(e~5). Thus our regular partition has 
a very large, but bounded, number of parts. Gowers [27] showed that any
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upper bound on M (e, m) necessarily has such tower-type growth as e tends 
to zero.

1.4 Extrem al H ypergraph Theory

A simple way to generalise the notion of a graph is the following: rather 
than taking edges to be pairs of vertices, we take edges to be subsets of 
vertices of size k for some fixed k. This results in what is known as a k- 
uniform hypergraph. Many problems in graph theory have corresponding 
generalisations for /e-uniform hypergraphs, but often turn out to be much 
harder to solve when k >  3.

Formally, a k-uniform hypergraph (or k-graph) H  is a pair (Vh , E h ),

where V# is a set of vertices, Eh  is a set of edges, and an edge is a k-
( k )element subset of Vh - We write ' for the set of all fc-element subsets of 

Vh \ thus Eh  C Vh ■̂ In particular, a 2-graph is simply a graph.
Given two fc-graphs F  =  (Vp, Ep ) and H  =  (Vh , E h ), we say that H  

contains F  or F  is a subgraph of H  if there exists an injective function 
g : Vp —► Vh such that

{g(e) : e G Ep}  C Eh ,

where we define g(S) =  {^(u) : v G 5} for all S  C Vp. If, in addition, we 
have

{g(e) ■,eeEF} =  EH n (s(V f))W,

then we say that F  is an induced subgraph of H  and that the set of vertices 
g{Vp) C Vh induces a copy of F  in H.

We say H  is F-free if H  does not contain F. A very natural question 
asked by Turan first for graphs and then for hypergraphs is the following: 
given a fc-graph F, what is the largest number of edges that an n-vertex 
F-free fc-graph can have? This number is denoted by ex(n, F) and is called 
the Turan number of F. Any n-vertex F-free fc-graph having the maximum 
number ex(n , F) of edges is called an extremal F-free hypergraph. The 
density of the extremal F-free hypergraphs is given by



We show that we can take the limit of d(n ,F ) as n —> oo. We do this by 
showing that d(n ,F ) is a decreasing sequence using a standard averaging 
argument of Katona, Nemetz, and Simonovits [34].

P roposition  1.4.1 Let F be a fixed k-graph. The limit

tt(F) := lim d(n,F)71—> OO

always exists.

P roof We show that d(n, F)  is a decreasing sequence. Since it is bounded 
below by zero, we conclude that it has a limit. We use a simple averaging 
argument to show the sequence is decreasing. An extremal graph for F  on 
n + 1 vertices can contain at most ex(n, F) edges in any subset of n vertices. 
Summing the edges over all such n-vertex subsets, and therefore counting 
each edge n — k times, we have

(n — k)ex(n +  1, F) < (n +  1 )ex(n, F).

Thus

m  e z ( n +  l , F )  ( r a + l ) e x ( n , F)  ^  ^

d (n +  1 , f  > ~ T f T ~  -  V - b c f f  d{n’F ) ’

as required. □

For F  a fc-graph, 7r(F) is called the Turan density of F.  More generally, 
we can extend these definitions to families of hypergraphs. If F  is a family 
of fc-graphs, H  is said to be .F-free if H  does not contain any member of F  
as a subgraph. We let ex(n,F)  denote the maximum number of edges in an 
n-vertex F-free fc-graph. We define

<r\ _  exin ,F)a(n, F ) — ^  ,

and we let 7r(F) =  lim ^oc d(n,F ).
Determining these Turan densities is perhaps one of the most fundamen

tal problems in extremal hypergraph theory. The problem has been solved 
for k =  2, that is, the Turan densities of all families of graphs have been 
determined. For k >  3, the problem remains open for most hypergraphs.
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Let us discuss the extremal results for graphs. Recall that K r denotes 
the complete graph on r vertices. Let Tr{n, l ) denote the graph on n vertices 
equipaxtitioned into I classes, V\ , . . . ,  V/ (recall that this means 1 1 | — |V |̂| <  
1 for all i , j  G [I]), where the edge set is given by

{ab : a e  b e  Vj, i ^  j } .

These graphs are called Turan graphs, and we write tr (n , I) for the number 
of edges in Tr{n, l) .  In 1941, Turan proved the following theorem [63], 
not only finding the Turan densities for complete graphs, but also giving 
the unique extremal K r-free graphs. There have subsequently been many 
different proofs given for the theorem; see, for instance, [1].

T heorem  1.4.2 (Turan) We have for I > 1, that

ex(n,Ki+1) =  tr (n, l ),

and moreover, Tr(n, l)  is the unique extremal Ki+\-free graph.

Counting the number of edges in Tr{n , I), we have

tr(n, I) =  (1 +  o (l)) Q  ( 2 )  =  (1 +  o(l)) ( l  -  j )  Q ,

and thus 7r(Ki+i) =  (1 — j).
More generally, the Erdos-Stone Theorem, proved by Erdos and Stone 

[17], gives as a corollary (discovered by Erdos and Simonovits [16]) the Turan 
densities of all graphs. The Turan density of a graph turns out to be a 
function of its chromatic number, which we now define.

A graph G =  (V, E ) is said to be k-colourable if there exists a k-colouring 
of the graph, that is, a function /  : V  —► [k\ such that, whenever ab G E, we 
have f (a)  ^  /(&)• In words, the function /  simply assigns colours 1 , . . . ,  k to 
the vertices of G so that no two vertices that have an edge between them are 
assigned the same colour. Note that a ^-colouring of a graph is a partitioning 
of its vertices into k independent sets (an independent set is a set of vertices 
containing no edges). The chromatic number of G , denoted by x(G9, is the 
least k for which G is fc-colourable. We can now state the theorem.

T heorem  1.4.3 (E rdos-Stone-S im onovits) If G is a graph for which
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x(G) > 2 (that is, G has at least one edge), then

* (G) (* x ( G ) - l ) '

Extremal results often come together with what are known as stability 
results. Such results tell us roughly what the structure of a graph or hy
pergraph looks like if we relax the conditions on the extremal result. The 
result below for example, due to Erdos [15] and Simonovits [55], gives us 
information about F-free graphs having close to the maximum number of 
edges.

T heorem  1.4.4 (Erdos-Sim onovits Stability) Let F  be a graph with 
chromatic number p. Given e > 0, there exists S =  6(e) and no =  no(c) such 
that if G is an F-free graph with n > no vertices and at least ex(n , F)  — 8n2 
edges, then G can be obtained from Tr(n,p  — 1) by adding or deleting at 
most en2 edges.

Such stability results, as well as being interesting in their own right, can 
sometimes be used to derive exact results.

There is another type of stability result. Rather than relaxing the condi
tion on the number of edges of an F-free graph, we can relax the F-freeness 
itself. We give below the first result of this type, where F  is a triangle. 
The result was proved by Ruzsa and Szemeredi [52] and has since been 
generalised in many ways [3], [50], some of which we discuss in Chapter 6.

T heorem  1.4.5 (R uzsa-Szem eredi) Given e > 0, there exists 5 =  6(e) 
and no =  no(e) such that if G is a graph on n > no vertices containing at 
most 8n3 triangles, then G can be made triangle free by deleting at most en2 
edges.

This theorem is a relatively straightforward consequence of the Regularity 
Lemma, and in fact, all known proofs of the result are based on the Regu
larity Lemma. Such results play an important role in the area of property 
testing.

Turning now to hypergraphs, whereas the Turan densities of all graphs 
are known, the Turan densities of only a few hypergraphs are known. Let 
us give a brief history of this area of combinatorics.

An obvious generalisation of Turan’s theorem would be to determine the 
Turan density of K f ,  the fc-graph on I vertices with all edges present. The
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value of 7r(Ki) is unknown for all / > k > 3. Turan, in his seminal paper 
[63], conjectured that

= f •
He conjectured that one possible extremal n-vertex K^-free 3-graph is that 
in which the n vertices are equipartitioned into three classes, Vi, V2, V3, 
and where the edges are those triples that intersect all the V̂ ’s or contain 
two vertices from V{ and one from Vi+1(mod3) for i =  1,2,3. This famous 
problem remains open, although there have been some partial results. The 
best upper bound known for ir(K%) is (3 +  \/l7 )/1 2  < 0.593, which is due 
to Chung and Lu [7]. The best lower bound remains 5/9, although many 
different extremal constructions have been found that have the same number 
of edges as Turan’s original construction. In particular, Kostochka [39] gave 
2n~2 different non-isomorphic extremal constructions on 3n vertices for each 
n €  N. Thus, if the conjecture is true, having so many different extremal 
structures gives an indication as to why the problem is hard. Bounds on 
tt(K i ) for other values of k and I are given in the recent paper by Lu and 
Zhao [41].

Another well-studied problem, which we shall discuss in more detail in 
Chapter 6, is that of determining the Turan density of K ^ ,  the complete 
3-uniform hypergraph on four vertices minus an edge. Again, this problem 
is open: the best known bounds are

2 / r , _ x 1 1
^ < tt( 4 ) < 3 “  280 •

The upper bound is due to Talbot [59], while the lower bound is due to a 
construction of Frankl and Fiiredi [22].

We conclude this subsection by listing a few exact results that have 
recently been proven. For a survey on some of the earlier work done in this 
field see [23].

There was a period of little progress in extremal hypergraph theory dur
ing the 90’s; however, an encouraging breakthrough came when de Caen and 
Fiiredi [9] proved that the Turan density of the Fano plane (Figure 1.4) is | , 
thus proving a 30 year old conjecture of Sos [56] with a surprisingly simple
proof. Keevash and Sudakov [36] later proved, using a stability method, that
the unique extremal 3-graph free of the Fano plane is the balanced complete 
bipartite 3-graph, also conjectured by Sos [56]. The result of de Caen and
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Figure 1.1: Fano Plane (3-graph on seven vertices and seven edges)

Fiiredi drew renewed attention to this field of combinatorics.
Since then, Mubayi and Rodl [44] obtained the Turan densities of about 

ten different 3-graphs. Fiiredi, Pikhurko, and Simonovits [24, 25] deter
mined the Turan density and the Turan numbers of the 3-graph with vertex 
set [5] and edge set {123,124,125,345}. Keevash and Sudakov [35] deter
mined 7 r (C ^ ) ,  where is the 2r-graph obtained by letting P i, P2, P3 
be pairwise disjoint sets of size r, and taking as edges the three sets P{ U Pj 
for i ^  j .  Mubayi [43] gave for each r >  3, an infinite family of r-graphs 
together with the Turan density of each r-graph in the family. Pikhurko [48] 
determined the Turan numbers of each of these r-graphs.

The results we have mentioned here are by no means an exhaustive fist 
of Turan-type results: they simply reflect the author’s tastes.

1.5 Sum m ary

We conclude with a brief summary of each chapter.
In C hapter 2, we consider the following problem: given two graphs on 

the same vertex set, can we find a partition of the vertices such that the 
sizes of the cuts induced in both graphs are large? Let G\  =  (V, E\)  and 
G2 =  (V,E2 ) be two graphs, where |V| =  n and \Ei\ =  for i =  1,2. 
We give a simple algorithm that partitions V  into sets A and B  such that 
eGiiA^B) > m \ / 2  and ec 2(A,B)  > 7722/2 — A(C?2)/2, where A (G) denotes 
the maximum degree of G. We also show, using probabilistic methods, that 
if G\  and G2 belong to certain classes of graphs (for instance, if G\  and 
G2 both have at least \ { n  +  l ) 2 edges, or if G\  and G2  are both regular of 
degree at most (n/16) — 8), then we can find a partition of V  into sets A
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and B  such that ec^A,  B) >  m{/2  for i =  1,2. This chapter is based on 
published work [46].

In C hapter 3, we consider natural analogues of graph cut problems 
for posets. We show that for every poset P  =  (X , -<) and every integer 
k >  2, there exists an ordered fc-partition of P  such that the total number 
of comparable pairs within the parts is at most (m — 1 )/&, where m >  1 
is the total number of comparable pairs in P. We show that this bound is 
best possible for k =  2, but we give an improved bound, m / k  — c(k)y/m,  
for k >  3, where c(k) is a constant depending only on k. We also show 
that, given a poset P  =  (X , -<) and an integer 2 < k <  |X |, we can find 
an ordered partition of P  into k parts that minimises the total number of 
comparable pairs within parts in time polynomial in the size of P.  We prove 
more general, weighted versions of these results. This chapter is based on 
published work [47].

Chapter 4 is a digression: in it, we describe the well studied graph 
linear arrangement problem and consider a natural analogue of this problem 
for posets. Let P  =  (X , -<) be a poset that is not an antichain, and let 
A : X  —► [n] be an order preserving bijection, that is, a linear extension 
of P. For any relation a -< b of P , the distance between a and b in A is 
A(6) — A(a). The average relational distance of A, denoted distp(A), is the 
average of these distances over all relations in P. We show that we can 
find a linear extension of P  that maximises distp(A) in polynomial time. 
Furthermore, we show that this maximum is at least | +  1), and that 
this bound is best possible. This chapter is based on joint work with Graham 
Brightwell.

In Chapter 5, we formulate and prove a version of the Szemeredi Reg
ularity Lemma tailored for posets. Going into more detail, we prove that 
for every poset P  =  (X , ^), there exists an ordered partition of X  into a 
bounded number of parts that is regular for both the comparability graph 
and the covering graph of P  (note that the usual Regularity Lemma applied 
to Com(P) and Cov(P) would yield the same result except that the partition 
would not necessarily be ordered). We prove some interesting properties of 
ordered regular partitions; in particular, we are able to give some structural 
properties of P  within parts of the regular ordered partition. In light of this, 
and the fact that the usual Regularity Lemma says nothing about what hap
pens inside the parts of a regular partition, we hope that our version of the
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Regularity Lemma for posets will lend itself to novel applications.
In C hapter 6, we give a new proof of a result of Frankl and Fiiredi. 

The result is a characterisation of all 3-graphs in which every set of four 
vertices spans either zero or two edges. There are two types of graphs in this 
characterisation: ones that axe 2-colourable and ones that are 3-colourable. 
(A hypergraph is fc-colourable if its vertices can be partitioned into k sets 
so that no part contains an edge.) We use the ideas in our new proof to 
give a stability result for the 2-colourable case. More precisely, let qi(H) 
denote the number of 4-vertex subsets of Vjj that span exactly i edges of H. 
We prove that if H  =  (Vh , Eh ) is an n-vertex 2-colourable 3-graph in which 
qi(H) <  en4 for i =  1 ,3 ,4 , then there exists an n-vertex 2-colourable 3-graph 
H' =  (Vh ' ,E h'), where qi(H') =  0 for i =  1 ,3 ,4  and Eh A E h< < 1620e^.
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Chapter 2

Cutting Two Graphs 
S imult aneously

2.1 Introduction

Throughout this chapter, we work with with finite simple graphs. Recall 
that for a graph G =  (V, E)  with A  and B  disjoint subsets of V, Eg (A, B)  
denotes the set of edges of G that have one end in A and one end in JB, and 
e c ( A ,B ) =  \Eg ( A , B ) |. Let A° =  so that A, A° is a partition of V. 
Then Eg (A, Ac) is a cut of G, and we shall sometimes refer to it as the cut 
of G generated by A. The degree of a vertex x in G is c g {x , V ) ,  shortened 
to ec(^), and the maximum degree of G is

A (G) := maxecOc).
x £ V

We showed in Section 1.1 that for any graph G with m  edges, there exists 
a cut of size at least \ m  and that the constant \  cannot be improved. Now 
consider two graphs G\ — (V, E\)  and G2  =  (V, E 2 ) on the same vertex set 
V , where |F| =  n and \E{\ =  m; for i — 1,2. We investigate the problem 
of finding A C V  that generates a large cut both in G\  and in G -̂ This is 
a problem posed originally by Bollobas and Scott [6]. More precisely, their 
problem was the following:

Problem  2.1.1 (B ollobas, Scott [6]) Given m  G N, find the largest inte
ger f (m) such that for every pair of graphs G\  =  (V,E\) and G2 =  {V, E 2 ), 
each with m edges, there exists A C V  with eGi(A,Ac) > f (m )  for i =  1,2.
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For further details on this problem and other related problems, see Scott

[54].
Bollobas and Scott suggested that perhaps f {m) =  (1 — o(l))m /2. Kuhn 

and Osthus [40] proved this: they showed, using probabilistic methods, that 
if G{ =  (V,Ei ) with \Ei\ =  rrii for i =  1,2, then there exists A C V  such 
that

for i =  1,2.
In Section 2.2, we prove the following theorem, which is based on a simple 

algorithm.

Theorem 2.1.2 Let G{ =  (V, Ei) with \Ei\ =  mi for i =  1,2. Then there 
exists A C V ,  with \\A\ — \AC\\ < 1, such that

eGi(A, A c) >  and eGl{A

A simple modification of the algorithm in Theorem 2.1.2 yields the following 
theorem, which again proves that f (m )  =  (1 -I- o(l))m /2.

Theorem 2.1.3 Let G\ and G 2 be graphs as in Theorem 2.1.2. Then there 
exists A C V , with \\A\ — |AC|| < 2, such that

eGl{A,Ac) >  ^  and eG2{A,Ac) >  ^  -  yjrn .̂

Theorem 2.1.2 also proves the following conjecture of Rautenbach and Szigeti 

[49].

Conjecture 2.1.4 (Rautenbach, Szigeti [49]) Let G{ =  (V, Ei), where 
\Ei\ =  mi for i =  1,2. If both graphs have maximum degree at most A then 
there exists A C V  such that eGi(A,A°)  > \ {m i  — A) for i =  1,2.

The following conjecture, which is implicit in [40] and [49] but not for
mally stated, is a natural extension of Conjecture 2.1.4.

Conjecture 2.1.5 Let G{ =  (V ,^ ) with \Ei\ =  mi for i =  1,2. Then there 
exists A C V  such that eGi(A ,Ac) >  l^mi\ for i =  1,2.

Note that the above conjecture is false if we replace with \mi .  Indeed,
let G\  be a 5-cycle on 5 vertices and let G2 be its complementary graph (also
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a 5-cycle). Talcing any partition of the vertices generates a cut in at least 
one of the two graphs having at most [5/2J edges. This example was given 
by Rautenbach and Szigeti [49], and is the only such example that we know 
of.

In Section 2.3 we show, using probabilistic methods similar to those 
used in [40], that Conjecture 2.1.5 holds for certain classes of graphs. More 
precisely, we prove the following two theorems.

Theorem 2.1.6 Let Gi =  (V,Ei) with \V\ =  n and \Ei\ =  mi  >  |( n  -I-1)2 
for i =  1,2. Then there exists A C V ,  with \\A\ — \AC\\ <  1, satisfying

eai ( A A c) > r̂

for i =  1,2.

Theorem 2.1.7 Let Gi =  (V,E{) with \V\ =  n and \Ei\ = mi for i — 1,2. 
If ri := A (Gi) < \Jmi/% — 2 for i =  1,2, then there exists A C V ,  with 
\\A\ -  \ AC\ \ < 1, satisfying

eGi {A, Ac) > ^

for i =  1,2.

In particular, the conditions of Theorem 2.1.7 are met if Gi is ^-regular, 
with l < r i < y |  — 8 for i =  1,2. Let us carry out the simple calculation to 
see that this is true. Assuming that 1 < -  8 and using m* =  {rin) /2,
we have

-I- 2)2 < ri(ri +  8) provided 4ri >  4 i.e. r* > 1

< ri (n /16) =  m i / 8 .

Rearranging the above by taking square roots and subtracting 2 gives the 
condition of Theorem 2.1.7.

2.2 A  Sim ple A lgorithm

In this section, we present the proofs of Theorems 2.1.2 and 2.1.3. The proof 
of Theorem 2.1.2 is based on a simple algorithm, which we later adapt to
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give a slightly sharper result for the case when A(Gr2) is large. Before we 
proceed to the proof of Theorem 2.1.2, recall that for G  =  (V ,E ) a graph, 
we write eG(x, A) to denote the number of neighbours of a vertex x in a set 
A c y .

P roo f (of Theorem 2.1.2) We are given Gi =  (V,Ei) for i =  1, 2 , where 
\V\ =  n and \E{\ =  rrii. We assume that n is even. (If n is odd then we add 
a vertex to V  that is isolated in G\  and G2 and apply the theorem for n 
even.)

For j  =  0 , . . .  ,n /2 , we inductively construct disjoint subsets Aj  and Bj  
of V  as follows. Let Aq — Bq =  (j), and assume that we have constructed 
Aj—1 — {^i , . . .  and B j—\ =  {61, . . . ,  1}.

For each v  6  V, let

4 ( v ) =  eG l (v >B j - i )  ~  eG l (v >Aj - i ) .

Choose aj to be any vertex in V \ ( A j - 1 U B j - 1) that maximises ej, and set 
Aj =  { a i , . . . ,  aj}.  For each v E V,  let

eJ2(v) =  eG2(v, Aj) -  eG2( v , B j - 1 ).

Choose bj to be any vertex in V \(A j  U B j - 1) that maximises e ,̂ and set 
Bj =  {61, . . . ,  bj}. Notice, by our choices of aj and bj, that for each j ,  we 
have

e\{aj)  > 4 ( bj)  and eJ2{bj) > e32{aj+ i) > eJ2+1{aj+1).

(Note that we have the strict inequality eJ2(aj+1) > e32+1(aj+1) if and only if 
there is an edge of G2 between aj+1 and bj.) We shall use these inequalities 
at the end.

After n /2  iterations, we obtain Anj2 and J3n/2, sets of equal sizes that 
partition V. Let A =  An/2, so that Ac =  Bn/2. We claim that

eGi(A ,A c) > ^  and e02(A,A') >  ^

To see this, observe that for i =  1,2, we have

n / 2

=  {eGi(a3 , A3 - 1 ) +  eGi{ a j ,B j - 1 ) +  eGi(bj,Aj)  +  eGi(b j ,B j - 1 )]
j=1
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and
n/2

CGiiAA0) =  ] T  +  eGiibj.Aj)].
j= i

Subtracting 1/2 of the first equation from the second yields

i n/2
eGi(A, A°) -  ^  =  j  ^  -  eG.(aj ,i4J-_i)]+

i=i

for z =  1, 2 .
By comparing the terms in square brackets with e[{a,j) and (bj) re

spectively, and noting for any vertex v that eGi(v, Aj) >  eGi (t>, A j - \ ) ,  we 
obtain that

2 ( 4 ( 6j) -  4 ( aj))  H i  =  2.

Using that e\(aj) >  e[{bj) for each j , we see that the first sum is non
negative. Using that eJ2(bj) > e32+1(aj+1) for each j  , we see that the second 
sum is at least — e2(a i )+e2 2̂(bn/2) > —A(G2) as e2(a\ ) =  0. This completes 
the proof. □

Examining the proof of Theorem 2.1.2, we see that it is the last vertex 
placed that determines the size of eG2(A ,Ac) — (^ 2/ 2)- In particular, we 
can improve on Theorem 2.1.2 if we can ensure that the degree of bn/2 in 
(?2 is small.

P roof (of Theorem 2.1.3) Let v i , . . . ,  vn be an ordering of the vertices of V  
satisfying ec 2 (^i) > eG2 (^i+i) for all z =  1 , . . . ,  n -  1. Let V* =  {i>i,. . . ,  vt}, 
where t  is an integer to be specified later. For convenience, we ensure that 
both IV*| and |V| axe even by adding isolated vertices to V* and/or (V*)c — 
V\(V*) if necessary. After the addition of these isolated vertices, let t' =  
|V*| and n' =  |V|. We give a modified version of the algorithm in the 
proof of Theorem 2.1.2. The only difference is that initially, we restrict our 
attention to V*, however we describe the algorithm in full for notational 
convenience.
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Let Vj =  V* for j  <  t'/2  and Vj =  (V*)c for j  > t'/ 2. For j  =  0 , . . . ,  n'/2, 
we inductively construct disjoint subsets Aj  and Bj  of V  as follows. Let 
Aq =  Bo =  (f), and assume that we have constructed A j - \ =  { a i , . . . ,  a j - 1} 
and B j - i  =  {bi , . . . ,  bj - i} .

For each v G Vj, let

Choose aj to be any vertex in V j \ (A j - \  U B j - 1 ) that maximises ej, and set 

Aj =  {ai ?
For each v £ Vj, let

We iterate n' /2  times to obtain sets An</2 and B ni/2. We remove from 
Ani j 2 and Bn>/2 any isolated vertices that we may have added at the begin
ning to obtain sets A  and B =  A° that partition V. Note that | |j4| -  \AC\ \ <  2. 
This completes the description of the modified algorithm.

Mimicking the analysis of the algorithm in Theorem 2.1.2 and noting 
that eGi(A,Ac) =  ecXAn,/2, B n,/2), we find that

e{(v) =  eGx( v ,B j - i )  -  eGl( v , A j - 1).

eJ2(v) =  eG2{v ,A j ) -  eG2(v,B j_i).

Choose bj to be any vertex in Vj\(Aj  U B j - 1 ) that maximises eJ2, and set

Note, by our choices of aj and bj, that for each j ,  we have e{(aj) >  e[{bj), 
and for each j  except j  =  t'/2, we have e^(bj) > eJ2(aj+i) > eJ2+1(aj+1).

and

n' j  2

^ 2 ( ~ e2(al) +  e2^ (^ 72) -  e2 ^ +1(a(t'/2)+l) +  e2

=  - \ ( t  +  eG2{vt+1)),
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where the third inequality follows because e^ai) =  0, 

e 2^2(& t72) ^  ~ e G 2 { h ' / 2 i B ( t ’/ 2 ) - l )  >  —

and

~ e 2 ^ + 1 {a ( t ' / 2 ) + l )  >  ~ e G 2 ( a (t, / 2 ) + l ^ t / / 2 ) >  ~

Since we are free to choose t  as we please, we have that

eG2(A,A c) -  ^  +  eG2(vt+i)},

where we minimise over £ =  0 , . . . ,  n — 1. We claim that

min[£ +  eG2(vt+i)] <

which proves the theorem. We prove the claim by contradiction. Suppose 
that £ +  eG2(vt+1) >  \ 2 y / m 2 ]  for all t =  0 , . . . , n — 1. Then

n —1 n —1

^ e G2(ut+i) > ^m ax[( \2y /m Z \  - t ) ,  0] 
t = o  t =o

f2v/m51

= E  ‘
t =o

=  ^ r v ™ ^ ( r v ™ 2 i + i )

> 27712,

which is a contradiction, proving the claim. □

2.3 G ood Sim ultaneous C uts for Special C lasses 
of Graphs

In this section, we turn to the problem of finding pairs of graphs, Gi =  (V, Ei)
with \Ei\ =  rrii for i =  1,2, for which we can ensure the existence of A  C V
such that

eGi(A ,Ac) > [mi/2\
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for i =  1,2. As conjectured earlier, we believe that the above is true for all 
pairs of graphs. The proofs in this section are of a probabilistic nature.

We first prove that the above is true for graphs of high density, that is, 
those graphs that give the poorest bounds in Theorem 2.1.2 and Theorem 
2.1.3. We start with a general lemma.

Lem m a 2.3.1 Let X  be a random variable taking values in {0 , . . .  ,n} for 
some n 6 N. Let p  be its mean and a 2 its variance. For p  >  0, let r ( X ,p ) 
be the largest integer such that

E (X |X  < r(X ,p)  +  1) with probability po := P(X <  r(X ,p)  +  1) > p, and 
taking the value y\ \= E (X \X  > r(X ,p)  +  1) with probability p\ \= 1 — pq. 
Note that Y  =  E(X\I),  where I  is the indicator function of the event that 
X < r ( X , P) +  1.

We carry out an easy calculation to show that

Indeed, we have that E(F) =  Poyo +  { l —po)yi and that V a r ( Y ) =  po(E(T) — 
yo)2 +  ( l — Po)(yi ~ E (T))2. We eliminate y\ between the equations as follows:

Rearranging gives (2.1). We note that E(T) =  //, and we claim that

P(X  <  r(X,p))  < p.

Then

P roof Let Y  be the two point random variable tahing the value yo :=

yo =  E(Y) -  J - — — Var(Y)  
V Po

(2.1)

V ar(Y ) =  (po(E(y) -  ya f  +  (1 -  po)(yi -  E (y ))2)

(po(i -  po)(pi -  y o )2 +  ( i  -  p o ) p o ( v i  -  y o ) 2 j

= [(1 —  P o X z /1 — 2/ o )]2 
=  ( E ( y ) - w , ) 2.
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V ar(Y ) <  a2; this is deduced from the convexity of x2 as follows:

Var(Y) =  E (Y2) -  E (y )2

=  (PoPo +PiVi)  - E ( X ) 2

f r(XJ l +1F{X =  i) \ 2 (  ^  P (X  =  i ) \ 2 . v \2=«•( £ +H £ - E ^ 2
\  i=0 '  Vi=r(A-,p)+2 F1 '
riX^y+l n p(X = i)

< »  E  ------ - * 2 + P i  Y ------------- „ ------ V - E ( X ) 2
t S  P" i= r (* r i+ 2  P l

=  Var(Jf) =  <r2.

Using that 2/0 < r {X,p)  +  U Po > Pi E (y ) =  fa and V'ar(y) <  cr2 together 
with (2.1), we obtain

r(X ,p)  + 1 > y0 = E(K) -  J Y J ° Var(Y) > p -  J — o,
V Po V P

as required. □

The following corollary is the main probabilistic tool used in the proofs 
of Theorem 2.1.6 and Theorem 2.1.7.

Corollary 2 .3 .2  Let X \  and X 2 be random variables taking values from 
{0, . . .  ,n} ,  and let X{ have mean fa and variance a2 for i =  1,2. Then

E(Xi > f a -  fa, X 2 > f a -  a2) > 0.

P roof The following easy calculation proves the corollary. We have

P p fl > f a -  f a ) X 2 >  f a -  <t2) =  ¥ (X i  >  \fa -  (Til, x 2 >  \ fa -  fa])

>  1 -  P(Xi <  \fa -  (Til -  1) -  p (^2 < \fa -  fa] -  1)

> 1 -  P(Xi < r ( X u  1/2)) -  ¥ ( X 2 < r (X 2, 1/2))

> 1 -  1 / 2 -  1/2 =  0.

□

The idea of the proof of Theorem 2.1.6 is an extension of the ideas of 
Kuhn and Osthus [40].
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P r o o f (of Theorem 2.1.6) The graphs G\ =  (V,E \ ) and G 2 =  (U, £ 2) are 
given. We may assume that n =  \V\ is even by adding a vertex to V  that 
is isolated in both G\  and G2  if n is odd; consequently, we must work with 
the weaker premise that rrii >  |t i2 rather than the original premise of the 
theorem that rrii > | ( n +  I)2* We also assume n > 4; the cases for n <  3 
can easily be checked by hand.

Pick a subset A of V  of size n/2  uniformly at random, and set Xi =  
eGi(A, A°) for i =  1,2. Let and of be respectively the mean and variance 
of Xi  for i =  1,2. We show that if G\  and G2 are sufficiently dense, then

Corollary 2.3.2 then gives that

P(Xi > rai/2, X 2 >  m2/2) > 0;

hence there exists some subset of V  that induces a cut in G\  (resp. G 2 ) 
containing at least \ m \  (resp. 57712) edges.

It remains only to bound fii — cri. We start by computing the expectation 
and variance of the Xi.  Let us focus on X\ .  For each e £ E\ ,  define

l i i e £ E Gl{A,Ac)- 

0 otherwise.

Note that X \  — YleeE! X e- Using this and the hnearity of expectation, we 
have

W =  E ( X t.) =  E (^«) =  E  p (e e  e g M , A c)) =  \ m , {  1 +  ^ ) ,
e£E\ eEEi

where we have used that

F(xy =  e £ Eg -l (A , Ac)) =  P(x £ A, y £ Ac) +  P(y £ A, x £ Ac)

=  f t t ]  f - t -\ n J \n — 1

Next we compute E(X^). Again, writing X \  as a sum of indicator func
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tions and expanding, we get

Epf,2) =  £  E(Xe - X e) +  ] T  E(Xe ■ X f )
e E E i  e , f £ E i

e * f

=  E ( X ) +  P( e , f e E Gl(A,Ac)). (2.2)
e j E E i

e#/

For two edges e and /  of a graph, with e /  / ,  we write e inc /  if the edges 
are incident (meet at exactly one vertex), and we write e ind /  if they have 
no common vertices, that is, they are independent. We split the sum above 
according to whether or not e and /  are incident. We claim that

f 7 ( 1  + f l  + if e i n d / ;  
n e J e E Gl(A ,Ac) ) = { 4 }  " - ' A  "-*)  (2 .3)

U ( 1 +  5= l) . if e in c / .

Indeed, if e ind /  with e =  x y  and /  =  x V ,  then we have e, /  G EG(A, Ac) 
if and only if one of the following four equally likely and mutually exclusive 
events occurs: either x,  x'  G A and y,  y'  G Ac; or x , y '  G A and y,  x'  G Ac; or 
y , x '  G A  and x , y '  G Ac; or y,y '  G A  and x , x '  G Ac. Thus, in this case we 
have

=  K 1 + ; r h : ) ( 1 +  ; r h ) -

5n ~ 1 
n — 3

If e inc /  with e =  xa and /  =  £&, then we have e , /  G -Eg(A ^ c) if and 
only if one of the following two equally likely and mutually exclusive events 
occurs: either i G i  and a, b G Ac; or a,b e  A and z G 4̂°. In this case we 
have

\n\ / \n \ f \ n — 1
[ e J e E Gl(A,Ac)) =  2 M -n J \  n — 1 J \  n — 2
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Using (2.2) and (2.3), we obtain 

E( J f ? ) = E ( X )  +  Y ,  H e , f e E Gl(A ,A c)) +  £  ¥ ( e , f  e  E G, ( A ,A C))
e , f £ E \  e j € E i
e ind /  e inc /

= ̂ roi(l + ̂ + K(mi"1}" ̂ K 1 + 0  +
+  p 2(g 1) j ( i  +  ^ t )

= K 1 + ^ i )  (2mi + (x + ^ ) rai(mi “ 1} “ ^rzr)’
where P2 {G\) denotes the number of (ordered) pairs of incident edges in Gi. 
Alternatively, PziGi)  is twice the number of paths of length 2 in Gi,  and 
we can bound it as follows. Let v \ , . . .  ,vn be the vertices in V, and let d{ 
be the degree of Vi in G\.  Then

n

P2(Gl) =  £ d j(di - l )
i=l

n

=  ^T,di ~  2mi
i=l

 ̂ n  2

> n^— ^ 2 di  ̂ — 2mi (Cauchy-Schwarz inequahty)
'n • i 1 =  1

4m?
—----   — 2mi.

n

Using this bound, together with the expression for E(Xi) ,  we find that

E(x?) -  S (x + ^ l )  (mi + (*+ ^ s ) mi(mi" 1}
4mf 2mi \

n(n — 3) n — 3/

= i ( 1 + - Lr)(m' + ( 1 + ̂ H -m ^ +Ĵ )-4V n —1/ \ \  n — 3 / n(n — 3) n —3/
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Using our expression for E (X l), we obtain

of =  V a r {X i) =  E(Af) -  E p fi)2

<  7 ( 1  +  —^ )  (m i +  ( l  +  ~ l ) m i “  +4 \  n — 1 / V \  n — 3 / n(n — 3) n —3/

i ( 1 +  i  ) 2mf
4 V n  — 1 /  *

_  1 /  1 \  /  2m2 4m2 m\ \
4 \  n — 1 / V 1 (n — l )(n — 3) n(n — 3) n — 3/
1 /  n \ / / n  —2\  /  2n — 4 \  2\

=  "  Vn ( n - l ) ( n - 3 ) ) m i J ’

and similarly for a 2. Recall: we wish to show that when G\  and G 2 axe 
sufficiently dense, we have

mi
for * =  1,2, (2.4)

or equivalently

<r,? < (/*i -  for i =  1, 2 .

Substituting the expression for fii and the bound for o f , we find it is sufficient 
to show that

1 /  n \ { ( n  — 2 \ /  2n — 4 \  2\
4 \ \ n ^ 3 / “  V n ( n - l ) ( n - 3 ) ) mV

m?<
4(n — 1)'

Since we have assumed that n > 4, we can divide both sides by Then
collecting the m 2 terms on the right hand side, we find that the previous 
inequality is equivalent to

/n  — 2 \ /  1 /  2n -  4 \  \
\ n  — SJmi ~  \ n ( n  — 1) \n(n  — l )(n — 3) ) J

=  (  3n ~  7 \  2
Vn(n — l)(n — 3 ) / m*

Thus, since n >  3 and mi > 0, we can rearrange the above to deduce that 
(2.4) holds if

n(n — l )(n — 2)
mi >

3n — 7

which holds if mi >  \ n 2 (assuming n >  3) for i =  1,2. □
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Next we prove a theorem showing that pairs of graphs with small max
imum degree (relative to the number of edges in the graphs) also satisfy 
Conjecture 2.1.4. The proof of the theorem broadly follows that of the pre
vious theorem; the only difference is the way in which the random cut is 
constructed.

Going into more detail, the random cut is constructed as follows. We 
first deterministically pair up the vertices of our vertex set V  so that a 
large proportion of the pairs form edges of our graphs. We then partition V  
randomly, ensuring that vertices of each pair are in different parts.

This motivates the following lemma and its corollary.

Lem m a 2.3.3 For graphs G\ — (V ,E i ) and G 2 =  (V, E 2 ), let Ai C Ei be 
sets of independent edges for i =  1,2. Then there exists a set A  C A\  U A 2  

of independent edges such that for i =  1,2  we have

\AnA i \  > - 1 .

P ro o f Observe that each edge of Ai  n A2 is independent of all other edges 
in A\  U A 2 . Let Bi =  Ai \ (Ai  D A 2 ). Then it is sufficient to find a set 
B  C B\  U B 2 of independent edges such that \B D Bi\ >  [ |P i|/2 j — 1 for 
2 =  1,2 (then set A =  B  U (A\  D A 2 )).

We construct B  as follows. Assume, without loss of generality, that
1-B2I =  \B\ \ +  6, where b is a non-negative integer. Note that B\  U B 2  is a 
disjoint union of paths and cycles in which edges alternate between being in 
B\  and being in B 2 . Let S  be the set of these paths and cycles.

A path in S  whose first and last edges are both in B\  (resp. B 2 ) is referred 
to as a 1 -path (resp. 2-path). Let P 1 (resp. P 2) be the set of 1-paths (resp.
2-paths). Any other path in S  is necessarily a path with an even number of 
edges, so we call it an even path. Let P e be the set of even paths in S. Let 
C  be the set of cycles in S  (each of which necessarily has an even number 
of edges).

We have that S  is the disjoint union of C, P e, P 1 and P 2. For s G S,
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|s| refers to the number of edges in s. Let

C  =  {ci ,c2, . . . , c j }  with \ci\ >  |c2| > . . .  > \cj\,

P e =  {Pi,Pb  • • • ,Pfc} with \p\\ > \pe2\ > >  |p ||,

P 1 =  {p \ ,ph  ■ ■ • with \p\| >  \p\| > > \pj |,

-P2 =  {p2i ,p l ,  ■ • • ,Pm} with \p\I >  |p|| > > |p£j,

and note that the number of 2-paths exceeds the number of 1-paths by 
b =  |5 21 — |i?i|; hence we have I +  b =  m. We order the elements of S

ci ,c2, . . . ,  Cj,pf ,p5, . . .  ,p| ,Pi ,p} ,P2,p2, • • • ,P2,P i\p2+i,P 2+2, • • • j Pm j

and we call this ordering O5 . For each s G 5, fix an ordering f i , . . .  , f q of 
the edges of s such that fi and fo+i are incident for i =  1, . . . ,  q — 1, and if s 
is an even path or cycle, then we choose f i  to be in 5 2. Concatenate these 
orderings of elements of S  according to Os to give an ordering e i , . . . , e*
of the edges of 5 i  U 5 2. Note that the edges in our ordering e i , . . . , e*
alternate between B\  and S 2 except at a transition between Pf+Z and P?+z+1 
(z =  1, 1), where we have two consecutive edges in i?2. We call such
a transition, a P 2-transition.

Choose x minimal such that | { e i , . . .  ,ex} fl B\\ =  [|-Bi|/2j — 1, and let 
B[ =  {e 1, . . . ,  ex} D B\.  Let B'2 =  {ex+2, . . . ,  et } fl B2, and let B =  B[  U B2. 
It is not too difficult to see that B  is a set of independent edges. (Indeed, B[ 
and B2 are each independent sets of edges. Furthermore the only way that 
an edge from { e i , . . . ,  ex} can be incident with an edge from {ex+2, . . .  e*} is 
if ex lies in a cycle from C. Even then, there is only one incidence, and we 
have ensured that we avoid the incidence in B[  U B2 by our choice of having 
the first edge of every cycle belong to G2.)

It remains only to show that \B fl B2\ =  \B2\ >  [|B2 | / 2J — 1. Let y be 
the number of P 2-transitions in e \ , . . . ,  ex. We have

|̂ 2| = |B2| - | { e 1, . . . , c x} n 5 2} | - l  

= |B2| - ( | B ; |  +  y ) - l .

(The —1 is present in the first equality because ex+i is necessarily an edge
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of i?2. The second equality follows from the alternating correspondence of 
B\  and B 2 edges except at P 2-transitions.) Since p2+1, . . . ,  p^  are ordered 
according to size in Os, we find that y  < 6/2 — 1, otherwise \B[\ >
Using this and that \B[ \ =  |_|.Bi|/2j — 1, we get

| ^ |  = |B2| - ( | B i |  + y ) - l  

> | S 2| - ^ ( | B i | +  6 ) - 1

> > 2 | " I ,

as required. □

Corollary 2.3.4 Let G\ =  (V, E \ ) and G2 =  (V, E2 ) be graphs with \V\ =  n 
and \Ei\ =  mi. If A(Gi) =  ri for i =  1,2, then there exists a pairing, P  =  
{(ui, w i ) , . . . ,  {v\n/2\ 5 w\n/2\)}> °f  vertices in V such that for i =  1,2, we 
have

\ P n E i \  >
mi

-  1.
|_2 (ri +  l).

The proof of Corollary 2.3.4 requires the following well-known result of Viz- 
ing.

T heorem  2.3.5 (V izing [64]) Every graph G has an edge colouring (a 
colouring of the edges ofG so that no incident edges receive the same colour) 
that requires either A (G) or A  (G) -I-1 colours.

In fact, Vizing proved the above for multigraphs, but we require the result 
only for graphs. See, for example, [11] for a proof.

P roo f (of Corollary 2.3.4) By Vizing’s Theorem, we can find an (r̂  +  1)- 
colouring of the edges of Gi, and so, in each of the graphs Gi, we can 
find an independent set of edges of size at least mi/(ri  +  1). Let Ai be 
such a set of independent edges for the graph Gi. By Lemma 2.3.3, we 
know that there exists a set A C A\  U A 2  of independent edges such that 
\AnAi\ >  L|Aj|/2j — 1. This proves the corollary since the edges in A  induce 
a partial pairing of V  and we extend this (in any way) to a total pairing P  
with the desired property. □

We are now ready to prove Theorem 2.1.7.
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P ro o f (of Theorem 2.1.7) Assume n is even (if not, add a vertex to V  that 
is isolated in G\  and G2, and apply the theorem for the case when n is even). 
By Corollary 2.3.4, there exists a pairing P  =  {(ui, w i ) , . . . ,  (vn/2, wn/2)}  of 
the vertices of V  such that ki := \P Pi Ei\ >  L2(^+1)J ~  I f°r * =  1,2. Let 
A be a random subset of V  constructed as follows. For each pair (vi, W{) of 
P, we either choose £ A, W{ £  A  or Vi £  A, £ A, each with probability 
1/2. The choices for each i =  l , . . . , n /2  are made independently of one 
another. Let Xi =  eG, (A, A c) and let Xi  have mean pi and variance of. By 
Corollary 2.3.2, it is sufficient to prove that

Mi 0* ^ 2m i'

for i =  1,2. As before we compute Mi and
Let G\ =  (V,EJ) =  (V ,E i \ P ) with m' =  |P'| =  m* -  ku and let X'  =  

6g'.(A, Ac). Thus we have X[ — Xi — ki, and so X[  has mean =  pi — ki 
and variance cr'2 =  of.

For e £ E[, we have that

F ( e e E G' (A ,A c)) =  l /2 ,  

so as in the proof of Theorem 2.1.6, we have

E p O  =  £  P(e 6 S gjO M '))  =  ^ .
e€E'

Two edges e, /  (e /  / )  in E[ are said to be linked if there exists p i , p 2 € P  
such that e U /  C p! u p2- For e, /  £ EL we have

( e , / £ P Gi(A,Ac)) =  ^

\  if e, /  are linked and not incident; 

0 if e, /  are linked and incident; 

j  otherwise.

To see why this is true, first assume that e and /  are linked and that p\ =  
P2 =  (u2 ,^2)- If e and /  are not incident, then we must have 

(without loss of generality) that e =  v\W2 , f  =  V2 W1 ; both edges belong 
to P G/(A, Ac) if and only if e does, giving the probability of If e and /  
are incident, then (without loss of generality) e =  U\U2 , f  =  U1 V2 ; under
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no circumstances can both edges belong to E q/, (A, A c). Finally, if e and 
/  are not linked, then the events e G Eqi, {A,Ac) and /  G Eq^A,  Ac) are 
independent, giving the probability of

For any edge e G E[, there is at most one edge /  G E[ that is linked and 
not incident with e. Hence there are at most m' (ordered) pairs of edges of 
E[ that are linked and not incident. As in the proof of Theorem 2.1.6, we 
have

E(X'2) =  E(X') +  Y ,  p («> /  e  EG', (A, Ae))
e,feEl
e*f

< \ m'i + ^ K K  - ! )  -  mi] + \ m'i
1 /2 1 /=  -771; + 2 mi,

and

a,'2 =  E(X'2) - E ( X ' ) 2 

<
-  2 1

Therefore Hi =  \  {rrii +  ki) and erf < rrii — ki). We find that fii — Oi >  rrii/2
if ° f  < \ k f ,  i.e. if

1 ,2  ,m  < - k f  +  ki.

Given that ki >  L2(^+i) J — 1» is easY 1° check that the above holds if 
Ti < y/rriil8 — 2. To see this, observe that

rrii rrii
ki +  2 > —— h_-r > -----~7= =r------

2(r* +  1) 2(y/rrii/8 -  1)

= \j2reii -(- 4 -|- . •   .
2(v^ 7 8 - 1 )

Thus ki > y/2rrii, so that ^kf +  ki > rrii as required. □

Note that the condition A(G*) < y/rrii/8 — 2 is only used at the end of the 
proof in order to bound ki. More generally, any pair of graphs Gt , i — 1,2, 
satisfying the condition that rrii < ^kf +  ki will satisfy Conjecture 2.1.5.
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Chapter 3

Partitioning Posets

3.1 Introduction

In this chapter, we consider extremal and algorithmic analogues of the graph 
maxcut problem for posets. We consider the following question: how large 
can a k-cut of a poset comparability graph be if we restrict attention to those 
/c-cuts arising from partitions that respect the order of the poset? The ex
tremal problem has some similarities to and some differences from the graph 
case, while the algorithmic problem is quite different: there is a polynomial
time algorithm for finding the optimal ordered partition, contrasting the 
maxcut problem for graphs, which, as we mentioned in Section 1.1, is NP- 
hard.

All posets in this chapter are understood to be finite. Recall that an 
ordered fc-partition of a poset P  =  (X , -<) is a partition X i , . . . , Xk of X  
for which, whenever a G Xi  and b € X j  with a ^ b, we have i <  j .  Recall, 
also, that the comparability graph of a poset P  =  (X , -<) is denoted by 
Com(P). For the purposes of this chapter, we simplify notation in the 
following way. When considering the edges of Com(P) within a set A C 
X  or across a partition A \ , . . . ,  Ak of X ,  rather than writing -E'com(P)(-'4)> 

ecom(P)04), £com(P)(^i> • • •, M ) ,  and eCom(P)(^i> • • • > Ak), we write instead 
EP(A), ep(A), E p (A i , . . . ,  Afc), and eP (Ai, . . . , A k) respectively.

In fight of the extremal graph cut results in Section 1.1, there are 
some natural questions we can ask about ordered partitions: given a poset 
P  =  (X, -<), can we find an ordered 2-partition X \ , X 2  of P  for which 
ep(Xi ,  X 2 ) is large (or equivalently for which eP (X  1) -\-eP{X 2 ) is small)? Is
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there a corresponding version of Proposition 1.1.1 or the result of Edwards, 
Theorem 1.1.2, for ordered 2-partitions of posets? We can generalise the 
problem by asking if there exists an ordered ^-partition X \ , . . . ,  X k of P  for
which e p (X i , . . . ,  Xk) is large (or equivalently for which e p ( X i )-1 \-ep(Xk)
is small). Again, we might seek results corresponding to Proposition 1.1.3 
or the generalisation of Edwards’ result, Theorem 1.1.4. It turns out to be 
useful to take the generalisation one step further, by considering a weighted 
version of the problem. Let us fix some notation.

Given a poset P  =  (X, -<), a positive integer k, and positive real numbers 
a i , . . . ,  ak, define

k
f(P \  a\ , . . . ,  ak) =  min ( a{eP (X {)),

i=l

where the minimum is taken over all ordered fc-partitions X \ , . . . , Xk  of P.  
Define

/(m;ai, . . . ,ajfe) =  ma x ( / ( P ; a i , . . .  , afc)),

where the maximum is taken over all posets P  =  {X, -<) for which ep(X )  — 
m.

Of course, the case where cq =  • • • =  ak =  1 is the one we are most 
interested in, but we study the more general weighted case because it is 
crucial to our proof techniques.

In Sections 3.2 and 3.3, we consider the problem of bounding f (m).  In 
Section 3.2, we prove the following theorem.

Theorem  3.1.1 Let k be a positive integer. For positive real numbers 
a\ , . . . ,  ak and a positive integer m , we have that

k _ 1
f(m-,a1, . . . , a k) <

i=1

Let us compare a few special cases of this result with analogous ones for 

graphs. Consider the case when a\ =  ■ • • =  ak =  1. Then (X]f=i ar 1)_1 =  
and Theorem 3.1.1 tells us that every poset P  =  (X,^() has an ordered 
partition X i , . . .  , X k such that

e p (X l ) +  ■ ■ ■ +  eP (Xk) <  \ e P (X),
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or equivalently that e p ( X \ , . . .  ,Xk)  >  (1 — ^)ep(X).  Thus, this is the 
analogue of Proposition 1.1.1 for posets. Note, however, that this result 
cannot be deduced simply by applying Proposition 1.1.1 to Com(P) since 
the partition that Proposition 1.1.1 gives us is not necessarily ordered.

Theorem 3.1.1 is in fact the analogue for posets of a generalisation of 
Proposition 1.1.1, which we give below.

T heorem  3.1 .2  Given positive real numbers a\ , . . .  , a*, and a graph G =  
(V, E ), there exists a partition of V  into parts Vi , . . . ,  Vfc such that

£ a ieG( K ) <  ( I X 1) ^a ^ f 1
i = l  i —1

The proof of Theorem 3.1.2 is simply an extension of the probabilistic proof 
of Proposition 1.1.1.

P roof We partition V  into sets Vi, . . . ,  by assigning each vertex inde
pendently at random to one of Vi , . . . ,  V&, where

a f 1
P(t> € V<) =  J

F *  , '/^l = l I

These probabilities are chosen optimally for the argument that follows. 
Given an edge e =  ab E E, we have that P(e € E ciVj )) =  a J 2 / ( Y l i = i  ai"1)2’ 
and so

k k k q—2
E ( £  a j e o W )  =  P(e € EG« ) )  =  £  a, £  k J _

j = 1 j = 1 e € E  j = 1 e £ E  \ X > i = 1 a i )

-E=rV-(t«rr‘w
e € E 1^1=1 a i i= 1

There must be some partition . . . ,  of V for which Yli=i aieG{Vi) is at
most its expected value, proving the theorem. □

Although Theorem 3.1.2 is a natural bound for graphs, it can be sharp
ened by an extra term of order Q(y/m)  in the same way that Theorem 1.1.4 
sharpens Proposition 1.1.3. Thus, we might expect a similar improvement 
on the bound given in Theorem 3.1.1. There is a surprising dichotomy here: 
when k > 3, we can improve the bound in Theorem 3.1.1 by but
when k =  2 , Theorem 3.1.1 is best possible.
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For the case k =  2, we show in Section 3.3 that for every positive integer 
m, we have

We show further that for m  a fixed odd positive integer, there is a unique 
poset Pr =  (X r, -<) (Figure 3.1 below) for which /(P r; 1,1) =  /(m ; 1,1) 
(here r =  (m — l ) /2).  Describing Pr in words, we have the ground set 
X r =  { y i , y 2 , x i , . . . ,  xr}, with { x i , . . . ,  xr} an antichain, and 2/1 -< Xi -< 2/2 

for i =  1, . . . ,  r (and the transitive relation 2/1 -< 2/2)-

We can see immediately that to minimise epr (X  1) +  epr (X2) (over all 
ordered partitions X \ , X 2 of P ), we must have 2/1 6  X i and 2/2 6 X 2- Then, 
no matter how we place each Xi, exactly one of the edges y\Xi and Xi2/2 lies 
inside a part. This gives us that f (P r ', 1,1) =  r =  (m — l ) / 2 , where m  is the 
number of comparable pairs in Pr. (If we drop the condition that X i , X 2 

should be ordered, then the optimal partition of Com(Pr) is one with only 
a single edge inside parts.)

Thus we see that when k =  2 with a\ =  0,2 =  1, we cannot improve 
the bound given in Theorem 3.1.1 by more than a constant (independent of 
m), and we show in Section 3.3.1 that this is the case for general rational 
ai, a2, using examples similar to Pr . However, for k > 3, we find that we can 
improve the bound in Theorem 3.1.1 by at least Cyjm, where c is a constant 
independent of m  (but dependent on k). These results axe summarised in 
the next theorem.

Theorem  3.1.3 We have the following.

(a) For fixed positive real numbers 01 and 02 with 02/01 rational, we have

xi x2 x3

Figure 3.1: Hasse diagram of Pr
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(b) For a fixed integer k >  3 and fixed positive real numbers a \ , . . . ,  a ,̂ we

Note that we do not allow arbitrary real values for ai  and a<i in the 
statement of Theorem 3.1.3(a). In Section 3.3.2, we show, by giving an 
explicit example, that Theorem 3.1.3(a) does not hold in general for real

The example of the chain, C„, on n elements gives the bound above. It 
also shows that the error term in Theorem 3.1.3(b) is of the correct order

where k >  2 and a i , . . . ,  a  ̂ are real numbers.
In Section 3.4, we consider the algorithmic analogue of the graph maxcut 

problem for posets. Starting with the case k =  2, we give a very simple 
polynomial-time algorithm that, given a poset P , minimises e p ( X i ) + e p ( X 2 ) 
(equivalently maximises e p ( X \ , X 2 )) over all ordered 2-partitions X i , X 2 of 
P. Moreover the algorithm finds all ordered 2-partitions that achieve the 
minimum. This is in contrast to the graph maxcut problem, which is NP- 
hard. We go on to show that all the various generalisations of this problem 
are also polynomial-time solvable, but the algorithms we present for some 
of these generalisations are more complicated.

As we discussed in the previous paragraph, we have a very simple al
gorithm for determining / ( P ; l , l )  and for finding all ordered 2-partitions 
that achieve the minimum. This algorithm generalises easily to one that 
determines /(P ;  ^1,^2) (for given positive rationals a 1, 02) and finds all the

have

i = 1

values of a\ and 0 2 - We show that when a\ =  1 and 0 2  =  (1 +  \/5 )/2 , we 
have

/(m ; a i , 02) =  m  — fi(log m ).

For general real values of a\ and 0 2 , we know only that

of magnitude. For (£) <  m <  ("2 *) > an easY calculation given at the end of 
Section 3.3.3 shows that

i= 1
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ordered 2-partitions that achieve the minimum. For fc > 3, the algorithms 
we present axe not so simple.

Given a positive integer k and a poset P , we show that the problem of 
determining the value of /(P ;  1, . . . ,  1) and finding an ordered fc-partition 
that achieves this minimum can be reduced to the problem of finding a 
largest union of k antichains in a poset L(P)  derived from P.  The poset 
L (P ) is easily constructed from P  and has size that is polynomial in the size 
of P.  Finding a largest union of k antichains in a poset is polynomial-time 
solvable (Corollary 1.2.6). Thus there exists a polynomial-time algorithm 
for determining / ( P ; l , . . . , l )  and for finding an ordered fc-partition that 
achieves this minimum.

Finally, the general problem of determining /(P ; a i , . . . ,  a^) (for given 
positive rationals a i , . . . ,  a/-) and finding a corresponding ordered fc-partition 
is shown to be polynomial-time solvable as a relatively straightforward con
sequence of the fact that a submodular function on a distributive lattice can 
be minimised in polynomial time. However, since all known algorithms for 
minimising submodular functions are rather intricate, the method we give 
for determining /(P ; a\ , . . . ,  a^) is by no means a simple one.

3.2 G ood Partitions

In this section, we prove Theorem 3.1.1. The key step is to prove the result 
for the case fc =  2 ; the full result then follows by a straightforward induction 
argument. We begin with some notation.

Let P  =  (X ,^ )  be a poset. For A C X ,  recall that maxp(A)  (resp. 
minp(i4)) denotes the set of maximal (resp. minimal) elements of the poset 
induced by P  on A.

For x E X ,  let

Up(x) =  {y E X  : y y  x}  with up(x)  =  \Up(x)\, 

and Dp(x) =  {y £ X  : y -< x}  with dp(x) =  \Dp(x)\.

Given positive real numbers a\ and <22, define the function a2 : X  —> R 

by
=  a2up{x) -  aidp(x).

We drop subscripts and/or superscripts when it is clear what these are.

55



Observe that h% a is a strictly decreasing function, that is, for x, y  E X  
with x -< y, we have hfia2(?/) < halCL2(x) (since up(x) > up{y)  and dp{x) <  

dp{y ))•
A partition of X  into parts X \  and X 2 is called an (ai, a2 )-good partition 

of P  if h^i a2(x) > 0 for all x E X \  and h^lCL2{x) <  0 for all x E X 2 (thus 
an (ai, a2)-good partition of P  is uniquely defined except that any element 
x  satisfying h(x) =  0 can be in either X \  or X 2). It is clear that every 
(ai,fl2)-good partition of P  is an ordered partition of P  (if a E X \  and 
b € X 2, then (a) > 0 >  a (b) and so either a -< b or a || b).

We have the following lemma, which is the case k — 2 of Theorem 3.1.1.

Lem m a 3.2.1 Fix positive real numbers ai and <22. For P  =  (X,^<) a
poset, let X \ , X 2 be an (a\,a2 )-good partition of P.  Then

» i e ( X i )  + o 2 e ( X 2 )  <  - ^ - e(X)  =  f —  +  - ) _ 1 e ( X ) .
a\ +  02 '■ffl 1 Q-2'

Proof The proof is by induction on \X\. The lemma is trivially true when
\x\ = 1.

Define r : X  —> R by

I a\dp{x)  if x e  X i ;
r(x) =  <

Ia 2itp(a;) if x e  X 2 .

Choose x* to be any element of X  that maximises r. We see that x * G B , 
where B =  maxp(Xi) U minppi^). We assume that x* E maxp(Xi); the 
case x* G minp(A2) can be deduced by applying the argument that follows 
to the dual poset with the roles of a\ and 02 reversed.

Let X' =  X \ {x* } ,  P' =  (X ',^ ), XI =  X i\{z* } , and X'2 -  X 2\{o;*}.
We claim that X[, X'2 is an (ai, a2)-good partition of P' . Let us assume that
the claim is true and continue with the proof. We have

ep (X x) =  ep'(X'l ) +  dP (x*), 

ep(X2) =  ePt{X2), 

and ep{X) =  ep>{X') +  up{x*) +  dp{x*).
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Putting this together, we have

- ^ ± - e P (X) -  a1eP( X 1) -  a2eP (X2) =  - e P, ( X ') -  aiep,{X[)  
a\ +  a2 ai +  a2

-  a2eP'(X2) +  up(x*) Ql̂ 2 +  dp(a;*)(  01)
Ol 1 a2 1 a2 ’

= ^ Z 7 T eP'(X ') -  ° l ^ ( * i )  -  a^ P ’(X 2) + ~Z~rT~haim (x ')  (3-1)Ul +  fl2 01 +02
> 0 ,

where the last inequality follows by induction and the fact that .«(**) ^ 
0 (since x* G X\) .

It remains only to show that X [ , X 2 is an (oi ,a2)-good partition of P', 
that is, we must show that

P, J > 0  V x e l J ;  
h r  ( x )  <

[ < 0  V x e X £ .

Observe that hp '(x) =  hp {x) if x and x* are incomparable in P  and so the 
above holds for such elements x.

If x + x*, then x G X \  and

hp ' (x) =  a2uPt{x) — a\dPt{x)

> a2uP (x*) — ai(dP(x*) — 1)

=  hp (x*) +  ai

> 0.

If x y  x* then x G X 2 and

hp (x) =  a2uP>(x) — a\dPi(x)

< a2uP (x) — a\dP {x*)

< 0 (by our choice of x*).

This completes the proof. □

We make some remarks, which we shall make use of later.

Rem ark Lemma 3.2.1 says that /(P ;  01, 02) < (o]-1 +  a2 1)~1eP (X)  for all 
posets P. Examining the proof of Lemma 3.2.1, we see that we make a gain
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on this bound every time we remove a vertex x* (in the induction) for which 
|h(x*)| > 0. Hence, one way to construct a poset P  for which /(P ;  01, 02) 
is close to our bound is to include many vertices x for which h(x) =  0. In 
fact, this is necessary in light of Lemma 3.3.2, which we prove in the next 
section.

Rem ark We note also that we have strict inequality in Lemma 3.2.1 if 
eppO  > 1. This is because, as we inductively remove vertices from our 
poset P , we will eventually be left with a poset of height 2. For such a 
poset, Lemma 3.2.1 holds with strict inequality. Then, working backwards 
through the induction, we find that Lemma 3.2.1 holds with strict inequality 
for P.

We now prove Theorem 3.1.1 by an easy induction argument, using 
Lemma 3.2.1 as the induction step.

P roo f (of Theorem 3.1.1) Given a i , . . . ,  a*,, it is sufficient to show that for 
every poset P  =  (X, -<), there exists an ordered partition of P  into sets 
X \ , . . . ,  Xk such that

k k
Y^aie{Xi)  <  ( $ 3 o r 1)  eP 0 -
i=1 i=l

We use induction on fc. The above is trivially true for k =  1. Assume it is 
true for fc — 1.

Let b\ =  (]Cf=Ti a7 1)~1 and &2 =  Uk- By Lemma 3.2.1, there exists an
ordered partition of P  into parts Y\ and I 2 such that

fc
bMYi)  +  b2e(Y2) < ( J -  +  ± y 1e ( X ) = ( ' £ a - i y 1e(X).

2=1

By the induction hypothesis, there exists an ordered partition of Y\ into 
parts X \ , . . . ,  X k- \  such that

fc—1 fc—1

2 > e ( X 0  < ( E 0."1) ” e(yi) =  M U ) -
2=1 2=1

Setting Xk =  Y2 gives the desired ordered partition of P. □
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3.3 B etter  P artitions

3.3 .1  R ation a l W eights in  B ip artition s

Our first task is to prove Theorem 3.1.3(a), which says that for the case 
k =  2, Theorem 3.1.1 is close to best possible. We do this, as the remark 
after Lemma 3.2.1 suggests, by constructing posets that include a large 
number of vertices x  for which h% a2(x ) =

Proof (of Theorem 3.1.3(a)) In fight of Lemma 3.2.1, it is sufficient to prove 
the lower bound

/(m ; ai, a2) > -  0 (1).
ai +  a2

For the moment, we assume that a\ and a2 are positive integers. For an 
integer t >  0, let P(t)  =  P ( a i ,a 2, t) be the complete three-layer poset with 
a\ elements in the top layer A\, a2 elements in the bottom layer A 2, and t 
elements in the middle layer T  (so, A \ , T, and A 2 are antichains and every 
element in T  is below every element in A\  and above every element in A 2).

We let X [ , X 2 be an ordered partition that minimises a i e p ^ ( X i )  +  
a2ep(t}(X2) over all ordered partitions X \ , X 2 of P(t).  It is easy to see that 
A2 C X[  and A\  C X'2- (Indeed, if A\ % X'2 then there exists some x € A\  
such that x £ X[] since X [ , X 2 is an ordered partition, this implies T\JA2 C 
X[.  Moving x from X[  to X 2 reduces aiep^(Xi)- \ -a2e p ^ ( X 2) contradicting 
that X [ , X 2 minimises the same. Thus A\  C X 2 and by symmetry, A2 C 
* ;.)

Assuming X[  contains t\  elements from T  and X 2 contains the other 
t2 := t —t\ elements from T, and noting that P(t)  has m{t)  =  (a \+ a2) t+ a ia 2 
comparable pairs, we have that

min(aieP(f)(A'i) +  a2eP^ ( X 2)) =  aieP{t)(X[) +  a2eP^ ( X 2)

=  ai{a2h)  +  a2(ai(t -  h))

=  a\a2t
°>la2 ( /.v

=  n —L n01 +  cl2

-  a\ m(t )  -  d(ai ,a2)
CL\ +  CL2

for all t, where d(ai ,a2) is a constant independent of m(t). Given m,  we 
choose t  so that m{t) <  m  < m(t  +  1), and thus m — m{t) < a\ +  a2. Now
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we have

/ ( m ; a i , a 2) > f (m { t ) ;a i ,a2) >  / ( P( t ) ; a i , a2)
d\d2

m(t) — d(a i ,a2) 
&i +  a2

d\d2 
d\ +  d2

m  — 0 (1).

The above is also true for rational values of a\ and a2, and more generally 
when d \ /d 2 is rational, since

/(m ; — , — ) =  - /(m ;  ai, a2), 
r r r

for any real r  > 0. □

3.3.2 Irrational W eights in  B ip artition s

Next, we give an example to show that Theorem 3.1.3(a) does not hold in 
general for real values of d\ and d2. We make use of some elementary results 
in the theory of continued fractions and Diophantine approximation, all of 
which can be found in, for example, [31].

Theorem  3.3.1 For a\ =  1 and a2 =  (1 +  y/5)/2, we have that

(  1 l \ ~ 1f(m\  ai, a2) =  [ -----1------) m - f l ( l o g m ) .
\<2l d2/

P roof We start with some preliminaries. We make use of the result that 
<j) =  (1 +  y/5)/2, the golden ratio, has best rational approximation given 
by ratios of successive Fibonacci numbers. Let us go into more detail. The 
Fibonacci sequence Fn is defined by the recursive relation Fn =  Fn- i  +  Fn- 2 
with the initial conditions that Fo =  0 and F\ =  1. We have

Fn =  ^ n - r ) ,

where 4> =  (1 — \/5 )/2 . Note that 0 +  0 =  1, 0 — 0 =  \/5 , 00  =  —1, and 
|0| < 1; we shall use these in later calculations.

A consequence of what is sometimes referred to as the law of best approx
imation (Theorem 182 in [31]) is the following. For any natural numbers
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r, s where s <  Fn, we have that

|scf) - r \ >  |Fn<p -  Fn+1|.

We prove that for every poset P  =  (X , -*<), where \X\ =  n, there exists 
an ordered partition X \ , X 2 such that

aieP {Xi)  +  a2ep (X 2) =  (a^1 +  l )~1eP (X) -  O(logn).

This then proves the theorem since log n > log yfrn =   ̂log m.
Note that every poset P  =  (.X , -<) without isolated elements has a unique 

(a i,a 2)-good partition for our choice of ai and a2\ this is because h^l0L2(x) 
is an integral Hnear function of <j), so it is non-zero for all x G X.

Now fix P  =  (X,  -<) with \X\ =  n. Define the sequence of posets Pi =  
(Xi, -<<), i =  0 , . . .  ,n — 1 as follows. Let Po =  P • Given Pi =  (Xi, -*<), let 
X \ , X \  be the (ai ,a2)-good partition of Pi. We know from the proof of 
Lemma 3.2.1 that there exists some x* G Xi  such that, defining Xi+i  =  
X A K } ,  Pi+1 =  (Xj+1,x ) ,  X j+1 =  X i\{x*}. and X*+1 =  we
have that X \ +1, X 2+1 is the (oi ,a2)-good partition of Pl+i . Furthermore, 
using (3.1) from the proof of Lemma 3.2.1, we have

(a f1 +  a j 1) - 1̂ ( X i )  -  a iePi(Xi)  -  a2ePi(X\)

=  (a f1 +  a l -  <Jiep,+1 (X;+1) -  o2epj+1(^ 2+1) +  c\hP'('A)l

where c is either aj’^ a ^ + a j 1)-1 or ^ a ^ + a j  J)-1 depending on whether 
x* is in X \  or X\.  Thus (since Pn- \  has a single element and no relations) 
the above gives us that

n—1
(ar1 +  a j 1) - 1e p p 0  -  a,eP (X t ) -  a2eP (X2) =  e ( £  |fcp‘(**)l).

i = 0

and it remains for us to show that \ hP i ( x i ) \  =  ^(logn).
Note that Pn-i  has i elements. Let k(i) be the smallest integer so that 

Pfc(i) > i- Observe that k(i) =  ©(log i). Then, using the law of best approx-
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imation, we have that

=  | ( p u p ^ x ^ )  -  d p ^ x ^ l  > IFk^j) -  Fk{i)+1\ 
1 ( 0 * «  _  0 fc (O )0  _  (0 fc(i)+ 1 _  0 fc (O + l) =  |0*(O

Now, using the above and the fact that k(i) =  j  for Fj — Fj_i values of i, 
we have that

i= 0  i = l  i = l  j = l

Also

W\(F} -  Fj-!)  =  W \ F j - 2 =  ^ I W ' 2 -  & - 2)I

=  - L | ^ ( - i y - 2 _  ^ - 2| > _ ^ (|^2| _  | ^ - 2 | }

Finally, we have that

n —1 - x fc(n) —1 /c (n )- l  x

Ei/>p,w ) i > - ^ (  E E i ^ 2i)i=0 VO \  j =l  j=1 J

=  ©(fc(n)) =  ©(logn),

as required. □

It is unclear if the bound in Theorem 3.3.1 gives the correct asymptotic 
value for /(m ; 1, (1 +  \/5 )/2 ). More generally, it seems that the growth of 
(aj-1 +  d2 l )~lm  — /(m ; 01, 02) depends on how well we can approximate 
02/01 by rationals.

3.3 .3  W eighted  ^-partitions

Our next lemma will be the key step in proving the upper bound for The
orem 3.1.3(b). It will also enable us to prove the uniqueness of certain 
extremal posets in the next section. First we introduce the notion of a 
balanced element.

Fix positive real numbers ai and 02, and let P  =  (X, -<) be a poset. For
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t a positive real number, define

Bal£,02(t) =  { x e X  : \hpltQ2(x)\ <  t },

and let balfia2(£) =  |Bal^ a2(t)|. We refer to elements in Balfia2(£) as 
balanced elements. Once again, subscripts and superscripts may be dropped.

Here is the aforementioned lemma, which gives us an upper bound on 
/(P ;  ai, a2) that takes into account the number of balanced elements in P.

Lemma 3.3.2 Fix positive real numbers ai and a2 , and let P  =  (X , -<) be a 
poset with X \ , X 2 an {a\ ,a 2 )-good partition of P.  For 0 < t < \  min(ai, 02), 
we have

a\ep(Xi)  +  a2eP (X2) <  J ^ e p (X)  -  -  b < , a2(t)).

Furthermore, if a\ =  a2 , then the above inequality holds under the weaker 
condition 0 < t <  m in(ai,a2).

We concentrate on the proof of the first part of the lemma. The second part 
has almost the same proof; we make remarks where the proofs differ.

Proof The proof is again by induction on \X\. The lemma is true for 
|X| =  1 since an isolated element is balanced. Assume it is true for all 
posets with fewer than |X| elements.

Let x* be as in the proof of Lemma 3.2.1, and as before, let X' =  X\{:r*}, 
P' =  (X' , ^(), X[ =  X i\{z* } , and X'2 =  X 2\{x*}. We know from the proof 
of Lemma 3.2.1 that X'^X^ is an (ai ,a2)-good partition of P 7. We shall 
assume that x* £ maxp(Xi) so that hp (x*) >  0; the same argument holds 
if x* £  minp(X2) by considering the dual poset with the roles of a\ and a<i 
reversed. We must consider the two cases \hp (x*)\ < t and \hp (x*)\ >  t 
separately.

Suppose hp (x*) <  t. (Regarding the case a\ =  a2 , if hp (x*) < t <  
m in(ai,a2), then hp {x*) — 0.) We claim that balp (t) <  balp (t) — 1. We 
prove this by showing that the removal of x* from P  does not create any 
new balanced elements in P' . Fix x £ X  with x Bal^ (t).

If x is incomparable to x*, then hp'(x) =  hp {x)\ hence |hp  '(a;)| > t  and 
x £  Ba\p ' (t).
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If x +  x* then

hp  (z) =  d2 Up>(x) — a\dpi{x)

> 02up(x*) — ai(dp(x*) — 1)

=  hp (x*) +  ai > t,

so x £  Balp/ (£).
If x y  x* then

hp' (x) =  02 upr(x) — a\dpt{x)

< a2(uP (x*) -  1) -  ai(dp{x*))

— hp (x*) — 02 < —t,

so x $  Balp (£).
We have proved our claim and we have, as in Lemma 3.2.1, that 

~ ^ - e P(X) -  aieP(Xi) -  a2eP(X2)
Oi +  02

=  - ^ - ep,(X ') -  aiep,(X[) -  a2ePi{X2) +  — hp (x*)
Oi +  02 Oi +  02

where the first inequahty follows from the induction hypothesis and the fact 
that hp (x*) > 0, and second inequahty follows because |X'| =  |X| — 1 and 
balp (£) <  balp (£) — 1.

Next, suppose hp (x*) > t. We claim that

^p + ^ f t(balp '(t) — balp (£)) if balp (£) > balp (£);

if balp (£) < balp (£),

the second case being trivial. Again, we consider which elements in X  change 
from being unbalanced to balanced when x* is removed from X .  Fix x G X'  
with x ^ Balp (t).

If x and x* are incomparable, then as before hp (x) =  hp '(x), and x 
Bal p'(£).

64



If x -< x*, then as before

hp  (x ) > hp (x*) +  oi >

and x £  Balp/ (t).
If x y  x*, then x may become balanced upon removal of x *, so we must 

consider all such elements. Let x \ , . . .  ,x r be the elements of X  such that 
for each i, X{ y  x* and Xi is balanced in P' but not in P.  We first show that 
x i , . . . ,  xr is an antichain in P'. If Xj y  Xi for some 1 < i , j  < r, then we 
have hp>[x{) <  0 (since X{ G X 2 and X[,X'2 is an (ai ,a2)-good partition of 
P'). We also have hp>(xj) < hp '(xi) — (ai +  02), giving that hp>(xj) <  — t 
(by our choice of t ), contradicting that Xj is balanced in P'. Thus, x \ , . . . ,  xr 
must be an antichain.

Now, we have

hp (x*) =  a,2 Up(x*) — aidp(x*)

= a2 yr+ | (J Up>{xi) j -  ai{dP'(xr))
'  i=l  '

> a^r +  hp (xT)

> tr,

where the last inequality follows since hp '(xr ) > —t and a2 >  21 (by our 
choice of t). (Regarding the case a\ = 0,2 , hp '(xr) =  0 and 0,2 > t (by our 
choice of t ).) This proves the claim since r =  balp (t) — balp (£). Combining 
the two cases of the claim, we have the following (weaker) inequality,

hp (x*) > ^ t ( l  +  balp (t) — balp (t)).

Finally, to complete the induction, we have 

ai(i2
o>\ +  &2

ep ( X)  — a i e p ( X i )  — a,2ep(X2)

eP, (X ’) -  al eP,(X[) -  a2eP,(X'2) + -----—  hp (xt )
fll +  (I2 ^1+  &2

> t ™n(oi,°2) (| r |  -  balp'(t)) + min(ai’°2V (x«)
2(ai +  a2) d\ CL2

^ SrS(|x|-ba1̂ -
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where the first inequahty follows by induction, and the last inequahty follows 
from our bound on hp (x*). □

Next, we use Lemma 3.3.2 as an induction step to prove the following 
theorem, which is the upper bound in Theorem 3.1.3(b).

Theorem  3.3.3 Fix an integer k >  3 and positive real numbers a\ , . . . ,  a .̂ 
There exists a constant c =  c(k, a\ , . . . ,  ak) such that

/ (m;ai , . . . , afc)  < m - c y / m .
i=1

P roof For r =  1 , . . . ,  fc-1,  let br =  E < = i ai_1)_1 and K  =  (E iU + i ai_1)_1- 
For r < s, let

Vr ,s —
b ' x ' - K K 1

iv 1 +  ft-1
> 0 and wrs = brb'X -  b x r 1

b'X +  b1- 1
>  0.

Let tTlS =   ̂minfiv.sj uy>3, br ,b'T,bSi b's) > 0 and let t — minr<5 tr s >  0. 
Finally, let

Note that c > 0 since k >  3.
Let P  =  (X , - )̂ be a poset, which, we may assume, has no isolated 

elements. It is sufficient to show that there exists an ordered partition 
X \ , . . . ,  Xk of P  such that

k k
^ 2  aiep(Xi)  <  (  X I  “i"1) eP(X ) ~ c'/™-
i=1 i=l

We show first that our choice of t  ensures that for x € X ,  there can be 
at most one value of r for which x e  BaC  ,6'r (t). Suppose not. Then there 
exists l < r < s < f c  — 1 such that

\hbr,vr (x) \ =  |bru{x) -  b'rd(x)\ < t 

and \hbsy(x) \  =  \bsu(x) -  b'sd{x)\ < t.

Dividing the first equation by br and the second by bs and subtracting the
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resulting equations, we obtain

| b'rbr l -b'sbs l \d(x) <  \u {x ) -b ,rbr 1d(x ) \ - \u (x ) -b ' sbs 1d{x)\ < (t»r 1 +  6a 1)t.

Thus we have that vr>sd(x) < t, and by a similar argument, we have that 
wrjSu(x) < t. Since x is not isolated, either d{x) > 1 or u(x) >  1, whence 
we have that t >  min{vr,s,wr,s). But this contradicts our choice of t.

Hence, x 6 (t) for at most one value of r =  1 , . . . ,  k — 1. Let R
be the value of r  that minimises bal^ y (t). Then we have that

* S -
By Lemma 3.3.2 there exists an ordered partition Y i , l 2 of P  such that

f>*ep(n) +  b'Rep(Y2)

s - “Uw>

- ( X X 1) ep (x ) - c V m .
i=i

(Note that our choice of t  is consistent with the condition in Lemma 3.3.2.) 
By Lemma 3.2.1, we can find an ordered partition of Y\ into sets X \ , . . . ,  X r  

and of I 2 into sets X r + 1, . . . ,  X^ such that

R

J ’2/ aie p { X i) <  bRep(Yi)
i=l
k

and ^ 2  aiep(Xi) < b'Rep{Y2).
1

Then X i , . . . ,  Xk is the desired ordered partition of P. □

We end this subsection by showing that the error term in the bound 
given by Theorem 3.3.3 is of the correct order of magnitude, that is, we 
complete the proof of Theorem 3.1.3(b).

P roof (of Theorem 3.1.3(b)) We have shown the upper bound in Theo
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rem 3.3.3. For the lower bound, assuming that (2) <  m <  (n^1) and 
recalling that Cn is the chain on n elements, we have

f{rn\ a i , . . . ,  dk) — /  ̂^2^ ’ 5 ^(^'n’ ai ’ • • • ’

Let X i , . . . ,  Xk be the ordered partition of Cn in which |Xi| =  Xi for each i 
and x\ + -----(- Xk =  n. Then we have that

^ d i e C n i X i )  =  ~  1)2-
i=l i=1 ' ' i=1

For x  =  (a?i,. . . ,  Xk) G define g{x) =  Yli=i — 1)2> so that

/(C„;ai, . . . ,ajfe) > min </(x).xiH Yxk=n

We find that the minimum occurs at y  =  (y\ , . . . ,  yk) where

fc
yi -  1 =  (ai ^  ajTl)  (n “  fc)'

i = l

Indeed, since <7 is a convex function, any point that is stationary in all direc
tions along the constrained domain is a global minimum (on the constrained 
domain). We see that y  is certainly a point on the constrained domain since

fc
Y l v i  =  n.
i=i

Then checking that

g \ y )  =  M s/* -  i))jL i =  ( ( X X ’ T V -  *0 ) .=1
j =1

is parallel to ( 1 , 1 , . . . ,  1), that is, g'(y) is normal to the plane X\-\ \-Xk =
0 , we see that y  is indeed a point that is stationary in all directions along
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the constrained domain, and hence y  minimises g. Therefore

i=1
k

=  ( X X _1) r n - Q ( V m ) .

□
We remark that the calculation above, when k =  2, shows that for arbitrary 
positive real values of ai and a2, we have

3.3 .4  E xtrem al R esu lts

For the special case when k =  2 and a\ =  a2 =  1, we can give the exact 
values of /(m ; 1,1). We shall make use of the remarks after Lemma 3.2.1.

Theorem  3.3.4 For m a positive integer, we have that

P roof By Lemma 3.2.1, we have that /(P ;  1,1) <  \ e p { X ) for every poset 
P  =  (X, ^), and furthermore, the inequality is strict if ep(X) >  0. Thus 
for m >  0, we have /(m ; 1, 1) <  y  or equivalently /(m ; 1, 1) <  [(m — 1) / 2J.

Recall the poset Pr =  P ( l , l , r ) ,  defined in the introduction of this 
chapter. We saw that for m  odd, we have /(m ; 1,1) > /(P (m- i ) /2; 1? 1) =  
{m — l ) / 2 . For m  even, talcing disjoint copies of Po and P{m-2 )/2 i which we 
denote by P0 U P(m_2)/2, we have that /(m ; 1,1) >  f (P 0 U P(m_2)/2; 1,1) =  
L(m — 1)/2J. This proves that the values of /(m ; 1,1) are as stated. □

We conclude this section by showing how we can use Lemma 3.3.2 in 
proving the uniqueness of P(m_ i)/2 as the extremal poset corresponding to 
/(m ; 1, 1) when m  is odd.

Theorem  3.3.5 Fix m an odd positive integer. If P  is a poset with m  
comparable pairs and no isolated elements, and

m — 1 
/ ( m ; l , l ) =  —
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then P  =  P(m_ i) /2.

P roof Let P  be a poset as in the premise of the theorem, so that f (P;  1,1) =  
/ ( m ; l , l )  =  (m — l ) /2.  We apply Lemma 3.3.2 to the poset P , where 
ai =  =  1 and t is any fixed number in the range 2/3 < t <  1. Thus, we
have

=  m  1,1  ) < \ r n -  i t ( |X | -  ba l^ (t)).

Therefore, we must have that \X\ — ba lf^ t) < 2/t, whence there axe at most 
two elements of P  that are not in Bal^1(t) (since t >  2/3). But maximal 
and minimal elements of P  are not in B a lf1(<) (since t <  1); hence there 
are exactly two elements, which we call y\ and 3/2, that are not in B alf x(t).

Observe that, since hi,i is an integer function, if x € B a lf^ i) for t <  1, 
then hi,i(x) =  0. Also, since hi,i is a strictly decreasing function, then 
B alfx(i) must be an antichain. Since the elements in B alf^ t) axe not iso
lated, they must each be (without loss of genexality) above y\  and below 2/2 
(in order to ensure that h\,\{x) =  0 for each x G Bal^1(t)). Thus we have 
that P  =  Pr for some r, and since P  has m  comparable pairs, we must have 
that r — ( m — l ) /2.  □

We end this subsection with the following conjecture about the exact 
value of /  when k >  3.

C onjecture 3 .3 .6  Let k > 3 be a fixed integer, and let a\ =  • • • =  =  1.
For m =  (2), we have

f  (m; a\ , . . . ,  a;-) =  f ( C n] a\ , . . . ,  flfc).

Examples like Pr fail to be extremal when k > 3 because of the increased 
freedom we have when partitioning into three or more parts. Informally, 
it seems that this increased freedom, together with transitivity in posets, 
allows us to create partitions where a large number of comparable pairs 
go across parts. Thus, in order to construct an extremal example, we also 
require a large number of comparable pairs within parts. Chains seem the 
most likely candidates to satisfy this.
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3.4 B est P artitions

In this section, we give an algorithm that finds an optimal ordered partition 
for any given poset P.  More precisely, we have the following theorem.

Theorem 3.4.1 There exists a strongly polynomial-time algorithm that, for 
an input ( P , k , a \ , . . .  ,ak), where P  =  (X, -<) is a poset, k is a positive 
integer, and a \ , . . . , a k  are positive rationals, outputs an ordered partition 
X \ , . . . ,  Xk of P  for which

k
aie(Xi) =  f { P ; a i , . . . ,  Ofe).

i= 1

We give a brief non-technical description of what is meant by strong poly
nomial time. Strong polynomial time is only of relevance for problems that 
include numbers in the input. Following [30], the main difference between 
a polynomial-time algorithm and a strongly polynomial-time algorithm is 
that a polynomial-time algorithm performs a number of operations which is 
bounded by a polynomial in the input size, whereas a strongly polynomial
time algorithm performs a number of elementary arithmetic operations (ad
dition, subtraction, multiplication, division, comparison) which is bounded 
by a polynomial in the number of input numbers. If the input has some non- 
numerical part (e.g. a graph or a name), we assume it is encoded as a {0, 1} 
sequence, and each entry of this sequence is considered a number. Corre
spondingly, we consider nonnumeric steps in the algorithm (like setting or 
removing a label, deleting an edge from a graph) as arithmetic operations. 
Thus a strongly polynomial-time algorithm has run time that is independent 
of the numerical data size and depends only on the inherent dimensions of 
the problem. See [30] for more details.

Thus, in Theorem 3.4.1, the algorithm whose existence we claim performs 
a number of arithmetic operations that is polynomial in \X\ and k.

Before we give the algorithm in general, we give simpler algorithms for 
two special cases. We start by giving a particularly simple algorithm for the 
case k =  2 , where in fact, we are able to find all optimal ordered partitions 
in polynomial time.

Theorem 3.4.2 Let a\ and 02 be positive real numbers. For a poset P  =
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(.X , -<;) together with an ordered partition X \ , X 2 of P, we have that

aie(Xi)  +  a2e(X2) =  f ( P ; 01, a2)

if and only if X i , X 2 is an (a i ,a 2)-good partition of P.

We note that if a\ and a2 axe rationals, then all (ai, a2)-good partitions can 
be found in strongly polynomial time. Indeed, letting n =  |X |, computing 
u(x) and d(x) for a given x G X  requires 0 ( n ) arithmetic operations, so com
puting haitCl2(x) also requires 0(n)  arithmetic operations. Knowing whether 
h(x) is positive, negative, or zero determines whether x G Xi ,  x € X 2, or 
if x can be chosen to be in either. Doing this for all x G X  thus requires 
0 (n 2) arithmetic operations.

Proof Given an ordered partition X \ , X 2, observe that 

a\e{X\)  +  a2e(X2) =  a2 u(x) +  ai
x € X 2 x£ X i

=  a2 ^ 2  u(x) +  ^ 2  {a\d{x) -  a2u{x)) 
x E X  xGXi

=  a2e(X)  -  ^ 2  hai,a2(x)-
xE.X\

This is minimised if and only if hai,a2 (z) > 0 for all x € X \  and hai)Q2 (r) <  0 
for all x G X 2, that is, X \ , X 2 is an (ai ,a2)-good partition. □

Given that the above theorem tells us exactly which ordered partitions 
are optimal, one might expect that we can use this information directly to 
bound f (P ' ,a i ,a2) rather than using the inductive proof of Lemma 3.2.1. 
Such an argument has eluded us.

For the case k >  3, one might expect that we can apply Theorem 3.4.2 
repeatedly to give an optimal ordered partition into k parts. The obstruc
tion to this is that, by performing our optimisation sequentially, our choice 
of partition at one stage affects the poset we are required to partition at 
subsequent stages; thus, sacrificing optimality at an earlier stage can leave 
us with posets with larger ordered cuts for later stages.

Let us consider the case for general k, but where a\ =  ■ • • =  =  1. On
this occasion it will be more convenient for us to maximise e p (X i , . . . ,  Xk)  
rather than to minimise e p (X i) -I------b ep(Xk).  We show that this problem
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can be reduced to one of finding a maximum sized union of k —1 antichains in 
a certain poset constructed from P.  The problem of finding this maximum 
sized union of k — 1 antichains is known to be solvable in polynomial time, 
by Corollary 1.2.6. We thank Omid Amini and Stephan Thomasse for the 
argument that follows.

We begin by noting that, given a poset P  =  (X, -<), we have A C X  
is a union of k — 1 antichains if and only if P  induces a poset of height at 
most k — 1 on A. (Indeed, if Pa =  (A, -<) has height at most k — 1, then by 
Theorem 1.2.3, A  can be decomposed into k — 1 antichains (where we permit 
the empty antichain). Conversely, if Pa is the union of k — 1 antichains, then 
no set of k elements can form a chain; otherwise at least two of the elements 
would be part of the same antichain. Therefore Pa has height at most k — 1.)

We say that Y  C X  is a maximal union of k — 1 antichains if there is no 
Z D Y  that is also a union of k — 1 antichains.

We define the line poset of P  to be L(P) =  (Ep(X),  -<l (p )), where

E p(X)  =  {(a, 6) : a ^ &},

and where (a\,bi) ~<l(P) ( a 2 , 2̂) if and only if 61 X 02. ( We have that -<l(P) 
is irreflexive since if (ai,&i) -<l(P) then 61 <  ai, contradicting that
(01, 61) G Ep(X).  Also -<l(P) is transitive since if (ai,&i) -<l(P) (a2,&2) 
and (a2,&2) ~<L{P) (^3, 63), then 61 -< a2 •< 62 ^ 0 ,3 , and so (ai,&i) -<l(P) 
(a>3,h)-)

For an ordered /c-partition X \ , . . . ,  Xf~, we define

E*p(X1, . . . ,  X k) =  {(a, b) G E*P (X)  : a G X it b G X j ,  i <  j } .

Clearly \E*P {XU . . . ,  X k)\ =  eP (X  1, . . . , X k) and \E*P(X)\ =  ep(X).
We have the following lemma.

Lem m a 3.4 .3  Given a positive integer k and a poset P  =  (X, -<), we have 
that Y  C Ep(X)  is a union of at mostk — 1 antichains in the line poset L {P ) 
if and only i f Y C  E*p {X 1, . . . ,  X k) for some ordered partition X i , . . . ,  X k of 
P.

Therefore, finding an ordered fc-partition that maximises e p ( X i , . . .  , X k) is 
equivalent to finding a maximum sized union of k — 1 antichains in L(P),
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where the latter can be found in time polynomial in |P| (since \L{P)\ is 
polynomially bounded in \P\).

P roof Let X \ , . . .  ,Xk  be an ordered partition of P. We have that if Y C 
E p ( X i , . . .  ,Xk),  then L (P ) induces a poset of height at most k — 1 on Y. 
(Indeed, define u> : X  —> [fc] by setting u(x) =  i if and only if x E Xi.  If we 

have a chain (oi,&i) -<l(P) {a2 , h )  ~<L{P) ~<L{P) (ar A )  of L(P)  in Y,
then we have uj(ai) < u(b\) <  uj(a2) < 0 (̂62) <  • • • <  u>(ar) <  uj(br). But 
then we must have r < k — 1 as required.) Therefore, Y  is the union of at 
most k — 1 antichains in L(P).

Conversely, let Y  C Ep{X)  be a maximal union of k — 1 antichains in 
L(P), that is, L (P ) induces a poset of height k — 1 on Y.  We prove, by 
induction on k , that there exists an ordered partition X i , . . . , X^ such that
Y  =  E p ( X i , . . . ,  Xk). This then proves the lemma.

When k =  1, Y  has height zero, so is empty and corresponds to the
ordered partition with one part, namely the whole of X.

For general fc, let Yi =  min^(p)(y) and let X \  =  {a : 3 (a, 6) 6 Yi}. Let 
Y' =  Y\Yi and X' =  X \ X U and let P ’ =  (X', -«). We claim that

(a) X \  is a down-set of P , and

(b) Y'  is a maximal union o i k  — 2 antichains in L(P').

Let us continue with the proof assuming the claim is true. By induc
tion, there exists an ordered partition X 2 , . .  •, Xk of P 1 such that Y 1 =  
Ep,(X 2 , . . .  ,X k )• Since X \  is a down-set of P , we have that X i , . . .  ,Xk 
forms an ordered partition of P  and that Y =  Y\ U Y' C E p ( X i ,X ' )  U 
E p(X  2 , . . . , X k )  =  E p ( X i , . . . ,  Xk). Since Y is maximal, we must have
Y  =  E*p (Xu . . . , X k).

For part (a) of the claim, let a € X \  with b G X  and b <  a. Since 
a E X i ,  there exists some a1 £ X  with a < a! such that (a,a') E Y\ =  
min^(p)(Y). We show below that (b, a') is incomparable to every element in 
Yi =  minl(p)(Y), hence (&, a') € Y\ (by the maximality of Y), thus b E X 1, 
proving part (a) of the claim.

In order to show that (6, a') is incomparable to every element in Yi, 
suppose (01, 02) E Yi. Then we cannot have (01, 02) -<l (P) (&>a/)> otherwise 
we have (01, 02) ~<l(P) (aJfl/) contradicting that (a,a') E Yi. We cannot 
have (6,o') ~<l{p ) (ai 5a2)5 otherwise (a,a') ~<l (P) (ai>a2)> contradicting 
that (oi ,02) E Yi.
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For part (b) of the claim, it is clear that Y'  C E*p,{X').  It is also clear 
that Y' — Y \  min^(p) (T) is a maximal union of k — 2 antichains in L(P')  
(by noting that ht(Y') =  ht(Y)  — 1 and that Y'  must be maximal in L(P')  
since Y  is maximal in L(P)).  This completes the proof. □

We now turn to the proof for the general weighted case, Theorem 3.4.1, 
which relies on the fact that a submodular function on a lattice family can 
be minimised in strongly polynomial time. This result was originally due to 
Grotschel, Lovasz, and Schrijver [29, 30] and was refined most notably by 
Iwata, Fleischer, and Fujishige [33] and Schrijver [53]. We begin with some 
preliminaries.

Given a set V, a set L  of subsets of V  (with the inclusion order) is called 
a lattice family if, whenever A, B E L, we have A fl B E L and A U B  E L. 
For example, the set of down-sets of a poset P  on V, which we denote by 
D(P),  forms a lattice family (since the union and intersection of any two 
down-sets is also a down-set).

A function g : L —> M is called submodular if

g{A) +  g(B)  > g(A n  B) +  g{A U B)

for all A , B  E L.
We have the following special case of a result of Schrijver [53].

Theorem  3.4 .4  Let D ( P ) be the set of down-sets of some partial order 
P  =  (F, -<). Let g be a submodular function on D(P). Given a value-giving 
oracle for g, a set U E D ( P ) that minimises g can be found by an algorithm 
using a number of calls to the oracle and a number of arithmetic steps that 
are both polynomial in \V\.

The value-giving oracle is able to access values of g in polynomial time. 
It is required because we would like an algorithm whose running time is 
polynomial in |Vj; we do not wish to input all values of g since this would 
require \D(P)\  operations, where \D(P) | is potentially exponential in \V\.

Fix a poset P  =  (X , -<) and a positive integer k. We shall utilise order- 
preserving functions in place of ordered partitions via the natural correspon
dence of Proposition 1.2.2. Recall that for X i , . . . ,  X^ an ordered fc-partition 
of P, the function u : X  —> [k] defined by setting u j ( x )  =  i  if and only 
if x E Xi  is the order-preserving function corresponding to X \ , . . . ,  X^ in
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Proposition 1.2.2. Let Hfc(P) be the set of all order-preserving functions cor
responding to the ordered fc-partitions of P. It is well known that fifc(P) has 
a natural lattice structure, but we shall show it explicitly in Lemma 3.4.5.

First we define the poset Rk~\(P),  which is derived from our poset P  =  
(X,^,). Let X  =  { x \ D e f i n e  Rk- i (P)  =  (Y,-<*), where Y  =  
Yi U • • • U Yfc_i, Yi =  { y n , . . .  yin} for i =  1 , . . . ,  k -  1, and yir -<* yjs if and 
only if i > j  and xr ■< xs (assuming yir and yjS are distinct). Then -<* is 
an order since it is irreflexive by definition and it inherits the transitivity of 
■< and >. We can view Rk- i (P )  as simply k — 1 copies of P  stacked on top 
of each other (Yi at the top, Yk~\ at the bottom), where any given element 
of P  in a higher layer is greater than (in -<*) the same element in a lower 
layer.

Recall that D(Rk~i{P))  is the set of down-sets of Rk~i{P).  For u  G 
Dfc(P), define d(uj) to be the subset of Y such that yir G D(cv) if and only 
if i > u(xr). It is easy to see that D(u)  is a down-set of Rk- i (P)  (indeed, 
if yj3 G d{u) and yir -<* yjS, then i > j  > u(x3) and xs >z xr \ hence 
i > j >  v ( x s) >  u>(xr) and so yir G D{Rk-\{P))) .

We now show the natural correspondence between fljt (P) and the lattice 

family D (R k- i (P) ) .

Lem m a 3.4 .5  Let P  =  (X,  -<) be given. The function d : flfc(P) —> 
D(Rk- i(P)) ,  where u) i—► d(u>) is as defined above, is a bijection. Fur
thermore, if uji i—► D\ and U2 D 2 , then min(u;i,u;2) i—> P i U P 2 and 
max(a;i,a;2) •—» DiC\D 2 , where min(a;i,a;2) (resp. max(a;i,a;2)J is the point- 
wise minimum (resp. maximum) of u)\ and u>2 ■

P roof Recall that Rk- i (P)  =  (Y, -<*) consists of layers Y\ , . . . ,  Yk-i,  where 
each Yi is a copy of P.  Thus any down-set D  of Rk-i (P)  induces a down-set 
Di of P  on Y{. Furthermore the Yj are stacked on top of each other (Yi 
at the top, Yk~i at the bottom), where any given element of P  in a higher 
layer is greater than (in -<*) the same element in a lower layer. This implies 
that D\ C . . .  C Dk-\ .  Clearly the above correspondence between down- 
sets of Rk- i (P)  and sequences of k — 1 down-sets in P  is injective. Thus, 
since nested sequences of k — 1 down-sets are in bijective correspondence 
with ordered fc-partitions by Proposition 1.2.1, we have that \D(Rk-i(P)\  <  
|f2fc(P)|. Now, in order to show that d is bijective, it is sufficient to show 
that it is injective. Indeed, if uj\ ,U2 G Qfc(P) are distinct, then there exists
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x G X  such that i := ui(x) <  U2 (x) j ,  and so the element corresponding 
to x in Yi is in d(uji) but not in d(0 )2 ).

We prove the second part of the lemma. Suppose E ^k (P )•
We have that yir G d(min(u;i,u;2)) if and only if i >  min(c<;i,u;2)(av)5 or 

equivalently i > ui (xr) or i >  U2 {xr), that is precisely if yiT G d(uj\)\Jd{u)2 ) . 
Thus d(min(a;i,u;2)) =  d{u\)  U d(uj2 ).

We have that yir G d(max(u;i,a;2) if and only if i > max(wi,a;2)(xT.), or 
equivalently i > ui (x r) and i > tJ2 (xr), that is precisely if yir G d(cJi)Dd(LJ2 ) . 

Thus d(max(a;i,a;2)) =  d(ui) fl d(uj2 ). □

We are now ready to prove Theorem 3.4.1.

P roof (of Theorem 3.4.1) A poset P  =  a positive integer k , and
positive real numbers 01, . . . ,  are given. We define g : flk(P) —̂ M by 
setting g(uj) =  aiep(Xi),  where u  is the order-preserving function
corresponding to X \ , . .. ,Xk- We note that we can compute g{uS) using a 
number of arithmetic operations polynomial in n and k.

Invoking Theorem 3.4.4, we see that if g is submodular, then we can 
minimise g over Qk{P) using a number of arithmetic operations that is 
polynomial in |i?fc_i(P)| =  (k — 1 )n < n2. That is, we can minimise g in 
strongly polynomial time, thus proving the theorem.

It remains only to show that g is submodular, that is, we wish to show 
that if u>, 4> G fbfc(P), then

Noting that the sum of submodular functions is submodular, we write g 
as a sum of indicator functions and show that each indicator function is 
submodular.

g(cj) +  g((f>) >  g{max(u, $)) +  </))).

Define Ix^ti : Qk{P) —► {0,1},  where

0 otherwise.

1 if cj(x ) =  cj(y) =  i;

Then we have that
k

i= 1 x < y
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We now carry out an easy case analysis to show that if x -< y, then Ix,y,i 
is submodular. We wish to show, for every pair Qk(P),  that

Ix,y,i(u ) +  W  ^ Ix,y,i(max(u;, (j))) +  Ix,yyi(min(uj, 0)). (3.2)

Since x -< y, we have that u(x) <  uj{y) and 0(x) < (j>{y). Henceforth, we 
drop the subscripts on 7.

Suppose 7(max(o;, 0)) +  7(min(a;, 0)) =  2. Then we have

max(u;, 0)(z) =  min(u;, 0)(z) =  max(w, 0)(?/) =  min(u;, 0)(y) =  i, 

so tu(x) =  u(y) =  0(z) =  0(j/) =  i,

hence /(a;) +  7(0) =  2.

Suppose /(max(w, 0)) +  7(min(u;,0)) =  1. Then without loss of gener
ality, we have max(cj, 0)(x) =  max(u),<j>){y) =  i. Without loss of generality, 
(f)(x) < u(x) =  i. Now we have one of the following two possibilities:

(a) 0(y) <  u){y) =  i ,

or (b) uj(y) <  (f>(y) =  i.

For case (a), we have that u(x) =  u{y) =  z, so that I(uS) +  I((f)) >  1. For 
case (b) we have u(y)  <  w(x) =  z, but we know that tj(x) < cj(y) (since 
x -< y). Hence u(x) =  u){y) =  i and 7(u)  +  7(0) > 1.

If 7(max(cj,0)) +  7(min(u;, 0)) =  0 then (3.2) trivially holds. Thus (3.2) 
holds in all cases and the proof is complete. □
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Chapter 4

A Linear Arrangement 
Problem for Posets

This chapter is based on joint work (in equal part) with Graham Brightwell.

4.1 Introduction

In graph theory, the linear arrangement problem or optimal arrangement 
problem or wire-length problem is the following: given a graph G =  (V, E ) , 
where |Vj =  n and \E\ =  m , find a function amongst all bijective functions 
/  : V  —> [n] that minimises

i  E  i/(“> -  /mi-
abEE

Note that the factor 1/m  makes no difference to this problem and is generally 
omitted. Also, since

l / ( a) “ / ( 6) l=  X J 0 - i )  =  i(ra +  l )n (r a - l ) ,
abeVW 1 <i<j<n

we see that the maximisation problem for a given graph G is equivalent to 
the minimisation problem for its complement.

The linear arrangement problem is known to be NP-hard (see [26]), and 
furthermore, there are few classes of graphs for which this problem is known 
to be polynomial-time solvable. The problem, which is fairly well studied, 
falls inside a more general class of problems called graph layout problems.
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These ask for an ordering of graph vertices so as to optimise some objective 
function of edge lengths. For a survey of such problems, see [10].

We formulate a natural analogue of the linear arrangement problem for 
posets. Given a poset P  =  (X , -<) with \X\ =  n, recall that a linear extension 
A of P  is a bijection, A : P  —> [n], which satisfies the condition that A(a) <  
A(b) whenever a -< b for every pair of elements a, 6 € X .  We write Ap for 
the set of all linear extensions of P.

Given a linear extension A of P  =  (X, -<) and a, 6 € X  with a -< b, we 
define the distance from a to b in A to be dist(a,&; A) =  A(b) — A(a). The 
average relational distance in A, distp (A), is given by

distp (A) =  i  dist(a, 6; A) =  ^  ^  (A(6) -  A(a)),
(a,6):a-<o (a,b):a~<b

where m  is the number of comparable pairs in P. For this to make sense, 
we require that m  > 0, and so we shall assume throughout this chapter that 
P  is not an antichain.

Clearly distp is a natural function to consider on Ap, and in this chapter, 
we give some of its properties. In contrast to the linear arrangement problem 
for graphs, we show that an element of Ap maximising distp can be found 
in polynomial time. The algorithm is very simple and makes use of the 
polynomial-time algorithm for the poset maxcut problem discussed in the 
previous chapter.

Rem ark The problem we consider is not simply a restriction of the graph 
linear arrangement problem to comparability graphs of posets: we are max
imising over linear extensions of P  rather than arbitrary bijections.

Indeed, consider the following example, which shows that we can obtain 
a higher average relational distance if we maximise over arbitrary bijections 
rather than linear extensions. Let P* =  (X, -<*) be the poset where X  
consists of the elements x , x \ , . . .  ,x r , y , y i , . . .  ,y r , and where x -<* X{ for 
i — 1 , . . . ,  r and y -<* yi for i =  1 , . . . ,  r. Thus P* has 2r +  2 elements and 
2r relations.

We note that all linear extensions A of P* in which x and y  are the first 
two elements, that is (A(x), A(y)} =  {1,2}, have the same average relational 
distance, and moreover these linear extensions turn out to maximise the 
average relational distance. For the ordering y , x , x \ , . . . , x r , y i , . . .  ,y r , this
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distance is

± r v i + ^ ( r + i + i ))  =  i ( r (r + i ) + 2 ^ i)  =  ^ ± i i = r + i.
i=1 i=l i=l

However, if we permit arbitrary bijections from X  to [2r +  2], then the 
average relational distance is maximised by the bijection that orders the 
elements x, y \ , . . . ,  yr , x \ , . . . ,  xr , y, and its average relational distance is

^ ( 2 ^ ( r +  »)) =  ^  + 2rr +  1 > > r  +  1 f o r r ^ 2-
i=l

Remark For posets, the maximisation and minimisation problems are not 
equivalent in the sense they are for graphs. Indeed, whereas we show that 
the maximisation problem for posets is polynomial-time solvable, we believe 
that the minimisation problem, that is, the problem of minimising distp (A) 
over all linear extensions A of P , is NP-hard.

Remark The maximisation problem we have described for posets is equiv
alent to the following minimisation problem: given a poset P, minimise over 
all linear extensions A of P , the function

£ |A ( a ) - A ( 6 ) | ,
a|| b

where a || b denotes that a and b are incomparable in P. This problem is 
related to the linear discrepancy of a poset P, denoted by ld(P), and defined 
as the minimum over all linear extensions A of P , of the function

m ax|A (a)-A (6)|.
a||6

This problem has been studied by Fishburn, Tanenbaum, and Trenk [60,19], 
and is in turn related to the bandwidth problem for graphs, another graph 
layout problem. Fishburn, Tanenbaum, and Trenk [19] showed that the 
linear discrepancy of a poset P  is always equal to the bandwidth of Inc(P), 
the incomparability graph of P.

In the final section of the chapter, we turn to an extremal problem. We 
prove the following extremal bound on distp: for any poset P  on n elements
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that is not an antichain, we have

max (distp(A)) > - ( n + 1 ) .
AeA p 3

Note that equality holds in the above bound for P  =  Cn, the chain on 
n elements. Exactly the same bound holds for the corresponding graph 
problem, and it is trivial to prove. Given a graph G =  (V, E), take a 
random bijection /  : V  —► [n]. We see that

E ( ^ E l A “) - / W l ) = ^  E  \ 3 - i \ r ( 3 o , b e E : f ( a ) f ( b ) = i j )
abGE

= ^ G (n- 1)n(n+1)) S

= | ( n  +  l).

Now the existence of the desired bijection is ensured.
Computing an expectation for our problem is not quite so simple since 

we are averaging over linear extensions of P  rather than arbitrary bijections. 
Instead, we shall bound the expectation.

4.2 M axim isation o f distp

We begin by recalling some notation from the previous chapter. Given a 
poset P  =  (X , -<) and x € X ,  we define

u(x) =  \{y G X  : y y  r} | and 

d(x) =  \{y e X  :y  ^  x}|.

For A, B  C X ,  we define

ep(A) =  |{ (a, 6) : a -<b and a, & G A}| and 

ep(A , B) =  |{ (a, b) : a -< b and a G A,b  G B } |.

In practice, A will generally be a down-set and B  an up-set of P  with A and 
B  disjoint.

We are now ready to prove our theorem.
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T h eorem  4.2.1 Given a poset P  =  an element of Ap that max
imises distp can be found in time polynomial in |X |.

P ro o f Let h : X  —> Z be the function defined by h(x) =  d(x) — u(x) for 
each x € X .  Observe that h is a strictly increasing function on P , that is, 
whenever a, & € X  with a -< b, we have h(a) <  h(b).

Now h imposes a partial order Ph =  (X , -<h) on X  defined as follows. 
For a,b E X ,  we have that a -<h b if and only if h(a) < h(b). (Note that 
Ph is a linear ordering if and only if h is injective.) Since h is a strictly 
increasing function with respect to P , we see that any linear extension of 
Ph is also a linear extension of P. We claim that the linear extensions of P  
that maximise distp are precisely the linear extensions of Ph.

Assuming the claim is true, the values of h can be found in time polyno
mial in | A  |, and we can sort the elements of X  according to their h-values 
in time polynomial in \X\ to give a linear extension of Ph as desired.

It remains only to prove the claim. Fix a linear extension A of P. Let Ai 
be the set of the first i — 1 elements of P  in A, and let B{ be the remaining 
elements of P, that is,

Ai =  {A- 1 (j) : j  <  i)  and 

S i =  {A -10 ' ) : j > i } .

The number of comparable pairs of P  from Ai to Bi is denoted by e* =  
ep(Ai,Bi). Given a comparable pair (a, 6) of P , where a -< b, we note 
that (a, 6) is counted in ep(Ai,B{)  for values of i satisfying A(a) < i <  
A(b). Therefore the comparable pair (a, b) is counted precisely A(&) — A(a) =  
dist(a, b; A) times in ê . Hence

i JL i ____
— ei =  — dist(a, 6; A) =  distp(A).
m  “  m , '

*=1 (a,b):a-<b

We now evaluate et in terms of h using the same argument as in the proof 
of Theorem 3.4.2. For each z, Ai is a down-set of P  disjoint from Bi , which
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is an up-set of P.  Therefore, we have

ei =  ep(X)  -  ep(Ai) -  ep(Bi)

= Y - Y ~ Y u(x)
x£X xEAi x£Bi

= y  d(x) - Y
x£Bi x£Bi

= Y = Y h(x~1̂ -
xeBi j=i

Now we have that

Tl Yt Yh Tt
=  ^ X >  =  ^ E E M A - ' O ) )  =  (4.1)m  f m L ' m '

1 = 1  4 = 1  J = l  1 = 1

We now see from the formula above that a linear extension A of P  maximises 
distp if and only if /i(A_ 1(i)) is an increasing function of i, that is, if and 
only if A is a linear extension of Ph- This proves our claim and completes 
the proof. □

Alternatively, one can prove that maximising distp is polynomial-time 
solvable by repeatedly performing local optimisations: given a linear exten
sion A of P, if we can switch a consecutive pair of elements in A to obtain 
a linear extension for which distp is larger, then we make the switch. We 
iterate this process until no more switches can be made. It is easy to prove 
that what remains is an optimal linear extension. The proof above gives the 
explicit formula (4.1), which might prove to be useful elsewhere.

4.3 A n Extrem al B ound for distp

In this section, we prove the following theorem.

Theorem  4.3.1 For every poset P  that is not an antichain, there exists a 
linear extension A* such that

distp(A*) > ^(n -I- 1).
O

P roof Pick a linear extension p of P  uniformly at random. We shall prove
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in Lemma 4.3.3 that
E(distP (p)) >  ^(n +  1).

Tliis then ensures the existence of the desired linear extension. □

We give some notation. Fix a poset P  =  (Jf,+), where \X\ =  n. For 
i , j  G [n] with i < j ,  write

N p ( i , j ) =  { f i : p  is a linear extension of P, p~l {i) + Ai- 1(j)},

and let n p ( i , j )  =  \Np(i,j)\ ,  the number of linear extensions of P  in which 
the element in the ith position is below (in P) that in the j th position. We 
have the following lemma.

Lem m a 4.3.2 Let P  =  {X,~<) be a poset and let i ,j ,  be elements of 
[n] such that i <  %' < j '  <  j . Then

np{i, j )  > nP{i',j').

P roof It is sufficient to prove that

np(a, 6 +  1) > np(a,b)

for all applicable a,b G [n] with a <  b. Indeed, we can then conclude by 
induction that np(a,b +  k\) > np(a,b)  for all k\ € [n — b], and furthermore 
by symmetry, we have np(a,b ) > np(a +  k2 ,b) for all k2 £ [b — a\. Thus, we 
have

np( a ,  b +  k\) >  np{a  +  fo, b),

and setting a =  i, b =  j', k\ =  j  — j', and k2  =  i' — i gives the desired 
inequality.

Fix a, & € [n] with a < b. In order to show that np(a, b +  1) > np(a, 6), 
we give an injection from Np(a, b) to Np(a, b + 1). We define 6  : N p(a , b) —> 
Np(a, 6 + 1 )  as follows.

Suppose A G Np(a,b ), so that A- 1(o) + A_1(6). If A- 1(6) + A- 1(6 +  1), 
then A- 1(a) + A- 1(6 +  1) by transitivity, so that A G Np(a, 6 +  1), and in 
this case, we set 0(A) =  A.

If A-1 (6) is incomparable to A-1  (6 +  1) in P, then let p, be the same 
linear extension as A with the order of A-1 (6) and A-1  (6 +  1) reversed. More
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precisely,

K x ) = <

x if a? e  -X'\{A-1(6), A-1^  H-1)};

6 if x =  A-1 (6 +  1);

b + 1  if x =  A-1 (b).

Clearly, p, is a linear extension of P . Furthermore, we have that p ~ 1 (a) -< 
p~l {b +  1), so that p £ N p(a , b +  1). In this case, we set 0(A) =  p.

By breaking Np(a,b) into those linear extensions in which A-1  (b) -< 
A-1 (6 +  1) and those in which A-1 (b) || A-1 (6 +  1), we see that 0 cannot map 
two different linear extensions in N p(a , b) onto the same linear extension in 
N p{a , 6 + 1 ) . Hence 9 is injective, and this completes the proof. □

We are now ready to prove Lemma 4.3.3, which then completes the proof 
of Theorem 4.3.1.

Lem m a 4.3 .3  Let P  =  (X , +) be a poset that is not an antichain, and let 
X be a linear extension of P  chosen uniformly at random from Ap. Then

E(distp(A)) > ^(n +  l).

P roof Observe first that

distp (A) =  — (j -  i)hj,m < *7X1 ■ ■ r i ■ •i , j e [ n \ : i < 3

where Iij is the indicator function of the event that A 1(z) + A 1(j). Taking 
expectations of both sides, we have that

E(distp(A)) =  — (j -  *)P(A_1(z) + A-1 (j)).
m  . . .

Since, for any fixed linear extension A of P, we have A-1 (i) + A_1(j) for 
exactly m pairs (i , j ), then

L  5 3  P(A-1( i ) x A - l 0)) = l.
. . r 1 •i j e [ n \ : t < j

(These probabilities are not necessarily equal as they were in the graph 
version of the problem.) Let y  denote the set of intervals of the form
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[i, j], where i , j  G [n] and i < j .  Let p^j] := ^P(A 1 (i) +  A 1 (j)) be the 
components of a vector p G [0,1]^. Now we have that

E(distP (A)) =  i  { j- i)p [ i , j ]  = :0 (p ).
m  r ,[i,j]e^

Then p satisfies the following:

P[ij] > 0 for all [i,j] G J ,  (4.2)

Y  (4-3)
[i,j]es

and P[i,j]>P[i',j'] whenever C [i,j]. (4.4)

The set of inequalities (4.4) is a consequence of Lemma 4.3.2. Let S  be the
set of vectors in [0,1]^ that satisfy (4.2), (4.3) and (4.4). Then we have that

E(distp(A)) > m in0(p).
pE  S

Note that (j) has a minimum in S since </> is continuous and S  is closed and 
bounded. Let p* G S be the vector with all its components equal (to (£) *). 
We make the following claim.

Claim  1 We have
min </>(p) =  </>( p*).
pGo

Proving this claim proves the lemma, since 0(p*) =  3(71 +  1).

P roo f Suppose p G S  and the components of p are not all equal. We prove 
the claim by showing that either 0 (p) =  </>(p*) or p does not minimise (j).

Consider the inclusion order Q =  ,C.) on <#. Thinking of p as a
function from J  to [0,1], we see that p G S  implies that p is an increasing 
function on Q. Consider the vector p', which is obtained from p as follows. 
For z, j  G [ri] with i < j ,  let

p' ^  =  \ i ~ \  £  PI’ (4-5)1 3 ieSj-i

where C is the set of intervals in J? of length k. Thus p'j is the average 
of all the components of p corresponding to intervals of the same length as 
/ .  Therefore, we have </>(p') =  </>(p).
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Next, we show that p' G S. Clearly p' satisfies (4.2). Since the com
ponents of p' are averages of components of p, we see that p' satisfies the 
inequality (4.3). In order to show that p' satisfies (4.4), it is sufficient to 
show that p' is an increasing function on J^, that is, for each k G [n — 1], 
we must show that

1

Let [a,a +  k] be the interval that minimises p^j] amongst all intervals [i,j] G 

Consider the following bijection g : ^k+i —> J^ \{[a , a +  k]}. Let

, \i, i +  k] if i < a: 
g ( [ i , i+ ( k  +  1 ) ] ) = <

[i 4-1, i -I- k 4 -1] if i > a.

Now, for each I  G J^+i, we have g(I) C I  and hence pg(i) <  p i . Therefore

/ 5 +1PJ ~  l> V l _  1 IEA^ tl)PI

2 r a , 5 , " '

where the last inequality follows by our choice of [a, a +  fc]. Thus we have 
shown that p' G 5.

Now, if all the components of p' are equal, then 0(p) =  <f>(p') = 4>(P*)- 
If not, then there is some covering pair of Q, I\  C I2 , for which p\x < p ',2■ 
Suppose p'j2 =  p'Ix +  e, where e > 0. Then changing p' by increasing p'Ix 
by e/2 and decreasing p \ 2 by e/2 to give a vector p", it is easy to see that 
p" G S (the sum of the components is unchanged, and p" is still an increasing 
function). Furthermore, we have that <f){p") =  (f){p') — § < (f){p>) =  </>(p), 
and thus p does not minimise (f>. This completes the proof of Claim 1 and 
the lemma. □
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Chapter 5

Poset Regularity

5.1 Introduction

5.1.1 R egu larity  for Com(P) and Cov(P)

In Section 1.3, we gave a brief account of the Szemeredi Regularity Lemma. 
In this chapter, we present a version of the Regularity Lemma tailored for 
posets. Throughout the chapter, all posets are finite and all graphs are 
finite, simple, and undirected. Let us begin by recalling the statement of 
the Regularity Lemma from Section 1.3.

Szem eredi R egularity  Lem m a For every e G (0,1] and every m e  N, 
there exists a natural number M  — M(e, m) with the following property. 
For every graph G =  (V, P ), there exists an (e)G-regular equipartition of V  
into k parts, where m  < k < M.

When studying a poset P , there are three natural graphs associated 
with P  to which one may wish to apply the Regularity Lemma: these are 
Com(P), the comparability graph; Inc(P), the incomparability graph; and 
Cov(P), the covering graph, all introduced in Section 1.2. Since Inc(P) is 
the complementary graph of Com(P), any regular partition for Com(P) is 
also a regular partition for Inc(P). We can of course apply the Regularity 
Lemma for graphs directly to Com(P) or Cov(P), but since these graphs 
have special properties, we ought to be able to find a regular partition with 
extra features. This is indeed the case.

Our first two theorems ensure the existence of ordered partitions of P  
(with a bounded number of parts) that are regular for Com(P) and Cov(P).
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One would expect, if nothing else, that ordered regular partitions of Com(P) 
and Cov(P) axe more convenient to work with than just regular partitions 
of these graphs.

Before we state the theorems, we need to adapt and extend the definition 
of ordered partitions in the following way to avoid clumsy exposition. Let 
P  =  (X , -<) a poset, and let V  be a partition of Y  C l  We say that V  is 
a P-ordered partition of Y  if the parts of V  can be ordered Y \ , . . . ,  such 
that, whenever aGYj and b G L} with a -< b, we have i <  j .  This is the same 
definition as given in Section 1.2 except for three minor differences: first, we 
have extended the definition to partitions where no explicit ordering is given 
on the parts; second, we have extended the definition to include partitions of 
subsets of X; third, we use the term P-ordered rather than ordered partition 
of P.

We can now state our first two theorems.

T heorem  5.1.1 For every e G (0,1] and every m  G N, there exists a natural 
number Mi =  M i(e ,m ) with the following property. For every poset P  =  
(X, -<), there exists an equipartition of X  into k parts that is P-ordered and 
(e)com(p)-regular, where m  <  k < M \.

T heorem  5.1.2 For every e G (0,1] and every m  G N, there exists a natural 
number M 2 =  M2(e,m) with the following property. For every poset P  =  
(X, -<), there exists an equipartition of X  into k parts that is P-ordered and 
(^)cov(P)-regular, where m  < k <  M 2 .

Having ordered partitions that are regular enables us to derive certain 
additional properties about these partitions. We postpone this discussion for 
Section 5.1.3. Next, we discuss a generalisation of the above two theorems.

5.1.2 R egular G raph P artition s R esp ectin g  an O rder

Theorems 5.1.1 and 5.1.2 are important special cases of a more general the
orem that we shall prove. The theorem requires a rather intricate definition 
for its statement. The definition describes precisely how a graph G =  (X , E ) 
and a poset P  =  (X , -<) should be related in order to guarantee the existence 
of a P-ordered regular equipartition using our method.

Let G =  (V, E ) be a graph, and let A, B  C V  be disjoint, where (A, B ) is 
not (e, <5)(3-regular. Thus, there exists A1 C A  and B' C B  with |A' I >
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and \B'\ >  6 |P |, where

\dG{ A , B ) - d G{A ' ,B ') \> e .

We call (A ',B ') a witness to the (e, £)c:-irregularity of (A ,B ).
Let P  =  (X , -<) be a poset with Y  C X , and let V  be a P-ordered 

partition of Y . For Y'  C Y,  we say Y' is V-unifiable if Y'  is the union of 
some of the parts of V.

Let G =  (X, E ) be a graph and let P  =  (X , be a poset. The definition 
below describes a sufficient condition for the existence of a P-ordered regular 
partition of X  into a bounded number of parts. Roughly speaking, this 
condition says the following: given Yi,Y2, any P-ordered equipartition of 
Y  C X , if (Yu Y2) is irregular (for G), then Y\ and Y2  have P-ordered 
partitions into a small number of parts such that the union of some of the 
parts form witnesses to some weaker irregularity.

We now state the key definition precisely along with the main theorem.

Definition 5.1.3 Let G =  (X, P) be a graph; let P  =  (X, x )  a poset; 
and fix constants I G N and e,e' G (0,1] with e' <  e. We say that G is 
(P, e, e', J)-good if the following holds. For every Y  C X  and every P-ordered 
equipartition Yi,Y 2 of Y , if (Yi,Y2) is not (e, c)g -regular, then there exist 
P-ordered partitions Pi of Y\ and P 2  of Y2 such that

1. there exists a Pi-unifiable set Y\ C Yi and a V2-unifiable Y2 C Y2 such 
that (Yi,Y2) is witness to the (e',c')g-irregularity of (Yi,Y2), and

2 . the partitions V\ and V2 each have at most I parts.

We discuss the implications of this definition after giving our generalised 
regularity result below.

Theorem  5.1.4 For every e,e' G (0,1] satisfying e' <  e and every l ,m  G N, 
there exists a natural number M  =  M(e, e', I, m) with the following property. 
For every graph G =  (X, E) and every poset P  =  (X, -<), if G is (P, e, e', I)- 
good, then there exists an equipartition of X  into k parts that is P-ordered 
and (e)c-regular, where m  <  k < M .

Let us examine when Theorem 5.1.4 is of value. In almost all circum
stances, the usual Regularity Lemma is applied not to a single graph, but to
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an infinite class of graphs. Its power lies in giving us an e-regular equiparti
tion with a bounded number of parts, where the bound depends on e only. 
Similarly, in practice, we would expect to apply Theorem 5.1.4 to an infinite 
class of pairs (G, P), where G =  (X, E ) is a graph and P  =  (X , -<) is a poset. 
Furthermore, the P-ordered e-regular partitions that we seek should have a 
bounded number of parts, where the bound depends on e only. Notice that 
the number of parts in the partition given by Theorem 5.1.4 is bounded by 
M, which depends on e; and I as well as e. Thus, we seek classes of pairs 
(G, P) for which G is (P, e, e', Z)-good and where e' and I are functions of e. 
More precisely, we have the following.

Let

V  =  {(G, P ) : G =  (X , E ) a graph, P  =  (X, -<) a poset}, 

and let C C V.

Definition 5.1.5 We say that C is a good class if there exist positive-valued 
functions ef and I of e £ (0,1] with the following property. For every e £ 
(0,1], we have e'(e) < e, and for every (G, P) £ C, we have that G is 
(P, c, e' (e), 1(e))-good.

Let C be a good class as described above. By Theorem 5.1.4, for every pair 
(G, P) £ C and every every e £ (0, 1], there exists a P-ordered (e)c-regular 
equipartition of X , where the number of parts is bounded by a function of 
e only.

Let us give a few examples of good classes.

Examples

1. Let Co — {(G, P) : G =  (X, E), P  =  (X, -<) an antichain}. It is easy 
to see that for every e G (0,1] and every (G, P) G Co, we have that G 
is (P, e, e, 2)-good. Thus Co is good, and applying Theorem 5.1.4 to Co 
yields the usual Regularity Lemma for graphs.

2. Let Ci =  {(C om (P),P) : P  a poset}. We shall prove that for every 
e G (0,1] and every poset P, Com(P) is (P, e, e, 2)-good. Thus, Ci is 
good, and applying Theorem 5.1.4 to Ci yields Theorem 5.1.1.

3. Let C2 =  {(Cov(P), P) : P  a poset}. We shall prove that for every e G 

(0,1] and every poset P, Cov(P) is (P, e, y ,  f8e—3 -I- l])-good. Thus, 
C2 is good, and applying Theorem 5.1.4 to C2 yields Theorem 5.1.2.
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Here is an example of a class that is not good.

Exam ple For n an even positive integer, consider the graph Gn =  (An U 
Bn,E ), where A n =  { a i , . . . ,a „ } ,  B n =  {61, . . . ,  bn}, and

E  =  {a,ibj : i, j  both even}.

Let Ln =  (A n U B n,x ) ,  where -< is the total order given by a\ -< 0 ,2  -< • • • -< 
an -< b\ -< &2 -< • • • -< bn- We claim that the class

C3 =  {(Gn,P n) : n e N }

is not a good class. We show that if Gn is (Ln, ^,e/,/)-good for some 0 <  
e '<  §, then I >  e,2 n. This then shows that C3 is not a good class since I is 
forced to depend on the graph under consideration.

Suppose Gn is (Ln, e', l)-good. We apply Definition 5.1.3 to this exam
ple, where we set Y  =  A n U Bn, Yi =  An, and Y2  =  Bn. Observe that Yi, Y2 
is an Ln-ordered equipartition of Gn and that don(Yi, Y2) =  Further
more, the pair (Yi, Y2) is not ( | ,  )̂crn-regular; indeed, (Ae,B e) is a witness 
to this, where Ae (resp. Be) is the set of even vertices of An — Yi (resp. 

Bn =  y2).
It remains for us to show that if (11, Y2) is a witness to the (e', e')- 

irregularity of (Y i,!!) and Y\ (resp. 1^) is V\ (resp. T^-unifiable, where V\ 
(resp. V2 ) is an Ln-ordered partition of Yi (resp. Y2), then one of P i, V2  has 
at least e,2n parts.

Informally, the reason for this is that if d(Yi, Y2) >  \  +  then Yi and/or 
Y2 must contain significantly more even vertices than odd vertices, and if 
d(Yi, Y2) < \  — e', then Yi and/or Y2 must contain significantly more odd 
vertices than even vertices. However, in any part of V\ or V2 , the number 
of even and odd vertices differ by at most 1, hence for Yi (resp. Y2) to be 
V\ (resp. P 2)-unifiable, V\ and V2 must contain a large number of parts.

Let |Yi fl Ae\ =  Si\Yi\ and \Y2 f l 5 e | — <521̂ 21 - Thus, the number of even 
vertices of Yi differs from the number of odd vertices of Yi by |1 — 2Ji||Yi|.
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Therefore, \P\ \ >  |1 — 2*i||y i| > |1 — 25\\e'n and similarly for |P2|. Since

e' <
1
4

1
4d (y i,y2) - 7 =  * 1 * 2 -7  =  -|(26i)(2J2) — 25\ +  25i — I4'

< j (2«1|252 - 11 +  1 2 5 ,-1 1 ),

we have that either \25\ — 1| > e' or |262 — 1| > e'. Thus either l^il > e^n 
or \P2\ > e,2 n.

5.1 .3  S im ultaneous O rdered R egular P artition s and Further  
P rop erties

Given the proof of the usual Regularity Lemma for graphs, it is not a big 
step to apply the result to several graphs simultaneously. Similarly Theo
rem 5.1.6, given below, says that we can apply Theorems 5.1.1 and 5.1.2 
simultaneously to a given poset.

Theorem 5.1.6 For every e G (0,1] and every m  G N, there exists a natural 
number M3 =  with the following property. For every poset P  =
(X, -<), there exists an equipartition of X  into k parts that is P-ordered, 
(e)com(pyTegular, and (e)cov(pyregular where m  < k <  M3.

Once we have established the existence of ordered equipartitions that 
axe regular both for the comparability graph and the covering graph of a 
poset, we can then derive some straightforward properties of such partitions. 
These are summarised in the following theorem.

Theorem 5.1.7 Given a poset P  =  (X, ^ ), let X \ , . . .  ,X^ be a P-ordered 
equipartition of X  that is (e)com(p)-regular and (e)cov(p)-regular. Then we 
have the following.

(i) If 1 <  r < s < t < k with (X r,X s) and (X s,X t ) both (e, e)com{P)~ 
regular pairs, and dCom{P)(Xr,Xs),dcom{P)(Xs,Xt) > 2e, then we 
have dcom(P)(Xr, Xt)  >  1 -  2e.

(ii) If I <  r < s < k with (Xr , X s) an (e,e)com(pyregular pair, and e <  
dcom(P)(Xr ,X s) <  1 — 2e, then we have ecom(P)(^t) < 2e|Xr|2 and 
eCom(P){Xs) < 2e\XsJ 2.
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(Hi) I f l < r < s < k  with (X r, X s) being both (e,e)com (p)-regular and 
(e?e)cov(p)-regular, and dcov(p)(Xr ,X s) >  3e, then there exist an
tichains, Ar C X r and A s C X s, such that \Ar \ >  (1 — 3e)|Xr| and 
\As \ > ( l - Z e ) \ X s \.

The first property in the above theorem is a simple consequence of tran
sitivity. The second and third properties give us information about what 
happens inside some of the parts of our regular ordered equipartition. In 
applications of the usual Regularity Lemma, we have no control over what 
happens inside the parts of our regular partition; this lack of control con
tributes to a small inevitable error term. However, we hope that properties
(ii) and (iii) of Theorem 5.1.7 might enable us to reduce or even eliminate 
such errors, and thereby give a novel application of the Regularity Lemma 
to posets.

Unfortunately, we have been unable to find a genuine application of this 
result, that is, an application that relies on our result but that cannot easily 
be proved from the usual Regularity Lemma. Let us give an example to 
illustrate one reason why finding an application has proven to be difficult.

Exam ple Let Qn =  ([n]2, -<) be the poset on the n x n lattice of positive 
integers, where (x, y) -< (a, b) if and only if x < a and y < b. (It is clear 
that this is a poset since <  is irreflexive and transitive.) Let k be a positive 
integer (we assume k divides n for convenience). We partition [n]2 into k2 

smaller lattices: for i , j  € [k], let X{j =  ((i — 1 )k,ik\ x ((j  — 1 )k,jk]  (here 
(r, s] denotes the set of integers strictly larger than r and at most s ).

The Xij  form a Qn-ordered partition of [n]2. Indeed, if a € Xij, b G X pq 
and a -< b, then we must have i < p  and j  < q. Then, ordering the 
Xij lexicographically, that is, X \\ ,  •. •, X \^ ,X 2 \, - • • , ^ 2fc> • • • ^X^i, . . .  ,X ^ ,  
demonstrates that the X %j  form an Qn-ordered partition.

Observe that the density in Com(Qn) and Cov(Qn) between most pairs 
of parts in our partition is either 0 or 1, and hence, such pairs are regular. 
We have

A ( V  Y   ̂_ J 1 if i  <  <  q 01“Com(Qn)\^iji^pq) ~  \
I 0 if i < p , j  >  q or i >  p , j  <  q.

Thus, as long as i ^  p  and j  7̂  q, the pair (X ij ,X pq) is (e,e)Com(Qri)-regular
for all e > 0. Therefore, all but at most k2 • 2(k — 1) of the (^2) pairs of
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parts are not regular. Thus, our partition is (e)com(Qn)_reSular as l°ng as 
we choose k such that

2k2 ( k - l )  4

~ ( f

Similarly for Cov(Qn), if p ^  i — 1, z, z +  1 and q ^  j  — 1 , j , j  +  1 then 

dCov(Qn){x ij>x pq) =  and SO, such a pair (Xt j ,X pq) is (e, e ) C ov (Q n ) -regular 
for all e > 0. Therefore, all but at most k2 • (9k — 10) of (*2) pairs of parts 
are not regular in Cov(P). Thus, our partition is (e)cov(Qn)-regular as long 
as we choose k such that

k2 (9k — 10) 9k2 ( k - l )  _  18

(? )  < ~ ( ! F ~ * + T < e '

Here we have produced regular ordered partitions of Qn, but where each 
part induces a copy of Qn/k• from being sparse, the poset induced by 
each part is essentially a copy of the whole poset. Thus, in this instance, 
parts (ii) and (iii) of Theorem 5.1.7 give little information. The reason for 
this is that the densities between regular parts are not bounded away from 
0 and 1. Such a problem occurs in many other examples.

The rest of the chapter is arranged as follows. In Section 5.2 we prove 
Theorem 5.1.4. In Section 5.3, we prove that the classes C\ and Ci are good, 
and from this we deduce Theorems 5.1.1 and 5.1.2. In Section 5.4, we prove 
Theorems 5.1.6 and 5.1.7.

5.2 G eneral Ordered Regular Partitions

In this section, we prove our general regularity result, Theorem 5.1.4. We 
give a self-contained and detailed treatment of the proof for those readers 
unfamiliar with the Regularity Lemma. As one would expect, the proof of 
Theorem 5.1.4 is similar to the proof of the usual Regularity Lemma; we try 
to highlight where the proofs differ. We follow [61] in our treatment of the 
standard aspects in our proof.

As with the standard proof of the Regularity Lemma, we require some 
preliminary results. We begin with some definitions.

Let G — (V, E) be a graph and let V  be a partition of V  into k parts,
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Vi, . . . ,  V k . We define the partition index to be

ind G(P) =  p  £  4 W .V S ).
1 < i< j< k

Note that for every graph G and every partition V  of its vertices, we have 

indc('P) <
The usual Regularity Lemma is proved as follows. Suppose G =  (V, E) 

is a graph with an equipartition V  of V  into parts Vi , . . . ,  Vfc. We show that 
if V  is not (e)c-regulax, then we can refine V  by dividing each of Vi , . . . ,  V/- 
into a fixed number of smaller parts to obtain a new equipartition Q. If we 
have divided V \ , . . . ,  Vk suitably, then we find that

indc(Q) > m&G{'P) +  c,

where c is a constant that depends on e only. As long as our equipartition is 
not e-regular, we can keep refining it in this way. However, after a bounded 
number (< [l/2c]) of refinements, we obtain an equipartition with an index 
of at least 1/2, which is a contradiction. Therefore, at some point before 
this happens, we must obtain an equipartition that is e-regular, and this 
gives us a bound (depending on e only) on the number of parts in such an 
equipartition.

Theorem 5.1.4 is proved in the same way, but with one difference. We 
start with an ordered equipartition V, and as with graphs, if V  is not e- 
regular, then we try to find a refinement Q that is ordered and has a higher 
index.

Our first lemma shows that, given an equipartition, if we refine it arbi
trarily, then its index may decrease, but not by much.

Lem m a 5.2.1 Let G =  (V,E) be a graph with \V\ =  n, and let V be 
an equipartition of G into k parts Vi , . . . ,  Vfc. Fix q G N. For each i, let 
Vn, . . . ,  Vig be an equipartition of V i, and let Q be the resulting equipartition 
of V given by the V{x . Then

indG(Q) > indcCP)------
m  +  1

where m = [ ^ \ .

P roof We drop the subscript G . Since V  and Q are equipartitions, it is
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clear that m  <  |ViX| < m  +  1, and hence

(5-1)

for all i, x. Fix i and j .  Then since

E  e(Vix,Vjy ) =  e ^ V j ) ,
1 ̂ x,y<q

using (5.1), we obtain 

1 A(\r \r \ _  e(ViX,Vjy) ^ (  m  \ 2 ^  e(Vix,Vjy)

«2 ‘ =  L  +  1J l i ^ .

=  G £ l ) ! (5.2) 

Using (5.2) together with the Cauchy-Schwarz inequality, we obtain

ind ( Q ) > ±  E  ^  E

-  fc2 S  (o2 S  d(yiX,V jy)j  (using Cauchy-Schwarz) 
l<i<j<fc l<®,y<<7

> ( ~ ty) ind( )̂ (usins (5-2))-+

Note that ( ^ j ) 4 =  (1 — ^+r)4 > 1 ~  +̂T-> fr°m which we obtain

ind(Q) >  f l  ')ind(P) >  ind('P) — -.
V / “ \  771+1 /  V / _  V / 777+1

□

In order to find a refinement of an irregular partition that increases the 
index, we must somehow take advantage of the non-uniformity in density 
between some of the parts. In order to do this, we shall require a defect 
form of the Cauchy-Schwarz inequality. Some form of the Cauchy-Schwarz 
inequality is at the heart of any standard proof of the Regularity Lemma.

Lem m a 5.2.2 ([61]) Let x \ , . . . ,  xn be non-negative real numbers, and let
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m  <  n. Then

- j T x 2i > $ 2  +  - ( $ - ( j ) ) 2,
n L ' ni=i

where
^  71 ^ 771

$  =  — )  Xi and 6  =  — > X{.n * T77n rn1=1 Z = 1

P ro o f The proof is a simple application of the usual Cauchy-Schwarz in
equality.

1 71 1 /  771 71 \

; ; £ * ?  = ; ; ( £ * ?  + £  *?)
1 = 1  X 1 = 1  1 = 7 7 1 + 1

n \ m °  / n \ n  — m
X 1 = 1  7  X 1 = 7 7 1 + 1

' -i 771 \  2 _  /  1 71 \  2
— Xi ) +  —— — ( ---------  V  Xj ) (Cauchy-Schwarz)
m  ' /  n \ n  — m  ' )

“ 1 = 1  '  1 = 7 7 1 + 1  '
n 1=1

n n(n — mj

=  $ 2 +  — -  <t>)2 
n — m

> $ 2 +  — ($  -  0 )2. 
n

□

The next lemma is a technical one used for estimating the density of 
large induced subgraphs of bipartite graphs.

Lem m a 5.2.3 ([61]) Let G =  (V ,E ) be a graph and let Vi,V^ C V be 
disjoint. If U\ C V! and U2 C V2 such that \Ui\ > (1 — 6)|Vi| and |C/21 >  
(1 — <5) | V21, then

\dG(V1,V2) - d G(U1,U2)\<26.

P roof Again, we drop G as a subscript. We have that

d W -'̂  =  M  -  W ( 1 " 6)2 - m ' U 2 ) { 1  ~ 25)
> d {U u U2) - 2 5 .
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By considering the complementary graph of G , we get

l - d ( V u V2) > l - d ( U 1 ,U2 ) - 2 S .

Together the inequalities give

\d(V1,V2) - d ( U 1,U2) \< 2 6 ,

as required. □

We now turn our attention to posets and ordered partitions. Let P  =  
(X, -<) be a poset with Y  C. X .  Suppose we have r ordered partitions of Y , 
which we call V \ , . . . ,  Vr. Denote the parts of Vi by 1^(1), . . . ,  l i(s i) . We 
define Hi=i which we call the product partition, to be the partition with 
parts Y (k \ , . . . ,  kr) where

r

Y ( k } = Y ( k u . . . , k r )  =  f ] Y i (ki).
1=1

Here k =  (kx, . . . ,  kr) G n j= i M -
As we have mentioned, Theorem 5.1.4 is proved by repeatedly refining 

partitions that are not e-regular in a suitable manner until we obtain a 
partition that is e-regular. However, we must maintain an ordered partition 
at each refinement. As we shall see, these refinements are based on a product 
partition. We ensure that our refinements remain ordered by proving, in 
the next lemma, that the product of ordered partitions is itself an ordered 
partition.

Lem m a 5.2 .4  Let P  =  (X,  -<) be a poset with Y  C X  and let V \ , . . . ,  Vr be 
P-ordered partitions o f Y .  Then V* =  n*=i ^  ^ a ŝo a P-ordered partition 
° f Y .

P roof As before, let 1^(1), . . . ,  T^(si) be the ordering of the parts of Vi, and 
let T(k) give the parts of V* for k G 111=1 [«»]• We wish to find a linear 
ordering on the parts of V * that demonstrates it is a P-ordered partition.

We partially order the parts of V* by -<(* as follows. We let Y (k') -<* 
Y  (k) if and only if k[ <  ki for all i G [r] and kj < kj for some j  G [r]. We 
show that respects that is, we show that if a, b G Y  where a -< b with 
a G T(u) and b G T (v), then T(u) T (v). Once we have shown this,
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then any linear extension of -<* gives a linear ordering on the parts of V* 
that demonstrates V * is a P-ordered partition.

It remains for us to show that -<* respects Suppose a, b G Y where 
a -< b with a G Y(u) and b G Y(v). Looking at the zth components of u 
and v, we have that a G Yi(ui) and b G Yi{vi). Since 1^(1), . . . ,  Y*(si) is a P- 
ordered partition, we have that U{ < Vi, and this is true for all i. Therefore 
Y(u) -<* Y (v), as required. □

Our final preliminary result is a simple technical lemma. Here first is some 
notation.

Suppose P  =  (X , -<) is a poset and Yi , . . . ,  Y& is a P-ordered partition 
of Y  C X .  A linear extension, L =  (Y, -<£,), of Py =  (Y, -<) is said to extend 
the ordered partition Yi , . . . ,  Yfc if, whenever a G Yi, b G Yj, and i < j ,  then 
a -<i,b. Such linear extensions exist since we can simply concatenate linear 
extensions of each Y{.

Lem m a 5.2.5 Let P  =  (X , -<) be a poset, let Yi , . . . ,  Yk be a P-ordered par
tition o f Y  C X , and fix I € N. Then there exists a P-ordered equipartition 
Y/ , . . . ,  Y{ of Y  such that for each i, there exists . . . ,  ir where

I J y / c n  and t j y /
j =1 j =1

> I Til -  2 i n
I

P roof Let L =  {Y ,^ l ) extend the P-ordered partition Yi, . . . ,Yfc.  Use 
the order of L to partition the elements of Y into sets Y{ , . . . ,  Y/, where 
Y{ contains the first |_|Y|/ZJ elements, Y2' contains the next |_(|Y| +  1)/ZJ 
elements, Y3' contains the next |_(|Y| +  2)/ZJ elements, and so on. This is an 
L-ordered equipartition of Y, and hence, it is also a P-ordered equipartition 
of Y since is an extension of -<.

Fix i and observe that each Yj (except at most two) is contained in or 
disjoint from Y;. Let Yf±, . . . ,  Y'ir be those Yj contained in Y{ and let Yj+ and 
Yj_ be the two exceptional (possibly empty) sets mentioned above. Then 
we have

i n
3 =1

< |y /+ i +  | y / _ i < 2 i

as required. □
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We are now ready to prove the key step in Theorem 5.1.4, that is, the 
existence of refinements of irregular partitions with larger index.

Lem m a 5.2.6 Fix e, e' G (0,1] and I G N. Let P  =  (X, -<) be a poset and let
G — (X, E) be a graph such that G is (P , e, e', l)-good. Suppose X \ , . . .  ,Xk
is a P-ordered equipartition (which we denote byV)  that is not (e)G-regular, 
where k > 2. If

i ^ 400kg ,  800/fc_1
n := \ X | > 5 and q > — ^ — >

then there exists an ordered equipartition Q with kq parts satisfying

e/5
indc(Q) > mdG(V) +  — .

P roof Set m =  \n/{kq)J and note that m >  1. We begin by describing Q.
Recall that since G  is (P, e, e', Z)-good, then, whenever (X i , X j ) is not 

(e, e)G-regular, there exist ordered partitions of Xi  and Xj  (which we denote 
by Vij and Vji respectively) into at most I parts with the following property. 
There exists Xij  C Xi,  which is the union of some parts of Vij, and Xji  Q Xj ,  
which is the union of some parts of Vji, where (Xij  ,Xj i )  is witness to the 
(e', e')G-irregulaxity of (Xi ,Xj ) .  If (Xi ,Xj )  is (e, e)G-regular, then let Vij 
and Vji be the trivial partitions of Xi  and Xj  respectively, into one part.

Thus, keeping i fixed and varying j  gives k — 1 P-ordered partitions Vij 
of Xi  (some of which may be trivial). We know by Lemma 5.2.4 that

k

P. := II
j=l

is a P-ordered partition of Xi.  Note that Vi has at most lk _ 1  parts and that 
each X^  is the union of some of these parts.

We divide each Xi  into q parts as follows. By Lemma 5.2.5, there exists 
a P-ordered equipartition Z n , . . . ,  Z{q of Xi  such that, given any part A of 
Vi, if A* is the largest subset of A  that can be written as the union of some 
of the ZiX, then

| A * | > | A | - 2  ^  = | A | - 2 ( m  +  l).  (5.3)
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Note that m < \Z{X\ < m  +  1.
Now for each Xi,  we have defined a P-ordered equipartition Z n , . . . ,  Z{q. 

Concatenating these ordered equipartitions over i gives a P-ordered equipar
tition of X ,  which is a refinement of V. This is the P-ordered equipartition 
Q described in the statement of the lemma.

It remains for us to estimate indc(Q) in terms of indc(P). This part 
of the proof follows closely the proof of the usual Regularity Lemma. It is 
somewhat involved, but standard. We drop G as a subscript.

Fix i and j .  We start by estimating

i

in terms of d(Xi ,Xj ) .  We proceed as with the proof of Lemma 5.2.1. We 
observe that

where a, which is to be determined later, must satisfy Akq/n <  a <  1. Thus 
we have

1 <x , y<q

Therefore

Now
2m

(5.4)
m +  1

i<x,y<q
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Applying the Cauchy-Schwarz inequality to (5.5), we obtain

4  d2 ( Z i x , Z j , ) > ( \  £  d(Zix,Zj y ) \  K j ) - a .
^ 1 <x , y<q  1 < x , y< q  '

(5.6)

Thus, before taking advantage of irregularity between parts, we find that we 
obtain a small loss in the mean square density. Note that a can be chosen 
to be arbitrarily small by insisting that n is very large.

Now fix i and j  so that (Xi, Xj )  is not (e, e)c-regular. Recall that 
(Xi j ,Xj i )  is witness to the (e', e'^-irregularity of (X { , X j ). Let X*- (resp. 
X^)  be the largest subset of Xij  (resp. Xji)  that can be written as the union 
of some of the ZiX (resp. Zjy). Since X^  is the union of at most lk~l parts 
of Vi and each part of Vi is approximately the union of some of the ZiX via 
(5.3), so we have that

|Xi‘ | > | X <j| - ; ' !- 1(2(m +  l)), (5.7)

and similarly for X*^ After reordering ZiX and Zjy suitably, let us assume 
that

r 3

x ;  =  U z «  and =  u Z jy
x=l y = 1

Our next task is to use irregularity to give a lower bound for

~ 2  Y i  d(Zix,Zjy) — — d(Zix,Zjy)  .
1<j l<x<r ~ l<y<s

We shall then apply Lemma 5.2.2 (the defect form of the Cauchy-Schwarz 
inequality) by setting

$  — ~ 2  ^ 1 d(Zix,Zjy)  and </> — ^   ̂ d(ZiX,Zjy),
 ̂ l<x,y<q rS l<x<r~ l<y<s

to obtain an increase in the mean square density. We prove a lower bound 
on |$  — (f)\ by breaking it down into four terms using the triangle inequality
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as follows:

~ 2  y ]  d(Zix,Zjy) — — y ]  d(Zix,Zj y)
l < x , y < q l < x < r

>  M X ^ X j )  -  diXi i .Xj i ))

-  d(Xi,Xj)  2 ^   ̂ d(ZiX,Zjy)
^ l< x ,j/< g

-  |d(X y,X ji) -

-  d ( x * . , x y - i  X) d(Z «,Z 3!,)
l < l < r
1<V<S

(Term 1) 

(Term 2)

(Term 3) 

(Term 4)

We now estimate each of these terms.
Term 1: Since (Xi j ,Xj i )  is witness to the (e' e') g  - irregular ity of (Xi ,Xj ) ,  

we have
| d{Xi, X j ) - d { X ij , X j i \ >€ ' .

Term 2: The inequality (5.5) together with the inequality obtained from
(5.5) by considering the complementary graph gives us

d i X u X j ) - ^  J ]  d(Zix,Zjv)
1 < x ,y <q

Term 3: We shall show that X*j forms a large part of X j  and apply
Lemma 5.2.3. We have by (5.7) that

>

>

>

>

X:

X

X

X 13

X

/ 2 lk 1( m +  1) \
I 1 jXyj )
/  4
I

(* ~  4\ ' \x t7 ) since X̂ ij' > e^Xi
(  4 \
( l   — J since \Xi\ > > mq 

(5.8)

where 6, which we shall determine later, must satisfy - 1 <  b <  1. Note 
that b can be chosen to be arbitrarily small by choosing q sufficiently large.
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Now applying Lemma 5.2.3, we have

Term 4: This is obtained in a similar way to Term 2, but we give its 
derivation here for completeness. Since X*-  =  Urx = l Z i X and — Uy= 1 Z j y , 

we have that
Y ,  e(Zix,Z jv ) =  e (X $ ,X ; i).

l < x < r
l < V < s

and furthermore, \X*-\ > -^^r\Zix\ for all x and |X*Z| > ^~^s\Ziy \ for all 
y. Thus

J_ a(7  7  \ — e( ^ ’ fyy)
«  ^  d^ ' Ziy> ~  2 ^ Tr\Zix\s\Ziv \l < i < r

l < y < s
1 < I < T
l < y < s

> m
m  + i  £l < i < r

m  
m +  1

diX^X'J  > d iX ^ X t f  -

where the last inequality follows using (5.4). This inequality, together with 
the inequality obtained from it by considering the complementary graph, 
gives us

d(x:j t x ^ ) - j - s Y  d(Zix,Z jy)
l < x < r

Now putting all four terms together, we obtain

2 ^  d ( Z ix , Z j y )  ^  'y  ̂ d { Z i x , Z j y )
1 l < x < r

l < y < s

provided that ^  < a <  1 and < b <  1. As we have noted, a and b 
can be chosen to be arbitrarily small by choosing n and q sufficiently large.

Applying the defect form of the Cauchy-Schwarz inequality (Lemma 
5.2.2) to the numbers d{ZiX, Zjy) by setting

$  — 2 y  v d{Zix, Zjy) and (f)=  y   ̂ d(ZiX) Zjy) :

8 lk

/ CL . d f
> e — — — b — -  =  e — a — b. 

2 2

(5.9)

1 <x , y <q l < x < r
l < y < s
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we obtain

i  E  A Z i „ Z j , ) > ^ 2 +  ^ - 4 ’) 2
1 <x , y <q  ®

>  ( d ( X i , X j )  -  | )  +  ^ (e '  - a - b ) 2 (using (5.5), (5.9))

>  d2( X ; ,^ )  -  a +  ^ (e '  -  a -  6)2. (5.10) 

Estimating for rs /q2, we have

-  =  ( l -  1 \ (ra +  l)r  >  A  _  1 \  l ^ j  l
q V m +  1/  mq ~  V m + 1 /  |Xt|

^ ( 1- ^ t t ) ( 14 ) w  (u s in g (5 '8))

(5-ID

where the last inequality follows from m > 1 and the fact that (Xij ,Xj i )  is a 
witness to the (e^e'^-irregularity of ( X i , X j ) .  We have the same inequality 
for s/q,  so combining these with (5.10), we obtain

^  £  d2(Zix,Z jy) > d 2(Xi , X j ) - a  +  \ ( l - ^ ) \ l2( e ' - a - b ) 2. (5.12)
l<x,2/<g

Thus (5.12) holds for pairs ( X i , X j )  that axe not (e, e^ -regu lar , and

(5.6) holds for pairs ( X i , X j )  that are (e, e) c-regular. N oting that there are 

at least e(^) >  e '(^ ) pairs that are not (e, e)G-regular, we have

ind(S) > i  E  J  E  ^ (Z i x - Z j y )
1 < i < j < k  1 <x , y <q

> p (  E  (d2(^i,^) -  «) + ̂ '(2)K 1 -  -  b)2)
l<Kj<*

> ind(P) -  i a  +  ^ e '3(e' -  a -  6)2, 

using that b <  1 and > 2 for the last inequality. By setting a =  ae'5 and
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b =  (3c1, we obtain

ind(Q) -  ind(P) > (J^ ( l  - a - 0 ) 2 -  i a ) e '5

^ { b , ( l - 2 a ~ 2l5)- \ a Y  =  h '

where a  =  (3 =
Thus, we have shown that ind(Q) > ind(P) -I- provided that

4kq e/5 _ 8lk~* , . e* ef
< a =  —— < 1 and —-—  < b =  —— < 1.

n 100 e’q 100

The conditions of the lemma ensure that such a and b exist. □

It is now an easy step to prove Theorem 5.1.4.

Proof (of Theorem 5.1.4) Recall that are given. Define f(k)  =
[800Zfc-1e/_2]. Define /*  : N —■> N inductively by setting /*(0) =  m  and 
f*(i  +  1) =  for i G N .  Set r =  /* ( |’50e/_5]), and set

M  =  M(e, e', I, m) ~  400r/(r)e/-5 .

Given a graph G =  {X,E)  and a poset P  =  (X,  -<), if |A"| < M , then 
partition X  into vertices to obtain a P-ordered (e)c-regular equipartition 
of X.  If not, then n =  \X\ is large enough that we may repeatedly apply 
Lemma 5.2.6 to G up to [50e/-5] times. Start with Vo, any P-ordered 
equipartition of X  into m =  / * ( 0) parts. If Vo is not (e)c-regular, then 
apply Lemma 5.2.6 to obtain a P-ordered equipartition V\  with /* ( 1) parts 
and where

e'5
indG(Pi) > indG(Po) +

Repeat this process to obtain partitions Vo,V\,V2,  - • where Vi is a P- 
ordered equipartition with f*(i) parts and where

e'5
mdG(Pj) > indG(P0) +

Since ind(P) < 1 / 2  for all equipartitions P , we must eventually reach a
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P-ordered equipartition Vt that is (e)<3-regular, where

t  <  - ■ } ( -■ ■ =  50e/_5.
“  e'5/100

This partition has f*{t) parts, and m < f* ( t ) < M , as required. □

5.3 G ood C lasses

In this section, we show that the classes C\ and C2 , described in Section 5.1.1, 
are good classes. More precisely, we prove the following.

Lem m a 5.3.1 For every poset P  =  (X , -<) and every e G (0,1], the graph 
Com(P) is (P,e,e,2)-good.

Lem m a 5.3.2 For every poset P  =  (X , -<) and every e € (0,1], the graph 
Cov(P) is (P,e, y ,  [8e-3  +  1 ])-good.

These lemmas, together with Theorem 5.1.4, prove Theorems 5.1.1 and 5.1.2. 
Let us give the explicit proofs of these theorems.

P roo f (of Theorem 5.1.1) We are given e G (0,1] and m  G N. We set 
M i(e,m ) =  M (e,e,2 ,m ), (recall that Mi  is the function in the statement 
of Theorem 5.1.1 and that M  is the function in the statement of Theo
rem 5.1.4). For P  =  (X, -<) a poset, we know (by Lemma 5.3.1) that 
Com(P) is (P, e, e, 2)-good, so by Theorem 5.1.4, there exists a P-ordered 
equipartition of X  into k parts that is (e)c0m(P)_regular> where m  < k <  
M(e, e, 2 , m) =  M\(e, m).

□

P roof (of Theorem 5.1.2) We are given e G (0,1] and m  G N. We set 
M2(e,m) =  M(e, y ,  [8e-3  +  T|,m ), (recall that M 2 is the function in the 
statement of Theorem 5.1.2 and that M  is the function in the statement 
of Theorem 5.1.4).) For P  =  (X, -<) a poset, we know (by Lemma 5.3.1) 
that Cov(P) is (P,e, y ,  [8e-3  +  l])-good, so by Theorem 5.1.4, there exists 
a P-ordered equipartition of X  into k parts that is (e)c0v(P)-regular> where

e2
m  < k <  M(e, —, [8e 3 +  1], m) =  M 2 (e, m).

□
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It remains for us to prove Lemma 5.3.1 and Lemma 5.3.2. Lemma 5.3.1 
is natural and straightforward to prove. Lemma 5.3.2, although more unex
pected, is not difficult to prove.

P ro o f (of Lemma 5.3.1) Given the poset P  =  (X, -*<), let Yi,Y2 be a P- 

ordered equipartition of Y  C X ,  where is not (e, e)c0m(P)~regular-
We show that there exist P-ordered partitions A \ , A2 of Y\ and B \ , P 2 of Y2 

such that either (Ai, P 2) or (A2, P i) is witness to the (e, e)c0m(P)"frregularity 
of (Yi, Y2). This then proves the lemma.

We drop Com(P) as a subscript. Since (Yi, I 2) is not (e, e)-regular, there 
exists a witness (A ,P ) to the irregularity of (Yi,Y2), that is, there exists 
A C Yi and P  C 7 2 with |A| > e|Yi| and |P| > e | | , where

|d(Yi,y2) - d ( A ,P ) |> e .

We consider two cases.
Case (i) Suppose that d(A, P ) > d(Yi, Y2) +  e. If x G A and x' G Yi\A  

with x' -< x , then replacing x with x' in A does not reduce e(A ,P ) (by the 
transitivity of the poset) and hence does not reduce d(A, P ). Similarly if 
y G P  and y' G Y2YB, with y' >- y, then replacing y with y' in P  does not 
reduce d(A,B).  Thus, after such replacements, (A ,P) remains a witness to 
the (e,e)-irregularity of (Yi, Y2). Now repeatedly make such replacements 
until no more can be made and call the resulting sets Ai and P 2. Thus Ai 
is a down-set of Yi; P 2 is an up-set of Y2; and (A i,P 2) is a witness to the 
(e, e)-irregularity of (Yi, Y2).

Let A2 =  Y i\A i and P i =  Y^\P2- Then Ai, A2 is a P-ordered partition 
of Yi; P i, P 2 is a P-ordered partition of Y2; and (Ai, P 2) is a witness to the 
(e, e)-irregularity of (Yi,!^) as required.

Case (ii) Suppose that d(A,B) <  d(Yi,Y2) — e. This case follows in 
a very similar way to Case (i). We give the details for completeness. If 
x G A and x' G Yi\A  with x' >- x, then replacing x with x' in A does not 
increase e(A, P ) (by the transitivity of the poset) and hence does not increase 
d(A, P). Similarly if y G P  and y' G Y i\P , with y' -< y, then replacing y 
with y' in P  does not increase d(A , P). Thus, after such replacements, (A, P ) 
remains a witness to the (e, e)-irregularity of (Yi, Ŷ )- Now repeatedly make 
such replacements until no more can be made and call the resulting sets A2 

and P i. Thus A2 is a up-set of Yi; P i is an down-set of Y2; and (A2, P i)  is
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a witness to the (e, e)-irregularity of (Yi, Y2).
Let A\  =  Yi\^42 and B 2 =  Y2\B\.  Then Al, j42 is a P-ordered partition 

of Yi; B \ , P 2 is an P-ordered partition of Y2; and {A2,B\)  is a witness to 
the (e, e)-irregularity of (Yi, Y2) as required. □

We need some preliminary lemmas before we can prove Lemma 5.3.2, 
but first we give some notation.

Let P  =  (X, -<) be a poset with Y C I  We define htp(Y)  to be the 
height of Y in P, that is, the size of the largest chain in Y.

We have the following easy lemma.

Lem m a 5.3.3 Let P  =  (X, -<) be a poset with Y' C Y C X  and let h =  
h tp (Yr). Then there exists a P-ordered partition V of Y  into 2h +  1 parts 
such that Y' is V-unifiable (and hence Y \Y ' is also V-unifiable) .

P roo f Recall from Proposition 1.2.1 that if we have a nested sequence of 
down-sets of Q =  (Y, -«<), (f> =  Do C D\  C P 2 Q • ■ • Q D r =  Y, then 
by setting X* =  D i \ D i - 1 for i =  1 , . . . , r ,  we have that X i , . . . , X r is a 
Q-ordered partition of Y. Trivially, this is also a P-ordered partition of Y. 

Given A C Y, we define

D(A) =  {y  E Y : y -< a for some a € A}

and D(A) =  {y  G Y : y ■< a for some a G 4̂}.

These are both down-sets of Y by the transitivity of -<.
Given that Y' has height h, we have the standard decomposition of Y' 

into h antichains Ai , . . . ,Ah  given by Theorem 1.2.3. Recall that these 
antichains are constructed inductively by setting Ai =  maxp(l^), where

h
Y  ̂ =  Y' and Y( =  Y ' \  (J  Aj  for i =  1, . . .  ,/i -  1.

j= i+1

Now we have the following nested sequence of down-sets of Y :

0 C D(Ai)  C D(Ai)  C D (A 2) C P ( ^ 2) C • • • C P ( A )  C P ( A )  C Y.

It is clear that D(Ai) C D(Ai)  for all i. To see that P (A i_i) C D(Ai),  note
that Ai- i  c r / .  ! C D{Ai)  and therefore D ( A i - 1) C D(Ai)  (by transitivity).
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Let X \ , . . . ,  X 2h+i be the P-ordered partition of Y  induced by this nested 
sequence of down-sets. Then we have that

h h h
U X2i = U D(Ai) \D(Ai)  =  U Ai =  Y'
i = 1 i=1 1 = 1

as required. □

In light of Lemma 5.3.3, one way to show that a graph G  is (P, e, e', /)- 
good is the following. Whenever (A , B ) is P-ordered and (e, e)G-irregular, 
we try to find a witness (A ', B ') to the (e', e'^-irregularity of (A, B)  for 
which A! and B' (or their complements) have height at most (I — l) /2  in P.

When G =  Cov(P), we observe that two elements on the same chain in 
A have disjoint neighbourhoods in B\ therefore elements with large neigh
bourhoods in B  cannot form large chains in A. Thus for every irregular 
pair, we seek witnesses to irregularity where the elements in the witness sets 
(or their complements) have large neighbourhoods. This is the motivation 
behind the next lemma.

Lem m a 5.3.4 Let G =  (V, E) be a graph with V\,V2 C V disjoint, where 
(Vi, V2) is not (c,£)g-regular and (V^V^) is witness to this. Dropping G as 
a subscript, we have the following.

(i) Ifd(V{,Vi) > d { \ i,V 2) +  e, then there exists {V\, V2) that is witness to 
the (e, %-)-irregularity of (V,, V?), where

(U) Ifd(V{,V£) < d(V\, V2 ) — e, then there exists (Vi, V2) that is witness to 
the ( | ,e)-irregularity of (Vl,V^), where

P roof (i) Consider the vertices x G V{ for which d{x, V2) <  e2/2. We call 
these low degree vertices of V{. For such vertices, we have

3 3
e ( i , v 2) >  and e{y,Vx) >  j |V j | ,V »  £ V2\V2.
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There are strictly fewer than (1 — f^V^I low degree vertices of V{. Indeed, 
if not, then

W l v i )  =  ^ w n  < ^ ( ( l -  |)|V/| ■ |  +  |lK!. l) < e,

contradicting that d(V{, V̂ ') > d(Vi, V2) +  e >  e.
Remove the low degree vertices of V{ from V[ to form V\ and observe 

that d(Vi , V2) > d(V-[, V2) (since we have removed vertices of lower than
_ 2

average degree) and that |Vi| >  y |V i|.
Similarly, any vertex y  £ V2 for which d(y,V\) <  e3/4  is called a low 

degree vertex of V2. For such vertices, we have

- e i y A )  ^  e(y,V1) d(y,Vx) ^

There are strictly fewer than (1 — §) | | low degree vertices of V2. Indeed, 
if not, then

W . )  =  £ a e v f f ’Vl) ^  s +  ' 0 < e’

contradicting that d(V\ , \ 2) > diVl^V^) > e.
Remove the low degree vertices of V2 from V£ to form V2. As before, 

observe that

d(Vh V2) > d(Vh V') > d(V{X) > d(V-L,V2) +  e,

where the first inequality holds because we have removed vertices of smaller
_ 2

than average degree. Furthermore, note that | V21 > y l ^ l -  
_ _ 2 

Thus, (Vi, V2) is witness to the (e, y)-irregularity of (Vi, V2), and

2 3 3
e ( * , v y >  i-|V 2|>  j |V 2|,V ie V i  and e(y,Vi) > j |V i|,V j/ € V2.

(ii) Add to V[ all vertices x G V\ for which d{x, V2) < e2/4  to form V\. For 
such vertices, using a similar calculation as before, we have d(x, V̂ ') <  e/4, 
and hence d{Vu V') < d{V{, V2') +  f .

Add to V2' all vertices y E V 2 for which d(y,V\) <  e2/4  to form V2 . For 
such vertices, using a similar calculation as before, we have d(y,Vi) < e/4,
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and hence

d(Vt ,V2) <  d{Vu Vl) + 6- <  d(V[,Vi) +  \ <  d(Vu V2) -

Thus, (Vi, V2) is witness to the ( | ,  e)-irregularity of (Vi, V2 ), and

2 2 
e (x ,v 2) >  j |V 2|,V i€  Vi\Vi and e(y, Vi) >  j |V i |,V y  6 V2\V2.

□

Finally, we apply Lemma 5.3.3 and Lemma 5.3.4 to the covering graph 
of a poset to obtain Lemma 5.3.2.

P ro o f (of Lemma 5.3.2) We axe given a poset P  =  (X, -*<). Let Vi, Yi be an
ordered partition of Y  C X ,  where (Y i,^ )  is not (e,e)cov(p)-regular. Let
(Yi'.Ya) be witness to this. It is sufficient for us to prove that there exists 

,  2 2 
a witness (Yi, Y2) to the ( y ,  t ) c o v ( P )  "^regularity of (Yi, and ordered
partitions V\  of Yi and V2  of I 2 into at most 8e-3  + 1  parts such that Y\ is
Pi-unifiable and Y2 is T^-unifiable. We consider two cases. Throughout, we
work with Cov(P), so we drop it as a subscript.

(i) Suppose d(Y1/, ’Y2/) >  c?(TT, T2) +  e. By Lemma 5.3.4(i), we can find a
— — 2 2  2 

witness (Yi, Y2) to the (e, y)-irregularity (and hence the ( y , y)-irregularity)
of (Yi,Y2), where

3 3
e (x ,y2) >  j | y 2| , V x e i i  and e(y ,yj) >  j |K i|,V y  e  Y2.

For x , x' G Yi with x' -< x, we have that E(xr, Y2) n.E(:r, I 2) =  4>- Therefore, 
if C  is any chain in Yi, then

|c |^ |y 2| < ^ e ( x , y 2) < | y 2|,
xec

and hence \C\ < 4e-3 . Therefore htp{Y\ ) < 4e~3. Similarly htp(Y2 ) <  4e-3 . 
Applying Lemma 5.3.3, we deduce that there exist partitions Vi of YJ into 
at most 8e-3  +  1 parts such that Yi is 7Vunifiable for i =  1,2, as required.

(ii) This is similar to (i). Suppose d(Y{,Yl)  < d(Yi,Y2) — c. Using 
Lemma 5.3.4(ii), we can find a witness to the (|,e)-irregularity
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2 2
(and hence the ( y ,  y)-irregularity) of (Yi,>2), where

3 3
e(x ,y2) >  ^ |y 2|,V x e  Y i\y! and efe.Y ,) >  j |Y i|,V i/ 6  Y2\Y2.

As before, if C  is any chain in Yi\Yi, then

|C1^|Y2| < £ e ( * , y 2) < | Y 2|,
xec

and hence \C\ <  4e-3 . Therefore htp(Yi\Yi)  <  4e 3. Similarly, we have 
htpfaXYz)  < 4e-3 . Applying Lemma 5.3.3, we deduce that there exist 
partitions Vi of Yi into at most 8e-3  +  1 parts such that Yi\Yi (and hence 
Yi) is TVunifiable for z =  1, 2 , as required. □

5.4 Sim ultaneous R egular Ordered P artitions and  
Further P roperties

We begin this section with the proof of Theorem 5.1.6. The proof of this is 
an easy application of Lemma 5.2.6 and Lemma 5.2.1.

P roo f (of Theorem 5.1.6) We are given e and m.  Let P  =  (A, -<) be a 
poset. We know that Com(P) and Cov(P) are both (P, e,e',Z)-good, where 
e' =  y  and I =  f8e—3 +  1"|.

Suppose V  is a P-ordered equipartition of X  into k parts. Let q =  
f (k)  := |’800Zfc_1e'_2] and suppose that

n =  \ X \ >  400kqe'~5.

Define m := \n/kq\ > [400e/-5J. Now V  can be refined in one of two ways 
using Lemmas 5.2.1 and 5.2.6.

(i) If V  is not (e)cov(P)_regular) then we apply Lemma 5.2.6 to Cov(P) 
and Lemma 5.2.1 to Com(P) to obtain a refinement Q\  of P , where Qi is
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P-ordered, has kq parts, and where

indCom(P)(Qi) +  indCov(P)(Qi)

> indCom(p) (P) -  +  indCov(P)(^) +  ^

e'5
> iHdcom(P)i'P) +  indCov(P)(V) +  — ,

the last inequahty following from the condition on fa.
(ii) Similarly, if V  is not (e)com(P)-regular, then we apply Lemma 5.2.6 

to Com(P) and Lemma 5.2.1 to Cov(P) to obtain a refinement Q2 of V,  
where Q2 is P-ordered, has kq parts, and where

e'5i n d c o m ( P ) ( Q2 )  +  i n d C o v ( p ) ( Q 2 )  >  i n d C o m ( p ) ( P )  +  i n d C o v ( p ) ( P )  +  — .

Now, provided n is large enough, we construct partitions Vo, Vi , V2 , ■ ■ ■ 
as follows. Let Vo be any P-ordered equipartition into m  parts. Given V j - 1, 
if V j - 1 is not (e)cov(p)-regular, then refine it according to (i) to give V j ; if 
V j - 1 is not (e)com(P)-regular, then refine it according to (ii) to give Vj] if 
Vj~ 1 is (e)-regular for both graphs, then stop.

We claim that the above process terminates at the kth iteration, where 

k < 200e-5 . Indeed, we know that indc0m(P)(^) +  indcov(P)(^) <   ̂ ôr 
all equipartitions V  and that at each iteration, indcom(p )(P )+  indc0v(P)(^>) 
increases by at least e/5/200. Hence after at most 200e/-5 steps, the process 
terminates, and we obtain an ordered partition that is e-regular for both 
Com(P) and Cov(P).

The number of parts in the final partition, described above, is at most 
r := /* (|’200e-5]), where f* is the function described in the proof of Theo
rem 5.1.4. In order to meet the conditions on n, it is sufficient that

n > M3 — 400r/(r)e/_5.

Now, if n <  M3 =  M3(e,m), then we partition X  into elements; otherwise, 
we partition X  as previously described into at most r  < M3 parts. □

Having proved that there exists an ordered equipartition that is regular 
simultaneously for both the covering graph and the comparability graph of 
a poset, we now prove some simple properties of such partitions. Here is the
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proof of Theorem 5.1.7

P ro o f (of Theorem 5.1.7) Recall that we axe given a poset P  =  {X,  -<) 
and a P-ordered equipartition X i , . . .  ,X^ of X  that is e-regular for both 
Com(P) and Cov(P).

(i) We work exclusively with the graph Com(P) in this part of the 
theorem, so we drop it as a subscript. We are given parts X r, X s, and 
X t with r < s < t, where (X r, X a) and (X s, X t ) axe both (e, e)-regulax, 
and where p := d(Xr , X s) > 2e and q d(Xs, X t ) > 2e. We show that 
d{Xr , X t ) > l - 2e.

Let A C X r be the set consisting of elements x G X r for which d(x, X a) <  
e. Thus d (A ,X s) <  e < p — e, and so \A\ < e\Xr \, otherwise the (e,e)- 
regulaxity of (X r, X s) would be violated. Let A =  X r\A.

For each x G A, define Bx =  {y  G X s : y y  x j  C X s. We know that 
\BX\ > e\Xs\ since x G A.

For each x G A, let Cx C Xt  be the set consisting of elements z £  Xt  for 
which 2; is incomparable to every element in Bx. Thus d(Cx, Bx) =  0 <  q — e, 
and since \BX\ >  e|Xs |, we must have that \CX\ <  e|Xt |, otherwise the (e, e)- 
regularity of (X s, X t ) is violated. Let Cx =  X t \ C x.

For every x 6 A  and every z  G Cx, there exists y  € Bx such that 
x -< y -< z. Therefore, since \CX\ > (1 — e)\Xt \, we have d(x,Xt)  > 1 — e for 
allx G A. Since \A\ >  (1 — e)|-XV|, we have that d(Xr ,Xt)  >  (1 —e)2 >  1 —2e. 
This completes the proof of (i).

(ii) Again, we deal exclusively with the graph Com(P) in this part of the 
theorem, so we drop it as a subscript. We are given parts X r and X a, where 
(Xr , X s) is (e, e)-regular and p := d(Xr , X s) satisfies 2e < p <  1 — 2e. We 
show that e(Xr) <  2e|Ar|2. (By considering the dual poset, we can deduce 
that e{Xs) <  2e|As |2.)

Assume, for a contradiction, that e(Xr) >  2e|X r |2. As before, let A  C X r 
be the set consisting of elements x G X r for which d(x, X s) <  e, and let 
A =  X r\A.  We have seen that |A| < e|Ar| (otherwise ( A ,X a) is a witness 
to the (e, e)-irregularity of (Xr , X a)).

We know that e(A) +  e(A ,X r) =  e(Xr) >  2e|Ar|2. Since A <  e\Xr \ then 
e(A ,X r) <  e|Ar|2, hence e(A) >  e|Ar|2.
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For each x G i ,  define Da{x)  =  {y € A  : y -< a;}. Observe that 

Y  \ D a ( x ) \ =  e(A) >  e|Xr |2 > e\A\\Xr \,
x e A

so there exists some x* € A  such that \Da (x *)\ > t \Xr \. Let Uxs{x*) =  
{y  6  X s : y y  x*}. We have that cI(Da (x *) ,Ux s{x *)) =  1 > p +  e, where 
\Da (x *)\ > e\XT\ and \Uxa(x*)\ >  e|As |, violating the (e,e) regularity of 
(Xr, X a). Hence we have a contradiction and this completes the proof of
(ii).

(iii) We axe given parts X r and X s, where (Xr , X a) is (e, e)-regular 
for both Com(P) and Cov(P), and where p := dcom(P)(Xr , X s) and q := 
dcov(P){Xr , X s) >  3e. We show that there exists an antichain Ar C X r for 
which |.Ar| > (1 — 2e)\Xr \. (By considering the dual poset, we can deduce 
that there exists an antichain A s C X s for which \AS\ > (1 — 2e)|X ,|.)

Assume, for a contradiction, that the largest antichain in X r has size 
strictly smaller than (1 — 2e)|Xr|. Let /  be a maximal set of independent 
edges of Com(P) in X r. The elements of X r not incident with any edges in 
I  form an antichain (since I  maximal), hence there are strictly fewer than 
(1 — 2e)|Xr| such elements. Therefore, we have \I\ > e|Xr|. Let x ~ x f  be 
the edges in I  for i =  1 , . . . ,  I, I > e|Xr|, where x~ -< x f .

Observe that

- '̂Cov(P)( î )Xg) n E Com(P){Xi >XS) (f)

and Pcom(P) (^i : X s) o  Pcov(P) (^i >Xa) U Fcom(P)(X{ } X a). 

Therefore, we have

dcom(P){xi i X s) > ^Cov(P)(- î i X s) +  dcom(p)(£j , A S).

Let A~ =  {x~ : i — 1 , . . . ,  /} and A+ =  { x f  : i =  1 We know 
that |A+ |, \A~\ > e\Xr \, so using the regularity of Com(P) and Cov(P), we
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obtain

P +  € >  dcom(P) (A~  5 %a)

> dcov(P)(A~, X s) +  rfCom(p)(i4+ ,X 5)

> (9 -  0  +  (P -  0

> p  +  e, (since q >  3e)

which is a contradiction. This completes the proof of (iii) and the proof of 
the theorem.

□
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Chapter 6

An Exact and a Stability 
Result for Hyper graphs

6.1 Introduction

In Chapter 1, we introduced and discussed Turan-type problems. Although 
the problem we explore in this chapter is not quite a Turan-type problem, it 
has many similarities to such problems. It is closely related to the problem 
of determining the Turan density of , as we shall discuss.

We begin by defining a family of 3-graphs derived from a geometric 
construction. Before we can describe this family, we define what we mean 
by the convex hull of a set of vectors in R m. Let U =  { u i , . . .  , ujt}, where 
u i 6 Rm for i =  1, . . . ,  k. We define conv(U), the convex hull of U, to be

k k
^  XiUi : ^  A* =  1, A* > 0 for all i
i=1 i=1

For a fc-graph H  =  (Vjj , Eh)  and a set S C  F, we say that S induces or 
spans r edges of H  if |Eh  n S ^ \  =  r, that is, there are exactly r  edges of 
H  contained entirely inside S.

Let C be the set of 3-graphs constructed as follows. We have H  G C if 
the vertices of H  can be placed (at distinct points) on the circumference of 
a circle in R2 with centre O so that the edges of H  are precisely those triples 
whose convex hull contains O. (We insist that the convex hull of every pair 
of points does not contain O.) Every H  6  C has the following interesting 
property: every set of four vertices of H  spans exactly zero or two edges of
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H.  Indeed, suppose S  =  {iq, V2 ,vz,v±}  is a set of four vertices of H  G C 
ordered clockwise around the circle. Let us identify the vertices with their 
position vectors. Observe that the convex hulls of {v \ , V2 , V3 } and {iq , U3, V4 } 
partition the convex hull of S  (except for the intersection along conv{v 1, U3}). 
Similarly, the convex hulls of {ui, V2 , V4 } and {^2, v%, 4̂} partition the convex 
hull of S  (except for the intersection along conv{v2, 4̂}). Thus, if the convex 
hull of S  contains O, then S induces exactly two edges of H; if not, then 
clearly S induces zero edges of H.

This was observed by Frankl and Fiiredi in [22], where they classified 
all 3-graphs for which every set of four vertices induces exactly zero or two 
edges. They found that the only other 3-graphs having this property are 
the b lo w u p s  of Fq. Let us define these terms.

Let F  =  (V f , E f ) be a 3-graph, where Vp =  [n]. A blowup of F  is 
obtained by expanding each vertex Vi € Vp into a class Vi of vertices and 
placing an edge between vertices in different classes if and only if F  has a 
corresponding edge. Formally, B  =  (Vb , F b ) is a blowup of F =  ([n],Ep) if 
we can partition Vg into nonempty sets V\ , . . . ,  Vn such that

Eb =  (J  v»v‘Vc.
abcG E jr

where
VaVbVc =  {xyz  : x e V a,y  e V b, z  e  Vc}.

Thus, any set of n  vertices from Vg that contains exactly one vertex from 
each Vi induces a copy of F.  An e q u ip a r ti tio n e d  b lo w u p  of F  is a blowup of 
F  in which the class sizes are as equal as possible.

We define Fq to be the 3-graph with vertex set { 1 , . . . ,  6} and edge set 
Eq =  {123,234,345,451,512,613,624,635,641,652}. One can easily check 
that every set of four vertices of Fq spans exactly two edges. Furthermore, 
any blowup G of Fq also has this property. Indeed, let 5  be a set of four 
vertices of G. If the vertices of S  are taken from four different vertex classes 
of G, then S  will span two edges of G\ if the vertices of S  are taken from 
three different vertex classes Va,Vb,Vc of G  and abc €  E q, then S  will span 
two edges. In all other cases, S  spans zero edges of G. Thus, all blowups of 
Fq and all 3-graphs in C satisfy the property that every set of four vertices 
spans exactly zero or two edges. Frankl and Fiiredi [22] proved that these
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are the only 3-graphs satisfying that property. In the sections that follow, we 
give a new proof of this result and a related stability result. Before stating 
the results, we give some background and motivation.

Recall that a hypergraph is k-colourable if its vertices can be partitioned 
into k colour classes so that no edge of H  is contained entirely within a colour 
class. We write x(H)  f°r the chromatic number of a hypergraph H , that 
is, the least k for which H  is fc-colourable. We note that every hypergraph 
in C is 2-colourable. This is because any diameter of the circle on which 
the vertices of H  E C are placed separates the vertices of H  into two colour 
classes. Also, we find that x(-^6) — 3, and consequently, any blowup of Fq 

also has chromatic number 3.
For a 3-graph H  =  (V h ,E h ), let qi(H) be the number of elements of 

v j p  inducing exactly i edges of H.  Here is the result of Frankl and Fiiredi 
stated in the form in which we shall prove it.

T heorem  6 .1.1  Suppose H  =  (V h ,E h ) is a 3-graph such that qi(H) =  0 
for i =  1,3,4.

(a) If H  is 2-colourable, then H  G C.

(b) If H  is  not 2-colourable, then H is  a blowup of F q.

As noted implicitly in [22], the densest 3-graph in C on n (odd) vertices is 
given by placing the vertices evenly around the circumference of the circle. 
The density of these graphs is asymptotically \ . The densest blowup of Fq on 
n vertices is the equipartitioned blowup, whose density is asymptotically 

The result of Frankl and Fiiredi is closely related to the problem of 
determining the Turan density of . Recall that is the 3-graph on 
four vertices with three edges. Determining 'k(K^)  is one of the most basic 
problems in extremal hypergraph theory since is the smallest 3-graph 
that has a non-zero Turan density. As mentioned in Chapter 1, the best 
known bounds for this problem are

( 0 )

The upper bound, which was recently proved by Talbot [59], is an improve
ment on a bound given by Mubayi [42] using a supersaturation argument, 
which in turn improved the bound 7r (K^)  <  |  given by de Caen [8]. The 
lower bound is due to a construction given by Frankl and Fiiredi [22] and
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is derived from the graph Fq as follows. We take an equipartitioned blowup 
of Fq on n  vertices and insert an equipartitioned blowup of Fq within each 
vertex class. We continue iteratively inserting equipartitioned blowups of 
Fq into each new vertex class that we create until the vertex classes have 
fewer than six vertices. At this point we stop. The asymptotic density of 
this construction is see [22].

Let us discuss the methods used by Talbot [59] to prove his upper bound. 
Let exk(n,F)  denote the maximum number of edges in a fc-colourable n- 
vertex r-graph not containing a copy of F , and let

nk{F)  =  Um
n~*°° C)

These parameters were first introduced in [59] and are further investigated 
in [45]. It is shown in [59] that 7T2 (K± ) < ^  and this is used to show that

This in turn is used to prove the upper bound in (6.1). Moreover, any 
improvement in the upper bound on 7T2 (K± ) translates into an improvement 
in the upper bound on

Below, we prove the upper bound on following Talbot [59]. The
proof is a variation of a simple counting argument used by de Caen [8]. 
Let F  be a 2-colourable 3-graph containing no copy of , where F  has n 
vertices and m  edges. Thus, we have (73(F) =  (74(F) =  0. Let A  and B  be 
the colour classes of F  =  (VF,E F), where \A\ =  cn and |B| =  (1 — c)n and 
c < | .  For vertices x  and y  of F , let

dxy =  \{z 6 VF : xyz  e  EF}|, 

and observe that cv(2) dxy =  3m. By double counting pairs (x,abc),vp
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where x G Vp and abc G E p, we have

(n -  3)m -  qi(F)  +  2q2(F)

Lxy

x -  , , 2
ary€A(2)u B (2) x y £ A x B

= 91(F) + Y1 < , +  E  < 4 -  E  d
xyGA(2)u B (2) x y G A x B  x y E V ^

x y

Hence we obtain

nm =  q1{ F ) +  d*r
a:3/GA(2)uB(2) xyeAxB

Since A and B  are independent sets, we have

^  dxy =  m  and ^  dxy =  2m,
xy£A(2)\JB(2'> xyeAxB

and so, using the Cauchy-Schwarz inequality, we have

. m? 4m2
nra >  q\ (F ) +  ——---- - 7-— c— +—  v /  / / > t j  \  / 1 1  /’ I n X

(? )  +  ((1'2c)n) c(1 - c)"2 
, m  t  2 4 \  m2

-  9l( ) +  Vc2 +  (1 -  c)2 +  c ( l - c ) ) r f

> 9 l(jr) +  2 0 ^ .
71*

The last line follows since c2 ^ _ c 2̂ +  c(i-c) minimised when c = \ .  Using 
the fact that q\(F) >  0, we obtain Talbot’s bound that m <  n3/ 20, that is, 
7T2(K^) <  However, we know that qi(F) cannot be zero; otherwise we 
would have F  G C, and the density of F  could be at most Indeed, using 
supersaturation (a simple counting argument to quantify a lower bound 
on qi(F), cf. [42]), Talbot claims (but does not explicitly prove) that the 
upper bound can be improved to ^ ( K ^ )  <  ^  — 10“4. Our next theorem, a 
stability result, was an attempt to further improve the lower bound on q\{F), 
which would then improve the upper bound on i72 (F) and filter through to 
an improvement in the upper bound on tc(K^ ). However, the bounds in our 
result are not strong enough to accomplish this.

The result is proved in Section 6.3 by using the ideas in our new proof
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of Theorem 6.1.1.

T heorem  6.1.2 Fix e >  0. Suppose H  =  (V h ,E h ) is a 2-colourable 3- 
graph, where \Vh\ =  n and where qi(H) < en4 for i =  1,3,4.  Then we can 
construct a hypergraph H'  =  (Vh,Eh') such that H' EC and

E h A  Eh > 5: 1620e32n3.

A general stability theorem (of the type given above) for hereditary proper
ties of hypergraphs has recently been proved by Rodl and Schacht [51]. A 
special case of their result is the following: the conditions of Theorem 6.1.2 
imply that Eh A E h > <  /(e )n 3, where /(e ) —> 0 as e —► 0. However, the 
result of Rodl and Schacht makes use of a hypergraph regularity lemma, and 
consequently, /(e ) —> 0 extremely slowly as e —► 0.

As well as giving upper bounds on the values of 7r2 ( K f ) and
Talbot [59] also gives the lower bounds

7T2(K^) >  0.25682 and n3(iQ~) >
l o

The lower bound on 7T3 (K^ ) is achieved by the equipartitioned blowup of 
Fq, and Talbot [59] conjectures that this is the correct value for { K f ). In
the final section, we give a simple counterexample to this conjecture, which 
shows that ^ ( K ^ )  >  0.28153.

6.2 T he Exact R esu lt

We begin with some notation. Throughout the rest of the section, H  =  
{Vh ,E h ) will be a 3-graph and B  C Vh will be an independent set of H,  
that is, a set that does not contain any edge of H.  We write A  for Vh \B .

For each x E A, let Ex =  {y z  E B ^  : xyz E Eh }, and let Gx be the
graph (B ,E X).

For each xy E A^2\  let Exy =  {z  E B : xyz  E E h }- 
Given a graph G =  (V ,E ), we write Tg(u) as a shorthand for Eg (v , V), 

the set of neighbours of v in G.
We are now ready to prove Theorem 6.1.1. The proof is written so as to 

facilitate easy comparison with corresponding steps in the stability result. 
It is therefore possible to simplify some parts of the proof.
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Proof (of Theorem 6.1.1) If (a) H  is 2-colourable, then let A , B  C V# be 
the colour classes of a 2-colouring of H,  and if (b) H  is not 2-colourable, then 
let B  be a maximal independent set with A — Vh\B.  For now, we assume 
only that B  is an independent set; later we shall distinguish between the 
cases. We break the proof down into various claims. The proofs of the 
claims are straightforward, but are sometimes cumbersome to describe.

Claim  1 For each z  G A, Gx is a complete bipartite graph.

Proof This is easy to prove, but tedious to explain. Nevertheless, we give 
the details below.

Since q\{H) =  qz(H) =  0, then each rst  G B ^  induces either zero or 
two edges of Gx. Fixing rs  G Ex, we have that rGI (r),rG I (s) forms a 
partition of B: if not, then either there exists a vertex t  G n
in which case rst  induces three edges of Gx; or there exists a vertex t G 

B \(r  o,(r) u r Gx(s)), in which case rst  spans one edge of Gx. Furthermore, 
we have that Gx is the complete bipartite graph between Tgx (r) and (s): 
if not, then any edge of Gx within parts together with one of r or s spans 
three edges of Gx; any edge between rGx(r) and Fgx(s) missing from Gx 
together with one of r or s forms a triple spanning exactly one edge of Gx. 
This completes the proof of the claim.

We now fix some notation. For each z G A, let Bx, Bx C B  be the two 
parts of the complete bipartite graph Gx, with \BX\ <  \BX\. We shall find 
that knowing Bx for each x G A  determines H  completely.

For z, y G A } we let BXy — Bx D By , Bxy — Bx (~l By , BXy — Bx l~) By , 
and BXy =  Bx fl By. Note that these four sets form a partition of B.  We 
write B{j for a general one of the above sets, that is, we think of i and j  
as variables taking values from {z, x}  and {?/, y}  respectively. When i takes 
the value x (resp. z), we define i to take the value z (resp. z), and similarly 
for j .  We call Bjj and B^  the neighbouring parts of Bij , and we call Bjj  the 
opposing part of B ^ .

Our next two claims relate Exy to BX and By.

Claim  2 Fix x ,y  E A. We have the following four properties.

(i) For each i, j ,  we have B^ fl Exy =  B^ or 0.
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(ii) For each i , j , if N  7  ̂ 0  is a neighbour part of Btj  /  0, then exactly 
one of fl E^y and N  D Exy is empty.

(iii) For each i, j ,  if Bij fl Exy ^  0, then Bjj =  0.

(iv) We have l-Bzl <  |BZ| and |J5y| <  |By|.

P ro o f (i) If not, then taking r, s G B^  with r G Exy and s 0  Exy, we have 
that xyrs  spans one edge of H  (namely xyr ), a contradiction.

(ii) If both B^ D Exy and N  fl Exy are empty, then taking r  G Bij 
and s G N,  we find that xyrs  spans exactly one edge of H  (namely either 
xrs  or yrs  depending on which neighbour part AT is), a contradiction. If 
both B^ fl Exy and N  fl Exy are nonempty, then taking r G B^ fl Exy and 
s G NC\Exy, we find that xyrs  spans three edges of H  (namely x y r , x y s , and 
one of xrs  or yrs  depending on which neighbour part N  is), a contradiction.

(iii) If not, then Bij D Exy 7  ̂ 0  and Bjj 7̂  0. Taking r G Bij fl Exy and 
s € Brj, we find that xyrs  spans at least three edges of H  (namely x r s , y r s , 
and xyr), a contradiction.

(iv) This is true by our choice of Bx, By, but we emphasise this here 
because the corresponding step in the stability result needs a proof.

This completes the proof of Claim 2.

From Claim 2, we deduce the following.

Claim  3 For each x ,y  G A, if Bx and By are both nonempty, then one of 
the following three conditions holds. Either

(a) Bx C By and Exy — By\ B x — Bxy, or

(b) By C Bx and Exy —— Bx\ B y — Bxy, or

(c) Bx,B y are disjoint and Exy =  B xy.

If Bx =  0 or By =  0, then at least one of conditions (a), (b), or (c) holds.

P roo f We assume for the moment that Bx and By are both nonempty; we
consider only at the end the case when one or both sets are empty. First 
we show that either B x C By, or By C Bx, or Bx, By are disjoint. Suppose 
not. Then Bxy, Bxy, and Bxy are all nonempty. We cannot have Bxy =  0, 
otherwise condition (iv) of Claim 2 is violated; hence Bxy, Bxy, Bxy, and
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Bxy are all nonempty. Now properties (i) and (ii) of Claim 2  imply that 
there exists such that B^ f l  Exy =  B ^ . Then property (iii) of Claim 2  

implies that Bj- =  0 ,  contradicting that all four parts are nonempty. Thus, 
either Bx C By, or By C Bx, or Bx, By are disjoint, as required.

Next, we show that Exy is as stated for each case. If Bx C By, then 
BXy — 0 and the other three parts are nonempty (Bxy /  0  by property (iv) 
of Claim 2 ) .  Now properties (i), (ii), and (iii) force that Exy =  Bxy =  By\ B x, 
as required. Similarly for the case B y C Bx. If Bx =  By ^  0 ,  then Bxy =  0  

and Bxy =  0 .  Also Bxy ^  0  and Bxy ^  0  (by property (iv) of Claim 2 ) .  

Properties (i) and (iii) of Claim 2 force that Exy =  0  =  B y\ B x — Bx\ B y, 
as required.

If Bx,B y are disjoint and Bx U  By ^  B , then Bxy =  0  and the other 
three parts are nonempty. Properties (i), (ii), and (iii) of Claim 2  force 
that Exy =  Bxy =  B \ ( B X U  By), as required. If Bx,B y are disjoint and 
Bx U By =  B, then Bxy =  Bxy =  0  and the other two parts are nonempty. 
Properties (i) and (iii) of Claim 2  force that Exy =  0  =  B \ ( B X U  By), as 
required.

Finally, suppose that one of Bx or By is empty; without loss of generality 
Bx =  0  and By ^  0 .  Then Bxy =  Bxy =  0 ,  and by properties (i) and (ii) 
of Claim 2 ,  we have that either Exy =  Bxy, or Exy =  Bxy, as required. If 
Bx =  By =  0 ,  then Bxy =  B  and the other three parts are empty. Thus, 
condition (i) of Claim 2  implies that either Exy =  B  =  B xy or Exy =  0  =  
Bxy =  Bxy, as required. This completes the proof of Claim 3.

We see that when Bx =  0  or By =  0  (without loss of generality Bx =  0 ) ,  

we have the degenerate situation where Bx C By and Bx, By are disjoint. In 
order to keep this case consistent with the conditions of Claim 3, we declare 
that Bx C By if Exy =  Bxy, By C Bx if Exy — Bxy\ and Bx, By are disjoint
if EXy — BXy.

Next we shall see how the three sets Bx,B y ,B z are related for three 
vertices x , y , z  G A. At this point, we distinguish between cases (a) and (b) 
of the Theorem. For case (a), we have that A is an independent set. We 
define a colouring on the elements of A^2\  which we call the containment 
colouring. Given xy  G A^2\  we colour xy  red if Bx C By or By C Bx, and we 
colour xy blue if Bx, By are disjoint. Thus every element of A ^  is coloured 
and we have the following.
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Claim  4 For every triple xyz  G either xyz  is a red triangle, or two of 
the edges are blue and the other is red.

P ro o f We observe that for each r  G B , r  cannot be in exactly one or exactly 
three of the sets Exy, Eyz, and Exz, otherwise xyzr  spans exactly one or 
exactly three edges of H.

If xyz  is a blue triangle, then Bx, B y, and Bz are pairwise disjoint. If 
one of these sets is nonempty (Bx without loss of generality), then taking 
rG  B j, we have that r G Eyz and r Exy,E xz by Claim 3. Hence xyzr  
spans exactly one edge of H  (namely r y z ), a contradiction. If all three of 
Bx, By, and Bz are empty, then Exy =  Exz — Eyz — B.  Hence taking any 
r G B ,  we have that xyzr  spans three edges of H  (namely rx y , r x z , and 
ryz),  a contradiction.

If xyz  consists of two red edges and one blue edge, then without loss 
of generality, let xy  and xz  be the red edges. Thus By,B z are disjoint. 
Using Claim 3, for any r  G B \ ( B X U By U B z), we have that r  G Eyz and 
r ^ Exy, Exz; thus xyzr  spans exactly one edge of H, a contradiction. If 
B \ { B X U By U B z) =  (j>, then it must be the case that B y U Bz =  B  and 
Bx =  (p (recall that \BX\ < | |B |) .  In this case, we have that Eyz =  (f> and 
Exy =  By, Exz =  Bz . Thus each r G B  is contained in exactly one of Exy, 
Exz, and Eyz, so that xyzr  spans exactly one edge of H,  a contradiction.

Therefore the only possibilities remaining are those stated in the claim. 
This completes the proof of Claim 4.

Consider the graph Gb induced on A by the blue edges of the containment 
colouring. By Claim 4, any triple xyz  G vl/3) induces either zero or two edges 
of Gb- Thus, by the proof of Claim 1, Gb is a complete bipartite graph. Let 
A \ , A 2 C A be the parts of this graph. Let

A\  =  {Bx : x G -Ai} and A 2 =  {B x : x G A 2 }

Each of A\  and A 2 are nested families, and each set in A \  is disjoint from 
each set in A 2 . For each x G A, define

_ J Bx if x G j4i;

I Bx if x G A 2 .

It is clear that the Cx form a nested family. Moreover, for each x G A, Ex
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is the set of edges between Cx and Cx := B \ C X, and for each xy G A^2\  
if Cx C Cy , then Exy =  Cy\ C x =  Cx A Cy (as a consequence of Claim 3). 
Thus, H  is completely determined by the sets {Cx)x^a-

These properties of H  imply that H  G C. Indeed, let aq, . . . ,  x& be the 
vertices of A ordered such that CXl C . . .  C CXk, and let y \ , . . . ,  yi be the 
vertices of B  ordered such that each CXi is an initial segment of y i , . . .  ,yi. 
For each 1 < i < k, define r( i ) such that CXi =  { y i , . . .  , y r(i)}- Arrange 
y i , . . . , y i  in order on one half of the circumference of a circle, and place 
each Xi diametrically opposite a point on the circumference between yr^  
and yr(i)+\- Now we see that if X{ G A  and p,q  G B, then the convex hull 
of {xi,p, q} contains the origin of the circle if and only if one of p  or q is 
in CXi =  {?/i,.. - ,yr(i)} and the other is in CXi =  {yr(i)+1, . . •  ,2//}. Also for 
Xi,Xj G A with i < j  and p G B, the convex hull of {xi ,Xj ,p}  contains the 
origin of the circle if and only if p  G {2/r(t)+i>.. • ,yr(j)} =  CXj\C Xi. This 
corresponds exactly to the edges of H.

For (b), we assume that B  is a maximal independent set; hence for each 
x G A, we have that Bx ^  <j) (if not, then Ex =  4>, and we can add x to B). 
Recall that A is not an independent set. We have the following claim.

Claim  5 We have that xyz  is an edge of H  in A if and only if, either

(i) B =  Bx U By U B z\ or

(ii) without loss of generality Bx =  By U B z.

(These two cases are essentially the same: it is simply because we choose to 
have \BX\ <  \ \B\  that creates case (ii) when \By U Bz \ < \  l#IO

P roof Suppose xyz  is an edge of H  in A. For every r G B, we have that 
xyzr  spans exactly two edges of H. Therefore r is an element of exactly 
one of Exy, Exz, or Eyz, and so B =  Exy U Exz U Eyz. From Claim 3, any 
pair of sets from Bx, B y, Bz are nested or disjoint. We cannot have all three 
sets nested; if Bx C By C Bz , then by claim 3, we find that every element 
of Bx ^  (f) is not an element of Exy U Exz U Eyz, a contradiction. Thus we 
may assume, without loss of generality, that By,B z are disjoint. Then, by 
Claim 3, either

(a) Bx is also disjoint from B y and Bz\ or

(b) By, B z C Bx.
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For (a), using Claim 3, we have that B \ ( B xUBynBz) =  Exyr\ExznEyz(=  </>); 
hence B  =  Bx U By U Bz, giving us case (i) of the claim conclusion. For
(b), using Claim 3, we have that Bx\ ( B y U Bz) =  Exz D Exy(=  </>); hence 
Bx =  By U Bz , giving us case (ii) of the claim conclusion.

For the converse, assume that xyz  G and that either case (i) or (ii) 
from the claim statement holds. Using Claim 3, we find that for both cases, 
we have B =  Exy U Exz U Eyz. Thus, taking any r £ B, we find that xyzr  
spans exactly one edge of H  unless xyz  is an edge of H.  This completes the 
proof of the claim.

Note: Claim 5 tells us that if xyz  is an edge of H  in A  and we know 
By and Bz, then Bx is uniquely determined (except for the ambiguity that 
arises when \BX\ =  ^ |5 |).

Let X Y Z  be a fixed edge of H  in A. For each a G A, we have that 
a X Y Z  must span exactly two edges of H. Hence, one of a X Y , a X Z ,  or 
aYZ  is an edge of H,  and so by Claim 5, it must be (respectively) the case 
that either Ba =  Bz,  Ba =  B y ,  or Ba =  B x  (one might have to change the 
choice of Ba if \Ba\ =  \ \B\).  Let

A x  =  {a £ A : Ba =  Bx} ,

and define A y  and A z  similarly. We have A =  AxLlAyLlAz,  and by Claim 5, 
the edges of H  contained in A are precisely those triples that have exactly 
one vertex in each of Ax,  Ay ,  and A z . Knowing A x , A y , A z , B x , B y , B z  
determines H  completely: indeed, we know that A x A y A z  gives all the 
edges in A and that B  is an independent set, and the edges between A  and 
B are determined by the sets (Bx)xeA (all of which are known by our choice 
of Ax, A y , A z )  via Claim 1 and Claim 3.

Finally, let us check that the structural description of H  we have deduced 
implies that H  is a blowup of Fq. From Claim 5, although there appear to 
be two possibilities to consider, they turn out to be essentially the same:

(i) B =  B x  LJ B y  U Bz', and

(ii) B x  =  B y  U Bz-
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For case (i), we have that E h is the union of the following sets of edges:

A x  A y  A z ,

A x B x B x ,  A y  B y  B y , A z B z B z ,

A x A y B z ,  A y A z B x , A z A x B y -

or equivalently, Eh is the union of the following sets of edges:

A x A y A z ,

A x B x B y ,  A x B x B z , A y B y B x , A y B y B z ,  A z B z B x , A z B z B y ,  

A x A y B z , A y A z B x , A z A x B y .

Setting Vi, . . . ,  V6 equal to A x, Ay, A^, B x , -Bz, B y  respectively shows that 
i f  is a blowup of Fe. For case (ii), if we replace B x  with B x  (so that 
B x , B y , B z  partition B),  then the edges of H  are precisely as described 
above. □

6.3 T he S tab ility  R esu lt

Throughout this section, H  is a hypergraph satisfying the hypothesis of The
orem 6.1.2, that is, H  =  (V//, E h ) is a 2-colourable 3-graph, where \Vjj\ =  n 
and qi(H) < en4 for i — 1,3,4.  We make no attempt to optimise the bounds 
in this section since we have found that even the most optimistic bounds 
using our method would not be sufficient for the purpose of improving the 
upper bound on Therefore, our goal in this section is simply to
demonstrate our method.

Let A and B  be the colour classes of H , where \A\ =  cn, \B\ =  (1 — c)n, 
and c < Note that there are at most c(l — c)n3 edges in H. Therefore, 
we may assume that

c ( l - c )  > 1620e^; (6.2)

otherwise we can delete all edges of H  to leave the empty hypergraph H f, 
which satisfies the conclusion of Theorem 6.1.2.

Let Qi(H) be the set of rstu  G spanning exactly i edges; thus
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qi (H) =  \Qi(H)\.  For x , y , z  G A,  let

Qi(x) =  {rs t  G B : xrst  G Qi{H)},

Qi(xy) =  {rs  G B^> : a:^rs G Q j(# )} , and 

Qi{xyz) =  { r  G B  : rryzr G Qi(iif)}.

Let gi(x), ^(^2/), and qi(xyz) be the respective sizes of these sets. Thus we 
have that

] S  ^ 2  Qi(xyz) =  qi{H) < e n A,
x £ A  x y E A W  x y z £ A ( 3)

for i =  1,3 ,4 . It is clear, since H  is 2-colourable, that q±{x) =  0 for all 
x G A. Setting <$i =  >/e, we have that more than (1 — 5 \ )cn vertices x G A 
satisfy

9 l ( x ) < ^  =  ^ n3 =  e i( (1 ~ c)n)3'
where

-  6 =  ^  (f. ON
1 ( J ic ( l- c )3 c ( l - c ) 3 ' U 1

Similarly,
q3 (x) <  £ i((l -  c)n)3

for more than (1 — 5 \)cn vertices of A. Therefore, more than (1 — 2£i)cn 
vertices of A satisfy

qi(x) <  e i(( l -  c)n)3 and q3 (x) <  e i(( l -  c)n)3.

Such vertices of A are referred to as good vertices. Any vertex of A that is 
not good is referred to as a bad vertex, and so we have

|{x G A : x bad }| < 2^cn =: rjicn. (6 .4)

Our first lemma is an analogue of Claim 1 (from the proof of Theo
rem 6 .1.1) for good vertices. We show that if x G A is a good vertex, then 
Gx =  ( B ,E X) is close to a complete bipartite graph. We prove the lemma 
in a general form. First we need some notation.

Let G =  (V,E)  be a graph. For v G V, recall that r(i>) is the set of
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neighbours of v in G. For i =  1 ,2 ,3, define

T i { G )  =  {xyz  £  V"(3) : \ { xy , yz , xz }  n E\ =  i},

so for example, T s ( G )  is the set of triangles in G.  Let U ( G )  =  |Ti(G)|. Note 
that for the graph G x , we have U ( G X) =  qi{x).

Lem m a 6.3.1 Suppose that G  =  (V ,E ) is a graph with \V\ =  n and \E\ =
m. Suppose that U ( G )  < tn3 for i =  1,3. Then there is a complete bipartite
graph G'  =  (V ,E ') with \E A  E'\ < 3y/tn2.

P roof Given an edge e =  uv G E, we define

v f  =  t (u ) \ t (v ) ,  y 2e =  r (u ) \r (u ) ,

R\ =  T{u) n r{v),  and =  V\T(u)  U  r(v).

Note that these sets form a partition of V . We show that on average (over 
all edges e 6 E), R\  and are small. Further, we show that on average, 
the number of edges of G  within Vf and Vf  is small, and that the number of 
edges of G  missing between Vf  and Vf is small. Thus for a suitably chosen 
edge e, the complete bipartite graph between Vf U  R\  U  i?2 and Vf  is close 
to G.

It is easy to see that

^ 2  \R i\ =  3*3(G) < 3tn3; (6.5)
e £ E

=  (6.6)
e £ E

For uv =  e G E, define

F(e) =  {ab £ V W \E  : a G Vf, b £ Vf or b £ V f , a £  Vf},

and let /(e )  =  |.F(e)|. We estimate the average of /(e )  by double counting 
induced paths of length three.

Let Ps be the set of (uv, ab) £ E  x V for which auvb induces a path 
of length three and uv is the middle edge. Then (uv, ab) £ P$ if and only if
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ab G F(uv); thus

£ / ( « )  =  m > l -
e £ E

Suppose that aub G T\(G ) with au G E. Then (uv,ab) G P3  if and only if 
v e  (r(u)nr(6))\r(a). Thus

E / ( e) =  lftl =  E  l(r (“)nr(6))\r(o)| <  E  |^ |< t n 4. (6.7)
aub^Ti(G) aub£Ti (G)

a u €E  au 6 ^

For uv =  e G J5, define

G(e) =  {a& G E  : a, b G F® or a, 6 G V̂e},

and let g(e) =  |G(e)|. We estimate the average of p(e) by double counting 
induced copies of F4 . We define F4  to be the graph on four vertices v \ , . . . ,  V4  

with edge set {V1V2 , V1 V3 , V2 V3 , V1 V4 }. Thus V1 V2 V3 is a triangle, and we refer 
to V1V4 as the hanging edge and to V4  as the hanging vertex.

Let Q be the set of (uv, ab) G E  x such that uvab induces a copy of 
F4 in G and uv is the hanging edge. We have that (uv, ab) G Q if and only 
if ab G G(uv). Also, for abc G T$(G), we have that xabc induces a copy of 
F4 if and only if x is an element of exactly one of T(a), T(b), or T(c). Thus, 
we have

E 9 ( e) = l«l^ E  |r(o)ur(4)ur(c)|< E  \v \ ^ tn4- (6-«)
e£E  abc£Ti{G) abc£T^{G)

Fix an edge e G E. The number of edges we have to change in order that 
G becomes complete bipartite with parts Vf  U R\ U and V% is at most

f(e) +  g(e) +  n(\Rt\ +  \ m ) .

Using (6.5), (6.6), (6.7), and (6.8), we have that

X  /(e )  +  g(e) +  n(\R\\ +  |.R||) <  6tnA,
e £ E

and so there exists an edge e* for which

/ ( 0 + f l ( 0  +  n ( l * f l  +  l * 5 l ) < — •m
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If m  < 3y/tn2, then delete all edges to obtain the empty graph, which 
is complete bipartite. Otherwise, apply the argument above, changing at 
most

6tn4 _ r  i — p— < 3Vtn 2  
ZVtn2

suitable edges to obtain a complete bipartite graph. □

If we apply the above lemma to the graph Gx, where x is a good vertex 
of A, we obtain the following corollary.

Corollary 6 .3 .2  If x is a good vertex of A, then by changing at most 
3^/e[\B \2 suitable edges of Gx (as in Lemma 6.3.1), we obtain a complete 
bipartite graph.

P ro o f Recall that if x is good then U(GX) =  qi(x) < ei((l — c)n)3 for 
i =  1,3. Now apply Lemma 6.3.1. □

If x £ A  is good, we define Bx, Bx to be the parts of the complete 
bipartite graph given by the above corollary, where \BX\ < \BX\.

Let us assume that \A\ =  cn >  1, so that (^ ) > (cn)2/ 4. Let 6 2  =  \fe. 
We say xy € A ^  is good if x and y  are good, and for i =  1 ,3 ,4 , we have

frA
qi ( x y ) <  (6 -9)

- ^ ( l - c ) 2 ( (1 ~ c)n)2 =  e2((1~ c)ra)2’

where
_  4e _  4y/e ( .

62 h c 2( 1 - c )2 c2( l - c ) 2 ' ( ’

For each fixed i =  1,3,4, the above inequality (6.9) holds for more than 
(1 -  <52)(c2n) pairs in A^2\  where we have used the fact that

y ]  qi{xy) < enA for i =  1,3,4.
xy6i4(2)

Thus, more than (1 — 3£2) (ĉ ) pairs in A ^  satisfy (6.9) for i =  1 ,3 ,4  
simultaneously. Since, by (6.4), fewer than 771 (cn) =  2 S\ (cn) vertices of A  
are bad, we have that

|{xy £ A ^  : xy  bad}| < 3£2f +  25i(cn)2 < +  2 2̂) ( cn 2̂’

136



and since 8\ =  82 =  y/e, we have

|{xy  G : xy  bad}| < - e 2(cn)2 =: r)2 {cn)2. (6.11)

For a good pair xy  G A^2\  we let Bxy =  Bx fl By, Bxy =  Bx C\ By , 
Bxy =  Bx fl By, and Bxy =  Bx n By, just as in the proof of Theorem 6.1.1. 
As before, we write B^ for a general one of the above sets, that is, we think 
of i and j  as variables taking values from {x ,x }  and {y, y }  respectively. 
When i takes the value x (resp. x), we define i to take the value x (resp. x), 
and similarly for j .  Recall that B^ and B^ are the neighbouring parts of 
B^.

We have the following lemma, which is the approximation corresponding 
to Claim 2 of Theorem 6.1.1.

Lem m a 6.3 .3  Fix a good pair xy G A ^  and set r =  (6^/ei +  €2 )1/2. Then 
there exists a set R(xy) C B satisfying

\R(xy)\ < 27r|F?|

such that the following holds. Define B* =  B \R {xy), and let B*, B*, By , 
B* be respectively the intersection of Bx, Bx, B y, By with B*. Let B*j =  
B^ fl B* for i G {x, x}, j  G {y, y}. We have the following properties for the 
starred sets, which are identical to those of Claim 2 of Theorem 6.1.1.

(i) For each i , j ,  we have B*- D Exy =  B*j or (f).

(ii) For each i , j ,  if N  ^  4> is a neighbouring part of B*j 7  ̂ 4>, (that is,
N  =  B?j or N  =  B*~.) then exactly one of B(- n Exy and N  fl Exy is
empty.

(iii) For each i , j ,  if B*j fl Exy 7̂  0, then B^ =  0.

(iv) We have \B*\ < \B*\ and \B*\ < \B*\.

We bound r in terms of e for later. Using (6.3) and (6.10), we have

3es 2es
~  c(l — c) c(l — c) ’
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Proof We start by finding elements whose removal ensures condition (i) of 
the lemma.

Write Exy for B \E xy. For r G Btj fl Exy and s G B^ fl Exy, we have 
xyrs  G Q i(xy ) unless rs  G Ex or Ey (or both). By Corollary 6.3.2, we know 
that at most 3y/ei\B \2 edges of Ex and 3y/i i\B \2 edges of Ey fie within Bxj  
for each i and j .  Hence

\B i j  D E Xy \ \ B i j  n  E x y \ -  2(3v/e i) |B |2 < qi{xy) <  e2 \B\2.

Thus
|B i j  D E x y \ \Bi j  fl E xy| <  (6-\/e7 +  2̂) |-^|2»

and so at least one of B^ fl Exy and B^ fl Exy has strictly fewer than 
(6\/^i +  *2 )1/ 2 \B\ =  r\B\ elements. The elements of the smaller set are 
discarded into a residual set R l {xy). This process needs to be carried out 
sequentially for all i , j ,  and each time, the discarded elements are added to 
R 1 (xy). By the end, we can only have discarded at most 4r|B | elements; 
hence ^ ( x y ]  <  4r|B|. We define B 1 =  B \ R 1 (xy) and we define B \ =  
B x n B \  etc. We see that the B ^  satisfy condition (i) of the lemma.

Next, we remove elements from the Bb so that condition (ii) of the 
lemma is also satisfied.

Suppose N  7  ̂ 4> is a neighbour part of Bjj 7̂  </>. We shall assume that 
N  =  B-1.; the case N  =  B 1-. is similar. If Bj- D Exv and B-1. fl Exv are bothi j5 ij 13 xy %3 xy
nonempty (resp. empty), then by part (i), B\- n Exy =  B^ (resp. </>) and 
B l  fl Exy =  Bh  (resp. 0). By Corollary 6.3.2, we know that all but at most 
ZyfeilB^ edges between Bx and Bx axe elements of Ex. One of B -  and Bh  is 
a subset of Bx and the other is a subset of Bx; thus all but at most 3v/ef|B |2 
edges between B]- and Bh are in Ex. Furthermore B}- U B jj C By or By, 
and so again by Corollary 6.3.2, at most 3 y e i|B |2 edges of Ey go between 
Bjj and Bh. Hence all but at most 6 y/ei\B \2 edges between B -  and Bh are 
elements of Ex\E y.

Taking rs  G Ex\E y with r G B\- and s G Bh, we have that xyrs  G



Qs(xy) (resp. Q\(xy)). Thus

\Bjjl\Bl\ -  6 y/e[\B \2 < q3 (resp. 1} (xy) < e2 \B\2,

and so
I 4 H 4 I  < ( 6 j r 1 +  e2 )\B\2.

Thus, the smaller of Bjj and Bh  has strictly fewer than r\B\ elements. 
The elements of the smaller set axe discarded into a residual set R 2 (xy). 
This process needs to be carried out sequentially for all pairs of nonempty 
neighbour parts, and each time, the discarded elements are added to R 2 (xy). 
By the end, we can only have discarded at most three of the Bfj; hence 
\R2 (xy)\ <  3r|B|. We define B 2 =  B 1 \ R 2 (xy) and we define B 2 =  Bf. (IB 2, 
etc. We see that the Bfj satisfy conditions (i) and (ii) of the lemma.

Next, we show that the removal of a small number of elements from B 2  

ensures that condition (iii) is satisfied.
Suppose that Bfj f l  Exy ^  (j) and Bfj <j> for some i , j .  Thus, Bfj f l  Exy =  

Bf-. We know that one of Bf- and B~ is a subset of Bx, and the other is aij 1

subset of Bx. Similarly, one is a subset of By and the other is a subset of 
By. As before, using Corollary 6.3.2, we know that all but at most S^/ei\B \2  

edges between Bfj and Bfj are elements of Ex, and likewise, all but at most 
3y/e[\B \2 edges between Bfj and Bfj are elements of Ey. Therefore, all but 
at most 6 y/el\B \2 edges between Bfj and Bfj are elements of Ex n Ey.

Taking r G  Bfj and s G  Bfj with rs  G  ExC\Ey , we find that if Bfj f l  Exy =  
0 ,  then xyrs  G  Qz(xy), and if Bfj D  Exy =  Bfj , then xyrs  G  Q±(xy). Since 

Q3 (xy)i Q4 (xv) < e2 \B\2, we have that

i 4 n 4 i - 6^ r i^ i2 < ^ i B |2,

and therefore

4 l |B ||< 6 V ir |B |2 + «2|B|2.

Thus the smaller of Bfj and Bfj has size strictly smaller than r\B\. The 
smaller of the sets is discarded by adding its elements to a residual set 
Rz(xy), and this is done for each i , j .  By the end, we can only have discarded 
at most two of the Bfj , and therefore, \R3 (xy)\ <  2r|B|. We set B 3 =  
B 2 \ R 3 (xy), and define Bx =  Bx D J53, etc. Thus the Bfj satisfy conditions
(i), (ii), and (iii) of the lemma.
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Finally, we remove a small number of elements from Bx and By to ensure 
condition (iv) holds. So far, we have removed a total of at most 9r|B| 
elements from |B|. Since we know that \BX\ < \BX\ and \By \ <  \By \, then 
we have that

|B || < \Bl\ +  9r|B| and |S 3| < |S 3| +  9r|B|.

By removing 9r\B\ elements from each of Bx and By and adding them to a 
residual set R 4 (xy), we have that \R4 (xy)\ <  18r|B|. Let B 4  =  B 3 \ R 4 (xy), 
and let B 4  =  BXD B 4, etc. Then \B4\ <  \B4\ and \B4\ <  \B4\.

Finally, set
4

Rfcy) =  U ^ ( ^ ) -
i = l

Note that \R(xy)\ < 27r\B\. Recalling that B* =  B \R (xy),  and that B*j =  
B^ fl B*, we see that the B*j satisfy all the conditions of the lemma. □

We have the following corollary.

Corollary 6.3 .4  Fix a good pair xy G A^2\  and let B*, B*, B*, B*, B*, 
and B*j be as described in the statement of Lemma 6.3.3. If B* and B * are 
both nonempty, then one of the following three conditions holds. Either

(a) B* C B; and Exy n B* =  B*y\B*x =  B£y; or

(b) B* C B* and Exy fl B* =  B*\B*  =  B*v; or

(c) B*,B* are disjoint and Exy (IB* =  B~y .

If B* =  0 or B* =  (f), then at least one of the conditions (a), (b), or (c) 
holds.

P roof The proof is exactly that of Claim 3 in the proof of Theorem 6.1.1, 
with each set replaced by the corresponding starred set. □

As in the proof of Theorem 6.1.1, we maintain consistency as follows. 
Given a fixed good pair xy  G A ^ , we declare that

(a) B* C B*y if Exyn B *  =  B*xy]

(b) B*y C B* if Exy n B* =  B*Xy- and

140



(c) B*, B* are disjoint if Exy n B* — B%y.

As a consequence of Corollary 6.3.4 we note that for a good pair xy  € A@\  
we have

min{|Bx\B y|, \By\ B x \, \BX n B y \} < 27r\B\.

For the next step in our stability result, we define an analogue of the 
containment colouring given in the proof of Theorem 6 .1.1 . We call this 
analogous colouring the approximate containment colouring. Again, it is a 
colouring of the elements of We colour xy G A<2>

green if xy  is not a good pair;

red if xy is a good pair and B* C B'y or B y  —

blue if xy is a good pair and B*, B* are disjoint.

Our next task is to show that the graph induced by the blue edges of the 
approximate containment colouring is close to complete bipartite.

A triple xyz £ A ^  is good if each of the pairs x y , yz, and xz  is good, 
and if, for i =  1,3, we have

qi{xyz) < e3 \B\ =  c3(l -  c)n,

where
e3 = 1(1 -  162r). (6.13)

By substituting (6.12) into the above and rearranging, we have that

£3 >  ^ if 1620es < c(l — c), (6-14)

which holds by (6 .2).
Any triple that is not good is referred to as bad. Recall that since

Y .  Qi(xyz) <  en4,
x y z £ A ( 3)

for i — 1,3, we have that q\{xyz) <  £3(1 — c)n for more than (1 — 63̂ _ ê )n3 

triples of A. Similarly, q3 (xyz) < £3(1 — c)n for more than (1 — e3 ê_ ĉ )n3

triples of A. Also, there are fewer than r)2 (cn) 2 bad pairs, and so there are
fewer than 772 (cn)3 triples that involve a bad pair. Putting all this together,
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we have

|{xyz  G ^ (3) : xyz  bad}| < (j ]2 +  ^  ^  ^ 3)  (cn )3

f i  i  8e \ .  .o
^ ( 2 e5 + ( T ^ ) (cn) ’

where we have used (6.11) and (6.14). Thus, we have that

|{xyz  G A(3) : xyz  bad}| <  +  _8^ c3) e^ (C71)3 = : ^ (c n )3. (6.15)

We have the following lemma, which is the analogue of Claim 4 in the 
proof of Theorem 6.1.1.

Lem m a 6.3.5 Fix a good triple xyz  G Then in the approximate con
tainment colouring of A & \ either xyz is a red triangle, or two of its edges 
are blue and the other is red.

P roof Suppose the conclusion of the lemma fails. Then either (a) xyz  is a 
blue triangle, or (b) xyz  has two red edges and one blue edge. We derive 
contradictions for each case.

Define R (xyz ) =  R(xy)U R(yz)UR(xz),  where R(xy), R{yz), and R(xz)  
are the sets obtained from Lemma 6.3.3. Note that \R(xyz)\ < 81r|B| <  
162r|B|. Let D =  B \R (xyz)  and let D x, Dx, D y, D y, D z, D z be respectively 
the intersections of Bx, Bx, By , By, Bz , Bz with D. Thus, if any one of the 
edges, say y z , is red, then either Dy C D z or D z C D y\ if yz  is blue, then 
Dy, Dz are disjoint (and likewise for xy  and xz). We have a similar notion of 
containment and disjointness for empty sets as we had before. Specifically, 
taking yz  as an example, we have Dy C D z if and only if Eyz n  D =  D z\ D y; 
and Dy, D z are disjoint if and only if Eyz fl D =  D \(D y U D z).

Case (a) If xyz  is a blue triangle, then Dx, Dy , and D z are pairwise 
disjoint. Hence, letting D  =  D \(D X U D y U D z), we have that

Exy n D  =  D z U D ,  Exz D D  =  D y  U D ,  Eyz n D  =  D x U D .

Thus, for r € Dx UDy UDz, xyzr  € Q\{xyz),  and for r G D \( D x UDy UDz), 
xyzr  G Qz(xyzr). Taking the larger of the two sets, we have

Qi(xyz) > ^\D\ =  ^(\B\ -  \R(xyz)\) =  ^(1 -  81r)|S | =  e3|B|,
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for i =  1 or i =  3, which contradicts xyz  being a good triple.
Case (b) We assume without loss of generality that xz  and yz  are red 

edges and that xy  is a blue edge. There are four possible cases.

1. We have Dx, Dy C D z , where Dx,D y disjoint.

2. We have D z C Dx, Dy , where DXlDy disjoint.

3. We have D x C D z C D y, where D x,D y disjoint.

4. We have Dy C D z C D X: where D x,D y disjoint.

Cases 3 and 4 are essentially the same. They need to be checked for our 
definition of containment and disjointness, that is, we need to check that 
transitivity holds for our definition of containment.

Case (bl) Taking r  G D \D Z, we find that r G Exy, but r £  Exz,E yz. 
Hence for each r G D \D Z, rxyz  G Qi(xyz). Therefore

<ti(xyz) >  \D \D Z\ =  |B \B *| -  |fl(*yz)| >  ||JB | -  81r|B | > £3|B |,

which contradicts xyz  being a good triple.
Case (b2) We must have that D z =  0, and thus we have that Eyz fl D  =  

E>y\ Exz D D =  D x\ and Exy fl D =  D \(D X U D y). Hence, for each r G D, r  
belongs to exactly one of Exy, Exz, or Eyz, so that xyzr  G Q \{xyz)  for all 
r G D. Therefore

q\{xyz) > \D\ > e3 \B\,

contradicting that xyz  is a good triple.
Case (b3) The only way we can have Dx C D z C Dy with D x, D y disjoint 

is if Dx =  4>. Then EXZP\D =  Dz , EyzC\D =  D y\ D z , and Exy HD =  D \ D y; 
hence xyzr  G Qi(xyz)  for every r G D. Thus

qi{xyz) > \D\ > e3 \B\,

contradicting that xyz  is a good triple. This completes the proof of the 
lemma. □

As before, we define Gb to be the graph on A induced by the blue edges 
of the approximate containment colouring. Combining Lemma 6.3.1 and 
Lemma 6.3.5, we have the following corollary.
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C orollary 6.3 .6  By changing at most 3y/rjz(cn) 2 (suitable) edges ofGb, we 
obtain a complete bipartite graph.

P ro o f From the previous lemma, we see that the only contribution to t\(Gb) 
and tz(Gb) is from bad triples, of which there axe at most 773 (cn)3. Now apply 
Lemma 6.3.1.

□

Let A i , A.2 C A  be the parts of the complete bipartite graph given by 
Corollary 6.3.6. As in the proof of Theorem 6.1.1, for each x £ A, we define

_  J Bx if x £ Ai;
— \

[ Bx if x £ A2.

We write C =  {Cx : x £ A}.  We expect that C is approximately a nested 
family. A measure of how close C is to being nested is the quantity

m(C) =  ^ 2  min(|Cx\Cy|, ICyV^I). (6.16)
xy£A(2)

A good pair xy £ A ^  is called good* if either

1. xy £ A ^  U A ^  and is coloured red in the approximate containment 
colouring; or

2. xy £ A \A ^  U A ^  and is coloured blue in the approximate contain
ment colouring.

We shall show that most pairs in A ^  are good*, but first we give a 
corollary which gives us a way of bounding m(C). It also gives us control 
over Exy in terms of Cx and Cy when xy  is a good* pair.

Corollary 6 .3 .7  Fix a good* pair xy £ A ^ . We have that

(i) min(|Cx\(7y|, IC^Cy) < \R(xy)\ <  27r(l -  c)n; and

(ii) Exy\R (xy) =  (Cx A  Cy)\R (xy),

where R(xy) is as defined in the statement of Lemma 6.3.3.
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P roof Define

Cixy) =  Cx\R {xy)  and =  Cv\R(xy).

Note that c i xy  ̂ =  B* if x G Ai  and C'ixy  ̂ =  B* if x €  A 2 , where B ’x, B* are 
as defined in the statement of Lemma 6.3.3.

We prove part (i). As a consequence of Corollary 6.3.4 and the definition
( 2 )  (2)of the containment colouring, we have the following: if xy  G A \ ’ U A \  is 

coloured red, then B*: B* are nested, and hence CxXy\  CyXy  ̂ are nested; if 
xy  G U A ^ )  is coloured blue, then B*: B* are disjoint, but since
exactly one of x or y  is in A 2 , we still have CxXy\  CyXy  ̂ nested. In both 
cases C {xxy), and CyXy  ̂ are nested and so

min(|Cx\C y|, |Cy\C x|) <  \R(xy)\.

We prove part (ii). As a consequence of Corollary 6.3.4 and the definition
(2 ) ('2')of the containment colouring, we have the following: if xy  G A K{> U A?'  is 

coloured red, then B*, B* are nested, and hence

Exv\R(xy) =  b ; a b ;  =  c t y) A  cto>h

if xy  G . 4 \ ( d ^  u ) is coloured blue, then B*, B* are disjoint, and hence

E ^ R i x y )  =  S * \(S :  U B;)  =  C M  A  C<*»>

since exactly one of x or y is in A 2 - Thus the conclusion of part (ii) of the 
corollary is satisfied for both cases. □

The good* pairs account for almost all elements of indeed, the only 
pairs not accounted for, which we call bad* pairs, are green elements of A^2\  

blue elements of A ^  U A ^ , and red elements of A \ A ^  U A ^ . There are 
fewer than 772(cn)2 green elements of A ^  by (6.11), and the number of blue 
elements of A ^  U A ^  together with red elements of A \A [2̂  U A ^  is fewer
than Zyjrji{cn) 2 by Corollary 6.3.6. Thus, the number of bad* pairs is fewer
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than (772 +  3 y/rj3 )(cri)2, and using (6.11) and (6.15), we have

(02 + SyijiXcn)2 < ( p  + 3^ (I + ( j - ^ 0 * * ) M 1

7 7 8  ̂ 1 . , 2
2 +  3V 2  +  (T ^ )d >  "  ~

<  10 f1 +  7-----
\  ( 1 — CJ2C2/(1 — c) 2 C 2

Therefore

{2:7/ E : XT/ bad*} < l o f l  H : -3 (cn)2 =: ^ (c n )2. (6.17)
' (1 — c)ac2 '

Recalling (6.16), and using Corollary 6.3.7 and (6.17), we have that

m(C) < |(good* pairs} ||jR(x7/)| +  |{bad* pairs}||5|

< (cn)227r|B| +  774(cri)21 |̂

=  (27r +  r,4)|A |2|B| =: s |4 |2|B|.

Using (6.12) and (6.17), we have

5e* . /  1
s  =  (27r +  7/4) < 27 , - 8 - v +  l o ( l  +    r n r ) ^ 4

c(l  — c) V (1 —c)2ca^
 ̂ (  135 _  10 \ 1— ( —71----- r + 10 H---------1—3-) e 8

\ c ( l  — c) (1 —C)2C2'

< (6-18)
C 2 (1 — c)

Our next lemma says that if a family of sets is close to being nested, in 
the above sense, then we can make a small number of changes to the sets 
and obtain a nested family.

Lem m a 6.3 .8  Suppose we have a family S  of sets, S \ , . . . ,  Sk  Q [n], where 

m ( S ) '■= min(\Si\Sj\,\Sj\Si\) <  j k 2 n.
l<i<j<k
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By changing (adding and deleting) a total of at most 1!2kn elements in 
sets of S, we obtain a nested family.

P ro o f Without loss of generality, assume that \S\\ > . . .  > \Sk\. Then, for 
I <  i < j  < k, we have that

mm(\Si\S j \,\Sj \S i \) =  \Sj \S i \,

and thus
m ( S ) =  £  \ S j \ S i \ .

1 <i<j<k

For x  G [n], define S* =  {p  G [k] : x G 5^}. Note that if each S* is an initial 
segment of [fc], then S \ , . . .  ,Sk form a nested family. Furthermore, x  G [n] 
contributes to m(S) whenever x £  Si, but x G Sj for i < j .  More precisely, 
defining

M r =  {(*, j )  e  [ k]2 : i  <  j ,  X £  Si, x  G Sj}, 

and m x =  \MX\, we have that

m(S) =  E  mx.
x£[n]

For x G [n] and q G [k], define

w J , =  ( W \® n [ 9 ]  and JV-, =  s:n ([fc ]\[ ,]).

Observe that N+q x N~q C Mx. Observe further that if we increase the 
value of q by one, then either |iV+9| increases by one or \N~q\ decreases 
by one, but not both. Thus for x fixed, we can choose q{x) such that 

l^r"g(x)l =  l-̂ aTg(x)l> so ^ a t  both sets have size at most yjmx. For each 
x G [n], we modify S \ , . . .  ,Sk by adding x to every Sp for which p  G 

and deleting x from Sp for every p  G . By doing this, we find that
for the modified family of sets, we have S * =  [q(x)\ for each x  G [n], so that 
each S* is an initial segment of [k]. Thus, after modification, S i , . . . ,  Sk is a 
nested family. The number of changes made is bounded by

E  \N£,i(x)\ +  ^ E  ^  2n /(  Y s  m* ) /"  =  2\/7*n>
xG[n] x(E[n] V xG[n]
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where we have made use of the Cauchy-Schwarz inequality. □

Let us apply Lemma 6.3.8 to the sets {Cx)x^a- By making a total of at 
most 2-v/s|i4||B| changes to the sets {CX)X£A, we obtain a family (Cx)x^a 
that is nested. For each x £ A, let C* =  B\C*. Setting 6 3  =  e32, we have 
for at least (1 — £3)071 elements of A  that

\C * A C X\ <  ^ ( 1  ~ c )n  < 2 , /  3 155 e ^ ( l - c ) n
h  y C2 (1 -  c)

< — e^n, (6.19)
c

where we have used (6.18). If x £ A is good and the above inequality holds 
for x, then x is referred to as a good* element of A. Any element of A  that is 
not good* is referred to as bad*. Using (6.4), the number of bad* elements 
is at most

(771 +  63)01 =  ( 2 e 2  4 -  e 32 )cn  <  3 e s 2  cn := r)$cn. ( 6 . 2 0 )

We are now ready to complete the proof of Theorem 6 . 1 . 2 .

P roof (of Theorem 6.1.2) Let us start by describing the graph H' given in 
the statement of Theorem 6.1.2. As with H, A and B  are independent sets 
for H '. For x € A, define

E'x =  {rs  e  B ®  : xrs £ Bjff},

and for xy € A^2\  define

K y  =  i r  e  B  : x Vr  e  e H ’ } -

Note that by giving E'x for all x £ A  and E'xy for all xy £ A^2\  we specify 
H' completely; this is what we now do. For each x £ A, let

E'x =  E ( c ; , c * )  := {rs  : r £ C*x,s  £ C*}t

that is, Ex consists of the edges of the complete bipartite graph between C* 
and C*. For each xy £ A^2\  let

771/    /"Y* A /O *
xy x y  ’
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Since (C*)x^a is a nested family, the properties above imply that H ’ G 7i 
(see the end of the proof of Theorem 6.1.1(a)).

Finally, we estimate E h  A  Eh 1- Note that

\E „ A E „ , \  =  ' £ i \Ex AE'x\ +  £  I El y AE 'xy\.
x£A xi

For the first sum, we note that if x € A  is good*, then by (6.19), we have
\C* A  Cx\ <  ^ e ^ n , and therefore,

—   32 32
|E(C*,C})  A E(CX,C X)\ < ------ n(l -  c)n < ------- n2.

c c

We have E(CX,C X) =  E (B X:BX). By Corollary 6.3.2 and (6.3), we have

  Qf 32
|E (B X,B X) A Ex| < Sy'eKl -  c)2 n2 <  —---------- r ( l -  c)2 n2 < ------n2.

C2 (1 — c) 2 C

Putting all this together, we have, for all good* x £ A, that

\EX A  Ex\ =  \E(C*, C*) A Ex\

<  |E(C*X,CZ) A  E(CX,C X)\ +  \E(CX,C X) A  Ex\

< |E (C ;,C *)  A  E(CX,C X)\ +  |E (B X,B X) A Ex\

/26e^  3 e ^ \  2 29 ^  2
< I --------- 1--------In <  — ewri .

\ c c /  c

For each bad* x £ A, we have that A  < (1 — c)2n2 < n2. Using this 
and the above, we have

   on .
|EX A 13£| <  |{good* x } |— £32n2 +  |{bad* x}|n 2

c

<  (cn) — £32 n2  +  (3e32 cn)n2  (by (6.20))
c

<  32£ ^ n 3.

We say that a pair xy £ A ^  is good** if xy is a good* pair and both x 
and y axe good* vertices. Any element of A ^  that is not good** is referred
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to as bad**. Using (6.17) and (6.20), the number of bad** pairs is at most 

10^1 H 1 3~)e*(cn)2 +  3e32 cn(cn) < 20e4n2 +  3e 32 c2n2
 ̂ (1 — C) 2C2 '

< 23e ^ n 2, (6.21)

where we have used that c < ^
If a pair xy G A ®  is bad**, then we know that |Exy A  E'xy\ < \B\ < n. 

If a pair xy  G A ^  is good**, then we have

\E'xy A Exy\ =  \{C* A Cy) A Exy\

< \{Cl A c ; )  A  (Cx A Cy)I +  KOt A  Cy) A  Jg^l

<  | c ;  a  c x | +  | c ;  a  c y | +  | ( c x a  c y) a

where, for the last inequality, we have used the fact that the operation of 
symmetric difference is commutative and associative. By (6.19), we have 
that \C* A Cx\ < Y e^ n , and similarly for \C* A Cy \. We also have that 
(Cx A Cy)\R(xy) =  Exy\R(xy)  (by Corollary 6.3.7); hence \(CX A Cy) A  
E Xy \ < \R{xy)\ < 27r\B\ by Lemma 6.3.3. Thus if xy G is good**, then

\E'xy A Exy\ <  — e^ra 4- 27r\B\ < — e ^ n  +  27 — (1 -  c)n <  ^ - e ^ n .
C C ^ C J c

Using the above, we have

1Q7 ,
^ 2  I Exy &E'Xy \ <  I {good** xy} |— £32n +  I {bad** xy}|n

xy£A(2)

< ( c n f — e&n2 +  23eA(cn)2n (by (6.21))
c

<  210e ^ n 3.

Therefore we have that

\e h a e „ , \ < ' £ / \e i a e 'x\ +  Y ,  \e *v & K v\

< 32e32n3 +  210e^n3 =  242e^n3 < 1620e3in3.

as required. □



6.4 A  C ounterexam ple

In this section, we show that 773 (K± ) > disproving a conjecture of Talbot 
[59]. Recall that the asymptotic density of equipartitioned blowups of Fe is 
^  and that these blowups are -free and 3-colourable.

Our counterexample is constructed by adding edges to the equiparti
tioned blowups of Fq and showing that the resulting hypergraph remains 
K^-free and 3-colourable. We are able to do this because there are many 
3-colourings of the equipartitioned blowups of F$; in particular, there are 
3-colourings for which vertices in the same vertex class of a blowup can be 
coloured with two, and even three different colours.

Recall that Fq is the the 3-graph on the vertex set {1 , . . . ,  6} with edge set 
{123,234,345,451,512,613,624,635,641,652}. Let F  be an equipartitioned 
blowup of Fq with vertex set V  and vertex classes Vj, . . . ,  Vg• Let |V| =  n. 
Consider the following partial colouring of F. All the vertices of V\ and V2  

are coloured red; all the vertices of V3 and V4 are coloured green; and all 
the vertices of V5 are coloured blue. Then the vertices of Vg can coloured 
red, green, or blue (independently of one another) to give a 3-colouring of 
F. Since blowups of Fe are 3-colourable, we can insert an equipartitioned 
blowup of Fq inside Vg to give a 3-graph F' that is 3-colourable. It is easy 
to check that F' is K^-free. The number of edges in F' is

f(n)  +  / ( r n /6]),

where f(k)  is the number of edges in an equipartitioned blowup of Fq on k 
vertices. Since f(k) =  10(fc/6)3 +  o(fc3) =  5fc3/108 +  o(fc3), then the number 
of edges in F' is

5n3 5 (n /6 )3 . 1085 3 , 3.
 1- v ' J +  o(n6) =  n +  o(n ).
108 108 23328 v }

The asymptotic density of F' is therefore ^ ||| =  ^  +  3̂ .
There are many ways in which to use the above idea to create examples 

of 3-graphs that are 3-colourable and A^-free with density greater than 
5/18. This can be done by investigating colourings of F  that permit more 
than one colour in a given colour class; by altering vertex class sizes; and by 
considering iterative constructions (note that in the example above, we can 
place a blowup of Fq inside a vertex class in the blowup of Fq placed in Vq).
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Although none of these constructions is likely to give an extremal hyper
graph for this problem, we give below the best construction we have been 
able to find. We note that any improvement in the lower bound on 7T2 ( K ± ) 
would lead to an improvement in the bound below.

Theorem 6.4.1 We have

M K i )  >  0.28153.

P roof Let F  be a blowup of Fq with vertex classes V\, . . . ,  Vq whose relative 
sizes are to be decided. We observe that we obtain a 3-colouring of F  by 
colouring all vertices in V\ red; all vertices in V3 blue; all vertices in V4 green; 
vertices in V2 red or blue; vertices in V5 green or blue; and vertices in V(j 
red or green. Therefore, we can insert 2-colourable -free 3-graphs within 
the vertex classes V2, V5, and Vq to obtain a 3-colourable -free 3-graph. 
Talbot [59] gives a family of 2-colourable -free 3-graphs which show that 
7T2 (K^)  =  0.25682. Thus, for each k, there exists a 2-colourable K ±-free 
3-graph on k vertices that has

0.25682,3 / j3.
   k3  +  o(k3)

edges. Let t =  0.25682/6. We insert these 2-colourable 3-graphs of appro
priate size into V2, V5, and Vq, and choose the relative sizes of V i,. . . ,  Vq to 
maximize the density of our construction. We find that the density of our 
construction is 0.28153... if we choose the proportion of vertices in Vi , . . . ,  Vq 
to be respectively a, b, o, a, 6, b, where a =  0.16072 and b =  0.172613. Indeed, 
a 3-graph on n  vertices as described above has

(63 -I- Sab2 +  6a 2b ) n 3 3t ( b n ) 3 +  o ( n 3) > 0.046922n3 -I- o ( n 3)

edges, giving an asymptotic density of at least 0.28153. □
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