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Abstract. Soil bulk density (Db) is a major contributor to
uncertainties in landscape-scale carbon and nutrient stock
estimation. However, it is time consuming to measure and
is, therefore, frequently predicted using surrogate variables,
such as soil texture. Using this approach is of limited value
for estimating landscape-scale inventories, as its accuracy be-
yond the sampling point at which texture is measured be-
comes highly uncertain. In this paper, we explore the ability
of soil landscape models to predict soilDb using a suite of
landscape attributes and derivatives for both topsoil and sub-
soil. The models were constructed using random forests and
artificial neural networks.

Using these statistical methods, we have produced a spa-
tially distributed prediction ofDb on a 100 m× 100 m grid,
which was shown to significantly improve topsoil carbon
stock estimation. In comparison to using mean values from
point measurements, stratified by soil class, we found that the
gridded method predictedDb more accurately, especially for
higher and lower values within the range. Within our study
area of the Midlands, UK, we found that the gridded pre-
diction of Db produced a stock inventory of over 1 million
tonnes of carbon greater than the stratified mean method.
Furthermore, the 95 % confidence interval associated with to-
tal C stock prediction was almost halved by using the gridded
method. The gridded approach was particularly useful in im-
proving organic carbon (OC) stock estimation for fine-scale
landscape units at which many landscape–atmosphere inter-
action models operate.

1 Introduction

Bulk density (Db) is defined as the oven-dry mass per unit
volume of a soil (IUSS Working Group, 2006). It dictates
water and solute movement through the soil, can be indica-
tive of soil quality for agriculture, and is vital for soil carbon
and nutrient stock assessment (Bellamy et al., 2005; Ungaro
et al., 2010; Martin et al., 2011). After the oceans, terres-
trial ecosystems are the second largest store of carbon on
earth, with the majority contained in soils (Batjes, 1996).
These terrestrial carbon pools are highly susceptible to short-
term variation and are readily affected by anthropogenic in-
fluences such as land use changes. Consequently, they play a
critical role in determining current and future global carbon
budgets (Bellamy et al., 2005). Soil can either be a net sink
or source of carbon (Janssens et al., 2005), and there is con-
tinuing debate as to its potential to mitigate atmospheric CO2
emissions (Smith et al., 2005). The accuracy of soil carbon
stock estimations is, therefore, of paramount importance.

Dawson and Smith (2007) suggest that much of the error
associated with carbon stock inventory in soils can be traced
back to uncertainties inDb estimates, prompting further in-
vestigation into the methods for deriving these estimates.
Furthermore, soil carbon content plays a crucial role in spa-
tially distributed, integrated land–atmosphere process mod-
els such as JULES (Harrison et al., 2008). There is evidence
that improvements to the soil C component in these types
of models increases their response sensitivity to changes in
soil stocks and processes. For instance, Jones et al. (2005)
compared the outputs of a non-distributed soil C model to
those from a multipool, distributed soil C model and found
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4692 K. P. Taalab et al.: Modelling soil bulk density at the landscape scale

that there was a difference in the magnitude of the feedback
between climate and soil C when the distributed model was
considered. Estimating the size of spatially distributed car-
bon pools requires a spatially distributed estimate ofDb.

There are two principal approaches to estimating carbon
stocks. One is to predict soil carbon concentrations across the
landscape (often using geostatistics) and then combine these
with a measure ofDb and depth to predict the stock (Un-
garo et al., 2010). The problem with this is that using mean
Db values to convert predicted soil organic carbon (OC) con-
centrations into OC stocks (i.e. the failure to use spatially
varyingDb values) is flawed because important variations in
individual soil types are omitted (Grimm et al., 2008). Al-
ternatively, stock can be predicted directly across the land-
scape (Jones et al., 2005). The issue with this approach is
that it cannot account for variations in the relationship be-
tween OC content andDb across the landscape, fixing this
relationship at the point scale. This makes prediction at the
landscape scale difficult, as at that scale soil properties are
driven by physical environmental gradients and boundaries,
such as topography, parent material and hydrologically ef-
fective rainfall. One of the most important recent research
themes of international interest is the anticipated change in
terrestrial carbon stock under changing climate and land use
(Yu et al., 2012; Zaehle et al., 2007). By modellingDb us-
ing these changing landscape attributes, it can be viewed as
spatially variable rather than as a fixed soil property. This
may be an important consideration when predicting changes
in soil carbon stocks over time, as both the soil carbon con-
centration andDb will vary with changes in climate and land
use. Lastly, large datasets containing measurements of soil
properties are scarce, prompting investigation into the possi-
bility of making predictions using landscape variables.

Soils are formed through the combined effect of phys-
ical, chemical, biological and anthropogenic processes on
soil parent material. These factors will affect soil formation
in different ways across the landscape, resulting in the spa-
tial variation observed inDb. Defined originally by Jenny
(1941), these factors are soil, climate, organisms, relief, par-
ent material, age and landscape position (SCORPAN). Today
this information can be obtained from existing, large-scale
soil maps, climatic data, land use/land cover maps, digital
terrain models and their derivatives, parent material/geology,
and landscape position. We can formalize the relationship be-
tween measuredDb and the soil forming factors at the sam-
pling location and in the surrounding landscape using sta-
tistical models (McBratney et al., 2003). These models are
developed based on existing data and expert- or empirically
derived soil–environmental relationships. They can then be
used to predictDb within a landscape.

Recently, these principals have been applied to the predic-
tion of bothDb (Jalabert et al., 2010; Martin et al., 2009) and
organic carbon stock (Wiesmeier et al., 2011; Grimm et al.,
2008) at the point scale with considerable success. Methods
commonly used to explicitly include landscape attributes in

the modelling process are artificial neural networks (ANNs)
(Keshavarzi et al., 2010) and random forests (RFs)(Prasad et
al., 2006).

The objective of this study is to determine the efficacy of
soil landscape models to predictDb for any given landscape,
and we do so using a range of models. Our intent is not to de-
termine the best modelling method, but rather to cover non-
linear (random forests and ANN) predictive methods to es-
tablish the feasibility of a landscape level prediction ofDb.
Here, we consider a data poor environment (as the models
do not include OC or soil textural properties as predictors) in
which we rely on landscape-derived attributes. This allows us
to produce spatial estimates ofDb without interpolation and
lets us consider the implications of spatial uncertainty for the
wider modelling community.

2 Materials and methods

2.1 Data

2.1.1 Soil survey data

The soil data for this study were obtained from samples
collected between 1970 and 1987 during the 1 : 25 000 and
1 : 50 000 soil mapping of England and Wales. The dataset
has been described in detail by Hallett et al. (1998). Undis-
turbed 222 cm3 soil cores were taken in triplicate using the
methods detailed by Hodgson (1976); theDb and other soil
measurements (organic carbon content, particle size fraction,
textural class and depth of the horizons) were derived using
methods described by Avery and Bascomb (1982). Due to
limitations of computational power required to derive land-
scape attributes for the whole country, a subset of the data
was selected from a limited area (a 18 150 km2 region of
the English Midlands) based on the relatively high density
of samples (Fig. 1). The soils in the area are dominated by
brown earths and surface water gleys, most of which have ei-
ther a coarse or fine loamy texture, with some more clayey
soils in the south of the region (McGrath and Loveland,
1992). The bedrock is dominated by undifferentiated argilla-
ceous rocks with prominent areas of sandstone in the west
and patches of limestone in both the north and south. The
elevation ranges from−2 m to over 550 m. The spatial rep-
resentation of soil data comes from the National Soil Map of
England and Wales (NATMAP: Hallett et al., 1996), which is
a 1 : 250 000 scale soil classification map. The classifications
used in this study were at the association (many, homogenous
groups) and great group (few, more heterogeneous groups)
levels (Avery, 1980).

2.1.2 Topographic data

Although not usually applied to the modelling ofDb, topo-
graphic model parameters are frequently used in digital soil
mapping (McBratney et al., 2003) and have been specifically
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Fig. 1. Location and study area.(a) Study location in relation to England and Wales.(b) Digital elevation models and sample locations.(c)
Geological rock classification scheme.(d) Dominant land use classes.

used to predict soil organic carbon concentration (Grimm et
al., 2008). A 10 m resolution digital terrain model (DTM)
was used to derive the following landscape attributes: eleva-
tion, slope, aspect, curvature (plan, profile and mean), SAGA
wetness index (SWI) and sediment transport index (STI), all
of which are commonly used topographic features in digital
soil mapping (Wiesmeier et al., 2011). The SWI is based on
the ratio of contributing upslope area per unit contour width
and local slope angle (B̈ohner et al., 2001). The STI is based
on unit stream power theory, where upslope contributing area
is directly related to discharge (Moore and Burch, 1986).
Classification algorithms were used to divide the landscape
into 7 and 8 homogeneous topographic classes on the basis
of curvature, slope and catchment size (Pennock et al., 1987),
and slope, surface texture and local convexity respectively
(Iwahashi and Pike, 2007). The derivation of these landscape
attributes was carried out in ArcGIS 9.3 (ESRI, 2009).

2.1.3 Climatic data

The following climatic data were used as predictor variables:
average annual rainfall (mm yr−2), accumulated temperature
above 0◦C, median number of field capacity days (i.e. the
number of days per year that the soil moisture content is

above field capacity), annual average potential evapotran-
spiration (mm yr−2) and maximum potential soil moisture
deficit (i.e. the water required to bring the whole soil profile
back to field capacity, mm). The data were originally derived
as 1971–2000 averages from monthly reports by the UK Me-
teorological Office, which provides information on weather
for a 5 km× 5 km grid (Perry and Hollis, 2005). Average an-
nual rainfall is the total of the monthly means per year and
the accumulated temperature above 0◦C gives an effective
daily temperature above 0◦C per month (Hallett and Jones,
1993). Evapotranspiration was calculated using the Penman–
Monteith equation, as detailed in Hess (2000), while the po-
tential soil moisture deficit (based on the balance of rainfall
and evapotranspiration) was calculated using methods de-
scribed by Jones and Thomasson (1985). The number of field
capacity days is the median number of days per year that each
soil type is calculated to be at or above field capacity based
on water balance calculations (assuming free drainage) over
the period 1970–2000 (Jones and Thomassen, 1985).

2.1.4 Geology

Soil properties derive, in part, from in situ weathering of
the parent material (Grimm et al., 2008), so a representation
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of geology is essential for a digital soil mapping approach.
A 1 : 50 000 geological map was obtained from the British
Geological Survey (BGS), which included the rock lexicon,
giving the major rock units (available for download from
http://edina.ac.uk/digimap) and the BGS rock classification
scheme detailing the lithology of the bedrock. The distribu-
tion of bedrock, by rock classification scheme, is shown in
Fig. 1c. We also used the same classification scheme to cat-
egorize superficial deposits (formerly known as drift), which
represent the most recent geological deposits. Parent mate-
rial was represented using the NATMAP 1 : 250 000 soil map
(Hallett et al., 1996).

2.1.5 Land use

The land use (Fig. 1d) was represented by the Land Cover
Map 2000 produced by the Centre for Ecology and Hydrol-
ogy (CEH). We also produced a recoded land use map to re-
flect the land use at the time of the bulk density sampling.
Satellite imagery was classified into a 25 m raster dataset
which was subsequently aggregated into a ten-class, 1 km
grid land cover map (Fuller et al., 2002). Previous studies
have commonly only attempted to make predictions within
a single land use such as agricultural soils (Katterer et al.,
2006) or forest soils (Jalabert et al., 2010). When the region
is heterogeneous, land use has proved to be an important de-
terminant ofDb (Hallett et al., 1998; Moreira et al., 2009).
In this case, as land use was recorded when theDb sam-
ples were taken, the land cover map was recoded to reflect
changes over time.

2.1.6 Soilscapes

To help evaluate the spatial performance of the models, re-
sults are assessed by “soilscape”. Soilscapes are landscape
units derived from expert knowledge based on the 300 soil
associations that make up the National Soil Map (Soil Sur-
vey Staff, 1983; Mackney et al., 1983). Each association has
a subgroup code (Avery, 1980) that identifies the diagnos-
tic soil properties. From this, the soilscapes have been delin-
eated by agglomerating the National Soil Map associations,
resulting in 25 classes. Within these national classes, the
soilscapes have been subdivided and grouped into homog-
enized regions based on similarities in drainage characteris-
tics, texture and geology (Farewell et al., 2011). A descrip-
tion of each predictor variable used in this study, including
their derivation and the number of classes or range of values
in the study area, is shown in Table 1.

2.2 Data preprocessing

Models were built using 342Db samples from the A hori-
zon and 339 samples from the subsoil. Many studies differ-
entiate between topsoil and subsoil by depth (De Vos et al.,
2005; Katterer et al., 2006). However, the lower depth of the
topsoil layer can vary from 15 cm (Bellamy et al., 2005) to
30 cm (Martin et al., 2009). The data used in this study were
sampled by horizon, meaning that there was not a uniform
sampling depth between points and the number of samples
taken at a given location was dependent on soil morphol-
ogy. As such, the A horizon, with an average depth of just
over 22 cm, was used to represent the topsoil. The subsoil
layer comprised various B horizons (predominantly Bw and
Bg) and, on average, represented a horizon between 23 and
47 cm in depth. Of the original samples, the A horizon was
split at random into 239 training and 103 validation samples,
and the subsoil was split into 238 training and 101 validation
samples. Models were built using the training data sampled
for each horizon, then these models were applied to the vali-
dation data to provide an unbiased estimate of the predictive
power of each model.

2.3 Statistical methods

In order to develop statistical relationships between a large
number of landscape attributes andDb, it is necessary to
apply statistical methods which can account for complex,
non-linear interactions between variables. We have opted to
test two distinct methods which have previously been suc-
cessfully applied to the prediction of a range of soil proper-
ties includingDb (Tranter et al., 2007), soil texture (Ließ et
al., 2012) and near-infrared spectral reflectance (Rossel and
Behrens, 2010). Both methods are suitable for datasets with
numerous predictors, containing both categorical and contin-
uous data.

2.3.1 Random forest

RF modelling has the potential to improve predictions made
using classification and regression trees (CART) (Breiman,
2001). In essence, trees are constructed using a bootstrap of
the entire dataset and the splits at each node are not made
by the best predictor from the entire suite of input variables,
but from the best of a randomly selected subset, which pre-
vents overfitting (Liaw and Wiener, 2002). The model only
requires two user-defined parameters: the number of trees in
the forest (ntree) and the number of variables tested at each
node (mtry). The performance of the training model is as-
sessed by predicting the mean square error (MSE) of the “out
of bag” portion of the data at each tree, and then averaging
over the entire forest:

MSEOOB = n−1
n∑

i=1

(zi − ẑOOB
i )2, (1)

Biogeosciences, 10, 4691–4704, 2013 www.biogeosciences.net/10/4691/2013/
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Table 1.Predictor variables used in the ANN and RF models. The variables are listed in order of importance for the RF model predicting A
horizonDb.

Name Description Number of
classes/range

Land use Land use derived from the 1 km× 1 km Land Cover Map 2000 produced by the Centre for
Ecology and Hydrology (Fuller et al., 2002).

8

Soil association Soils grouped to the association level (Avery, 1973) derived from the 1 : 250 000 scale
National Soil Map of England and Wales (NATMAP; Hallett et al., 1996).

24

Elevation Elevation above sea level derived from a 10 m DEM (Digital Elevation Model) (Childs, 2004).−2 to 558.9 m

Great group 1 : 250 000 scale National Soil Map of England and Wales (NATMAP; Hallett et al., 1996)
classified into soil great groups (Avery, 1980).

5

AT0 Annual Average accumulated temperature above 0◦C derived from average monthly reports from the
UK Meteorological Office on a 5 km× 5 km grid (Perry and Hollis, 2005).

2564–3871◦C

Parent material Soil parent material derived from a 1 : 250 000 scale National Soil Map of England and Wales
(NATMAP; Hallett et al., 1996).

18

PSMD Potential soil moisture deficit related to the balance between rainfall and potential
evapotranspiration (Jones and Thomasson, 1985) derived from average monthly reports
from the UK Meteorological Office on a 5 km× 5 km grid (Perry and Hollis, 2005).

50–261 mm

PT Potential evapotranspiration is the amount of evaporation which would occur if water was
not limited (Hess, 2000), derived from average monthly reports from the UK Meteorological
Office on a 5 km× 5 km grid (Perry and Hollis, 2005).

480–708 mm yr−1

AAR Average annual rainfall derived from average monthly reports from the UK Meteorological
Office on a 5 km× 5 km grid (Perry and Hollis, 2005).

548–1347 mm yr−1

RCS Bedrock geology derived from 1 : 50 000 scale British Geological Survey rock classification
scheme map, detailing bedrock lithology.

27

FCD MED Median number field capacity days derived from average monthly reports from the UK
Meteorological Office on a 5 km× 5 km grid (Perry and Hollis, 2005).

107–290 days

Curvature Surface curvature derived from a 10 m DEM (Childs, 2004). −74.8 to 66.4

Iwahashi Iwahashi landform classification uses a terrain classification algorithm based on slope, surface
texture and local convexity (Iwahashi and Pike, 2007) derived from a 10 m DEM.

8

Pennock Pennock landform classification uses a terrain classification algorithm based on slope,
curvature and catchment size (Pennock et al., 1987) derived from a 10 m DEM.

7

STI Sediment transport index derived from a 10 m DEM. −67.4 to 0

Slope Slope derived from a 10 m DEM (Childs, 2004). 0–74.9

SWI SAGA wetness index, a terrain-derived index of soil moisture derived from a 10 m DEM
(Böhner et al., 2001).

9.8–19.7

Aspect Aspect derived from a 10 m DEM (Childs, 2004). −1 to 360
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whereẑOOB
i is the mean out of bag prediction for thei-th ob-

servation. RF modelling also provides a measure of fit com-
parable to theR2 values of the other models. This “pseudo
R2” is labeled the “percent variance explained” and is calcu-
lated using

Varex = 1−
MSEOOB

σ̂ 2
y

, (2)

whereσ̂ 2
y is the total variance of the dependent variable cal-

culated withn as the divisor, rather thann − 1 (Liaw and
Wiener, 2002). The parameters were set to anntree of 1000
and anmtry of p/3, wherep is the number of input variables.
Liaw and Wiener (2002) suggest testing themtry value by
both doubling and halving the default. Models can be sensi-
tive to themtry parameter, as testing a greater number of vari-
ables at each split will increase the strength of the individual
tree but also increase the correlation between trees in the for-
est. Here the optimalmtry was determined using the tuneRF
function (Ließ et al., 2012). Furthermore, thentree value was
increased from 500 (the default) to 1000 as recommended
by Prasad et al. (2006). This number of trees is sufficiently
large to stabilize errors, whilst not being too computation-
ally demanding. An interesting feature of RF is its ability
to rank predictor variables in order of importance, which is
done by measuring how much the “out of bag” estimate er-
ror increases when data for a particular variable is “removed”
from the analysis and the other variables are left intact. This
is done on a tree-by-tree basis for the entire forest. The mod-
els were generated using the “randomForest” package (Liaw
and Wiener, 2002) in the R statistical computing language (R
Development Core Team, 2008).

2.3.2 Artificial neural networks

The principles of ANNs are well established (Bishop, 1995),
with Maier and Dandy (2001) offering a practical guide for
environmental modelling. The structure used here was a mul-
tilayer perceptron, a powerful predictive technique that is
most commonly applied in soil science (Agyare et al., 2007).
In this method, data are separated into a series of nodes,
with similar nodes arranged into layers: typically, an input
layer (containing the variables used for prediction), an out-
put layer (where predictions are made) and, in-between, a
single hidden layer which weights and transforms the data
to extract meaningful relationships. For each model, the 239
samples used for developing the models were separated into
a 75 : 25 percent split for training and testing respectively.
As with the other models, the remaining 103 samples were
used for independent validation. Splitting the data allowed
the number of hidden nodes to be tested, which is impor-
tant as the optimum number of nodes will differ depending
on the problem at hand and the number of input variables.
It is recommended that the number of hidden nodes should
be half the number of input variables plus the number of
output variables (which in our case was one) (Statsoft, Inc.,

2011). Generally, adding more nodes will increase the perfor-
mance of the model. However, this may lead to overfitting the
data. To avoid this, the ANN uses a back-propagation algo-
rithm (Rumelhart et al., 1986) to test the performance of the
network on both training and testing datasets. Training the
network should reduce the “error function” associated with
predictions, such that when the error function of the testing
dataset plateaus or increases, ANN overfitting is suggested.
The error function for regression is the sum of squares error
given by

ESOS=

N∑
i−1

(yi − ti)
2, (3)

whereN is the number of training cases,yi is the predicted
value of thei-th case andti is the observed value. Ideally,
when the differences in the error function are negligible, the
network with the fewest nodes is chosen. As the test dataset
plays a role in developing the ANN infrastructure, a valida-
tion dataset is used to independently test the predictive power
of the models. The best performing models were selected us-
ing values ofR2 and root-mean-square error (RMSE). ANNs
can also rank variables in order of importance, although they
use a different method from RFs. Here, data for each variable
is replaced, in turn, by its mean value from the training data
and the effect on the error function is recorded. The variables
are then ranked by the amount their omission increases the
overall error function (Lou and Nakai, 2001). The learning
rate for the ANNs was set to 0.1 and the analysis was car-
ried out using STATISTICA9 (StatSoft Inc., 2011). One is-
sue arising when using ANNs for producing predictive maps
is that they will not make predictions in areas where data
differ from those of the training data. In other words, if not
every category of, for example, land use is included in the
training data, the final maps will leave blank areas when they
encounter these missing categories as opposed to inferring
the Db values from available data. While this leaves areas
with missing predictions, it means the accuracy of the final
map is not compromised.

2.3.3 Calculations of OC stock and associated
variability

To illustrate the importance ofDb for soil inventory, the
variation in carbon stock estimation was calculated using
measured, predicted and meanDb values. As a single, un-
weighted mean across a heterogeneous area would lead to bi-
ased results, the meanDb was calculated for each soil great
group (Avery, 1980) and weighted by area. Using a mean
Db value stratified by soil great group is an approach which
is commonly used to represent the spatial variation ofDb
across the landscape (Grimm et al., 2008; Batjes, 1996). Car-
bon stock was calculated using

S = d · OC· Db · 10, (4)

Biogeosciences, 10, 4691–4704, 2013 www.biogeosciences.net/10/4691/2013/
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whereS is the soil organic carbon stock (t C ha−1), d is depth
of the topsoil (m), OC is organic carbon concentration per
unit mass of dry soil (kg C kg−1) andDb is soil bulk den-
sity (kg m−3). Note that within our calculations, depth is kept
constant. To evaluate the uncertainty associated with carbon
stock estimation, it is necessary to propagate the errors asso-
ciated with both OC andDb measurements and predictions,
while keeping depth constant (Schrumpf et al., 2011). The
variance is given using the formula

Variance(OC Stock) = (OC Stock)2 (5)

×

(
(σOC)2

(OC)2
+

(σDb)
2

(Db)
2

+ 2
covOC− Db

OC· Db

)
,

whereσOC andσDb are the standard deviations of OC con-
centration andDb respectively, and covOC−Db is the co-
variance between the OC concentration andDb. We note here
that the uncertainties inDb estimates in this case are derived
from the model error (RMSE), not from the variability in-
troduced by spatial or analytical variability (which has been
considered elsewhere; Holmes et al., 2011). We are compar-
ing here the effect of using a modelledDb (based on soil
landscape attributes) for estimating C stocks to aDb estimate
obtained through spatial aggregation (stratified approach).

In the stratified model, the standard deviation inDb is cal-
culated using the measuredDb samples within each soil great
group. In the gridded model, the standard deviation of theDb
is given by the RMSE of the predictive random forest model.
As the standard deviation in OC is the same for both models
and we found no spatial autocorrelation betweenDb sample
points, we feel that this method provides a sufficiently robust
estimate of OC stock variance.

In the gridded model, covariance was determined using the
predictedDb values and the measured OC values. In the strat-
ified model, the covariance between the mean great group
Db and OC was determined using a non-linear mixed-effects
model (Wutzler et al., 2008). This was to account for the ran-
dom effects in the covariance betweenDb and OC across
the soil great groups. To clarify, as there is a singleDb value
for each great group in the stratified model, there is no within
group covariance. There is, however, covariance between soil
great groups and OC across the study area, which is repre-
sented by the mixed-effects model.

3 Results

3.1 Model performance

The results for the RF and ANN models for both topsoil and
subsoil are shown in Table 2. For the A horizon, the best per-
forming model was the RF, with ANN giving similar, albeit
slightly inferior results in terms of predictive power. In the
subsoil, neither of the models performed particularly well,
with ANN, the best performing model, explaining just over

30 percent of the variation inDb. RF performed consider-
ably less well, explain only 20 percent of the variation. It is
interesting to note that although the model fit (in terms ofR2

values) is considerably worse for the subsoil than for the A
horizon, the RMSE is lower in the subsoil models. This re-
flects the smaller variation betweenDb in subsoil horizons.

3.2 Predictor variables

Both modelling approaches have the ability to rank the pre-
dictor variables in order of importance. Although they do
so in different ways, this allows us assess whether there are
common predictors influencing the variation inDb. In the A
horizon, the consistently important predictors are land use
and soil great group or association. Climatic factors also fea-
ture as important predictors, with annual average tempera-
ture and median field capacity days shown to be significant
for the RF and ANN models, respectively. The variation in
the subsoil layers can be more attributed to a combination of
soil association, parent material and bedrock geology.

4 Discussion

4.1 Model performance

Random forests were able to describeDb most effectively,
which is unsurprising as they are designed specifically for
large, heterogeneous datasets containing a mixture of both
continuous and categorical variables (Liaw and Wiener,
2002). Indeed, tree-based models have been used to success-
fully predict Db using a mix of landscape data and soil data
(Martin et al. 2009). In terms of model performance, RF
achieved similar results to a number of other studies, all of
which have used textural properties as predictors (Tranter et
al., 2007; De Vos et al., 2005; Heuscher et al., 2005). The
ANN model also performed well for the A horizon. Previous
studies (e.g. Minasny et al., 1999; Keshavarzi et al., 2010)
have reported both high and low ANN performance. This can
be attributed to the nature of the property being predicted.
Wösten et al. (2001) suggest that generally, when there are
more than three predictor variables and variables are sub-
ject to complex interactions, non-linear modelling techniques
such as ANN and RF become necessary. This is clearly the
case when predictingDb from landscape attributes. The poor
performance of both techniques in the subsoil layer reflects
the lower spatial variability of the subsoilDb (Braakhekke et
al., 2013), meaning changes in landscape predictors exhibit
relatively little influence.

4.2 Variable importance

It has been well established that OC content is usually the
most important predictor when modellingDb. This is unsur-
prising as the relationship between the two has been well
defined (Rawls, 1983) and used extensively in predictive
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Table 2.Modelling results (using the validation dataset) for random forest and artificial neural network models. The suffix “A” indicates the
results are for the A horizon and the suffix “S” indicates the results are for the subsoil. The top five predictor variables are ranked in order of
importance.

Model R2 RMSE Predictor variables

RF-A 0.5602 0.1651 1.Land use 2. Soil association 3. Elevation 4. Great group 5. AT0Annual
NN-A 0.5507 0.1677 1.Great group 2.Land use 3. Bedrock 4.Parent material 5. FCDMED
RF-S 0.2008 0.1581 1. Soil association 2. Parent material 3. Land use 4. Bedrock 5. PET
NN-S 0.3108 0.144 1. Land use 2. Parent material 3. Soil association 4. Bedrock 5. Pennock landscape classification

modelling (Kaur et al., 2002). However, Calhoun et al. (2001)
found that particle size distribution and OC generally explain
no more than 60 percent of the variation in bulk density. Of
particular interest here is the predictive power of the seldom-
used variables which represent a range of topographic, land
use and climatic factors. The importance of puttingDb in a
landscape context is supported by the successful stratifica-
tion of previous regression models by land use (Steller et al.,
2008; Moreira et al., 2009) and parent material (Hallett et
al., 1998; Calhoun et al., 2001). However, these factors have
been explicitly included in the modelling process only rel-
atively recently (Martin et al., 2009; Jalabert et al., 2010).
Of the landscape variables included, land use, parent mate-
rial and soil classification are deemed to be consistently im-
portant predictors. The influence of soil class is unsurprising
as, along with other attributes, soils are classified based on
their textural properties. Using pre-existing soil maps is, in
essence, a way of predicting using spatially distributed tex-
tural classes. The predictive power of land use will depend
on the classification used and the resolution of the data layer.
Previous prediction ofDb using boosted regression trees by
Buttner et al. (2000) has suggested that land use derived from
the European CORINE map was the least influential of all
their predictor variables, as these land use classes were too
broad. However, more detailed, higher resolution land use in-
formation transpired to be the second most powerful explana-
tory variable, almost on a par with OC content (Jalabert et
al., 2010). As land use was recorded at the time of sampling,
the accuracy of the layer was not in question, and hence it
proved to be an important predictor. To make use of use of the
available land use data, the CEH Land Cover Map 2000 was
recoded to reflect the land use at the time of sampling. This
was important as, when used as a predictor without recoding,
present-day land use categories were shown to be poor pre-
dictors ofDb. This can probably be attributed to the fact that
sampling ofDb and the creation of the land use layer were
approximately 30 yr apart, with significant changes over the
intervening decades.

Parent material lithology is one of the leading predictors
for three of the four models. This may be attributed to the
presence of recently deposited material, such as alluvium,
or slow draining or impermeable bedrock which are partic-
ularly influential for overlying soil formation (Hallett et al.,

1998). Pertinently, a significant number of samples in this
study were taken from alluvial plains, in which soil prop-
erties, such asDb, are closely related to the properties of
the underlying alluvium, thereby promoting the influence of
parent material as a significant predictor. In other areas with
less alluvium, parent material may be less influential onDb.
Predictably, parent material becomes a more influential pre-
dictor in subsoil horizons, which are less susceptible to cli-
matic changes. Bedrock geology also becomes more influ-
ential below the A horizon. It is interesting that the climatic
variables are such prominent predictors because they have
a relatively low spatial resolution (5 km grid), in compar-
ison with other predictor variables, although the link with
some variables (e.g. field capacity) has clear physical signifi-
cance. This suggests that improving the resolution of climatic
predictors may improve model accuracy. The DTM-derived
landscape attributes proved to be relatively poor predictors.
Although Martin et al. (2011) mention including topographic
predictors as a possible improvement for mapping OC stocks,
they are not generally utilized. In similar work to model sat-
urated hydraulic conductivity, landscape derivatives have of-
fered some improvement to ANN models, but they cannot
be used without other inputs; particularly at a regional scale
(Agyare et al., 2007), this reflects the inclusion of elevation
as a prominent predictor in the RF model.

4.3 Modelling without using measured soil properties

MappingDb without point samples of soil properties is of
interest for two reasons. Firstly, since the cost of large-
scale soil sampling can be prohibitive, the ability to use
pre-existing or remotely sensed data would be desirable. As
many countries already have soil, land use and geological
maps at a variety of scales, it makes sense to see if further in-
formation can be extracted from them in the form of predic-
tive models. Secondly, a key research theme in spatial map-
ping is the assessment soil carbon stocks because they re-
late to the global carbon budget (Bellamy et al., 2005; Torn-
quist et al., 2009; Wiesmeier et al., 2011). One issue of inter-
est here is the lack of spatial representations ofDb. Instead,
meanDb values are used to convert modelled soil OC con-
centrations into soil OC stocks (Grimm et al., 2008). How-
ever, if variations inDb within individual soil types are not
taken into account, significant errors in C stock estimation
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are possible. As datasets tend to be limited, and OC andDb
are not always sampled together, being able to mapDb ac-
curately and independently of measured OC content would
avoid circularity in modelling (i.e. using carbon content to
predict Db which is then used to predict carbon stocks)
and improve stock estimation at the same time. As we have
found, most of the important predictor variables are categor-
ical (land use, parent material). For the A horizon, we have
found that both RF and ANN techniques can explain over
55 percent of the variation inDb. This result is significant
because it shows that it is feasible to create a continuous sur-
face ofDb using landscape attributes alone. A spatial repre-
sentation ofDb across the landscape can be combined with a
spatial representation of carbon concentration to give a more
accurate estimate of C stocks and pools. At any given loca-
tion, there will be an associatedDb value, at an appropriate
scale, which has been independently derived and which has
an associated unambiguous error estimate.

4.4 Mapping Db across the landscape

For the A horizon, we have produced maps ofDb for the top-
soil of the entire study area using both ANN and RF (Fig. 2).
Topsoil is generally considered to be the most important soil
compartment in terms of soil carbon content, in part because
OC concentration generally decreases with depth (Jones et
al., 2005). Of the two methods, ANN gives a slightly wider
range of predictedDb values than RF but still within the lim-
its of the measured data reported within the National Soil
Inventory of England and Wales (Loveland, 1990). Fewer
than three percent of the samples in the National Soil Inven-
tory had aDb lower than the minimum predicted value. In
contrast, RF (Fig. 2b) provides more conservative estimates
of Db, especially for the upper values. Despite this, the RF
model was shown to have slightly more predictive power than
the ANN model. Broadly speaking, the models agree on the
spatial trends ofDb distribution, most notably, areas of low
Db in the north and at the westerly edge of the study area.
The areas of missing data in the ANN model reflect missing
data in the training dataset. Here the RF models will make
predictions based on the available data.

4.5 Spatial performance

Spatially, there is broad agreement between the RF and ANN
predictions, in terms of the areas of high and lowDb. Fig-
ure 3 shows the individual performance of each model, in
terms of prediction residuals as an average per soilscape. In
the A horizon, the spatial variation in the relative perfor-
mance of each statistical approach is very similar (Fig. 3b
and c). In terms of land use and soil group, the two most
influential predictors of topsoilDb, both the RF and ANN
models give their best predictions in areas of brown earths
under arable land use. The areas across which both mod-
els appear to perform least well coincide with built-up areas
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Fig. 2. Predicted bulk density across the landscape obtained from
models built using the training dataset.(A) Artificial neural net-
work, and(B) random forest.

dominated with Stagnogley soils. In the subsoil, the spatial
patterns of model performance are also broadly similar for
both the ANN and RF models. In relation to parent mate-
rial, the best predicted regions coincide with areas of sand-
stone bedrock and superficial deposits containing siliceous
stones while the worst performing areas overlie clay or soft
mudstone. The spatial variation in model performance, can
be used to inform any future sampling schemes, with an in-
creased sample density in areas where a model is likely to
underperform.

4.6 Stock estimation

To illustrate the potential improvement in OC stock estima-
tion which could be achieved using the gridded surface ofDb
compared with using a stratified mean value (Mestdagh et al.,
2009; Hanegraaf et al., 2009), we calculated the OC stock at
each sample point using three different sets ofDb: the mea-
suredDb, the RF gridded prediction ofDb and great group
mean measured value ofDb calculated using all sample
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points in the training data. Note that results for C stock calcu-
lations using model output were produced using a calibrated
RF model that used the training dataset alone; the validation
data was used solely to assess model performance. The aver-
age OC stocks calculated using eachDb estimate are shown
in Table 3, along with the difference between the estimated
and measured mean OC value, expressed as a percentage of
the mean measured value. The 5th and 95th percentile errors
in measured OC stocks are also shown. The gridded surface
refers to a map of RF-predictedDb values (Fig. 2b) produced
as a raster grid with a cell size of 100× 100 m across the en-
tire study area. The main advantage of the gridded surface
method over PTFs (Pedotransfer functions), which can be ap-
plied to individual points using measured soil property data
for the point in question, is that the gridded method can be
applied to the entire study area with the same quantifiable
level of both performance and error estimation at all spatial
locations. In contrast, the accuracy of predictions made using
a PTF is hard to quantify beyond each sampling point.

Using the individual measured, point-basedDb values
gives an average OC content of 73.01± 0.56 t C ha−1 com-
pared to an average value of 71.32± 0.61 t C ha−1 pro-
duced using the RF-predictedDb values and a value of

74.81± 0.70 t C ha−1 generated using great group meanDb
value. Using the OC stock calculated with measuredDb as
a yardstick, the gridded estimate ofDb yields a marginally
better C stock estimate compared with using a single (mean)
Db value. In this case, the RF predictions will underestimate
Db, whereas using a stratified mean value will overestimate
Db. The difference in the error associated with stock predic-
tion using the griddedDb values compared to using the mean
value ofDb is particularly evident when predicting C stock
levels in soils at the extremes of the expected range (i.e. the
prediction errors for the 5th and 95th percentile OC stock
values). The potential improvement in using the gridded es-
timate ofDb is most evident in the 95th percentile, where
using a stratified meanDb value will yield an error nearly
two times larger.

To put the magnitude of the errors illustrated in Table 3
into context, Bellamy et al. (2005) suggest that the aver-
age annual rate of change in the OC content for UK top-
soil is 0.67 g kg−1 yr−1, which equates to approximately
1.79 t C ha−1 yr−1. As the rate of change is comparable in
magnitude to the error associated with prediction, it is clearly
important to keep error to a minimum if stock changes are to
be quantified accurately. The total soil OC inventory across
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Table 3.Point estimates of OC stock. Average stock was calculated using Eq. (4). Of the prediction methods, “Measured” uses measuredDb
values, “Gridded” uses the gridded predictedDb values, and “Great group mean” uses the measured meanDb per soil great group.

Prediction Average Error from 5th 95th
method OC stock average percentile percentile

(t C ha−1) OC stock error error
(±95 % (t C ha−1) (t C ha−1) (t C ha−1)
confidence (% in (% in (% in
interval) brackets) brackets) brackets)

Measured 73.01± 0.56 NA NA NA
Gridded 71.32± 0.61 1.69 (−2.31 %) 5.71 (−15.43 %) 10.79 (8.37 %)
Great group mean 74.81± 0.70 1.80 (2.47 %) 6.34 (−17.14 %) 19.31 (14.99 %)

Table 4.Carbon stock for the entire study area and by selected soilscape.

Location OC Stock (t ha−1) OC Stock (t ha−1)
estimated using estimated using
great group mean griddedDb (±95 %
Db (±95 % confidence interval)
confidence interval)

Full study area 86.41± 15.59 87.01± 8.19
Central England Plateau 84.72± 15.01 88.25± 8.18
Central Upland Spine of N England 86.75± 16.98 71.84± 8.41
Total Carbon Inventory (Tonnes) 156 834 150± 28 295 850 157 923 150± 14 862 371

the whole study area, calculated using both the stratified
mean and griddedDb estimates, is shown in Table 4. There is
a slight difference in the OC stock per unit area (0.6 t ha−1)
which equates to a difference of over one million tonnes of
carbon for this study area alone. The most notable difference
between the stratified mean and gridded approaches toDb
prediction is the error associated with prediction. The 95 %
confidence interval associated with the stratified mean model
is nearly twice as large as that of the gridded model. When
estimating the total C stock within the study area, this trans-
lates to a difference of over 13 million t C−1.

To further illustrate the potential of this method, carbon
stocks were calculated for the landscape as a whole and for
two selected individual soilscapes, using both the stratified
measured mean and gridded predictions ofDb. Soilscapes
were selected to represent the range ofDb values within the
study area. Results are shown in Table 4. The two soilscapes
of the Central Upland Spine of Northern England and the
Central England Plateau show areas of relatively low and
high Db, respectively. These regional differences in stock
calculations, particularly in the Central Upland Spine of
Northern England, highlight potential errors which can be
introduced to a stock calculation by using a meanDb value,
depending on the scale of the study. Moreover, the gridded
model has a much greater predictive accuracy, with confi-
dence bounds nearly two times smaller compared with the
stratified mean model. The mean model produced similar
stock predictions for both the entire study area and the se-

lected soilscapes. This is a problem as, at the soilscape scale,
the stratified mean model may either under- or overestimate
carbon stocks. This issue does not affect the gridded model,
because it is able to apply rules learned across the entire
study region to identify areas of high and low bulk density,
a key advantage when working at this scale. The soilscape
scale is a scale at which errors inDb estimation have been
shown to be highly significant to carbon stock inventory
(Goidts et al., 2009). Estimating C stocks and changes, es-
pecially at finer spatial scales, requires the use of refined
estimates ofDb, which can be obtained using the types of
landscape-scale models described in this paper. It is at these
scales that many spatially distributed land–atmosphere inter-
action models such as JULES operate (Harrison et al., 2008).

5 Conclusions

It is possible to predict soilDb without relying on other sam-
pled soil properties by using landscape derivatives, such as
land use, geology and climatic data as predictors, if only
for the topsoil. Of the two statistical modelling techniques
tested, RF marginally provided the best results for the A hori-
zon, while ANN performed better for the subsoil. In com-
parison to previous studies, which have attempted to predict
Db from soil property data, the models constructed in this
study were able to provide similar results, in terms of model
performance, without using soil texture or OC content as
predictors. The suite of landscape derivatives used was able
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to explain over 55 percent of the variation in topsoilDb in
this study area. While it is not appropriate to suggest that
this particular model could be used to predictDb in a land-
scape beyond the study area, the results show that the mod-
elling approach can be used as a viable alternative to using
soil property data.

The real advantage of this approach is the models’ poten-
tial to improve soil carbon stock estimates at a landscape
scale; it does not rely on point-scale measurements as ex-
planatory variables. This means that it is possible to create
a continuous, gridded surface ofDb without interpolation
which can be used in combination with continuous surfaces
of predicted soil carbon content to improve estimations of
carbon stock. In addition, the technique yields a more accu-
rate measurement of the error associated with such predic-
tions. In terms of carbon stock prediction, the griddedDb
estimate offers a significant improvement in accuracy com-
pared with using a stratified mean value ofDb. In particular,
this approach is valuable when applied at a sub-landscape
regional scale, especially in data-poor areas.
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Ahrens, B., Scḧoning, I., Hoosbeek, M. R., Kruijt, B., Kabat,
P., and Reichstein, M.: Modeling the vertical soil organic matter
profile using Bayesian parameter estimation, Biogeosciences, 10,
399–420, doi:10.5194/bg-10-399-2013, 2013.

Breiman, L.: Random forests, Mach. Learning, 45, 5–32, 2001.
Buttner, G., Steenmans, C., Bossard, M., Feranec, J., and Kolar, J.:

Land Cover – Land use mapping within the European CORINE
programme, Springer, Dordrecht; PO Box 17, 3300 AA Dor-
drecht, Netherlands, 2000.

Calhoun, F. G., Smeck, N. E., Slater, B. L., Bigham, J. M., and Hall,
G. F.: Predicting bulk density of Ohio soils from morphology,
genetic principles, and laboratory characterization data, Soil Sci.
Soc. Am. J., 65, 811–819, 2001.

Childs, C.: Interpolating surfaces in ArcGIS spatial analyst, Ar-
cUser, July–September, 32–35, 2004.

Dawson, J. J. C. and Smith, P.: Carbon losses from soil and its con-
sequences for land-use management, Sci. Total Environ., 382,
165–190, 2007.

De Vos, B., Van Meirvenne, M., Quataert, P., Deckers, J., and Muys,
B.: Predictive quality of pedotransfer functions for estimating
bulk density of forest soils, Soil Sci. Soc. Am. J., 69, 500–510,
2005.

ESRI (Environmental Systems Resource Institute), ArcMap 9.3.
ESRI, Redlands, California, 2009.

Farewell, T. S., Truckell, I. G., Keay, C. A., and Hallett, S. H.: Use
and applications of the Soilscapes datasets, Cranfield University,
2011.

Fuller, R. M., Smith, G. M., Sanderson, J. M., Hill, R. A., and
Thomson, A. G.: The UK Land Cover Map 2000: Construction
of a parcel-based vector map from satellite images, Cartogr. J.,
39, 15–25, 2002.

Goidts, E., van Wesemael, B., and Crucifix, M.: Magnitude and
sources of uncertainties in soil organic carbon (SOC) stock as-
sessments at various scales, Eur. J. Soil Sci., 60, 723–739, 2009.

Grimm, R., Behrens, T., Maerker, M., and Elsenbeer, H.: Soil or-
ganic carbon concentrations and stocks on Barro Colorado Is-
land – Digital soil mapping using Random Forests analysis, Geo-
derma, 146, 102–113, 2008.

Hallett, S. H. and Jones, R. J. A.: Compilation of an Accumulated
Temperature Database for use in an Environmental Information-
System, Agr. For. Meteorol., 63, 21–34, 1993.

Hallett, S. H., Jones, R. J. A., and Keay, C. A.: Environmental infor-
mation systems developments for planning sustainable land use,

Biogeosciences, 10, 4691–4704, 2013 www.biogeosciences.net/10/4691/2013/

http://edina.ac.uk/digimap
http://edina.ac.uk/digimap
http://dx.doi.org/10.5194/bg-10-399-2013


K. P. Taalab et al.: Modelling soil bulk density at the landscape scale 4703

Int. J. Geogr. Inf. Sci., 10, 47–64, 1996.
Hallett, S. H., Hollis, J. M., and Keay, C. A.: Derivation and eval-

uation of a set of empirically-based algorithms for predicting
bulk density in British soils, in: The development and application
of spatial information systems for environmental science, edited
by: Hallett, S. H., Ph.D. thesis, Cranfield University, 1998–1999,
1998.

Hanegraaf, M. C., Hoffland, E., Kuikman, P. J., and Brussaard, L.:
Trends in soil organic matter contents in Dutch grasslands and
maize fields on sandy soils, Eur. J. Soil Sci., 60, 213–222, 2009.

Harrison, R. G., Jones, C. D., and Hughes, J. K.: Competing roles
of rising CO2 and climate change in the contemporary Euro-
pean carbon balance, Biogeosciences, 5, 1–10, doi:10.5194/bg-
5-1-2008, 2008.

Hess, T. M.: Reference Evapotranspiration Program, Cranfield Uni-
versity, Silsoe, 2000.

Heuscher, S. A., Brandt, C. C., and Jardine, P. M.: Using soil phys-
ical and chemical properties to estimate bulk density, Soil Sci.
Soc. Am. J., 69, 51–56, 2005.

Hodgson, J. M.: Soil Survey Field Handbook, Soil Survey Technical
Monograph, 5, Rothamsted Experimental Station, Harpenden, 99
pp., 1976.

Holmes, K. W., Wherrett, A. Keating, A., and Murphy, D.: Meeting
bulk density sampling requirements efficiently to estimate soil
carbon stocks, Soil Res., 49, 680–695, 2011.

Iwahashi, J. and Pike, R. J.: Automated classifications of topogra-
phy from DEMs by an unsupervised nested-means algorithm and
a three-part geometric signature, Geomorphology, 86, 409–440,
2007.

IUSS Working Group WRB (2006), World reference base for soil
resources, 2nd Edn., World Soil Resources Reports No. 103.
FAO, Rome, 2006.

Jalabert, S. S. M., Martin, M. P., Renaud, J.-P., Boulonne, L., Jo-
livet, C., Montanarella, L., and Arrouays, D.: Estimating forest
soil bulk density using boosted regression modelling, Soil Use
Manage., 26, 516–528, 2010.

Janssens, I. A., Freibauer, A., Schlamadinger, B., Ceulemans, R.,
Ciais, P., Dolman, A. J., Heimann, M., Nabuurs, G.-J., Smith, P.,
Valentini, R., and Schulze, E.-D.: The carbon budget of terres-
trial ecosystems at country-scale – a European case study, Bio-
geosciences, 2, 15–26, doi:10.5194/bg-2-15-2005, 2005.

Jones, R. J. A. and Thomasson, A. J.: An Agroclimatic Databank
for England and Wales, Technical Monograph, 16, Soil Survey,
Harpenden, 1985.

Jones, R. J. A., Hiederer, R., Rusco, E., and Montanarella, L.: Esti-
mating organic carbon in the soils of Europe for policy support,
Eur. J. Soil Sci., 56, 655–671, 2005.

Katterer, T., Andren, O., and Jansson, P.-E.: Pedotransfer functions
for estimating plant available water and bulk density in Swedish
agricultural soils, Acta Agr. Scand. B-S P., 56, 263–276, 2006.

Kaur, R., Kumar, S., and Gurung, H. P.: A pedo-transfer function
(PTF) for estimating soil bulk density from basic soil data and its
comparison with existing PTFs, Aust. J. Soil Res., 40, 847–857,
2002.

Keshavarzi, A., Sarmadian, F., Sadeghnejad, M. and Pezeshki, P.:
Developing Pedotransfer Functions for Estimating some Soil
Properties using Artificial Neural Network and Multivariate Re-
gression Approaches, Proenviron. Promediu, 3, 322–330, 2010.

Liaw, A. and Wiener, M.: Classification and Regression by ran-
domForest, R News: The Newsletter of the R Project (http:
//cran.r-project.org/doc/Rnews/), 2, 18–22, 2002.

Ließ, M., Glaser, B., and Huwe, B.: Uncertainty in the spatial pre-
diction of soil texture: Comparison of regression tree and Ran-
dom Forest models, Geoderma, 170, 70–79, 2012.

Lou, W. G. and Nakai, S.: Application of artificial neural networks
for predicting the thermal inactivation of bacteria: a combined
effect of temperature, pH and water activity, Food Res. Int., 34,
573–579, 2001.

Loveland, P. J.: The National Soil Inventory of England and Wales
UK, 1990.

Mackney, D., Hodgson J. M., Hollis, J. M., and Staines, S. J.: Leg-
end for the 1:250,000 Soil Map of England and Wales Harpen-
den, 21 pp., 1983.

Maier, H. R. and Dandy, G. C.: Neural network based modelling of
environmental variables: A systematic approach, Math. Comput.
Model., 33, 669–682, 2001.

Maindonald, J. and Braun, W. J.: DAAG: Data Analysis And Graph-
ics data and functions, R package version 1.06,http://CRAN.
R-project.org/package=DAAG, 2011.

Martin, M. P., Lo Seen, D., Boulonne, L., Jolivet, C., Nair, K. M.,
Bourgeon, G., and Arrouays, D.: Optimizing Pedotransfer Func-
tions for Estimating Soil Bulk Density Using Boosted Regression
Trees, Soil Sci. Soc. Am. J., 73, 485–493, 2009.

Martin, M. P., Wattenbach, M., Smith, P., Meersmans, J., Jolivet,
C., Boulonne, L., and Arrouays, D.: Spatial distribution of soil
organic carbon stocks in France, Biogeosciences, 8, 1053–1065,
doi:10.5194/bg-8-1053-2011, 2011.

McBratney, A. B., Santos, M. L. M., and Minasny, B.: On digital
soil mapping, Geoderma, 117, 3–52, 2003.

McGrath, S. P. and Loveland, P. J.: The Soil Geochemical Atlas of
England and Wales, Blackie, Glasgow, 1992.

Mestdagh, I., Sleutel, S., Lootens, P., Van Cleemput, O., Beheydt,
D., Boeckx, P., De Neve, S., Hofman, G., Van Camp, N., Vande
Walle, I., Samson, R., Verheyen, K., Lemeur, R., and Carlier,
L.: Soil organic carbon-stock changes in Flemish grassland soils
from 1990 to 2000, J. Plant Nutr. Soil Sc., 172, 24–31, 2009.

Minasny, B. and Hartemink, A. E.: Predicting soil properties in the
tropics, Earth-Sci. Rev., 106, 52–62, 2011.

Minasny, B., McBratney, A. B., and Bristow, K. L.: Comparison
of different approaches to the development of pedotransfer func-
tions for water-retention curves, Geoderma, 93, 225–253, 1999.

Minasny, B., McBratney, A. B., Tranter, G., and Murphy, B. W.:
Using soil knowledge for the evaluation of mid-infrared diffuse
reflectance spectroscopy for predicting soil physical and mechan-
ical properties, Eur. J. Soil Sci., 59, 960–971, 2008.

Moore, I. D., and Burch, G. J.: Sediment Transport Capacity of
Sheet and Rill Flow – Application of Unit Stream Power The-
ory, Water Resour. Res., 22, 1350–1360, 1986.

Moreira, C. S., Brunet, D., Verneyre, L., Sa, S. M. O., Galdos, M.
V., Cerri, C. C., and Bernoux, M.: Near infrared spectroscopy for
soil bulk density assessment, Eur. J. Soil Sci., 60, 785–791, 2009.

Pennock, D. J., Zebarth, B. J., and Dejong, E.: Landform Classifica-
tion and Soil Distribution in Hummocky Terrain, Saskatchewan,
Canada, Geoderma, 40, 297–315, 1987.

Perry, M. and Hollis, D.: The generation of monthly gridded
datasets for a range of climatic variables over the UK, Int. J. Cli-
matol., 25, 1041–1054, 2005.

www.biogeosciences.net/10/4691/2013/ Biogeosciences, 10, 4691–4704, 2013

http://dx.doi.org/10.5194/bg-5-1-2008
http://dx.doi.org/10.5194/bg-5-1-2008
http://dx.doi.org/10.5194/bg-2-15-2005
http://cran.r-project.org/doc/Rnews/
http://cran.r-project.org/doc/Rnews/
http://CRAN.R-project.org/package=DAAG
http://CRAN.R-project.org/package=DAAG
http://dx.doi.org/10.5194/bg-8-1053-2011


4704 K. P. Taalab et al.: Modelling soil bulk density at the landscape scale

Prasad, A. M., Iverson, L. R., and Liaw, A.: Newer classification
and regression tree techniques: Bagging and random forests for
ecological prediction, Ecosystems, 9, 181–199, 2006.

R Development Core Team: A Language and Environment for Sta-
tistical Computing, R Foundation for Statistical Computing (Vi-
enna, Austria), 2008.

Rawls, W. J.: Estimating Soil Bulk-Density from Particle-Size
Analysis and Organic-Matter Content, Soil Sci., 135, 123–125,
1983.

Rossel, R. A. V. and Behrens, T.: Using data mining to model and
interpret soil diffuse reflectance spectra, Geoderma, 158, 2010.

Rumelhart, D. E., Hinton, G. E., and Williams, R. J.: Learning Rep-
resentations by Back-Propagating Errors, Nature, 323, 533–536,
1986.

Schrumpf, M., Schulze, E. D., Kaiser, K., and Schumacher, J.: How
accurately can soil organic carbon stocks and stock changes be
quantified by soil inventories?, Biogeosciences, 8, 1193–1212,
doi:10.5194/bg-8-1193-2011, 2011.

Smith, P., Andren, O., Karlsson, T., Perala, P., Regina, K., Rounsev-
ell, M., and van Wesemael, B.: Carbon sequestration potential in
European croplands has been overestimated, Glob. Change Biol.,
11, 2153–2163, 2005.

Soil Survey Staff: Soils of England and Wales (6 map sheets), scale
1:250,000. Lawes Agricultural Trust (Soil Survey of England and
Wale), Crown Copyright, Southampton, 1983.

StatSoft, Inc: Electronic Statistics Textbook. Tulsa, OK: StatSoft.
WEB: http://www.statsoft.com/textbook/, 2011.

Steller, R. M., Jelinski, N. A., and Kucharik, C. J.: Developing mod-
els to predict soil bulk density in southern Wisconsin using soil
chemical properties, Electron. J. Integrative Biosci., 6, 53–63,
2008.

Tornquist, C. G., Giasson, E., Mielniczuk, J., Pellegrino Cerri, C. E.,
and Bernoux, M.: Soil Organic Carbon Stocks of Rio Grande do
Sul, Brazil RID B-3090-2008, Soil Sci. Soc. Am. J., 73, 975-982,
2009.

Tranter, G., Minasny, B., Mcbratney, A. B., Murphy, B., Mckenzie,
N. J., Grundy, M., and Brough, D.: Building and testing concep-
tual and empirical models for predicting soil bulk density, Soil
Use Manage., 23, 437–443, 2007.

Ungaro, F., Staffilani, F. and Tarocco, P.: Assessing and Mapping
Topsoil Organic Carbon Stock at Regional Scale: a Scorpan Krig-
ing Approach Conditional on Soil Map Delineations and Land
use, Land Degrad. Dev., 21, 565–581, 2010.

Venables, W. N. and Ripley, B. D.: Modern Applied Statistics with
S., Fourth Edition, Springer, New York, 2002.

Wiesmeier, M., Barthold, F., Blank, B., and Koegel-Knabner, I.:
Digital mapping of soil organic matter stocks using Random For-
est modeling in a semi-arid steppe ecosystem, Plant Soil, 340,
7–24, 2011.

Wutzler, T., Wirth, C., and Schumacher, J.: Generic biomass func-
tions for Common beech (Fagus sylvatica) in Central Europe:
predictions and components of uncertainty, Canad. J. Forest Res.,
38, 1661–1675, 2008.

Yu, J., Wang, Y., Li, Y., Dong, H., Zhou, D., Han, G., Wu, H., Wang,
G., Mao, P., and Gao, Y.: Soil organic carbon storage changes in
coastal wetlands of the modern Yellow River Delta from 2000
to 2009, Biogeosciences, 9, 2325–2331, doi:10.5194/bg-9-2325-
2012, 2012.

Zaehle, S., Bondeau, A., Carter, T. R., Cramer, W., Erhard, M.,
Prentice, I. C., Reginster, I., Rounsevell, M. D. A., Sitch, S.,
Smith, B., Smith, P. C., and Sykes, M.: Projected changes in
terrestrial carbon storage in Europe under climate and land-use
change, 1990–2100, Ecosystems, 10, 380–401, 2007.

Biogeosciences, 10, 4691–4704, 2013 www.biogeosciences.net/10/4691/2013/

http://dx.doi.org/10.5194/bg-8-1193-2011
http://www.statsoft.com/textbook/
http://dx.doi.org/10.5194/bg-9-2325-2012
http://dx.doi.org/10.5194/bg-9-2325-2012

