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Aeropalynology remains an under-researched discipl int:' in South 
Af"rica. Cape Town has a wide variety of flora, a complex local 
climate and a history of allergy related complaints, thus 
jusli~ying an aeropa1yno1ogical survey. A literature review 
indicates that Poacear is the dominant atmospheric pollen at most 
r esF:ar ch locations w01· l dwi dP, while £:.J<=l.9.9.?.P9r.::JY~f.Tl, in gene1·a 1 , is 
thP dominant ai:mospher i c fungal spo,-e. Fung a 1 spar es a, e, 
quantitatively, the dominant pa1·tne1· in the atmosphere. 
Meteorological factors such as wind speed and wind direction, 
pr·ecipitation, tempe1-ature, ,·e]ative humidity, atmosphp1·ic: 
pressure and atmospheric stability have been identified as 
affecting air spora concentrations and an attempt is made to 
explain the rp]ationships involved. A thorough reviE=:-w of particle 
behav i oui· and cui- rent samp 1 i ng methods j nd i cat es that the Bur·kai·d 
vo]umetr· i:· samp]PT was t.H?St ~,uj ted for air·spo1 a san,pl :ing in Cape 
low,·,. f~£?St1l t•; <1f tl1t::1 1 i·..:>l'rl!, ll cn.-11 irtn tl1at f.lLJat.f:?at::> j~~ t.J,i·· 

dominant pol Jen, b11t hasidiospore•s are thP dom1 nant spoI es :in tile 
atmosphere. Spores, numerically, outnumber pollen 4:1 in the 
atmosphere. Atmospheric pollen shows distinct seasonal 
fluctua~ions, while seasonal fluctuations for spores are less 
distinct. In this investigation, the affect of meteorological 
variables <Wind speed and ,..iinrl direction, temperatu1·e, relative 
humidity, preciptation, atmspheric pressure and atmospheric 
stabilty) on airspora concentrations, varies according to 
different airspora. Slepwize regression analysis <performed by 
the BMDP R2 statistcal pa~kage) provided models for predicting 
airspora concentrations. Howeve,-, r arid ~ values are low 
suggesting that an alternative should be found for model 
building. The use of synoptic charts as an alternative to 
computer modelling, is explored. 
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1. INTRODUCTION 

1.1 Pr.Qject rationale 

Aeoropalynology as defined by Hyde (1969: 579> is 

" ••• concerned with the composition of airspora and its 

variations with time and place both at or near ground 

level and' up aloft~. <1> During the course of this 

century aeropalynology has received considerable 

attention from scientists, particularly since the 2nd 

world war. <Hyde, 1969). The reason for this incr~ase 

can be summarised in three steps. Firstly, there was a 

growing realisation in the scienti fie coummu~i ty that 

many diseases were transmitted through the atmosphere 

and it was thus necessary to identify the organisms 

that were resident in the atmosphere. Secondly, as a 

result of the ongoing research into 
I 

airspora and 

disease, many scientists believed that it was necessary 

to study meteorological factors such as wind direction 

and temperature in conjunction with airspora 

concentrations, in order to derive some understanding 

of the weather conditions that are associated with high 

airspora concentrations in the atmosphere. Thirdly, 

having made the connection bet.-,een airspora 

concentrations and meteorological variables scientists 

then -attempted to build predictive models to help 

predict those days where particularly high 

concentrations of pathogenic airspora would probably 

occur. These steps in part explain the growing interest 

in the subject of aeropalynology, the bottom line of 

which is the improvement in the quality of life of 

humans. It should be noted. that the steps outlined 

above indicate a trend rather than a fixed progression 

in research. What fol lows is a brief resume of the 

above steps and an attempt is made to demonstrate the 

nature of the research that has been conducted in each 

of the steps. 

1 Hyde uses the word "airspora" to include bo~h spores and 
pollen. For the purposes of this project "airspora" wi 11 
refer to both spores and pollen in the atmosphere. 
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Firstly, the transmission of disease by airspora 

dispersed in the atmosphere has obvious implications for 

humans, their domesticated animals and plants. This 

serves initially as an incentive for researchers to 

record the type of airspora present in the atmosphere. 

Nilsson & Palmberg-Gotthard (1982), for example, have 

established the pollen calendar for Huddinge <Sweden). 

Pateria & Sahu ( 1982) have analysed the atmospheric 

fungal spore population of Sagar <India>. Secondly, 

microbiolgists and plant pathologists identify the 

fungal spores, study their life cycles and identify 

those atmospheric variables which tend to influence 

their distribution and concentration. Hilderbrand & 

Sutton (1982) studied the effect of temperature and 

reltive humidity on the fungus, ~eronospora destructor, 

which severely diseases onion crops in Bradford Ontario. 

Fitt et al. (1985) studied the manner in which wind and 

rain affected the dispersal of Botrytis fabae conidia. 

This fungus profoundly influences the development of 

field beans. McHardy & Gadoury (1986) were able to 

demonstrate that the concentration and distribution of 

the apple scab, Venturia i1Jaegualis, 

influenced by maximum temperature and the 

that precipitation occurs. With respect 

is heavily 

time of day 

to so-cal led 

"hayfever", Anderson < 1985) drew up a pollen and spore 

callender for Anchorage, Alaska. Anderson found that the 

fungal spore, Basidiomycetes ~nd the pollen grain, 

Bet.ula .. _J~a.Q.Yr.i.fera, were the most dominant spore and 

pollen grain respectively in the atmosphere in the 1982 

and 1983 season. Further, it was considered that the 

threshold value for this birch which, incidentally is a 

well known aeroal lergen, approximates 50 grains m-:s of 

air. Anderson also argued that it is the previous 

season's temperatures and total rainfall which are 

instrumental in creating the conditions for high pollen 

concentrations the fol lowing year. These four examples 

demonstrate the fact that, although the identification 

of the fungal spore and pollen grain is central to the 
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theme of aerobiology, an understanding of meterological 

principles is also required. 

Thirdly, the end resu]t of much of th~? work in 

is the 

that are, for the 

r· egress i ona 1 analysis 

creation of 

most part, 

which tPsts 

predictive models 

based 

the 

on multiple 

relationship 

between airspora concentrations and selected atmospheric 

variables. These models are helpful, for example, 

predicting days when allergy sufferers can expPct high 

rnncentrations of ambient po J 1 en in the "t mo sphere. 

Sp j f.=!k sma ( J 980) 

been achieved 

ha~, shown that cons i dP, able succPss ha!:; 

with hayfever foi-er:ast i ng in the 

Netherlands. Forecasts were correct 72%, 85%, and 88% of 

the time on 150 occasions analysed in 1977, 1978 and 

1979 respectively. Savary (1986) studied the spore, 

Puce i_ni_a __ arach i __ d_is. This fungus is responsible for rust 

on groundnuts on Ivory coast. Using multiple 

regression analysis 

the 

he was able to show that wind 

velocity and relative humidity were the most important 

variables to consider when predicting high 

concentrations of this fungus. Thus the equation 

indjcates that relatively dry and calm weather (high 

with spore concentrations were negatively correlated 

relative humidity and wind velocity) will produce high 

concentrations of this fungus in the atmosphere. 

The importance of the above studies is found in the fact 

that they undeniably provide humans wjth the knowledge 

to :improve 

planet. A 

the quality 

knowledgP of 

of their existencP on this· 

and distribution of 

atmospheric air spores helps scientists to control plant 

diseases that are fungus related. This ultimately must 

provide for bPtter crop production. From the point of 

view of "hay·fever", a knowledge of the airspora that are 

responsjb]p for allergies in humans and a knowledge of 

the type o·f WP.atl;pr conditions that are responsible for 

A~-opalvnolog: is a ~ubset 
1--e-fers to tht: study c,·f a} i 
and in the cont.ext of u-,j~. 
inter-changeat]y. 

of ".sE-:-obiolog·,:". "{4erot1jr.::;}og>'" 
r.,i c,·00,-s1ani SfTtS } :-, thF' c<tr.,osr:,he,r E.0 

pi-oject the 
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ajrspora, must be of the atmospheric distribution of 

he]p to medical personnel who 

suffering from allergies. 

1-·eJevarn::e of ae,-obiolngy 

However, 

deal with patients 

hav1ng stated the 

to the human condition in 

general , it is now necessary 

African situation and Cape Town 

to look at the South 

in pa,-ticular. 

Aeropalyntilogy is a discipline which 1s not much in 

evidence in the Republic. The earliest known study was 

that of Davidson (1941). Since that date Ordman has been 

,- espons1 b J e 

aerob:iology. 

Ette1-, 1956> 

( Or-drnan, 

Most of 

of the work completed 

1947,1955,1961,1963; Ordman 

Ordman's work was related 

in 

& 

to 

allergies. and a number of important facts emerge. 

Firstly South Afrjca is no exception with regard to 

seasonal respiratory allergy when compared to the rest 

of the world. (Ordman, 1955) Secondly, Ordm~n (1956) 

suggested that the fungi play an important role in 

allergies. Thirdly, Ordman (1955> believed that 

respiratory allergies were a dominant feature of South 

African Eastern coastal areas and that the climate of 

the east coast aggravated 

01-dman ( 1955) reported that 

the situation. Fourthly, 

in Cape Town 

allergies are a common feature. However, despite 

of aer·opa 1 yno logy rt?ma ins an under 

rest:.>arched arpa in this country and very little effort 

has been made to identjfy those meteorological variables 

responsible for high airspora concentrations. For this 

reason and particularly in the case of Cape Town which 

according to Ordman(l955) has a history of respiratory 

allergy amoungst its population, it was felt that a 

study should be undertake~ in order to establish the 

nature of the airspora spectrum in Cape Town. Besides 

this, Cape Town has a wide variety of flora (both garden 

exotics and the plant kingdom, "fynbos'') and experiences 

seasonal extremes in weather patterns, for example a dry 

summer and wet winter, summer SE winds and winter NW 

winds. These factors alone would justify a study of 

aeropalynology in Cape Town. 



Bearing in mind the foregoing discussion, 

this dissertaion are fourfold. 

the aims of 

a> To produce a 

met 1- opo l :i tan 

pollen and 

Cape Town 

sampling stations. 

spore ialendar for greater 

based on data from two 

b) To quantify the annual variation in airspora based on 

thP data from thP two sampling stations. 

c) To establish 

responsiblE• for 

atmosphere. 

which meteorological factors are 

high airspora concentrations :in the 

d) To produce a 

pr-ediction of 

atmosphere 

predictive model which will aid 

concentrations in 

in the 

the 

In order to achieve these aims the fellowing cbjectiv~5 

were established. 

1 .3 Project ..... ob_jectlv_es 

a) A review of available literatu1-e covering the ear·]y 

history of aerobiology and the period after the 2nd 

World War until the present. In this section an 

attempt will be made to establish : 

i > The global nature of the airspora spectrum in a 

quantitative sense. 

ii) The relationship 

meteorologjcal variables 

pollen and spores respond 

stimuli. 

In i > and ii > above, an 

between airspora and 

and the manner 

to di·ffe1-ent 

in which 

atmosphei- ic 

attempt will be made to 

isul~te the differences between pollen and spores. 

b) A thorough review of the techniques and methods used 

in aeropalynology, emphasi2ing the advantages and 
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disadvantges of the various techniques and methods 

adopted by investigators globally and justifying the 

choice of the collector used in this project - the 

Burkard sampler. 

c> An explanation of the research methodology used in 

this dissertation covering such ~spects as the choice 

ot sampling sites~ laboratory techniques and the use 

ot the statistical test, forward and backward~ 

multiple regression analysis. 

d) A presentation ot the results of the research in this 

study emphasizing: 

i) The quantitative aspects of 

Town's airspora spectrum, based 

sampling sites. 

metropolitan 

on data from 

Cape 

two 

ii) The annual variation amoungst different types of 

pollen and spores 

iii) The relationship between atmospheric airspora 

concentrations and meteorological variables. 

iv> The creation of predictive models based on the 

relationships developed from iii> above. 

e> A discussion on the results of this research based on 

i, ii, iii and iv above, comparing the results to 

similar research don• in South Africa and elsewhere 

in the world. 
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2.1 Developments in aeropalynoloqy until 1945 

In the nineteenth century, while the causes of 

infectious diseases of man and animals were being 

unravelled in laboratories, a band of researchers 

attempted to clarify whether diseases such as cholera, 

typhoid and malaria could be connected to fluctuations 

of microbes in the atmosphere. Besides being the early 

hygienists this group also, unwittingly, could lay claim 

to being the first aeropalynologists. Salisbury (1866>, 

by exposing sheets of glass above marshy places in the 

Mississippi Valley at night, was able to show the 

existence of spores growing on the surface of prairie 

soi 1. These spores were liberated at· night up . to a 

vertical d ictance of 30 metres and collected on the 

glass sheets, which Salisbury then investigated with the 

aid of a microscope. Cunningham (1873> was able to 

demonstrate that moist weather diminshed inorganic dusts 

but it increased the total number of fungal· spores. 

According to Gregory (1973) the most intensive sustained 

analysis of bacteria and moulds in the atmosphere was 

made in Paris in the last quarter of the nineteenth 

century under the auspices of Pierre Miquel. He designed 

a water driven pump which sucked air at a rate of 20 

1 i tres per hour over a glycerine-covered glass slide. 

Miquel, using this volumetric method, was able to show 

that airspora varied greatly in the same place at 

different times and that this variation bore a 

relationship to season, weather, district and altitude. 

Specifically, Miquel demonstrated that mould spores 

averaged about 30 000 m-3 of air in summer, increasing 

to 200 000 m-3 of air in rainy weather. (Compared to the 

findings in this dissertation these values are 

extraordinarily high.) In prolonged dry weather the 

numbers were reduced, while in winter they were only 

1000 m-3
• He also observed that, in the event of 

rainfall, the spore content dropped dramatically <termed 

"wash-out" by modern aeropalynologists> but recovered 

rapidly afterwards. 



1 ~ .. ..:... 

Miquel can also be credited with being the first to 

establish a regular diurnal periodicity in mould spores. 

He observed two maximum peaks at approximatley 07h00 and 

19h00 and two minimum peaks at 02h00 and 14h00. He also 

noted that the maximum peaks were correlated with 

increased passage of horse-drawn traffic and street 

sweeping! Miquel apparently realised the rich potential 

of his early observations in aeropalynology and remarked 

that " the micrographer who has the leisure could 

make some nice studies of the subject." <Gregory 

1973:11). Perhaps most importantly, Miquel was able to 

prove conclusively that airspora were not responsible 

for the dreaded diseases which concerned the hygienists, 

viz. cholera. 

However, there remained certain diseases which could not 

be explained by pathogenic or parasitic invaders. These 

could be loosely grouped as nutritional diseases, cancer 

and allergies. The third group proved to be an 

intriguing avenue of research, since patient reaction to 

various allergens is inconsistent and individualised. 

Further, "normal" individuals can tolerate substances 

which allergies cannot. It had long been hypothesized 

that hay fever was attributable to pollen, although it 

remained for Blackley (1873) to demonstrate this 

conclusively. 

Blackley proved the allergenic properties of pollen by 

inhaling pollen himself. He also suspected that there 

may be a vertical gradient in atmospheric pollen 

content. He was able to' examine this hypothesis by 

placing a sticky slide at breathing level. He then 

placed slides at various heights up to 430 ~etres using 

kites. He concluded that in windy conditions slides at 

higher altitudes caught up to 20 times more pollen than 

at breathing level <Gregory 1973:13>, thus showing not 

only that a vertical gradient existed for pollen but 

also that this gradient bore a relationship to wind 

velocity. 



At the turn of the century aeropalynological studies 

moved back to the continent, specifically to the 

Teutonic countries, Austria and Germany. Schmidt <1918), 

an Austrian meteorologist, was interested in quantifying 

the relationship between the rate of diffusion of a 

spore cloud and distance travelled by that cloud. From 

this research he was able to establish that pollen 

grains, if affected only by horizontal currents, would 

all fall to the ground at a distance easily computable 

from Stakes Law. However, if subjected to atmospheric 

turbulence, the pollen would be transported ta much 

greater distances, albeit in rapidly diminishing 

numbers. Schmidt also examined the vertical profile of 

spore concentrations. He argued that" ••• the number of 

particles falling, under the influence of gravity, 

across any horizontal boundary is compensated for by the 

number of particles moved upwards by diffusion, and so 

the concentration of particles in the air should 

decrease exponentially with increasing height II 

<Gregory 1973:179). He quantified this hypothesis with 

the following equation: 

v.z 
X = Xa exp 

A 

x = Xa exp 

Xa = concentration at height z = 0 

v. = terminal velocity of fall 

A = Schmidt's intermixing variable 

It is worth noting that this thesis was based on the 

assump.tion that the atmosphere was stable and thus does 

not necessarily contradict Blackley's (1873> findings. 

With the advent of aircraft, researchers were able to 

investigate upper air conditions. However, earlier 

researchers such as Harz (1904) had used balloons to 

sample the upper air, demonstrating conclusively that 

airspora existed up to heights of 4000 metres. Stakman 

et al. (1923) were the first to use an arcraft to sample 
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Table 1 The most common airborne pollen families 

Aceraceae 

Acanthaceae 

*Amaranthaceae 

*Asteraceae 

Betulaceae 

Bignoniaceae 

*Chenopadiaceae 

*Cupressaceae 

*Cyperaceae 

*Ericaceae 

Euphorbiac;:eae 

Fabaceae 

Juglandaceae 

Moraceae 

Myricaceae 

Myrtaceae 

Oleaceae 

*Pinaceae 

*Plantaginaceae 

Platanaceae 

Poaceae 

Polygonaceae 

Rosaceae 

Ranunculaceae 

Rubiaceae 

Rutaceae 

Salicaceae 

Tilaceae 

Thymelaeaceae 

Typhacea.e 

Ulmaceae 

Urticaceae 

Tab_!.§. ·2 The most common genera of airborne fungi. 

Alternaria 

~saerg illus 

Chaetomium 

Cladosporium 

~_g_rdana 

Curvularia 

Drechslera 

Ep i cocc.um 

Fusarium 

tte 1 min th_o..§P..Qr !.~m 
L~3osphaer i a 

.Mucor. 

Penicillium 

Periconi~ 

Pithomyces chartarum 

Nigrospora 

Stemp!Jy__! ium 

Streptom.Y£_es 

Trichoderma 



15 

the upper air. Using vasel ine-coated slides over the 

Mississippi Valley, they were able to demonstrate the 

existence of rust spores up to a-height of 5400 metres. 

Peturson (1931) and Hubert (1932) both demonstrated that 

with increasing altitude atmospheric spore content 

decreased exponentially. These findings would appear to 

support an ideal altitudinal profile. However, they were 

contradicted by later researchers who identified 

particular meteorological conditions that contributed to 

contradicting the ideal altitudinal profile. Rempe 

(1937>,.making a series of aeroplane flights over German 

forests by day and night, was able to demonstrate that 

temperature inversions occurring at night caused the 

maximum number of grains to occur above the 200 metre 

temperature inversion level. He also showed that with 

moderately windy conditions and with cumulus clouds up 

to 2000 metres the maximum number of grains might occur 

as high as 200-500 metres. By implication, one can 

assume that the strong convection currents associated 

with cumulus cloud caused the spores to diffuse to far 

greater heights than normal. Conversely, in stable 

conditions with a stratified cloud layer and high wind 

velocities a marked decrease of pollen with height was 

found. In general, Rempe demonstrated that at night the 

numbers trapped usually decreased with increasing height 

much more than by day and that fewer numbers were 

trapped at al 1 heights at night than by day. This is 

clearly illustrated in Figure 1. Craigie's (1945) 

research added a futher dimension to Rempe' s earlier 

findings. Figure 2 serves to illustrate the point. 

Craigie sampled rust spores uredospores over the 

Canadian prairi.es. curves A and D tend to approximate 

the ideal altitudinal profile. Curve B was interpreted 

by Craigie as indicating a transfer of 

area that was not producing uredospores. 

spores into an 

this area thus 

acts as a sink, removing spores to the lower atmosphere 

while the greater concentration remains at 14000 feet. 

Profile C could be interpreted as indicating 

convectional activity to a height of 5000 feet (cumulus 
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cloud formation> after which the uredospore 

concentration would fall off. 

2.1.1 ShortcomiQgs of early research 

Early researchers, 

did not have 

at least those prior to 1945, 

access to the battery of 

sophisticated inferential statistical tests that 

we have today or for that matter, use of advanced 

computers. Thus they were not able to do more 

than observe what appeared to be strong 

asssociations between different sets of data. 

Specifically, because computer-aided analyses 

were not available at the time these observed 

associations between sets of data could only be 

hinted at. The strength of the relationship could 

never be effectively quantified. Therefore., 

questions such as " to what extent does wind 

velocity affect spore concentration in a vertical 

air profile?" and" how important is temperature 

as a variable in affecting the diurnal 

periodicity of airspora? ", would be left to 

researchers who would benefit from the tremendous 

advances made in technology as a result of the 

Second World War. 

2.2 Post 1945_d~velopments in aeropa!_ynology 

Since the research under review in this paper deals with 

airspora and the relationship of airspora to selected 

meteorological parameters, the fol lowing section deals 

with a survey of literature, concentrating firstly on 

the quantitative aspects of the airspora spectrum .and 

secondly on the relationship between appropriate 

meteorological factors and airspora concentrations. 

Moreover, since the period prior to 1945 has been dealt 

with in a general sense, this section will concentrate 

on the period 1945 to the present. It is worth noting 

that only the literature immediately pertinent to each 

section is reviewed. Literature covering aspects such as 
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the advantages and djsadvantages of Viirious samp]ers 

will be dealt with in the next chapter. 

2. 2. l 

2.?.2 

Quant_i __ ta_t.i. ve ... a.spec ts ... of ..... a .. tmosph_er_j_c ___ polJ..en 

and ___ SJ1o_r_es. 

Researche1s generally accept that spoi-es are the 

amoung the airspora (Street & dominant partner 

Hamburger, 1976; Chaubal & Kotmire, 1982; Sapute 

et aJ. 1983; Ande,·sc,n, 1985; Kumar , 1985; Roy es, 

1 987 >. l h!:.' l)a J ,:nic·.P bc>tween lhPst· l.wc., factor~. :in 

the atmosphere must indeed vary from place to 

place, but the ·fo 11 owing two examples give an 

irlea o~ their proportions in the atmosphere. (The 

foJJow:ing figures ,-epr·esent the total number of 

spores and poll en j n a year. Satpute et al . , 

( 1983 > report from Shillong, India, that 22Y. of 

all airspora are pollen while spora represent 72X 

of' the total spectr·um. The remaining 

canst i tute other· biological matter. Rayes {1987) 

report that in Kingston, Jamaica, spores are 

extremely domjnant - making up 97,73X of 

specb-um whi J st pollen comprises only 0.40Y. 

the 

of 

the total material observed. Without labouriny 

the point, do domi natE· but the ratio 

between spor·e~.; and pollen probably fluctuatE?s 

considerably at any time depending on the tjme of 

year, season and daily meteorological conditions. 

Pol)_en __ : .... The_ ___ do_mi_nants 

Pollen from an aerobio]ogical point of view can 

be divided into two major categories. The first 

category arP the anemophi]ous <wind pollinated) 

taxa. They. constitute the chief sour·ce of 

inhalant pollen allergens and include-? grasses, 

Chenopodiaceae, Amaranthaceae and some trees such 

as oak, birch and eJm (Singh, 1987). lhP second 

category ai·e the entomophj]ous (pollination 

through VPctor mediation) taxa. Because they arP 
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not wind pollinated they do not occur in the same 

concentrations in the atmosphere compared to the 

anemophilous taxa. However, Singh (1987) warns 

that he has found that some entomophi lous taxa 

are found in abundant concentrations in the 

atmosphere and it would thus be scientifically 

hazardous to ignore them simply because they are 

not wind pollinated. 

It is difficult to find trends in the global 

pollen spectrum because, as mentioned earlier, 

plants are not nearly as adaptable as fungi and 

thus in most instances taxa are specifically 

located on the earth's surface. However there are 
I 

some taxa at the family level that are reasonably 

ubiquitous in their distribution. These are 

primarily the grasses <Poaceae> and weeds 

<Chenopodiaceae, 

Plantaginaceae). 

Amaranthat:eae and 

Moreover these tax a are 

prodigious 

pollinated. 

producers of 

It is thus 

scientists the world over 

pollen and are wind 

not surprising that 

have found that these 

taxa are often the common <and in many cases the 

most dominant> contributers to the pollen 

spectrum <Street & Hamburger, 1976; Anderson 

etal., 1978; Chen & Huang, 1980; Singh & Babu, 

1981; Chaubal & Kotmire, 1982; Frenguelli et al, 

1983; Halwagy & Halwagy, 1984; Anderson, 1985; 

Kumar, 1985; Dhorranintra et al., 1987; Hurtado & 

Riegler-Goihman, 1987; Longo & Cristofolini, 

1987). However depending on the vegetation in tha 

region where collection is taking place, tree or 

shrub pollen may be the most dominant member of 

the pollen spectrum eg Pinus in Sweden <Nilsson & 
Palmberg-Gotthard, 1982>, Casuarinaceae in Egypt 

<El-Ghazaly & Fawzy, 1987) and Cupressaceae in 

I~aly <Longo & Christofolini, 1987). It is also 

of interest to note some of the percentage 

contributions of various fami 1 ies to the pollen 

spectrum. Frenguelli et al. (1983), researching 
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Figure 1 Day and night Pollen Profile <Rempe, 1937>. 
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Vertical distribution of Puccinia gramini~ 

uredospores. Numbers of ur~dospores (plotted as log t.o 

n+l) trapped per square centimetre of sticky slide trap 

per 10 minutes of flight. at various altitudes over 

Southern Manitoba during rust epidemics <Craigie, 1945). 
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in Italy, note that Poaceae contributes 17.477., 

Fagaceae 19.307., Oleaceae 17.487., Cheno

Amaranthaceae 2. 197. and Pinaceae 2. 167. to the 

total pollen spectrum. Chen & Huang (1980> note 

that , corporately, trees contribute 567., weeds 

9.17. and grasses 22.77. to th~ pollen spectrum in 

the Taipei Basin, Taiwan. In their study, the 

remaining 12. 27. was made up of ferns and 

unidentidied objects. Al-Doory et al. <1980) were 

able to show that in Washington, D. C., Poaceae 

formed only 5,4% of the pollen spectrum while oak 

trees constituted 35.17.. The balance was made up 

of a collection of decidious trees. These three 

case studies show that the balance between grass, 

weed, shrub· and tree pollen does vary 

considerably over space. Moreover, · the balance 

between the different pollen types varies over 

time as well. Kumar (1985) demonstrates' that 

pollen proportions vary from one year to the next 

in the same place. For example in the 1980 season 

Poaceae contributed 33. 28 7. to the pal len 

spectrum in Barei l ly, India. However, ,this figure 

changed to 187. the following year - a decline of 

nearly 50%. Table 1 indicates a list of some of 

the more common airborne pollen families. The 

families marked with an asterisk are the more 

prodigious producers of airborne pollen <Anderson 

et al. 1978). 

2. 2. 3 Spores _; _ _J_he dominants. 

Before looking at the dominants in this section 

something must be said about the classification 

of fungi. Recently there has been a tendency to 

separate the fungi into a kingdom of their own 

<Myceteae) (Mims, 1984). This has led to 

considerable disagreement amoung mycologists as 

to the most effective method of classification. 

It seems that many mycologists simply embrace 
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whatever scheme is most suitable to them. 

<Alexopoulos & Mims, 1979). Bearin9 this in mind 

the major division that interests aerobiolo9ists 

is the Amastigomycota div:ision which is by far 

the largest division. Within this division there 

are four 

Ascomycotina, 

<Mims, 1984>. 

subdivisions, Zygomycotina, 

Basidiomycotina and Deutermycotina 

The subdivision Zygomycotina contain the bread 

moulds and by and large are of little interest to 

the aerobiologist. The class Ascomycetes, is the 

dominant class in the Ascomycotina • Within this 

c 1 ass are the yeas ts, mi 1 dews, and cup fungi • 

Most of the ·ascomycetes produce conidia( an 

asexual state>, with the exception of the yeasts. 

In·· the atmosphere, these organisms are more 

likely to be encounted in the conidial form 

rather than in the sexual or ascus-producing 

state. This means that a researcher must identify 

the fungus from its asexual state, which is 

hazardous because the conidia of many Ascomycetes 

resemble those of the Deuteromycetes <Mims,. 

1984). The class Basidiomycetes in the 

subdivision Basidiomycotina. includes the fungi 

such as mushrooms, puffballs, jelly fungi and the 

plant-pathogenic rusts and smuts. These 

Basidiomycetes produce sexually and asexually. 

Basidiomycetes produce specialised structures, 

basidia, from which the basidiospores are derived 

sexually. These are often prominent in the 

atmosphere. Conidia are also produced asexually 

but are not a dominant feature, as with the 

Zygomycetes. Lastly the "fungi imperfecti", the 

Deuteromycetes, from the subdivision 

Deuteromycotina, are a class which are known to 

reproduce by asexual means only, ie. through the 

use of conidia. They are of considerable 

importance to those concerned with mould 

allergies. It is worth emphasizing again that the 



conidial stages of the Deuteromycetes are similar 

to those of the Ascomycetes and thus confusion 

about the classification of organisms in this 

class easily occurs. 

In looking for global trends it is apparrent that 

Deuteromycetes provide the dominant conidia in 

the atmosphere. Lacey ( 1981 > demonstrated after 

surveying about 200 studies world wide, that the 

genera Cladosporium, Alternaria, Penicillium and 

Aspergillus, listed in decreasing order of 

significance, are most consistently associated 

with the highest mean percentages of total spore 

catches. Exceptions occur in areas conducive to 

the growth of basidiomycetous fungi ie. New 

Orleans <Salvaggio, 1970) and Auckland <Hasnain 

et al., 1984). In these cases, basidiospores are 

the most dominant form in the atmosphere. Al

Doory ( 1984) made a similar survey and came to 

the same conclusion. However, he included 

fusarium as the fifth most important contributor 

to the spore spectrum. Notwithstanding the above 

trends, it is important to note that findings ~f 

these two scientists <Lacey, 1981; Al-Doory, 

1984) are based on the averages worked out from 

their surveys. The order of significance does not 

hold firm over space. For example Sandhu et al. 

< 1964) listed Alternaria (307.) as the most 

dominant form in Delhi, India, while Cladosporium 

(27'Y..> and fusarium < 137.) fol lowed in order of. 

significance. Hotchkiss, et al. (1963) 

demonstrated that ~ladosporium (287.) followed by 

Alternaria (247.) were the most dominant forms in 

Indianapolis, Indiana. Table 2 lists the most 

common genera of the fungi. 

2.2.4 Differences between atmospheric pollen and spores 

Having dicussed the quantitative aspects of 

atmospheric pollen and spores it is now necessary 
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to clarify the major differences between spores 

and pollen. 

a) Pollen on the whole is seasonal, being released 

in late spring and summer. Not all fungal spores 

are seasonal, occuring thro~ghout the year, eg. 

Asperqillus and te~icillium <Sneller, 1984). 

b) Many spores are universal, occuring world wide 

eg. Cladosporium, Alternaria, Fusari~m and 
) 

Helmint.hosporium. These spores are thus highly 

adaptative and can survive an exraordinary 

diversity of climates. There are few if any 

plants which are as ubiquitous as this. 

c> The life cycle of plants and moulds bear little 

comparison. The production of pollen can begin up 

to 14 months before it is released <Fairley &c 

Batchelder, 1986) while some spores can divide 

and be released within 24 hours. 

d) Spores, generally, are smaller than pollen having 

lower terminal velocities and thus probably 

remain bouyant for longer in the atmosphere. 

Further, in terms of shape they are less 

symmetrical 

account for 

atmosphere. 

2.2.5 Periodicity 

than pollen which would, 

their longer levitation 

further 

in the 

Periodicity refers to the regular peaks and 

troughs in pollen concentrations over a selected 

time period. In a 24 hr period this periodicity 

is referred to as diurnal or circadian 

periodicity. Diurnal periodicity is a well known 

phenomenon of pollen and spores CReddi et al., 

1980; Gottwald & Bertrand, 1982; Mallaiah &c Rao, 

1982; Shenoi & Ramalingam, 1983; Spieksma, 1983a; 

Steel, 1983; Chen, 1984; Hasnain et al., 1984; 

Martin &c Clough, 1984; Spieksma et al., 1985; 

Burge, 1986; Okhuoya, 1986; Savary, 1986; Al

Eisawi & Dajani, 1987; O'Rourke & Buchmann, 1987; 
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Reyes, 1987). What is not nearly as clear is the 

reason for this diurnal variation. Some 

investigators place a heavy emphasis on the 

genetic aspect of the plant which provides for a 

basic and regular pattern which is 1 i ttle 

influenced by meteorological factors (Davidson, 

1941; Li~m & Groot, 1973>. Other scientists 

suppose that the fluctuations are actually caused 

by meteorological factors. (Singh & Babu, · 1980; 

Spieksma, 1980; Leuschner & Boehm, 1981; Steel, 

1983) Although this mystery has not been laid to 

rest, the truth may be found in the combination 

of genetic programming and meteorological 

factors. The relationship is at the very least 

complex and requires further research to 

elucidate the response of plants to climatic 

factors. 

Most plants release pollen at a certain time of 

the year and thus have a seasonal periodicity as 

well (Pennycook, 1980; Bai & Reddi, 1981; 

Mallaiah & Rao, 1982; Verma & Kamal, 1982; Shenoi 

& Ramalingam, 1983; Anderson, 1985; Okhuoya, 

1986; Rayes, 1987). However moulds and fungi are 

capable of producing more. than one peak per 

annum. Pollen producing plants tend to be 

seasonal with a well defined peak in the heart of 

the pollen season. Spores on the other hand can 

show as many as 3 peaks during the course of 12 

months. <Pennycook, 1980; Bai & Reddi, 1981; 

Okhuoya, 1986; Rayes, 1987>. Scientists as yet 

have not provided an adequate explanation for 

this difference between pollen and spore 

producers but Sneller(1984> has hinted that it is 

likely to be the greater adaptability of fungi to 

varying climatic conditions on a global scale. 

This means that spore producers can produce and 

release spores over a greater range of 

temperature, relative humidity and precipitation 

regimes. Should this be the case, then it is 
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possible that on more than one occasion during 

the year the various meteorological requirements 

of the fungi are met and they are able to produce 

and release spores. It is also possible that 

because of the advanced evolutionary adaptions 

that plants have had to make in order to compete 

and survive that they respond to only very 

specific stimuli while fungi/moulds being less 

advanced in an evolutionary sense are able to 

respond to a broader 

temperature etc. 

range of stimuli eg. 

2.2.6 Airspora and their relationship to meteorological 

factors 

The literature on aeropalynolgy is now vast, 

particularly in the area of the relationship of 

airspora concentrations to selected 

meteorological factors. Thus, although the review 

is considered comprehensive, only those papers 

that attempt to throw some light onto the 

immediate relationship between airspora and 

meteorological varaibles, will be reviewed. 

Further to this it should be noted from the 

outset that the relationship betiween weather and 

airspora is highly complex (Charpin et al., 1973; 

Davies 8< Smith, 1974; Makinen, 1977; Mullins et 

al., 1977; Stix, 1977; 

Babu, 1980; McDonald, 

1983b>. Initially each 

Anderson, 1980; Singh 

1980; Spieksma, 1980 

meteorological factor is 

studied separately in order to gain some insight 

into the operation of that factor as it relates 

to airspora. At the end of the section, however, 

an attempt is made to draw the various factors 

together to create a broad picture showing the 

. relationship betweeen airspora and weather as a 

whole. 



Before dealing with wind direction and wind 

bear in mind that 

to 

different 

the same 

velocity, one must 

plants may respond 

weather conditions. 

differently 

(l<apyla, 1984>. Thus we must 

also assume that spores, compared to pollen, will 

also respond differently to. weather. Within the 

group, the spores will also show variations 

amongst themselves in response to weather 

conditions. One may then query .the wisdom of 

looking at the relationship of airspora to 

weather factors on such a broad scale! Will any 

meaningful information become apparent? Where 

researchers have attempted to 'paint with a broad 

brush', <Reddi et al., 1980; Steel, 1983 and 

Mandrioli, 1987>, in most cases it is done so on 

the basis of past research into a variety of 

organisms. There are contadictions to the 

generalisations and hypotheseis they propose as 

wi 11 become apparent later on in this section, 

but it should be born in mind that progress in 

science requires broad propositions which need to 

be tested in detai 1 in order to reach a model 

which is acceptable. Particularly in this sphere 

of scientific endeavour, it is apparent that we 

have some way to go before any such genera 11 y 

acceptable model is forthcoming. With the 

of wind direction and atmospheric exception 

stability, spores and pollen will be dealt with 

seperately under each sub-heading. The reason for 

this wi 11 be made apparent at the beginning of 

each sub-section. 

2.2.6.1 Wind direction 

Pollen ans spores 

section because 

are studied together 

wind is involved 

in 

in 

this 

the 

distribution of airspora and therefore its effect 

is mechanical on plants and fungal growths. It 

thus seemed appropriate to look at spores and 



pollen together in this case. 

Hamburger (1976>, Mercuri et al. 

Street 

(1982) 

27 

and 

and 

Keynan et al. < 1986) researching in San Diego, 

Siena and Tel Aviv respectively were not able to 

find any correlation between wind direction and 

pollen concentrations. On the other hand, Hyde 

(1950) and McDonald (1980) were able to show very 

strong correlations 

pollen. Researchers 

between wind direction 

generally are loathe 

and 

to 

explain these seemingly contradictory results and 

moreover most of the literature reviewed does not 

consider wind direction a factor worth.studying. 

Nonetheless both the Hyde and McDonald papers 

argue strongly for the consideration of wind 

direction as an important factor. According to 

Hyde (1950:405>, " ••• steady offshore winds 

produced a high catch; the highest catches of the 

year were made on days when such winds were 

recorded". The fol lowing explanation may provide 

a pointer in understanding the relevance of this 

factor, al though neither Hyde or McDonald 

attempts such an explanation. McDonald showed 

that at Galway, Ireland, there were significantly 
I 

higher airspora concentrations in 1977 than in 

1978. He attributed this to a change in the 

summer seasonal wind direction. In the 1977 

season, wind direction was predominantly from the 

W through N and E which was mainly from overland. 

In the 1978 season the wind varied from W to S 

which was from over the sea. Simply put, offshore 

winds were associated with high pollen 

concentrations while onshore winds were 

associated with low concentrations. Hydes 

findings seem to corroborate this assessment. 

Onshore winds, originating from the ocean 

surfaces obviously do not have the opportunity to 

'pick up' pollen, thus they are relatively pollen 

free when they reach coastal areas. On the other 

hand the offshore winds originate from the 

hinterland and thus are able to pick up pollen 
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and hold it in suspension. On arriving at the 

coast these winds, one may hypothesize, are 

relatively rich in pollen content. Coastal areas 

should thus experience higher atmospheric pollen 

concentrations during offshore winds if the above 

line of reasoning is correct. Spieksma and 

Tonkelaar (1986) sampling at Leiden in the 

Netherlands were able to reach similar 

conclusions. They noted that air advected a long 

distance from a source area overland, provided 

that area was dry, was rich in pollen compared to 

winds which blew onshore from N through·a W to S

W direction (basically from the North sea>. In 

summary, wind direction is a significant variable 

if, as Hyde points out, the wind blows over or 

originates from a pollen source area. As far as 

spores are concerned this conclusion seems to be 

confirmed by Beauman t et a 1 • < 1985 > who made an 

aerobiological survey of the NE Netherlands. They 

found that a typical "local" correlation was 

found between the occurrence of Cladosporium and 

easterly-winds. Apparently the area to the east 

of the sampler was largely grassland which serves 

as a host for this spore. When the W wind blew 

onshore from the N sea, very few spores were 

apparent. Bagni et al. (1977) also found that in 

Leiden <Netherlands) Cladosporium counts were 

higher when the wind was from the E {offshore>. 

These findings confirm those of Spieksma ~ 

Tonkelaar (1986) who studied pollen in the Leiden 

district. 

2.2.6.2 Wind veloci~ 

a) Pol.len 

There is little concensus amoungst researchers as 

to the exact effect of wind velocity on pollen, 

although much research has been done in this 

area. Hyde (1949:403>, in the earliest known 



study of this nature in Britain states, 11 
••• we 

have failed to confirm from our tables that wind 

velocity has any marked effect on the pollen 

catch ••• ". Street & Hamburger (1976) and Mercuri 

et al. (1982> seem to support this assertion. 

However, Anderson et al. (1978), Al-Decry et al. 

< 1980>, McDonald ( 1980), Redd i et al. ( 1980), 

Satpute et al. (1983>, Steel <1983), Kumar (1985), 

Reddi & Reddi ( 1,985), Fischbach <1986), Keynan et 

al. ,( 1986), and Mandriol i < 1987) have al 1 found a 

definite rel at ionsh ip between wind velocity and 

pollen concentration. Looking carefully at the 

evidence, however, there may be no contradiction 

at all in these results. 

"Pollen is 

conditions. 

not 

The 

shed under 

emission of 

calm 

pollen 

or stable 

into the 

atmosphere is thus a mechanical process, governed 

by wind speed and turbulence.". (Ste~l, 1983:131) 

In trying to explain the affect of wind on pollen 

concentrations in the atmosphere Steel points us 

to the fact that the EM~,SSION of pollen is a 

mechanical process. Others argue that there are 

other factors involved in the process but this 

will be dealt with later. In order to understand 

the significance of Steels point, the word 

'emission' in the context that it is used must be 

clearly understood. Anthesis occurs when the 

anthers of the plant begin to protrude from the 

plant, laden with pollen. Indeed this process 

itself is governed by several physiological, 

ecological and biometeorlogical factors <Liem &t 

Groot, 1973). When the tip of each an,ther lobe 

g radua 11 y di verges and the anther sp 1 its open 

exposing minute yellow pollen grains <Hubbard, 

1968) , a process known as dehiscence, the stage 

is now set for the dispersal of the pollen into 

the atmosphere. Reddi et al. <1980>, Steel 

<1983>, and Reddi & Reddi (1985) are in agreement 

that this final process of pollen libe~ation is 
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the result of wind and turbulence, basically a 

mechanical process. Reddi et al. (1980 : 176), 

however, points out that' dehiscence is not the 

same as pollen release: 

"When the anthers deh isce one would naturally 

expect that the pollen being dry and non-adherent 

are poured out. But this does not happen ••• the 

syngenesious nature and lateral position of the 

line of dehiscence facilitates the abutting 

pollen sacs to hold loosely the pollen until 

1 iberated... Even a slight breeze would suffice 

to dislodge part of the pollen load of the 

dehisced pollen sacs." 

Thus, the dehisced pollen will remain on the 

anther until wind, turbulence or convectional 

currents cause the pollen to be dislodged. 

What now of the authors who find that wind speed 

does not. affect pollen concentrations? There are 

two possible explanations. In the first instance, 

the concept of terminal velocity of a particle 

should be understood. Stokes' formula, used to 

compute this velocity and the significance of 

this concept itself are explained in the section 

dealing with methodology <Chapter 3). Very 

briefly, every pollen has a different shape and 

volume. This affects the way in which it responds 

to gravity, by either falling rapidly to the 

earth's surface (a high terminal velocity> or 

falling slowly toward the earth's surface (a low 

terminal velocity> For instance Xanthium 

strumarium, s~udied by Reddi et al. (1980>• has a 

terminal velocity of 1.06 cm s- 1 • Although a wind 

with a speed of less than this figure may 

dislodge the pollen from the pollen sacs allowing 

it to fall to the ground, it would require a wind 

of at least the same strength as the pollen 

terminal velocity to keep it afloat in the 



atmosphere. Fol lowing this line of argument any 

wind above this figure wi 11 liberate the pollen 

and keep it afloat. Higher wind speeds will not 

cause higher concentrations. Likewise, .wind 

speeds below the terminal velocity of the pollen, 

while perhaps causing liberation of the pollen, 

would not cause an increase in atmospheric pollen 

concentrations. Thus no correlation between wind 

speed and pollen concentration , wi 11 be found if 

the wind is consistently below the terminal 

velocity of the pollen being studied. Wind speeds 

consistently· and markedly higher than the 

terminal velocity of the pollen being studied 

will also not correlate with pollen 

concentrations because any variation in wind 

speed above the terminal velocity will still 

cause the pollen to liberate and float in 

aproximately the same numbers. Keeping the above 

in mind it is interesting to observe that 

Fischbach C 1986) noted that a wind of 16 kmh was 

critical in floating pollen. Kumar ( 1985) put 

this critical figure at somewhere between 5-

10kmh. Variation in these figures depends on the 

wind speed required to dislodge the pollen and 

the terminal velocity of the pollen, above which 

the wind must blow to keep the pollen afloat. 

In the second· instance, unless anthesis and 

dehiscence has taken place, no amount of wind 

will dislodge the pollen. Other factors such as 

season, relative humidity and temperature are 

responsible for these processes. If the 

requirements for anthesis and dehiscence have not 

been met then pollen formation and dispersal will 

not take place. In this context it is a 

relatively simple task to explain why pollen 

concentrations do not correspond well with wind 

speeds. 



b) Spores 

As regards spores, there is a significant 

difference in the dispersal mechanism. Whereas in 

pollen, dehiscence doe.s not imply dispersal, in 

spores dispersal takes place.at various stages in 

the life cycle of the fun~us. Further, the 

rupturing of the sporangium <usually as the 

result of critical values in temperature and 

relative humidity) directly releases the spores 

into the atmosphere without the aid of wind. 

There are, however, a number of researchers who 

find that wind speed does not correlate with 

atmospheric spore concentrations <Aylor & Lukens, 

1974; Hilderbrand & Sutton, 1982; Mallaiah & Rao, 

1982; Lyon et al. 1984b; Martin & Clough, 1984; 

Beaumont et al. 1985; Fitt et al., 1985 and 

Savary, 1986). Martin and Clough state that 

spores were trapped at a wino speed of 2.5 m sec-

1, 5, 5 m sec- 1 and 6, 5 m sec- 1 • Al though no 

correlation was found between wind speed and 

spore concentrations they argued that the lowest 

of these wind speeds was sufficient to keep 

spores in suspension in the atmosphere, thus 

higher wind speeds had no affect on spore 

concentrations. This corroborates the point made 

in the previous paragraph with respect to pollen. 

As with pollen, the critical factor seems to be 

the terminal velocity of the spore. Spores 

generally have smaller volumes and one would 

expect that their terminal velocities are less 

than pollen. It therefore follows that a gentle 

wind would keep them in suspension in the 

atmosphere. This seems to be the case when one 

notes that Aylor & Lukens <1974>, ;Mallaiah & Rao 

< 1982) and Lyon et al < 1984b) found that the 

critical wind speed for spore suspension in the 

atmosphere was 1,0 ms- 1 , 1,0 ms- 1 to 2,5ms- 1 and 

1, 9 ms- 1 respectively. On average this seems to 
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be half of what is required to keep pollen 

afloat. 

Concluding this section on wind speed speed, it 

is important to make the point that wind cannot 

be looked at in isolation. When it acts in 

concert with another factor such as relative 

humidity or temperature or both, then a 

significant correlation may be found. Should this 

be the case, then it is worth recognising that a 

simple correlation test is not adequate. Rather, 

multiple regression analysis would be more 

appropriate 

variables. 

for identifying the significant 

2. 2. 6. 3 Relative humi~ i_iY_.t.._J;_emperature, prec ipi tat ion 

and leaf_wetness. 

a) Pollen 

It is clear that, as a result of inter-

relationships between the variables of relative 

humidity, temperature, preciptation and leaf 

wetness, their effects on pollen concentrations 

would be complex. Moreover, the variables should 

be examined in combination~ since ~tis unlikely 

the effects of one of these factors alone would 

be significant in adjusting pollen levels <Davies 

& Smith 1974, Raynor et al., 1976; McDonald 1980; 

Spieksma, 1980, 1983b; Leuschner 8c B.oehm 1981>. 

It is as well to heed a warning by Spieksma 

< 1 985: 106 > : 

"We are dealing with an extremely complex system 

of aerobiological and meteorological factors, in 

which not only local temperature (daily maxima 

and minima> and rainfall <quantity, duration, 

time of the day) but also inversion, long-

distance transport of air masses, etc., may play 

a decisive role." 
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Further to the above point, when dealing with 

relative humidity, temperature, precipitation and 

leaf wetness one must· also consider the 

possibi 1 i ty that these· factors have a seasonal 

influence as well as _a daily influence 

<Mandriol i, 1987). Therfore it is necessary to 

appraise this aspect before moving to the impact 

of daily fluctuations of these variables. 

The timing of pollen release and the quantity of 

pollen produced are principally results of 

genetically controlled adapta~ions, but both can 

be influenced by the climatic characteristics of 

the period before flowering., Mandrioli (1987:39) 

states that: 

" ••• the quantity of pollen available for spring 

flowering is determined by weather conditions of 

the previous summer, because at that moment the 

eel ls designated to become pollen are already 

present, in fact, when in the previous summer 

abnormally high temperature and low precipitation 

occur, it is frequent to notice abundant pollen 

yield." 

Reiss & Kostic (1976:609> note similarly, for 

North America that ·" ••• account must be taken of 

antecedent meteorological conditions which, to a 

large extent, predetermine the nature of a pollen 

season by affecting the growth of the plants. 11 

There are two important points to be made here. 

Firstly, regardless of the type of weather prior 

to anthesis, the plant is programmed genetically, 

so to speak, to produce pollen at a certain time 

of the year. How much it produces' and exactly 

when it will start producing pollen is influenced 

by meteorological factors. In Europe, Mandrioli 

<1987) has already hinted that high temperatures 
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the previous summer with low precipitation will 

cause abundant pollen production. 

Reiss & Kostic (1976) found that ragweed pollen 

season severity in North america is correlated 

positive 1 y with the mean m ~ n i mum temperature of 

the four months before the pollen season began. 

They interpreted this to mean that ragweed growth 

is inhibited whenever temperatures fall below a 

threshold value which their regression formulae 

suggested was about 60°F. A similar positive 

correlation was found for the daily average 

temperature of the previous 4 months prior to the 

pollen season, another indication that a warm 

growing-season promotes ragweed growth. Lastly, 

they found that pollen season severity is 

positively correlated with mid-springtime 

precipitation. Al-Daory et al. (1980> claim that 

rainfall is the single most important factor 

influencing ragweed pollen season severity. Like 

Reiss and Kostic, they found that rainfal 1 in 

late spring and early summer was a prerequisite 

to a severe ragweed pollen season. Fairley &. 

Ba·tchelder < 1986) found that pal len release 

showed a positive correlation with the total 

rainfal 1 a ful 1 year before pollen release but 

not with the rainy season· immediately before 

pollen release. This is an unusual relationship 

and can perhaps be explained as follows. In nan

Mediterranean climates, warm summers with low, 

• precipitation stimulate 

However, because this 

pollen 

study took 

production. 

place in 

California, a region with a Mediterranean 

climate, rain
1
does not occur in summer~ It would 

fallow that some water-dependent physiolagic::al 

activities such as pollen production, became 

winter-precipitation dependent. This may explain 

why the study demonstrates that heavy oak-pollen 

release occurs 12-14 months after a winter with 

heavy rainfall (Fairley & Batchelder, 1986) and 
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is not dependent on rains in the late spring and 

early summer period. It is of interest to note 

that it is only recently that researchers have 

given any emphasis to the early growing season 

and previous season's meteorological activity. 

Our knowledge in this area_as far as pollen is 

concerned is still relatively thin and it is 

di ff icul t to make any testable hypothesis. 

However, if we are to take Mandrioli (1987) 

seriously, then the previous summer seasons 

temperatures<high) and precipitation<low) 

determines at an early stage the quantity of 

pollen grains to be produced because the eel ls 

designated to become pollen grains are already 

present. In the growing season <late spring and 

ealy summer) high temperatures and preciptation 

encourage plant growth leading to high pollen 

production, although this will clearly vary from 

species to species. Finally if· the region 

experiences a seasonal drought, such as Jin a 

Mediterranean region, then plants adapt to the 

summer drought by al lowing the previous rainy 

season to determine the extent of pollen eel 1 

division. Very little has been said of the 

previous season's relative humidity values, but 

this is probably autocorrelated with temperature 

and precipitation. From this paint on the impact 

of daily meteorological factors in relation ta 

pollen concentrations is reviewed. 

Before embarking an this discussion it is 

necessary to c 1 ar i fy the precesses leading ta 

pollen release (dehiscence>. It has alr,eady been 

shown that pollen dispersal is a mechanical 

process reliant on wind velaci ty. However, the 

stages leading up to pollen release are a 

combination of meteorological, genetic and 
/ 

physiological factors that are difficult to 

unravel. Initially, when flowering begins the 

and roec i a of the mature f 1 ore ts in a cap i tu 1 um 
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protrude as a result of the elongation of the 

filaments an thesis (Hubbard, 1968). This 

protrusion, the result of rapidly dividing cells 

in the filament, <Reddi et al., 1980) is 

dependent on various enviromental factors. 
\ 

Firstly, moisture or dew is necessary because, in 

order for the filament cells to divide, water is 

required. Thus rain during the day and\or dew at 

night plus a high relative humidity would hasten 

this process. However anther protrusion sti 11 

occurs when there is no rain and Reddi et al. 

< 1980) maintain' that this could be induced by 

increased water uptake from the soil. Reddi et 

al. (1980>, were able to show experimentally on 

the weed Xanthium _strumarium, that a sudden 

increase in· temperature also caused rapid 

protrusion of filaments. These observations seem 

to be partly verified by Liem~ Groot (1973) who 

studied the grasses of E.· rubra and H. lanatU:s on 

the Dutch Fresian Islands. Initially they were 

able to demonstrate that the emergence of anthers 

started when air temperatures dropped after noon. 

However anther p·rot rus ion rapidly increased 

towards a maximum when the relative air humidity 

was at its lowest and the air temperature 'at its 

highest, usually about midday. Again one must 

bear in mind that not every plant responds in the 

same way to meteorological factors but as far as 

anther protrusion is concerned it appears that 

some form of water is necessary for initial 

filament cell division, while this process is 

accelerated by increasing temperatures and 

decreasing relative humidity during the day. 

Dehiscence of the anthers (release of pollen) as 

opp·osed to anthesis, according to Reddi et. al. 

(1980>, will only occur when dry conditions are 

apparent. They argue that for X. __ strumarium the 

critical values of 40°C and a relative humidity 

of below 95% must be met before dehiscence can 
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figure 3 Pollen release and pollen concentration 

profile for ~~-~~..!..sa and A. __ ,SJ2..i.nosus CReddi & 

Reddi, 1985:110). 
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take place. Presumably this must take place 

during the day. Wet conditions caused by dew or 

rain will delay and prolong dehiscence. This 

seems to be the case in Liem & Groot's < 1973) 

study where they argued that decreasing relative 

humidity was clearly associated with increased 

pollen release. From the evidence available, 

dehiscence or release of pollen is dependent on 

the desiccation (exhaustion of moisture> of the 

pollen sac walls <Reddi et al. 1980). Kapyla 

(1984:175) sums 

relationship .. 
probably caused 

up 

the 

by 

this cause and effect 

opening of anthers is 

drying. So it is 

understandable that in high relative humidities 

pollen concentrations were clearly lower." Work 

by Ljungkvist et al. <1977> and Al-Doory et al. 

(1980) tends to support these findings. Thus,. 

deh~scence occurs when temperatures increase at 

the beginning of the day leading to a drying of 

the atmosphere and thus a .reduction in relative 

humidity. As a result the pollen sac walls become 

desiccated which leads to pollen liberation. This 

relationship is illustrated in Figure 3. 

Two points become apparent. Firstly, the peak of 

pollen release does not take place at the same 

time of the day for different speci~s, thus 

showing that different plants can respond earlier 

or later to the same meteorological factors, a 

point made earlier. Secondly, pollen release 

(dehiscence) and pollen dispersal do not 

correspond, in fact there is an appreciable lag 

for 6 excelsa. This emphasises the fact that 

pollen release and pollen dispersal are not the 

same processes. The assumption therefore, 

" ••• that the variation in concentration of pollen 

close to the source (of release> reflects the 

daily pattern of pollen release is not always 

true" (Reddi & Reddi, 1985:113). Liem and Groot 
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(1973) also found no correlation between pollen 

release and pollen concentrations in the 

atmosphere. Although release may have taken 

place, unless there ·is a sufficiently strong wind 

at the same time as release, po11len dispersal 

will not take place. However Figure 3 does 

illustrate the main point that pollen release 

occurs when temperatures are increasing and 

relative humidity is decreasing, usually in the 

early morning. This relationship has beeen 

confirmed by many researchers (Steel, 1983; 

Fairley & Batchelder, 1986; Fischbach, 1986; 

Sutra et al., 1987> .• The peaking of the pollen 

release period is often referred to as giurnal 

periodicity <Steel, 1983) and has been referred 

to earlier on in this chapter. 

In a more general sense, with the onset of spring 

and summer and the beginning of the pollen period 

one would expect an increase in the mean daily 

minimum and maximum temperatures which should 

correlate with increased pollen production. Many 

authors have found this to be the case, including 

Hyde (1950), Chen & Huang (1980>, Bringvelt et 

al. (1982>, Mercuri et al. (1982>, Frenguelli et 

al. <1983>, Ballero et al. <1985), Kumar (1985), 

Spieksma .et al. (1985). As regards precipitation, 

besides raising the relative humidity and thus 

preventing dehiscence, rain also has a 'washout 

effect·. On days of rain the pollen is simply 

washed out of the atmosphere, lowering 

concentrations dramatically. This is a well known 

fact and is documented by many authors <Hyde & 

Williams, 1945; Hyde, 1950; Sreeramulu & 
Ramal ingam, 1964; Ramal ingam, 1971; Satpute et 

al., 1983; Dutta & Rao, 1983; Ballero et al., 

1985.; Kumar, 1985) • 
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The relationship between spores and 

meteorological factors is -extraordinarly complex 

·csneller, 1984) and from the available literature 

it is difficult to find a pa~tern in the response 

of different spores to these factors. Moreover, 

unlike pollen, very few authors have found 

evidence that atmospheric factors months ahead of 

spore release can influence directly spore 

concentrations in the atmosphere. However it does 

seem that atmospheric factors can play an 

indirect role at an early stage in the 

development of moulds. Moulds develop on a 

substrate. This substrate in the case of many 

moulds and fungi is vegetation. Thus, if climatic 

factors are not condusive to vegetative growth, 

it follows that there will also be a poor mould 

growth and thus low atmospheric spore 

concentrations. 

"Moisture content of the atmosphere influences 

the airspora by controlling the growth of surface 

vegetation which determines the nature and amount 

of substrate available to fungal organisms." 

<Verma et al., 1981:61> 

Factors such as preciptation, temperature ·and 

relative humidity play an indirect role in the 

early stages of fungal development. Although some 

fungi such as ~..§.Qergillus and penicilliu~ (Verma 

et al., 1981) occur seasonally, most occur 

throughout the year. Further to this, many also 

occur on a global scale defying any 

classification according to climate. Boldly 

speaking, it thus seems that many moulds have 

adapted to a variety and sometimes contradictory 

set of meteorological variables. If this 

hypothesis is correct, we must assume that a 

universal dominant such as ~ladosporium responds 



differently to different climatic facto,-s. For 

instance a change in temperatu~e may cause spore 

release in on~ region but in another region with 

cnnsitently high temperatures it may be a change 

in rPl at j VE' humidity wh i ct, causes spore 

adaptabilty amoungst many of the 

known spnr es makes fo,- a myriad of permutations 
' when trying to isolate patterns of ,-esponse to 

meteorological variables. A furthrr consideratioT) 

i nvo 1 Vt?s the 'damp-air spo,-a' and the 

spo1 a' (Pennyc ncik, 1 980; Mn J l a :i ah R Rao, l9H2; 

Sne l 1 e,- , .t 984 ) • These ar-e ·found seasona J l y and 

seem to with humidity regimes. 

Notwithstanding the cautious approach above i t. 

seems to be more sensible· to concentrate on three 

case ~.tudies of known spores to i 1 lustr ate the 

meteorological influences. 

i> Alternaria. 

According to Sneller < 1984 > this mould is 

globally distributed, although many researchers 

have shown that it has a seasonal occur,-ence 

(Pennycook, 1980; Sneller et al., 1981; Ver~a et 

al., 1981; Infante et al., 1987). This ubjqujtous 

fungi uses rotting vegetation of all descriptjons 

as a substrate for growth. From the point of view 

of human relevance, A J __ ter nar __ i a has definite 

allergenic properties. (Simmons, 1967; Yunginger 

et al. , 1976; Solomnm~ 1978; Sne 1 le,- el a 1 • , 

1981; Schult2e-Werninghaus et al., 1987}. Hoffman 

< 1984 > notes that in North America there are 14 

different listed strains of Al_t_er·naria and he 

claim!:, that it is the most studied of mould 

al 1 er·gt?ns. 

Snel }pi·· et al . , ( 1981 > studied the 

mould in Tucson, Arizona. They noted a dramatic 

five-to-tenfold increase in the concentrations of 

thi.s organism in the atmosphere over the last 20 



years. This coincided with a dramatic increase in 

the number of trees in the city as a result of a 

city beautification programme. These trees act as 

a substrate for the mould.· Leach (1975) has shown 

conclusively that the formation of a1ternaria 

conidia occur, in the d~rk hours when the 

relative humidty is high •. The division of the 

eel ls apparently requires moist conditions. The 

release of the conidia occurs through 

photomechanisms when the warmth of the day 

begins. The photomechanical response has been 

recorded by other authors for different spores. 

eg Hilderbrand & Sutton (1982>; MacHardy & 
Gadoury (1986) and Reyes (1987). Therefore, at 

daybreak the decrease in relative humidity and 

the increase of temperature lead to spore 

discharge. Leach (1975> tried to separate these 

factors experimentally. He was able to show that 

if the other two factors were kept constant, 

spore release would be triggered by a decrease in 

relative humidity from near saturation, by 

increasing the relative humidity from lower to 

higher levels and by exposing conidiphores to 

light. Thus, it seems that Alternaria release can 

be triggered by many factors, a point alluded to 

earlier. In terms of a seasonal peak, Sneller et 

al. <1981) were able ta shaw that in summer, 

increased precipitation and an associated 

increase in relative humidity combined with 

increasing average monthly temperatures, are 

correlated strang ly with a surge in atmospheric 

Al ternaria can id ia. In particular, the rise in 

relative humidity was considered to be conducive 

to the growth of Alternaria conidia. The authors, 

however, do not mention that these factors also 

provide for increased vegetative growth of 

plants, therefore providing an abundance of 

substrate for the mould. 
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f_igu_r~ 4 The mean bi-hourly conidia total for 

Eyreno..E!_hora teres trapped above the barley canopy 

.as compared to leaf wetness, temperature, 

relative humidity, sunshine duration (h) and 

windspeed at the time of trapping. Values are the 

mean values for the period of 31 July to 31 

August, 1981 (Martin & Clough, 1984:109). 
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Moving from a spore with allergenic properties we 

now look at the spore Pyre_nophora t;ere~., which is 

a pathogen responsible for net blotch development 

on barley in North America. This pathogen has 

been studied by a number of researchers for 

example, Shipton et al., (1973), Matthews & 
Hampton (1977>, Hampton <1980>, Jordan (1981) and 

Martin & Clough < 1984). Pyrenophora teres uses 

barley leaves as a substrate for development and 

thus experien~es a seasonal periodicity dependent 

on the growth and maturation of the barley crop. 

From Figure 4 it is apparent that this spore 

e:<periences a diurnal 1 iberation with a peak at 

midday. Spore liberation begins increasing 

shortly after sunrise. Increasing temperatures, 

decreasing relative humidity and decreasing leaf 

wetness are associated with the increase in 

atmospheric spore content. Leaf wetness is the 

amount of moisture on a leaf as a percentage of 

full saturation, often expressed on a scale from 

1-3. Thus 1 would be 33%, 2 would be bb'Y. and 3 

would be 100%, one assumes •. Many authors believe 

this is an important factor in the production and 

release of spora <Gottwald g,. Bertrand, 1982; 

Petzoldt et al., 1983; Shenoi & Ramalingam, 1983; 

Martin g,. Clough, 1984; Savary, 1986). At night 

with an increase in relative humidity, leaf 

wetness also increases. A high degree of leaf 

wetness is apparently necessary for the 

production of the conidia. After sunrise, 

increasing temperatures tend to dry the leaves 

and an increase in atmospheric spore content is 

immediately obvious. However it is not clear from 

this paper what is responsible for the release of 

the spores. If the spore content of the 

atmosphere increases at sunrise then there is 

perhaps some photomechanism involved similar to 
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that mentioned for Al ternaria. Certainly it was 

not an increase in wind speed because the authors 

note that equal number of conidia were trapped at 

speeds ranging from 2. 5 ms- 1 to 6. 5 ms- 1 • The 

authors noted further, that excessively high 

peaks were associated with p,:-olonged leaf wetness 

well into the day. A 16hr leaf wetness period was 

almost always followed by extremely high 

concentrations of conidia in the atmosphere. One 

can perhaps surmise that this prolonged leaf 

wetness period result in a larger than usual 

production of spores which when finally released 

caused high concentrations in the atmosphere. 

iii) Eut_ypa armeniacae 

The last case study looks at another fungal 

pathogen, Eutypa armeni.acae. This is a .. ,ound 

pathogen of the commercially important deciduous 

fruits, grape and apricot and has thus been 

studied extensively <Carter, 1957; English & 

Davis, 1965; Moller & Carter, 1965; Carter & 

Moller, 1977; 

Petzoldt et 

Pearson, 1980; 

al • , 1 983) • In 

Trese et al., 1980; 

the. Petzoldt et al. 

( 1983 > study, these ascospores showed two we 11 

defined release seasons, one in autumn and one in 

spring, while winter and summer 

associated with high concentrations 

were 

of 

not 

this 

pathogen. These authors were able to show that 

ascospore discharge is caused by the mechanical 

effect of falling rain. It would seem that the 

splash effect of rain tends to dislodge the 

spores. This finding has support from Moller &c 

Kasimatis (1971), Ramos et al. <1975), Schneider

Ch r is t i ans et al • ( 1986 > and Rayes < 1987 > • 

Petzoldt and his associates found that irrigation 

could have the same effect. A futher two 

va_riables, dur~tion of surface free moisture and 

days from previous release, were introduced into 

the equation. These two variables are explained 

by way of the 'exhaustion factor'. After rainfall 
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which causes a release of ascospores, a period of 

time is required which should be moisture-free in 

order that E. _ armen.iacae can reproduce. The 

longer this period, the greater the release of 

spores when next rain falls. Further to this, if 

rain should fall shortly after the previous 

downfall, then very few spores will be released 

because the fungus has not had enough time to 

reproduce <the exhaustion factor). It is 

interesting to note that the conditions causing 

high concentrations of the ascospore in spring 

and autumn, did not cause high concentrations in 

summer and winter. Petzoldt and his associates 

were not able 

However, they 

concentration 

to explain this contradiction. 

were able to show that spore 

was correlated to average 

temperature during the release period. It is 

possible that the average temperature in fact was 

associated with the production of the spores. In 

autumn and spring the average temperatures would 

have been similar, while in winter and summer, 

the extremes in temperature would not have been 

conducive to the growth of the pathogen. Thus no 

amount of precipitation will.release non-existent 

ascospores during these two periods. However this 

hypothesis needs to be tested carefully. 

In summarising this section it is apparent that 

spores have a far more diverse reaction to 

atmospheric factors than do pollen. In terms of 

their production some prefer dry weather while 

still others prefer moist conditions for 

reproduction. Release mechanisms are also 

diverse. Some conidia are released through the 

mechanical action of rain while others are 

released through the interplay of temperature and 

relative humidity. Yet others are released 

through photomechanical responses to sunlight. 

E:<tremely high concentrations in the atmosphere 

can be the result of an extended period of 



2.2.6.4 

production where atmospheric factors such as leaf 

wetness, and temperature which are conducive to 

excessive spore production, persist for an 

unusually long pe1-jod. WhPn conditions prevail 

for the release of the spore, large 

concentrations are then experienced. It does seem 

that. it is necessary to have an in depth 

knowledge of 

release and 

each one 

each mould/fungus, 

dispersal and the 

of these stages 

its production, 

manner in which 

is affected· by 

almi:rsphprjc facto,5 beforP mak:ing any conr.]usio11~, 

about spores as a whole group. 

Atmospher·_i c ____ st_ab i .J..i ty 

In this instance there is no known literature to 

suggest that spores and pollen respond 

differently to temperature inversion layers, 

therefore pollen and spores will be studied 

together. Many authors have noted that pollen 

c:oncentr at ions are not constant du,- i ng a 24-hour 

period and that there is a diurnal variation with 

a lower pollen concentration in the early 

morning, and a higher one in the afternoon 

(Assem, 1973; Hyde, 1973; Fuckreide1·, 1976; 

Raynor et a]·~ 1976; Singh & Babu, 1980; Kapyla, 

1981; and Mullins, 1981). However, a number of 

researchers h~ve noted that there is occasionally 

a high concentration of spores after midnight. 

(RPmpP, 1937, Hirst el al., 1967; Ljungkvist et 

al., 1977; Bringfe]t et al., 1982; Spieksma, 

1983b; Steel, 1983; Kapyla, 1984; Keynan et al., 

1986; Leuschner et al., 1987; Mandrioli, 1987). 

These same authors researched the possibilty that 

this high concentration at night was the result 

of stable atmospheric conditions which, when they 

develop, occur mainlj at night. 

In theory, higl1 concentrations o-f pol ]en, when an 

invers'ion layei- has developed, are possible. The 



mechanisms involved are as follows. The turbulent 

nature of the boundary layer (that layer of 

atmospher-e c lose!._:,t to the ear th) is the most 

important chai-actei-ist:ic of the atmosphere as 

regards the dispersion of large particJes and is 

generated by wind speed and wind direction 

(Mandrioli, 1987). During the day the sun heats 

the surf ace of the ear th. The ea,- th in tu,- n, 

through long wavE-• radiation, heats tlH?- air in the 

boundary layer. As a i-esult, vertica] convection 

ruri-Pnt.~- occur in thP bouncli:irv layer whicl1 

becomes unstable. Rempe <1937) first theorised 

that the pollen earlier released is dispersed by 

the turbulence in this boundary layer and held in 

suspension by the convection currents. This 

theory has received added impetus recently bV 
Green (1986). He theorises that particles are 

kept aloft through 'convective levitation', which 

is a processs similar in nature to that which 

keeps hailstones suspended until their- terminal 

velocities exceed that of the vertical 

turbulence. Accordingly, the concentration of the 

pollen woul~ be uniform over a large area. In 

practice this is possible so long as the vertical 

turbulent velocities greatly exceed the terminal 

or fall speed of the pollen (Steel, 1983). Only 

when convection ceases does the fall speed o-f the 

suspended pollen exert its influence. Once 

thermal turbulence ceases the pollen is released 

into a shallow stable ]ayer close to the earth's 

surface, in which turbulent vertical velocities 

are small. Should unstable conditions develop 

during the night leading to a temperature 

inve1-sion above this now nar-row boundary layer, 

the pollen will become effectively trapped and 

will be forced to stay in this narrow mixing 

layer, or sediment out at their 

(about 3 cm s- 1 for grass} thus 

atmospheric pollen concentrations 

fall speeds, 

i nc:r-eas j ng the 

close to the 

earth's surface. A number of researchers have 
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attempted to test this theory. Hirst et al. 

(1967) were interested in how changes in the 

atmospheric temperature gradient would affect the 

airspora profile over altitude. According to the 

researchers, in unstable conditions where 

convection was active during the day, diffusion 

of airspora may be such that in the first 250 

metres the concentrations increase and then 

gradually decrease with altitiude. This is 

illustrated in Figure 5 (4/61). Should conditions 

become stable through the introduction of an 

inversion layer (5/61 and 6/61) such that mixing 

does not take place above this altitude then the 

concentrations rapidly decrease with altitude 

above the temperature inversion while remaining 

homogeneous in the mixing layer. 

Figure 5 certainly seems to confirm the 

hypothesis of Hirst and his col leagues. However 

very few authors have been able to confirm 

Hirst's results. Kapyla (1984) suspected the same 

but was not able to demonstrate the relationship 

of an inversion layer to high airspora 

concentrations conclusively. LjUngkvist et al. 

(1977) and Bringfelt et al. (1982) were not able 

to confirm this relationship either. Only 

Leuschner et al. (1987> were able to demonstrate 

that an inversion layer caused high pollen 

concentrations at night. Lastly Spieksma (1983b) 

made a thorough study of the phenomenon. In order 

to prove beyond doubt that inversion layers did 

in fact cause higher ambient pollen levels, he 

argued that it should be shown that the stronger 

the inversion the higher the pollen 

concentrations in the atmosphere. Spieksma was 

not able to demonstrate this. In fact Spieksma 

demonstrated that high pollen concentrations 

occured on nights when there was no temperature 

inversion. 
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Figur~ 5 Profiles of temperature (dotted) 
concentration 

Cladosporium 

of pollen <solid circles) and 
spores Chol low circles> in a 

sequence of ascents over Farnborough on 5 & 6 

July 1961 (Hirst & Stedman, 1967:340) 
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Concluding this section, it seems that ~pieksma 

is right in asserting that other factors needed 

to be elucidated to explain high pollen 

concentrations at night •. Certainly there is 

evidence to that 

inversions do play a part, but other factors like 

the current days pollen concentrations, and 

relative humidity which could cause an increase 

in the mass of the particle, hence causing it to 

fall out more rapidly than its normal fall speed, 

need to be studied. 

2.2.7 Concludi.D.9 remarks on atmospheric pollen and 

spores 

From the foregoing discussion a nwnber of general 

points can be made regarding the quantitative 

aspects of airspora, and the relationship between 

airspora 

variables. 

concentrations and meteorological 

a) According to Davidson (1941>, each species sheds 

its pollen regularly at its own time of day, and 

often with clock-like precision. This 

pronouncement points to a .deterministic cycle 

where each species will shed its pollen at a 

particular time of the season. As already has 

been argued, this is not rigidly true for spores 

especially and as far as pollen is concerned, 

there are many that believe that meteorological 

factors have a stronger influence on production 

and release of pollen than may first meets the 

eye. The point is, however, that each species 

should be looked at individually. Its production 

and dispersal habits should be studied carefully 

and meteorological variables should, where 

possible, be simulated in the laboratory to find 

out how organisms respond to the stimuli. 



b} Withi11 this frame~ork, the research cjted to date 

indicates that selected meteorological variables 

do af-fec:t the quantity of airborne pollen and 

spor·es. This can be pre-seasona 1, in te,-ms of· the 

quantity of rainLall which will affect the pollen 

producing capability of the plant, daily, 

variables where such factors as relative humidity 

and temperature have pronounced effects on the 

daily concentration of airspora. 

c) A ·f1n,3J con!,;:idPraf.ion is the q11estjon of time and 

space in airspora monitoring. It is apparent that 

at any particular 

the proportions 

location on the earths surface, 

between spores and pollen change 

on a daily, seasonal and annual basis, sometimes 

quite dramatically. Moreover, there is not much 

consistency over space, with large changes 

according to dominant natural vegetation, quality 

of substrate, and dispersal agents at work. From 

this we can conclude that any predictive models 

built on the basis of data from a chosen location 

are restricted _in applicability to that place. 
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3. REVIEW OF MATERIALS AND METHOQS USED IN AEROPALYNOLOGY 

\ 
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3. REVIEW OF MATERIALS A~Jt METHODS. U_SED IN AEROPAL YNOLOGY 

3.1 Particle behaviour in still and moving air 

3.2 Sampling devices: Advantages and disadvantages 

3.2.1 The gravity method 

3.2.2 The impaction method 

3.2.3 The filtration method 

3.2.4 The impingement method 

3.2.4.1 Liquid containing impingers 

3.2.4.2 Slit sampler impingers 

3.2.4.3 Sieve impingers 

3.2.4.4 Solid-surface impingers 

3.3 The Burkard Volumetric Sampler 

3.3.1 Description of the Burkard system 

3.3.1.1 The Burkard Sampler 

3.3.1.2 Hidden components of the Burkard 

a) The sampling drum 

b) The timer 

c) The vacuum pump 

3.3.1.3 The Burkard stand 

3.3.1.4 The galvanised iron box 

3.3.1.5 The flex 

3.4 Airspora concentrations - a sampling artefact 

3.5 Sampling: Distance distortion 

3.6 Sampling: Vertical distortion 

3.7 Plates showing Burkard system 

sampler 

", 



3. REVI.EW ___ OF ___ MATERI ALS __ AND MFf~QDS. .. Jl.$fI>. ... J N .. AJ;:gQPA!:-.Y.~Qt,QG.Y 

Direct sampling of the air has not yet been replaced as the 

most effective way of measuring quantitative airspora content 

of the atmosphere. This is particularly pertinent when one 

considers, in the case.of fungi, that a bewildering array of 

species can be observed ln an agar culture, yet most will 

·contribute little to atmospheric loads. This is also the case 

for pollen, where only a limited number of species rely on 

atmosphei·ic dispersal ·fo1- the purpose of sexual ,-eproduction. 

A rc·view o·f l:tfflPnt J1tvr,::itu;-r., qujtE' clearly ir,rljcates that 

the1·e j s no uni versa 11 y "ideal" or accepted strategy fo1· the 

collection of aerosols and, more specifica]ly, airspora. This 

observation is corroborated by Solomon C1984a:143) who states 

that " ..• :it is clear that each approach 'sE~lects• a 

characteristi~ spectr~m of biogenic agents for investigative 

attention." Apparently then the type of research being 

conducted determines the selection of a suitable method. If 

one adopts this attitude then collection techniques only 

differ insofar as one is more appropriate for the particular 

task at hand than another. In this sense it would be best to 

discuss the relative advantages and disadvantages of each 

coJlectjng device, particularly as the many misconceptions 

that eMist in aerobiology, Solomon (1984a) points out, can be 

tr·aced to deficient or misapplied collection techniques. lt 

is necessary, however, to enter a shoT-t discussion on t:he 

nature of part1cle behaviour· in.still and moving air. Once 

the basic theory of particle behavior has been elaborated 

upon, one is in a better position to d1scuss the relative 

mc.>rit~, of the diffei·ent rol]Pc..:ting technique~, and qualify why 

the Burkard sampler was chosen for this research. 

3.1 Pa.rti.cle _behav_ior iry .?:l..ilL.~.~~:l.'.!I.QYi.T.".l9 .. !"lir 

Starting with the ideal but unrealistic notion that air 

is still, a particle if jntroduced to the air will 

exper·jence gr·a.vi __ t_at:i_ona1 ......• ac_ce·lerat.ion. Combating th:is 

acce]err1tion would bE> thP combined effect of 9.E-~.9 .. f:r_q_~, 
_thP ___ sur_round i_no _a i_r ... mo l_ec_u} es and the inna_te ___ buoyancy _pf" 

the ___ p_artir_le itself. As fall velocity increases these 3 
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El..9.~. 6 Forces that act on a particle during passive 

fallout in still air (Solomon 1984b:44) 
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vpctor forces reach an equilibrlum, thl? particle 

acceleration ceases and it continues towards the surface 

at a fixed velocity. This model assumes a uniform shaped 

pai·ticle and a still atmospher·e. 

If we now introduce the concepts of volum~ and shape the 

picture becomes more complex. The volume of a particle, 

affects the degree of bouyancy experienced by that 

particle such that the smaller the volume of the 

particle, the more bouyant that particle. Shape on the 

n the1· hanrl dffpcts thP t.hP a :i r n,o l er:u 1 E::·~::, 

apply to an 

particle would 

allows it to 

accelerating particlP. Thus an idea} 

be spherical with a smooth surface which 

"slip" through the air with little 

interference from air molecules. Figure 6 demonstrates 

the manner in which the equilibrium between 

gravitational acceleration, bouyancy and drag 1s 

affected by volume and shape of the particle. Drag is 

minimal for an idealised smooth spherical unit (b) but 

increases with greater surface roughness (c). the 

tumbling motion of an asymmetric particle <a> raises 

drag. In addition, such particles tend to "yaw" during 

free fall, as the dashed line indicates. 

However, it is possible to determine the terminal 

velocity of a particle by invoking Stokes' settling 

velocity, mentioned earlier. The· settling velocity is 

important because it is a determinant of fallout 

potential and further it can also predict behaviour at 

vertically placed 

implications ·for 

obst1·uctjons. In both cases i.his ha~co· 

thee? use of gravity collectors and the 



vertical impaction col )ectors. The following equation, 

as modified by Solomon (1984b) can be considered to be 

Stokes' law. 

Vs -- ( 'T( pa,· t - ,<air 

Vs Settling Velocity 

D = Particle Diameter 

g 9B0 cm/spcE' 

1fpart - partjcle density 

'T'(air = density of still air 

..ill,= viscosity of still air 

Theoretically, a spherical particle of 20 microns will 

fall out 100 times more •-apidly than a particle of 2 

microns, assuming they have an equivalent density and 

surface a1-ea. It is evident from the equation that the 

overrjding factor on settling velocity is particle size, 

<particle diamete,-, D>, as mentioned by Solomon (1984b>. 

This has important repercussions for any collector whjch 

relies on gravity because any form of turbulence in the 

atmosphere must mean that the sma 11 er· particles have 

less chance of reaching the collector. At this point it 

is thus necessary to introduce the concept of a 

tin-bu lent atmosphei-e and the horizontal accel e,-at ion 

caused by wind. If an instantaneous horizontal 

acceleration is applied to a par·ticle it will stop 

< "st. op distance" ) a-fte1 gr av:i ty and drag have actPd on 

i t. This "stop distance" is pro~ortiona1 to the unit's 

initial veJocjty and to Vs which is the product of Vs/g 

This relationship would be adjusted to and vrc>]ocity. 

re1lect drag forces but in genera], with- increasing 

pa1-ticle s:ize, stop distance increases exponentially. 

Practically speaking, 

stop 

this means 

distances 

that particles with 

less likely to relatively ]ar·ge 

chilnge dirertion fn1 ar, obstacle. Thus, large partjcJe~~ 

likely to avoid j nterc:.ept ion by a ve, .. t ica I 

jmpar:t co 11 ec tor wh i J e smaller partjc}es are more 



readily redirected by air flow around obstructions,, 

thereby tending to avoid interception. However, it can 

also be said that smaller particles will also change 

direction to enter a suction device, such as a Burkard 

volumetric sampler, far more easily than larger particle 

types. Th is 1 ine of argument po.ses the interesting 

hypothesis that on a windy day small particles are less 
, 

likely to be intercepted by a suction device, while on a 

still day with little turbulence, big particles, with 

their greater fallout potential, wi 11 sink rapidly to. 

the ground while the smaller particles will remain 

bouyant in the atmosphere· for a longer period and show a 

greater potential for being intercepted by a suction 

device. 

3.2 Samp~iJ19~evices: Advantages and disadvatages. 

Bearing in mind the above discussion on particle 

behaviour, it is now necessary to define clearly what 

was required of a the sampler in this research. In this 

project the following reqirements were projected: 

a) The sampler was reqi.red to sample the atmospheric 

pollen and spores. 

b) The sampler was required to sample a fixed, volume of 

air in order that atmospheric pollen and spore 

concentrations could be computed. 

c) The sampler was reqired to be an all-weather model, 

capable of resisting a damp and cold Cape Town 

winter. 

d) Wind velocity and wind direction were considered to 

be important atmospheric variables, therefore the 

sampler was required to be sensitive to these 

variables. It therefore, needed to be in possession 

of a wind vane. Further to this, the collecting 

orifice of the device had to point into the wind 

(thus making it sensitive to wind speed> and 



thE.' c o l l ec: t i ng orifice th,;.,ref"or-e, 

located at the top of the machine 

orientated in nature. 
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could not 

ie. 

e) The sampler as far as possjb)e was required to bf.! 

sensitive to thP vagrancies o-f par-tic.le behaviour 

different sizes, terminal velocities and 

stop distances < a J l of which have been defined and 

discussed above). The ,---eason for such a broad 

requi r·ement can be found in the nature o-f the 

J f onP of the fundanH:>nta J a -i m':; 

is to constr·uct an airspora spectrum, then it :is 

necessa,-y to 

and po] Jen. 

sample all possible atmospheric spores 

f>. Lastly, the chosen sampler was required to operate 

contiuously for a weekly interval, without 

supervision o,- servicing. The reason for this was to 

reduce travelling time to the collecting site and 

therefore also to reduce operating costs. 

Bearing in m:ind the above requirements and the 

discussion on particle behaviour it is now necessary to 

compare the available devices. Ac.cording to Keynan et 

al . < 1986) ther P at- e three ways of sampling airspora. 

Solomon < 198l1b) 

method. 

a) Gravity 

b) Impactjon 

c) Fj]tratjon 

d) Impingement 

adds a fourth method, 

What follows is a brief description 

the impingement. 

of each of the 

different methods emphasi2ing ·the methods strength.and 

weaknesses. This is followed by a more jn-depth analysis 

of the samp)er used in this project the Burkard 

Vo 1 umi:~ti· j r its seler:tion and 

explaining its operation. 



figure 7 Deposition of "air spora" on an agar surface by 

a moving air stream. The rel at ionsh ip of increasing 

particle size to progressively greater fallout potential 

is suggested at the left. Toward-the right a moving air 

stream deposits particles, from eddies, in accordance 

with their stop distances so that. mainly larger uni ts 

are recovered. With rapid air motion the lip of the 

culture plate creates a particle free "shadow" <stippled 

area) over part of the collection. surface <taken from 

Solomom 1984b: 47) 
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3. 2. 1 Thl!L..9.!'avi ty. met.hod 

The gravity method, as the name implies, relies 

upon the action of gravity on airspora, forcing 

them to the earth's surface where they are 

collected on a slide or if1 a dish of culture 

media. It is the most simple and least costly of 

al 1 the methods and has been in use since the 

time of Miquel and Pasteur <Gregory, 1973). The 

advantages of gravity , collectors 1 ies in their 

simplicity, independence of power sources and 

they are generally maintenance free. However, the 

fundamental limitation of the gravity collectors 

is their inability to determine the volume of air 

that contributes particles to a sample. Further, 

it is a fact that the real atmosphere is 

constantly in a state of flux and deposition of 

particles is often the result of eddies caused by 

turbulent air in the atmosphere or turbulence 

caused as the result of the margins of the slide 

itself. Without a volumetric common denominator 

it is 

recovery 

{ 

impossible 

<Solomon . . 
to assume differences in 

1984b). These factors are 

particularly prevalent where the open culture 

dishes are used. The larger "walls" of the 

collecting dish create deposition "shadows" that 

vary with air velocity and turbulence and reduce 

particle· recovery (See Figure 7). Figure 7 also 

demonstrates how this collecting method is biased 

in favour of larger particles. As mentioned 

earlier in this discussion, settling velocity has 

an exponential relationship with particle size, 

so that any method which relies on gravity as a 

means of collection must be biased toward the 

larger particles. This assessment is in fact 

corroborated by Sayer et al. (1969) who w~re able 

to show the size dependent bias of the gravity 

collectors when they compared the Andersen 

volumetric sampler to the gravity culture plate 
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Figure 8 Hyde's gravity sampler <Hyde, 1950: 398). The 

slide is held horizontally in a metal 

protected from rain by the disk above 

clip 

it. A 

and is 

certain 

amount of turbulence ~s required in order for the 

airspora to be 'captured' on the slide 

v 
s 

Figur~ 9 Hyde's aeroscope. S: Slide held on wind vane in 

vertical position. V: wind vane; W: counterpoise. (Hyde 

& Williams, 1945:87> 

• 

/ 
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method. A futher criticism of the method lies in 

the size of the collections. Typica.lly they are. 

rather small and sampling error is thus usually 

substanti·al. such that the less abundant spores 

may be absent from a sample. Figure 8 illustrates 

one of the earliest gravity samplers used by Hyde 

< 1950) in 1942. 

This method is still used extensively today, 

particularly where the emphasis is on sampling 

the different type of pollen and spores in the 

atmosphere. The nutrient dish or petri plate 

method seems to be particularly popular amoung 

researchers who are sampling spores. The 

following list indicates that the gravity method 

is still in use amoungst researchers. <Gravesen, 

1972; Stalker & Moore, 1972; Collins-Williams et 

al., 1973; Lumkins et al., 1973; Al-Doory et al., 

1980; Al-Tikriti et al., 1980; Sneller et al., 

1981; Verma et al., 1981; Chaubal & Kotmire 1982; 

Shenoi & Ramalingam, 1983; Chen, 1984; Lawande & 

Onyemelukwe, 1984; Fitt et al., 1985; Hurtado & 

Riegler-Goihman, 1986a; Okhuoya, 1986; Reid et 

al., 1986; Eversmeyer & Kramer, 1987; Hurtado & 

Reigler-Goihman, 1987; Infante et al., 1987) 

3.2.2 T~e impaction meth._oq 

There appear to be two methods of impaction in 

common use. The first method employs a vertically 

standing slide which is pointed into the wind by 

a vane. This method relies upon wind velocity to 

impact airspora onto the slide. The apparatus 

required to achieve this task is similar to that 

illustrated in Figure 9 and is often referred to 

as a "slide impactor", or an "aeroscope".Several 

workers have indicated that the probability.of 
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Figure 10 Theoretical impaction efficiencies for unit 

density particles encounterin9 a surface in air moving 

at different speeds. The probab i 1 i ty of impact ion is 

quite low for the smallest unit. and increases rap idly 

with particle diameter and stop distance (Harrington et 

al. 1959) 
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impaction is dependent on the terminal velocity 

and relative air speeds of par~icles, and varies 

inversely with the width of the target 

<Harrington et al., 1959; May, 1967; Gregory, 

1973). Although volumetric potential is difficult 

to compute and more sophisticated methods 

probably give more accurate results, it is still 

possible to compute volumetric potential for the 

aeroscope. A totalizing anemometer (wind speed 

9au9e) is used in conjuction with the aeroscope 

to measure the wind velocity during exposure 

periods. The volume of air processed may be 

calculated as follows: 

Volume= average wind speed <cm sec-s) X time <sec) 

X sampling area <cm2 ) 

Where: 

Area= slide width (cm) X diameter of the slide <cm> 

The efficiency of this method increases with both 

particle size and wind velocity, as Figure 10 

illustrates. Advantages of the aeroscope are its 

low cost and simple serviceability, while its 

greatest disadvantage is its dependence on wind 

velocity and its bias toward sampling larger 

particles. This has obvious implications for 

aerobiology where there is a broad spectrum in 

sizes of airspora. Further, on still days one 

assumes that few airspora would be captured and 

this would not necessarily be representative of 

the quantitative status of the a i rspora in the 

atmosphere at that time. Nonetheless, the 

aeroscope has seen recent use by researchers such 

as Pateria & Sahu (1982>, Satpute et al. (1983>, 

and Kumar (1985). 

The second impaction method, a volumetric method, 

relies upon the impact ion of airspora onto a 



68 

sticky surface through the regular movement of a 

rotating arm. This method is now referred to as 

the "rotoslide" method and was developed by Ogden 

& Raynor <1967> and improved upon in 1970 where 

it was modified and called the "swing-shield 

rotoslide sampler" (Ogden et al., 1974). A 

similar innovation, and in wider use according to 

Solomon (1984a>, is the "rotorod sampler" which 

operates on the same principle as the rotoslide 

sampler. A simple rod that is coated with a 

silicon adhesive is whirled rapidly in a circular 

path to standardize air speed and to eliminate 

wind direction as a variable. The rods are 1,3 mm 

in width and are rotated at 2400 rpm by a DC

powered engine. These electric engines have 

timers incorporated that fac i 1 i tate intermi tent 

operation for 1 minute out of every 10. Solomon 

argues that this method produces the most 

consistent results provided wind speeds remain 

below 15mph. However the air streams caused by 

the movement of the rods through the air tend to 

divert particles away from the catching surface. 

Thus, regardless of wind velocity impaction of 

particles is strongly correlated with particle 

diameter. According to Solomon (1984b), particles 

that are smaller than 5 to 8 min size are not 

consistently trapped by the rotorod sampler. 

Studies focusing on more minute spores need to 

rely on the superior collection characteristics 

of the suction devices. The rotoslide/rotorod 

devices are, however, popular with researchers. 

They are relatively easy to operate, are little 

affected by wind speed and wind direction and 

they capture consistenly a'l l but the smallest 

particles. The rotoslide device has been used by 

Salvaggio & Seabury (1971>, Stalker & Moore 

(1972), Reiss & Kostick <1976), and Fairley & 

Batchelder (1986). However the rotorod device has 

proved to be more popular with the fol lowing 

researchers making use of this device. Salvagio 
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FiqHr~ 11 Behaviour of small and larger particles at the 

intake of a suction device. A. · Orifice is misaligned 

with respect to wind direction. B. Intake is wind-

orientated, but intake speed is well above that of the 

free stream. C •. Intake is wind orientated, but intake 
I 

speed is wel 1 below ambient rate. D. Intake is wind 

orientated, and speeds at intake and in free stream are 

equivalent(isokinetic) 

111tt,_ -----.... ----· 

<Solomon 1984b:53). 
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et al. (1971>, Anderson, et al. (1978), Buck & 

Levetin (1982), Mallaiah & Rao (1982>, Reddi & 

Reddi (1985>, Fischbach (1986), Okhuoya (1986), 

Savary (1986), Dhorranintra et al. (1987), 

Eversmeyer & Kramer ( 1987 > and Ti 1 ak & Babu 

(1987). 

3. 2. 3 The ___ ,f i.l.trat ion_ method. 

This method relies on air being drawn through a 

filter by a pump for a measured period. The 

filters are then viewed microscopically by 

dissolving the filters and processing the 

resuspended material. As with other suction 

devices, the fi 1 ter surfaces must be orientated 

towards air flow. Solomon & Gilliam (1970) were 

able to show that filter samplers directed at 

right angles to air flow collected no more than a 

smal 1 percentage of the spores collected by a 

wind orientated unit. Inequalities in air speed 

between the filter inlet and and the surrounding 

air flow (wind> also affects collection 

efficiency. This is illustrated in Figure 11. 

Figure 11 reveals that the ideal situation can be 

found in diagram D. Here inlet and ambient air 

speeds are equal and the flow lines are thus not 

distorted at the mouth of the collector. Thus the 

full range of air particles can now be colected. 

This is, however, a difficult situation to reach 

because the inlet air speed is set at a fixed 

rate by the pump, while the ambient air speed 

varies according to weather conditions. Clearly, 

the ideal of matched ambient air speeds and inlet 

speeds cannot be met unless some method can be 

devised whereby inlet air speeds vary with the 

natural variation in ambient air flow. In diagram 

A of Figure 11 particles are lost because the 

monitor is not aligned with the wind flow. In 

diagram B, the inlet speed exceeds the wind speed 
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and thus flow lines tend to converge on the 

orifice. The smaller particles tend to diverge 

from the original flow paths thus giving higher 

concentrations while the larg~r particles are not 

diverted, tending to maintain their predetermined 

directions. In diagram C, inlet speed is below 

ambient air speed. The orifice region thus 

stagnates and the smaller particles tend to 

fol low the deviated flow 1 ines and thus escape 

collection, while the larger particles with 

longer stop distances proceed in a straight line 

into the orifice, causing artificially high 

recoveries. To minimise these errors Solomon 

< 1984b > suggests that the device should at al 1 

times be orientated into the wind, 

should be approximated such that 

inlet speeds 

they match 

average wind speeds and orifices should, have 

relatively large collecting areas. 

An example of a fi 1 trat ion device is the AISI 

sampler which was tested by Keynan et al. (1986). 

The sampler sucks air at a rate of 7 litres per 

minute through a strip of filter paper. According 

to Keynan and his associates the advat.ages of the 

sampler are: 

a> The sampler is fully automatic and can be 

operated for a period of over a month without 

servicing. 

b) The number of pollen grains trapped in each 

sample spot, even for short periods of time, 

is high. 

c) The sampler retains the composition of pollen 

mixture in spite of the variation of size and 

pollen number. 

The sampler, however, suffers the same airf'low 

problems that affect most devices using an 
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orifice to direct air flow. Further, should 24 hr 

samples be required, the machine would have to be 

serviced everyday. 

The ____ i mp i_nyemen-t. .. met_h_o_d 

This method, according to the l i teratun=· 

surveyed, appears to be the most popular method 

adopted by researchers. Most of the devices which 

use the impingement. method adopt a two-stage 

a measured vn1un.r> ryf aj r is 

sucked into the device. As the pat-tic I es enter 

the orifice they are accelerated and impact onto 

a suitable collecting surface. The probability of 

the part:ic]es being captured is dependent on 

particle size, acquired speed and the strength of 

the adhesive properties at the impingement point. 

As with the filter devices the factors affecting 

the intial stage of collection are identical.(see 

Figure 11). Solomon <1984b) comments that due to 

the acceleration of the particles through the 

orifice, impingement regal-d1 ess of size of 

particle, takes place in most cases. There are 4 

impingement methods currently in use. types of· 

Each is separately and briefly discussed before 

embarking on a mo,-e detailed analysis of the 

Burkard volumetric sampler. 

L i_quid-containi __ ng _____ i __ mp i nger·s 

These impingers are perhaps the least expensive 

and simplest to operate. Air is drawn in through 

an orif1ce where it is accelerated through a 

narrow glass pjpe into a well~mixed and defined 

volume of fluid. Once collected thv particles may 

be viewed microscopically. Howevei- since the 

inlets of these devices lie in a hor:izonta] 

plane, they ar·e not suitab]P use out nf 

doors. As yet no attempt has been made to make 

these impingers wind responsive and thus they are 
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best suited to calm air applications. One of the 

disadvantages of the liquid impingers can be 

found in the stresses placed on clusters of 

spores and pollen due to the acceleration of the 

particles in the glass tube and subsequent 

immersion in the fluid. Thes.e clusters then tend 

to break up into seperate spores and pollen which 

tends to hide an important indicator of spore 

dispersal. 

3.2.4.2 Slit samplers 

In this method, particles are impacted onto a 

suitable sterile medium. Growth points are used 

to estimate prevalence as colony-forming uni ts 

<CFU> per unit volume of processed air <Solomon, 

1984b). Part.icles pass through a narrow/ intake 

slit and are then accelerated onto a medium in a 

rotating culture dish. The turntable rotates at.a 

fixed speed and can be varied from one rotation 

in 30 seconds · to one in 5 minutes. This method 

has been adopted in 3 different slit samplers: 

a) The BIAP slit sampler (Larson, 1981> 

b) The FOA slit sampler (Bergstrom, 1975> 

c> Casella slit sampler <Henningson et al., 

1981) 

As is the case with other suction devices, the 

airflow problems described in Figure 11 are also 

applicable to the slit samplers. 

3.2.4.3 Sieve impingers 

This method was originally introduced by Andersen 

(1958). The sampling device consists of a se~ies 
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F !.9.!,.l re 12 Andersen Sieve impingers. A. Si:<-stage 

device. B. Air and particle behaviour during operation 

o1 the two-stage device. <In Solomon, 1984b: 61) 

8 

) 

STAGE 1 

NON-IIES,1 .. A8l£ 



of stainless steel plates with 

-,·i:=
! . .J 

holes of 

diminishing size stacked serially. (See Figure 12 

Diagram A and B>. Anderson's sampler consisted of 

eight, six ot two sieve plates as indicated in 

Figure 12. Beneath each plate ("stage") a culture 

dish may be positioned to capture approaching 

particles. 

The theory behind the sieve impinger is based on 

the fact that different particles have different 

stop distances. In Figure 12, diagram B, the 

larger particles with longer stop distances are 

accelerated through the holes of the first sieve 

and because of the larger stop distances defy the 

airflow to the next sieve and impact onto the 

first plate. Because the holes in the first plate 

are large, the smaller particles are not 

accelerated to the same extent as the larger 

particles and thus pass through the holes and 

fol low the air flow to the next sieve. (Their 

stop distances are smaller and thus they avoid 

the first plate as well). This p_rocess is 

repeated at the next sieve and so on until the 

last sieve. The end result. is a gradation of 

particles, with the smallest particles in the 

bottom culture dish and the largest particles in 

the top dish. 

It is claimed by Andersen (1958) that retention 

of the particles by the multistage sieves is high 

<>95'l.). However, a definite disadvantage of these 

collectors is the time required to "read" each 

dish microscopically. This problem may be 

overcome using a limited number of sieves and 

dishes. Further, like other samplers with fixed 

orifices, the intake efficiency of these devices 

is jeopardised if exposed to rapidly moving air, 

although apparently there has been an attempt to 

mount the device on a wind vane with the orifice 
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pointing into the wind <Solomon, 1984b). The 

Andersen samp 1 ing device has been successfully 

used recently by Beaumont et al. (1985). 

3.2.4.4 Solid-surface coll~ctors 

This particular form of impingement relies on a 

fixed volume of air being drawn across a sticky 

surface by an air pump. However, before assessing 

the Burkard sampler, (a solid surface collector>, 

it is necessary to study its principle oppositon 

in this category the Kramer-Coll ins sampler. 

The Kramer-Collins drum sampler samples air at a 

fixed rate of 101 min-~. Inside the device is a 

drum, similar to the Burkard drum to be discussed 

later, which has a tape attta~hed to it, coated 

with petroleum jelly. The drum rotates once evey 

7 days after which the tape is removed, processed 

and then read microscopically. It is very similar 

to the Burkard volumetric sampler and 1 ike the 

Burkard sampler, it is able to give aispora 

counts in concentrations m-:s. As far as this 

author is aware it is not attached to a wind vane 

and is thus not sensitive to the vagrancies of 

air flow, a serious flaw if sampling .is taking 

place out of doors. It certainly has not proved 

to be as popular as the Burkard device but has 

been used by Kramer et al. (1976), Hilderbrand & 
Sutton (1982), Martin & Clough <1984> and Massey 

& Fournier-Massey (1984). 

3.3 The Burkard_Volumetric Sampl~~ 

Having elaborated on the samplers which were not chosen 

for this research on the basis that they did not meet 

the requirements listed in paragraph 3.2, it is now 

necessary to study at some length the Burkard volumetric 

sampler which is a sampler belonging to the solid 

surface impinger category. This sampler has its origins 

in the sampler first developed by Hirst (1952). The 
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f.J:..9.Y. .. t.::.~. 13 Hirst Spore Trap <Hirst, 1952: 258) 
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original model sampled a fixed volume of ai,- at an 

approximate rate of 101 min- 1 for a 24 hour period. Jt 

was then possible to calculate the number of ajrspora 

m- 3 of air given the area of the slide. Figure 13 

illustrates the early model. This sampler has seen 

r·ecent use by Mcdonald (1980), Reddi e,t .al. (1980), 

Ma 11 a i ah & Rao ( 1982 > , Sp i ek sma ( 1983 > , St ee 1 ( 1983) , 

Halwagy & Halwagy (1984>, SchneidE·l--Ch1-istians et al. 

(1986), Spieksma & Tonkelaar (1986), Macchia et al. 

(1987) and Royes (1987>. Notwithstanding its continued 

11<c,P-, th0 nr"iginal H11-st spo1P t1ap has. a ~,E'Vei·e 

limitat1on in that it was capable of sampling for only a 

2 1-t hour period. The subsequent Burkard volumetric 

sampler <Solomon, 1984b} which is an improvement on the 

Hjrst spore trap and operates on the sarnE:? principle j5 

able to collect for a 7 day period and according to the 

literature surveyed proved to be the most popular 

machine. This sampler will now be dicussed in detai·]. 

Bearing in mind the criticisms of Solomons (1984a) and 

Keynan et al. (1986>, the Burkhard trap remains the most 

popular type of sampler. Ljungkvist et al. (1977>, 

Pennycook (1980), Bai & Reddi <1981>, Kapyla ~ Penttinen 

(1981), Nilsson & Persson (1981>, Bringvelt et al. 

(1982), Gottwald S Bertrand {1982}, Mercuri et al. 

(1982>, Nj]sson & Palmberg-Gotthard (1982), Frengue11i 

et al. (1983>, Petzoldt (1983), Shenoi g Ramalingham 

(1983), Hasnain (1984>, Kapyla (1984>, O'Rourke & 

Lebowitz (1984}, Anderson (1985), Ballero et al. (1985), 

SpiE?f.::sma et al. ( 1905), Machar·dy 8, Garlmffy ( 1986), 

Spieksma (1986), Al-Eisawi g Dajani (1987>, Galan et ~l. 

(1987), Logo & Cristofolini (1987), Schutze-Werninhaus 

et al. ( 1987) and Sutra et al. ( 1987> have all 

successfully demonstrated the reliability and 

applicability of this sampling device. However in the 

context of thi!; study it reliably fulfi]Js at least 5 o·f 

the criteria listecJ in paragi-aph 3.2. Firstly, it 

samples both pollen and spore~, (Anderson, 1985). 

Secondly, it samples a fixed volume of air suet, that 

volumetric concentrations of a1rspora can be computed 
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(Solomon, 1984b). Thirdly~ it is a sturdy construction, 

designed in such a manner that it is watertight in the 

mechi'!nical areas and pa,-tic:ularly :in airspora 

co] 1 ec t i ng a r e>a. Il is i.ht.1•,, ~;ud.ab]P 1-0, use in the wet 

winter~. of the Cape. Fourthly, the sampler has a wind 

vane thus mal<ing i t ~;pnsi ti ve to changr:.>s in wind 

direction. The samp 1 i ng orifice also lies at right 

angles to 

changes :in 

the general 

the wind 

ai,-flow, mal<ing it .sensitive to 

speed. Fifthly, it is not l<nown at 

this stage whether the samp J E~r tends to be 

of biasPd le>wa1r! any po 11 en or spore typP i T) terms 

selctively sampling some airspora while ignoring others. 

Reference is made to the aerodynamics of the collecting 

01-ifice which can influence the type of airspora 

collected, depending on wind velocjty and the speed at 

which air is been drawn the orifice. CThis 

problem was discussed in paragraph 3. 1 and it is 

acknowledged that the problems referred to in that 

section are doubtless.also applicable to the Burkard 

capable of sampler). Sixthly, the Burkard sampler is 

sampling continuously at 24 hr· intervals for a 7 day 

pet- iod without requiring serving. What follows is a 

detailed description of the Burkhard sampler, its 

:intal}ation and its operation. 

3. 3. 1 Desc r.i..P t.i. or1 ..... of ____ the._ Bur .k.ar d __ sys tt?..'.r.' 

Two Burkard volumetric samplers were used in this 

pi-o jec t. (The reasons for 

out 1 i necl j n thP npx1. chapter d1:.>a l j n~1 

resear·c:h design and methodology 

dissertation>. The sampler located 

this 

with 

of 

are 

the 

this 

in Epping 

(Plate 1> is battery operated while the sampler 

at Bothasig <Plate 2) is a 'mains' operated 

samp l e·1·. Besides these di ffei-ences the two 

samplers arc- identical. The Bothasig sampler is 

placed on a simplP stand 1,5 meteres high and is 

connected to thi=:· ma:i ns of an adjojning house, 

while the Epping sampler provea more difficult to 



3.3.1. 1 

The Burkard system encompasses the four main 

components of the Epping battery operated Burkard 

sampler. These four components are illustrated in 

Plate 1. The sampling device (A) is mounted on 

<B>, the stand. A galvanised iron box CC>, 

containing an adaptor, trickle charger and 12 

volt battery is connected by two terminals to the 

Burkard sampler. The trickle charger is connected 

to a security light via a flex <D>. 

T_h_e ..... Burk_ard ....... samp_l_er 

Plate 3 illustrates that there are 6 

parts to the Burkard sampler itself. 

component 

The wind 

vane (A) keeps the device pointing into the wind. 

Within the casing CB) are found the sampling drum 

and timer. The sampling orifice <C> has a 

dimension 14 X 2 mm and directs the air flow onto 

the sampling drum. A plate CD) prevents rain from 

falling directly onto the nozzle and being sucked 

into the drum casing <B>.The casing <E> acts both 

as a protective shield to the electric motor and 

an exhaust for the air sucked through the casing 

CB>. The rotating drum is secured to a timer 

located on CF> which extends into the casing <B>. 

The Legs CG) secure the sampler on the stand. 

3. 3. 1. 2 Hid_d_en ____ comp.o.n.ent_s ___ of ____ Burkard ____ sam.pl_er 

a) Th_e ...... samp .l .. i.ng ______ d_rum 

The sampling drum (Plate 4) has a circumference 

of 345 mm. Melinex tape is fitted onto the 

circumference of the drum. Vaseline is then 

painted onto the melinex tape. This is the medium 

in which the airspora are caught. The drum is 

secured to the timing device with a retaining nut 

CC). The drum must be aligned such that the mark 

CA) is under the pointer. The mark (B) will then 



<C>. The drum must be aligned such that the mark 

(A) js under the pointer. The mark <B> will then 

be -facing the inlet nozz1r=-. The timer wi11 tu1-n 

over a 7 day period in a the drum 355 degrees 

clockwise direction. The remaining 5 degrees is a 

p1-ecautiona1-y measur-e; should the operato1- arrive 

a-fter the 7 days the drum will. cover the 

remaining 5 degrees in four hours before 

intruding on the first days sample. 

h > The t j mer 

s:imple clock mechanism with an The timer· is a 

extruding shaft 

To the left of 

onto which the drum is attached. 

the timer (Plate 6) is a smal 1 

rotational disk which covers the fine adjustment 

setting. This enables the operator to speed up or 

retard the timer so that the drum rotates the 

required distance. 

wine! the timing 

In Plate 7 the key is used to 

device, thus making it 

operational for a 7 day period. 

c) llu:> vacuum __ pum_p 

Plate 8 and 9 show the two different vacuum pumps 

which constitute the major difference between the 

two samplers. In both cases the pfotective 

exhaust coverings have been lowered to facilitate 

a clearer view of the two motors. The electric 

motor (Epping sampler) runs off a 12 volt motor 

vehjcle battery. To the lef·t of the motm- (A} is 

a potentiometer <B>, which can increase the 

i-evolutions or decrease the revolutions of the 

motor, thus altering the volume of air being 

drawn in by t.he motor. The motor operates a small 

fan which inhales the air. This fan is hidden in 

the cowling ahove the motor. In Plate 9 the mains 

operated motor is bigger and does not have a 

potentiometer attached to it. Instead the volume 

of air sampled is calibrated through the use of a 
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nozzlP- above the fan through which the air is 

di-awn. 1 ns i de the nozzle is a small screw which 

can be moved thus a 11 owing morE? or Jess air te> be 

d1-awn in. 

3. 2. l • 3 T_he __ Bt_n-_kard __ stand 

The stand <Plate 1) Epping sampler was 

especially designed for· the Burkard battery 

operated sampler in Cape Town conditions. It is 

no l st,.lnciar·r:I piE'C.P of pqu :i pn,1?ni:. The 

c onst.i··uc ti on is bu i Jt o-f ang l p-i ron that has been 

welded together and painted with an anti-

co1-rosive paint. It stands 
' 

1,65 metres high and 

weighs 45 k i logr·ams. The -cons tr uc: t ion is 

triangula,- and pyi-- imidal, thus facilitating 

mobility and strength. The "f'eet'' are held to the 

ground by tent pegs, the 

from toppling over· in gale force winds. The stand 

used fm- the Bothasig on loan as is 

the sampler, from the Cape Town Municipality. The 

stand is made out of galvanised steel and is less 

sturdy but easier to move about. 

The box housing, (A} the adap to,· , < B) battery 

<C > 12 volt wet cell batte,-y, are 

galvanised, thus preventing rusting and they are 

also water-proofed with bitumen to prevent 1-ain 

entering the electrical circuits c::iusing 

dangerous short circuiting. The adaptor connects 

the security light to the Tesla battery charger. 

The security ] j ght operates on a photo eel l and 

thus swjtches on automatically at sunset and off 

at sun,- i se. The cur,-ent is 220 volts and is 

transformed into 12 volts by the charger, while 

the amperage can be varif.ni by the adjusto1- at the 

bottom of ThP battery, a 12 volt 

Sabat model~ is conneLted by two terminals to the 



the box is locked to prevent theft of. its 

contents. 

3 .. 3. 1. 5 T_h_e __ ...f_lex 

The flex of the Epping sampler is a 3 core type, 

bound with an ultra-violet resistant plastic. It 

is connected to the base of the security light 

and lies on the lawn of the site. <s.ee Plate 1). 

3. 4 A_irspora .... c.onc_en_tra_t_i_on_s_ - _____ A _sampl_ing_ _____ art_efac_t? 

The conclusion to be drawn from studies of different 

sampling devices is an important guiding principle. 

Clearly, the effiency of the different samplers is not 

homogeneous. Some samplers are biased towards sampling 

the larger particles while some of the samplers are 

capable of capturing larger concentrations of particles. 

This has broad implications for building predictive 

models, especially where the aim is to quantitatively 

. assess critical values of allergenic pollen 

concentrations. 

concentrations, 

If different devices give 

it possible 

aifferent 

to take then how is 

seriously critical values of atmospheric inhalants when 

the samplers are not 

concentrations of the 

in agreement on atmospheric 

inhalant? Henningson et al. 

(1981: 159) summarise their research on a comparative 

study of apparatus for sampling airborne micro-

organisms: 

"The conclusion of this study is that careful 

planning is necessary b,efore sampling airborne 

micro-organisms in various enviroments to;ensure 

that relevant and reliable results are obtained. 

This work also shows the importance of choosing 

the right samplers for each occasion and of 

carefully considering their limitations." 
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1.~.t.?.J.~ 3 Comparisons of mean spore concentrations m-:s air sampled 

during three 10 day periods at each site in 1976. 

<Kramer & Eversmeyer, 1984:120) 

Means for each 10-day period are based on counts made 

for eight 3-hr periods for each day for the ten days. 

Means in the same row fol lowed by the same letter are 

not significantly different (p=0.05) based on Duncan's 

multiple range test; comparisons between 10-day periods 

are not made. 

% 
Upland City New River Between-site 
Prairie Park Suburban Bottom differences 

Clados:eorium I I 

Period I 10 277bc 21 062a 12 671bc 17 283ab / 

Period 2 10 120a 9 570a I I 067a 13 466a 
Period 3 4 068a 4 600a 4 456a 3 138a 

Ascos:eores I 7 

Period I 2 548a 3 734a 600a 3 016a 
Period 2 914a I 070a 854a 2 152a 
Period 3 380b I 813a 578a I 887a 

Basidios:eores 17 

Period I 2 40_.2a 5 609a 994a 4 339a 
Period 2 978a 2 064a I 876a I 312a 
Period 3 81b I 425a 3 162a I 289a 

L___ 
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A further consideration when using samplers is ther·e 

applicability over space in both the horizontal and 

vertical plane. The next two paragraphs deal with this 

p,-oblem 

K1-amr~r & Eversmeyer ( 1984) make the point that often 

only one spore trap is used to make inferences about the 

airspora concentrations of" the surrounding area. Their 

c:-,f.udy conr-Pn1.ra1Pd on thr-> val id.ity o-t thp~.,p inf1.?1·pncP<::,. 

They chose sites in and around Manhattan, Kansas, 

in distance from 3 km - 25 ranging 

centre. Table 3 represents their 

km from 

results 

the city 

for spore 

concentrations for four sites. The results demonstrate 

conclus1vely that it is an erroneous,practice attempting 

to apply airspora concentrations to too broad an area. 

Studies by Hyde (1952)~ Davies (1969>, Raynor et al. 

(1973), Stix &. Fen-itti (1974>, Raynor et al. (1975), 

Brown & Jackson (1978>, Leuschner & Boehm (1979), 

Spieksma (1980) and Strandhede & Wihl (1981) show that 

concentrations can 

Notwithstanding the 

that the study by 

vary over 

above, it is 

Strandhede and 

a matter of metres. 

of i nte1-est to note 

Wihl shows that the 

pol Jen counts foi- Malmo and Copenhagen t!~nd tn diffpr 

quantitatively although the same type of airspora were 

measured. These findings have fairly serious 

implications for the construction of predictive models 

in the area of allergy related forecasting. Eversmeyer 

and Kramer (l987b} wPrP not able to f"ind any s:igni·ficarit. 

diferences in mean spore concentrations for samplers at 

the same height but 2 metres apart. They conclude: 

"A sing le vo 1 umetr· ic: sample1- will 

measu,·e spore concentrations for 

must be 

adequately 

powering 

taken to simulation models, but care 

determine the location of the sampling unit in 

relation~;hip to spore sour·ce and ecological and 

environmental conditions.". <Eve<smPyer & 

Kramer, l987b:109> 
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The work by Spieksma (1980) is also v~ry illuminating in 

this ,-ega,-d. He clealy accepts that distances tend to 

distort the consistency of the pollen catch but also, 

with resPrvations, states that one:> sampler is adequate 

foT simulation models. 

"Neve1-theless, the genei-al 

for the pol1en types found 

seasonal pattern 

in relatively high 

c...onc.enti-ations. shows a g,·eat similai-ity, at 

lr.c1r;i t,c=:·-\,..,-pf'n place~,, ~..iji.h:in a 1rgion w.ill1 i:ht.· 

same climate. This similarity becomes mare 

distinct when the daily pollen count is 

transformed into a '10-day running mean' 

presentation.". (Spieksma, 1980:600) 

It seems then that ho,- i zonta l di ffe,·ences occu1- both 

over limited and extended distances, although the work 

by Eversmaeyer ~ Kramer (1987b> tends to contradict 

this. Htiwever, the two quotations above perhaps put into 

perspective the relevance of these horizontal 

differences. Provided that the region for which the 

sinllilation model is being prepared, has a reasonably 

homogeneous climate, then any daily differences tend to 

aver·age• out ovei· a day pe1- i od whPn convpr ted into mean 

score5. This seems to be the key to the applicability of 

simulation models. It can be concluded that the region 

being sampled must have a homogeneous climate; 

quantitative differences jn airspora concentratiopns 

will thPn aver agr=> out. Bias caus1?d as resuJ t of 

e-cological and envji-cnmental conditions, such as dense 

stands of wind pollinated Acacia in the Cape Town case, 

should be reduced by placing the sampler so that thes~ 

conditions are mini~ised. 

3. 6 Samp l_i ng ___ :_ Ve,- ti cal ... d.i_stcir t. ion 

The ear lier literature review 

has shown vertical gradients 

is dependent on iltnITTspheric 

indicates that resParch 

iri ajrspora concentrations 

stability. That airspora 



concentrations vary over vertical distance is beyond 

dispute. Even within the first 30 metres of atmosphere 

Lyon et al. (1984a) found significant differences in 

spore concentrations. Earlier work by Raynor et al. 

(1973) indicated that ragweed pollen concentrations vary 

to a height of 108 m but the variation is negligible 

over long periods of time. However, the work by Lyon et 

al. (1984a) and Raynor at al. (1973) indicated that the 

vertical placement of the sampler cannot be left to 

random choice, but needs to be carefully considered. The 

day ta day variation was apparently dramatic. Other work 

by Redd i et al. ( 1980) and Eversmeyer & Kramer < 1987b > 

tends to substantiate the impression that concentrations 

vary with height. These findings must have significant 

implications for allerQenic 

concentrations are often 

"high-rise" dwellers, where 

more pronounced at higher 

altitudes. Two important points become apparent, bearing 

in mind the above discussion. 

a) Pollen and spore concentrations are indicators of 

the type of sampli~g device as much~ as they are 

indicators of particular meteorological conditions. 

A researcher should be aware that the estimated 

concentrations are not absolute. Depending on 

equipment used, they may be significantly different. 

b) Pollen and spore concentrations are distorted over 

space, thus exceeding caution must be shown in 

determining the spatial range (horizontal and 

vertical) of the estimated concentrations. In order 

to successfully achieve this task, a researcher 

should sample carefully the pre-determined range and 

then correlate the dat~ with the central site 

concentration. No other method seems available to 

predict with confidence the ai rspora concentration 

from a large area. 



3. 7 P l_a_tes ___ sh_ow_i n9 .... Burk_ard __ s_ys_ytem 

Plate 1 The Burkard system 

<Epping) 

Pl.a_t_e ... £. The Burkard sys tern 

(Bothas1g) 



Pl_a_t_e ____ .3 The Burkard samp 1 er 



F'_late ___ 4 Sampling drum Pl_ate __ ~ Sampling drum 

installed on timing 

device 



Plate_ 6 The timer Plate_? Timer: Winding 

mechanism 



Pl __ a t_e ___ B Vacuum pump <battery operated) 

P)ate_9 Vacuum pump (mains operated) 

··-· 

... _:._ 



Pl_at.e ..... ..10 Components of bo :-: on Epping sampler 

stand. 
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4. RESEARCH METHODOLOGY 

4.1 Sampling location 

4.2 Sampling strategy 

4.3 Laboratory method and microscope Work 

4.3.1 Method 1 The non-chemical process 

' 
a> Traverse along the length of the slide 

b) Transverse traverses 

c> Microscope fields 

4.3.2 Acetolysis and the weighted vial method 

4.3.3 Airspora identification 

4.4 Statistical method 

4.5 Plate showing distorting vegetation at the Epping site 
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4. RESEARCH METHODOLOGY 

I 

4.1 §~mpling loc~tion 

In choosing a site for the research, four factors need 

to be considered: 

a). Regionality and centrality. 

b). Acce~sibility of site. 

c). Security. 

d). Proximity to a meteorological station. 
I 

In this type of research, where one of the aims is to 

quantitatively measure the airspora of the region, it is 

important to account for bias in terms of location. A 

location in the Southern suburbs wouid int~oduce a bias 

toward garden exotics, while a site on Table Mountain 

would be biased toward Fynbos pollen. However, it is 
'. 

necessary to point out that Cape Town in well known for 

its different climatic ·belts and any location will 

favour the adopted c)imatic belt. Thus it is important 

to admit that one sampling site cannot be construed to 

adequately sample the entire peninsula region. This job 

would require at least 5 different samplers in each of 

the 5 known climatic belts. Notwithstanding the previous 

point, in this project two samplers were used in order 

to give some idea of the extent of the difference in the 

airspora spectrum between two places on the Cape Flats. 

A site no more than 15 km distant from the university 

campus and 

considered 

easily 

adequate 

reached 

to 

by 

meet 

motor 

the 

vehicle 

demands 

was 

of 

accessibility. Moreover it was important that the owners 

of the site be receptive to the installation of the 

equipment and its operation for a two year period as 

well as being tolerant of a once weekly visit to service 

the sampling unit and collect the sampling data. A 
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committment to this end was necessary to prevent the 

movement of the sampler to another site thus breaking 

the uniformity of the co}Jected data. MorP important 

however, was a committment on the part of the owner of 

the premjses to ensurr the security of the sampler. 

Lastly it was necessary that the chosen location be in 

clos~ proximity to a meteorological station so that the 

correlation between meteorological data and airspora 

conc~ntrations would be representative of the site. 

Tiu· i j 1 ~ .. t 

Industria, Site 

:is 

4. The 

:in a11 indust.1·1al 

site is located 

ai·ea, Eppjng 

jnside thP 

grounds of a beve,-ag i ng company. The sample,- stands on 

an open piece of lawn surrounded by warehouses to the N 

(Plate 1) and security fences to the E, Wand S (Plate 

11). It would be unrealistic to expect the site to be 

free of vegetation which may distort the quantitative 

results of the investigation. Referring to Plate 11, 

grass, Acaci~ trees, palm trees and succulents were 

evident in the pollen concentrations counted. 

As can be seen from the map <Figure 14}, the site is 

very central to the Cape metropolitan area. The journey 

from the univers1ty campus to the site via Settlers 

Freeway is 14km, thus making the site accessible while 

the straight line distance to DF Malan meteorological 

station is Bkm. The meteoi-olgical data, accoi-ding to the 

resident meteorologist at the meteorological station, 

would be representative of the Epping site over the 

distance. The s:ite owru:;,,-s, Amalgamated Beveragjng & 

Canning were willing to co-operate with us for a period 

of 2 years. Their resident electrician installed the 

flex from the security light to the Burkard 

while thPi'r secur:ity guards kept "an eye" 

apparatus for the full 24 hour period. Thus 

,~vid1?nt that the Epping site fu]fi lled the four 

mentioned at the beginning of paragraph 4.1. 

samr1ler 

on the 

it is 

r::riter-ia 

The second site is located in Bothasig, a garden suburb, 

to 1;he Nor th of Cape Town. The sampler is insta]Jed in 
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the back garden of a property owned by the Cape Town 

Municipality and used for community health purposes. The 

sampler was loaned to the university by the Cape Town 

Municipality for the duration of this research. One of 

the conditions attached to this loan, however, was that 

the sampler was not to be moved from the site at 

Bothasig. To this end therefore, there was little option 

but to use the site provided. The sampler is located 

behind the dwelling on the site and one suspects that 

this offers unwanted protection from the wind in 

particular and probably rain as well. Moreover it is 

surrounded by suburbia and thus exotic pollen was 

expected to be found in the atmosphere in fairly high 

concentrations. Notwithstanding the above, the sampler 

was relatively secure, not being obvious from the road 

and in terms of distance was approxiamtedly 20km from 

the university campus. Unfortunately, the site is not 

close enogh to the OF Malan meteorological station for 

the data supplied by that station to be of any 

relevance. Therfore no attempt was made to correlate 

data from the Bothasig site with meteorological 

variables. 

4. 2 Sam_p_l i_ng _strat~ 

The Epping and Both as i g samp 1 i ng tapes were co 11 ec ted 

every week on a Monday morning. The Epping tape was 

analysed for airspora on a 24hr basis, working from OhOO 

until 24hOO, thus coinciding with the weather data from 

the DF Malan office. The Bothasig tape was analysed for 

airspora on a 7 day basis. The data from these tapes was 

used in the following way. 

a) The daily Epping data (pollen and spores at the 

family taxonomic level> was recorded and the mean 

daily concentrations for the airspora was computed. 

From this data the mean weekly, mean monthly and mean 

annual airspora concentrations were also computed. 

b) The mean weekly Bothasig data (pollen and spores at 

the family taxonomic level) was recorded. From this 
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data the mean monthly and mean annual airspora 

concentrations were computed. 

c> The Bothasig and Epping data 

weekly, monthly and annual 

were compa,-ed on a 

basis to 

establish quantitative d:ifferern:es between the site~,. 

d) The OF Malan meteorological station supplied the 

necessary daily meteorological data at the end of 

each month. This was then compiled and stored on a 

compute,·. 

e> The mean daily Epping ait·spora concentrations we1·e 

-U-,pn c1n rr>lat.Pd 1,::itl1 n,f-?teoroJngical clala frnm Uir=' Dr 

Malan meteorological station in an effort to 

establish realtionships between the airspora and 

meteorological variables, 

a predictive mode]. 

leading to the creation of 

4. 3 Laborator_y _Method ___ and ___ Mi cTosc_o_pe __ Wo_rk 

Literature on aeropalynolgy indicates that there are 

numerous techniques for the laboratory preparation of 

pollen leading to accurate counting under the 

microscope. Befm-e deciding whether· the pollen will be 

processed in the laboratory and made ready for 

microscope wo1-k, 

of po]len coun1ing 

one must first decide which technique 

and volumetric analysis wi11 be used. 

According to Kapyla & Penttinen (1981:131> H • • •it is 

impossible to count the whole slide and that is why 

estimation methods are needed " To this end there a1·e 

two method~,, availablF to th1? aeropalynoJgist. The first 

method requ:ires that the sampling tape be plac.ed 

directly under the microscope and transverses are made 

across the whole tape. This completed, a complicated 

formula is applied to determine the concentration of 

airspora in that 24 hou1- period. The second method 

involves the chemical treatment of the airspora in a 

process known as acetolysis, leading to the fina] 

ca]c::ulation of concentJations. Both th1?Se 

methods will be studied in some detail. 
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4. 3. 1 ~et;hod 1 : The no11.-chemi.caL...P..!:Q!;~.§_?. 

Most aeropalynolgists favour this method as it is 

time-effective <Anderson et al., 1978; Kapyla • 

Penttinen, 1981; Bringfelt et al., 1982; Halwagy 

& Halwagy, 1984; Kapyla, 1984; Fairley - 8c 

Batchelder, 1986). The Burkard manufacturers 

operating instructions suggest that this method 

is the most time-effective and should be adopted 

for estimating airspora concentrations when using 

the Burkard volumetric sampling device. Before 

reading the slide the following procedure is 

usually adopted. 

a) The tape is divided into 7, 24 hour sections. 

b) A section representing a 24 hour period is 

placed on the slide. 

c) A staining solution is made up containing: 

35 g Gelvatol 

100 ml distilled water 

50 ml Glycerol 

2 g Phenol 

d) Two drops of this solution are placed on the 

tape and a cover slip is placed over the tape. 

e> The slide is now ready for reading. 

Kapyla & Penttinen < 1981) list 3 types of 

sampling units that can be used in this method •. 

a) Traverse along_the length of the slide 

This method is µsea by the aerobiologists 

Davies et al. <1963) and Stix & Grosse

Braukmann < 1970). The method is appropriate 

for estimating short term concentrations and 

diurnal variations but apparently often gives 

unrelaible estimates, if only done once or 

twice, because of the irregularities in the 



102 

FJ..gure 15 The distribution of particles along the length 

of the orifice from normally operated slides. Jyvaskyla 

Airport, sucking speed 101 min- 1 

1981:133) 

........ 
j
'-""" ...... JI-

~ ... ._ .. . -~·--

<Kapyla & Penttinen, 



transverse variation 

concentrations on 

common practice to 

along the length 

the 

use 

of 

of 

slide. 

the 

"The 

one or two 

the slide 

10:3 

particle 

nowadays 

traverses 

may give 

unreliable estimates because of the irregular 

transverse variation" <Kapyla & Penttinen, 

1981: 140>. Figu,re 15 indicates how the 

transverse distribution of particles on the 

tape varies with both species and wind speed. 

b) Jransverse traverses 

This method has been adopted by aerobiologists 

in the USA <Ogden et al., 1974) and in Sweden 

<Kotzamanidou & Nilsson, 1977>. In this method 

a single traverse is made transversely, i.e. 

across the width of the tape - thus traverse 

variation is eliminated. Kapyla & Penttinen 

< 1981) suggest that 12 such transverse 

traverses are enough for a relaible estimation 

of airspora concentrations. 

This method has been used by the Finnish 

Aerobiology Group. It tends to take into 

account both the transverse variation <Figure 

15) and lengthwise variation of particles on 

the tape. A large number of sampling units is 

needed and a method using random sampling with 

replacement is accepted as suitable. 

Kapyla & Penttinen < 1981> argue that their 

research indicates that the transverse 

traverse method gives the most accurate 

estimate of the mean daily concentration while 

the microscope field method is the least time 

consumi.ng and offers a formula to calculate 

the estimator of the error of the mean 



provided a sample 

Kapyla & Penttinen, 

size of> 100 is used 

1981:139 for formula) 

<seP 

Nevertheless, none of th~ literature sited points out 

two of the most dr·amat i c shortcomings of tlu:.>se methods. 

The volumetric samplPrs take in airspora as well as 

pol]utants, insects, sand and scraps of vegetation. 

These, if not separated from the airspora, tend to cover 

the pollen and spo1-es making it di·fficult to accurately 

identify the organism. Further pollen is particularly 

c1 i f f 1 c u 1 l 1. o 1 t•-, n,:t.u1·,:1J 

pr ob l ems a,-e dea 1 t with in the second method. 

4. 3. 2 Ace.to !_ysi_s ____ and ___ the ____ we ig_hed_ v :i a) ____ metho_d 

Erdtman (1960), Faegri & Iverson (1975) and Moore 

& Webb (1978} are consistent in argueing that a 

process, known as acetolysis, should be adopted 

to remove the cellulose of pollen. Once the 

cellulose of the pollen is removed it is an 

easier task to identify the pollen. They argue 

that without this process of acetolysis it is 

difficult to identify pollen, especially if the 

intention is to 'key' the po]len down to species 

levPl. The exine features are perhaps the best 

clue to the identity of a pollen grain and 

acetolysis tends to make the features of the 

exine readily observable. The method used in this 

research project incorporates acetolysis and the 

f0Jlowinc;1 paragraph deals w:ith the method in 

greater detail. 

Cellulose is a polysaccharide and can be removed 

by acid hydrolysis (acetolysis). The protoplasm 

is also removed and the pollen grain is rendered 

translucent. Once the cellulose has been removed 

the exine of the pollen grain is mo1-e apparent 

ancl thu~, thP pol ]en is more rpad:i ly identifiable. 

Acetolysis involves the mixing of glacial acetic 

anhydridu mixed with concentrated sulphuric acid 



in a ratio of 9:1. Further tn aretolysis the 

treated in hydrofluoric acid. lhis 

chemical is responsible for the removal of silica 

sample. Th.is is par· ti cul a,- J y necessa,-y 

whE'n using samples from the Cap~ Flats, because 

blown into 

the abundant sand on the Cape Flats is 

the atmosphen? by thE? SE wind and is 

appcu-ent in the samples. At the microscope stage 

of the process, the presence of sand in a sample 

wi 1 l pi-event. 

ti lP ~.] j d l?. 

the cove,- slip from lying flush on 

Muoi-£.' & WPhli ( 1978) and 

Faegri t Iverson (1975} these chemical tr~atments 

can have an adverse effect on the airspora. When 

using aceto)ysis spores apparently can show signs 

of damage if prolonged treatment (ie. more than 

three minutes} occurs.Cl> Further, grain size is 

reduced when hydrofluoric acid. 

Notwithstanding 

using 

these reservations, in both 

authors opinions, the advantages of using these 

chemical treatments outweigh the disadvantages. 

The calculation the daily volumetric 

concentration o-f airspora, once the chemical 

process has been completed, is deriv~d from the 

method used by ]01-gensen <1967:lt89) which rel'ies 

on count:ing " ••• a] 1 poll en in weighted aliquots 

of the s_amp l es ... " . Once the airspora have been 

chemically processed they are stored in pre-

weighted vials. The volumeb-:ic concentration is 

based on thE- r hang j ng weight of the vjal after 

the samp .1 e has been removed for counting on the 

microscope (Ser-? Appendix 1 for fuJl description 

of this process>. 

The aceto]ysis and weighted vial method was adopted fo, 

this research reasons ou}ineli above viz, the 

removal of s:i lica from daily samples after b·eatment by 

HF, the removal of cul 111 lose afte,- acetolysis, making 

E):pe,-iencec- ir, the labo,atoi-':- dui-ing the -reseai-ch pE-r·iod 
t c? rids:, t o c c. n-f i r n, th j s po i n t of v i e=- ·.-, 



identification of the pollen more certain. It was also 

possible to calculate accU1-ately the dai Jy volumeti-ic 

concentration. For a detailed explanation of the steps 

in this method, reference should be made to Appendix l. 

4. 3. 3 Mic r·oscope ___ methods ___ and ____ a_ir·spor a __ _i dPnt. i f_i_ca __ f.i_o_n 

The counting method used is explained in Appendix 

l, steps 21-23. Pollen was identified by making 

r·efPrence to 

1Jn1 vpr-~.j t.y 

Department. 

the pollen collection held in the 

of Town<:,' B :i ogeogr aphy' 

Further reference was made to Moore & 

Webb (1978). Spore identification was based on 

the colour plates found in Gregory (1973>, 

Nilsson (1983) and Hurtado & Riegler-Goihman 

(J986b). When it was not possible to identify a 

pollen or spore, the organism was categorised as 

"pollen other" or "spore other" respectively. 

4. 4 S_t_at_i st_i cal _met.hods 

Predictive models were based on the statistical test of 

forward and 

test was 

Rt::-gre~;s ion~; 

backward multiple regression analysis. This 

admimistered using the BMDP2R programme. 

were used to quantify the relationship 

between variables when the value of one variable was 

affected by changes in the values of the other 

variables. The affected variable in tt1is research was 

pollen and spore concentrations while the meteorological 

variables were the independent variables. In the forward 

and backward stepping multiple regession analysis, at 

each step the meteorological variable with the highest 

F-to-enter value is included in the equation, the object 

being to improve the F ratio score. In the backward 

stepping, meteorological variables are removed that 

least affect the F ratio at any step. The strength and 

weaknesses of this type of statistical modelling will be 

examined in the disrussion chapter of this JPsear~h. 
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4.5 Plate showing distorting vegetation at the Epping 

site 

Plat~ 11 The Epping sampling site showing distorting 

vegetation 
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5. RESULTS 



5. RESULTS 

5.1 The airspora spectrum: Bothasig ~nd Epping~ 

5.2 Spores and pollen: annual variation 

5.2.1 Poaceae and Pinaceae 

5.2.2 Amaranthaceae and Chenopodiaceae 

5.2.3 Ericaceae and Proteaceae 

5.2.4 Fungal spores 

5.3 Relationship between airspora concentrations and ~ 

meteorological factors 

5.3.1 Introductory investigation 

5.3.2 Single regres~ional analysis 

a) Total pollen 

b) Pinaceae 

c) Poaceae 

d) Total spores 

e) Al ternar:.ic!. 

f) Basidiospores 

5.3.3 Stepwize regressional analysis 

5.4 Wind direction 

109 
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The results of this research are divided into four sections. 

The first section deals with the quantitative aspects of the 

airspora spectrum for Epping and Bothasig. The second 

sections deals with the annual variation in the airspora 

spectt-um. The thir·d section deals with the relationship 

between airspora concentrations and meteorological variables 

and in this section an attempt is made to construct some 

predjrtivP mndrls fot sporp\:, and pci11Pn :in ttiP Epping a1 £?a. 

tile foui-th sections analyses the effect of wind direction on 

airspora concentrations. 

5 .1 The .... a_i_rspora _spec trum .... : .. ___ Bothasi_g __ a_nd .. _Epp i ng. 

In this section the general trends are initially 

identified followed by a more detailed analysis of the 

airspora spectrum for Bothasig and Epping. An attempt 

will be made to compare the two spectrums wherever 

poss:ible. 

Figure 16, shows that in both Epping and Bothasig spores 

are the most dominant component of 

Pollen as a yearly total, rppresents 

the airspora spectrum for Epping 

respectively, while spor~s represent 

the two places respectively. 

the atmosphere. 

20.3% and 23X of 

and Bothasig 

79.7% and 77% for 

In Figure 17 it is cleai .. that 91-asses (Family Poaceae) 

are the most. dominant pollen in the poJlen spectrum for 

both Epping(40.4%} and Bothasig(48X>. In Epping the next 

most dominant pollen is Pinaceae(5.9X> and at Bothasig, 

RestionaceaeC7.4%) is the next most dominant pollen 

family. Comparjng Bothasig with Epp:ing, Fabaceae, 

Cyperaceae and Asteraceae have si~ilar representation at 

these two sites suggesting that the pollen of these 

three families are evenly sprPad in the collecting area. 

One of the most not:iceahle differences in the two 



4 Epping pol leM spectrum 
significance according 
concentrations (m-3 ). 

POLLEN ....... ·-··-··-·- MEAN __ ,DAILY ... CONC ... < .... M-3 > 

Poaceae 3.479 
Pinaceae 0.509 
Restionaceae 0.468 
Fabaceae 0.365 
Asteraceae 0.358 
Cyperaceae 0.330 
Proteaceae 0.293 
Ericaceae 0.281 
Caryophyllaceae 0.194 
Thymelaeaceae 0.169 
Myricaceae 0.151 
~c~ci~. 0.110 
Amaranthaceae 0.101 
Sterculiaceae 0.096 
Myrio..Q_hyl lum 0.091 
Chenopodiaceae 0.084 
Amaryllidaceae 0.057 
Nymphaeaceae 0.053 
Plantaginaceae 0.042 
Liliaceae 0.036 
Betulaceae 0.033 
Rosaceae 0.024 
Aizoaceae 0.021 
Euphorbiaceae 0.021 
Apiaceae 0.019 
Boraginaceae 0.019 
Plumbaginaceae 0.019 
Seliginaceae 0.014 
Bruniaceae 0.012 
Balsaminaceae 0.011 
Cupressaceae 0.011 
Typhaceae 0.011 
Polygonaceae 0.010 
Ranunculaceae 0.010 
Rutaceae 0.006 
Umbelliferaceae 0.006 
Urticaceae 0.006 
Rhamnaceae 0.005 
Santalaceae 0.005 
Campanulaceae 0.005 
Crassulaceae 0.002 
Cannabaceae 0.002 
Labiaceae 0.002 
Loranthaceae 0.002 
Polygalaceae 0.000 
Pollen Other 1.061 

Pollen Total 8.6277 

in 

1 1 1 

decending 
to mean 

order of 
daily 

% ...... OF .. POLLEN ... SPECTRUM 

40.320 
5.908 
5.430 
4.235 
4.153 
3.832 
3.404 
3.264 
2.251 
1.968 
1.756 
1.275 
1.174 
1.120 
1.057 
0 •. 984 
0.664 
0.620 
0.490 
0.434 
0.386 
0.281 
0.254 
0.244 
0.229 
0.223 
0.231 
0.170 
0.150 
0.136 
0.134 
0.128 
0.118 
0.115 
0.079 
0.071 
0.071 
0.065 
0.060 
0.057 
0.034 
0.031 
0.028 
0.026 
0.010 

12.300 

100.00 

r 



11.2 

Tabl.e 5 Bothasi9 pollen spectrum in decendin9 order of 
significance according to mean daily concentrations 
<m-:::s>. 

POLLEN 

Poaceae 
Restionaceae 
Fabaceae 
Asteraceae 
Myrioph_ylJum 
Cyperaceae 
Pinaceae 
Carophyllaceae 
Ericaceae 
Proteaceae 
Thymelaeaceae 
Amaryllidaceae 
Acac.ia 
Myricaceae 
Chenopodiaceae 
Amaranthaceae 
Betulaceae 
Plantaginaceae 
Apiaceae 
Sterculiaceae 
Aizoeaceae 
Bora9inaceae 
Crassulaceae 
Polygonaceae 
Urticaceae 
Plumbaginaceae 
Rosaceae 
Labiaceae 
Euphorbiaceae 
Campanulaceae 
Rutaceae 
Cupressaceae 
Seliginaceae 
Rhamnaceae 
Nymphaeaceae 
Malvaceae 
Bu:<aceae 
Ranunculaceae 
Typhaceae 
Geraniaceae 
Bruniaceae 
Pollen Other 

Pollen Total 

MEAN_DAILY ~ONC. <_M-3 ) 

4.770 
0.739 
0.538 
0.359 
0.324 
0.300 
0.216 
0.184 
0.169 
0.168 
0.161 
0.149 
0.115 
0.108 
0.072 
0.052 
0.051 
0.049 
0.037 
0.019 
0.018 
0.018 
0.013 
0.012 
0.012 
0.011 
0.011 
0.008 
0.008 
0.007 
0.006 
0.004 
0.003 
0.003 
0.003 
0.003 
0.002 
0.002 
0.002 
0.001 
0.001 
1.185 

9.937 

'Y. ___ OF ___ POLLEN .. SPECTRUM 

48.020 
7.445 
5.424 
3.620 
3.267 
3.023 
3.141 
1.858 
1.708 
1.692 
1.628 
1.505 
1.164 
1.090 
0.729 
0.523 
0.517 
0.499 
0.382 
0.199 
0.188 
0 .. 182 
0.131 
0.127 
0.125 
1. 119 
0 .. 117 
0.090 
0.088 
0.080 
0.065 
0 .. 045 
0.036 
0.034 
0.032 
0.030 
0.026 
0.026 
0.024 
0.012 
0.010 

11. 920 

100.000 



6 Epping spore spectrum 
significance according 
concentrations<m-3 ). 

SPORE MEAN DAILY CONC. ( M-3 ) .-....... --.. ·-·· 

Basidiospore 
Alternaria 
Pi thomyces ____ chartarum 
Drechslera 
Fern Spore 
Cord_an_a . musae 
Toru_la __ herbarum 
Chaetom_i um 
Ascospore 
Cladosp_orium 
Me l_anomma _pu l_v i s-pyr i us 
Conidia 
Paraph_aeosphaeri_a _michotti 
Helm in t_hos.Q._or i um 
Sporangiospore 
TetraQ_loa __ ari_stata 
Astero~orium 
Lepj;o~h.aer.i a 
Periconia 
S temphyl __ i_um 
Tetracoccosp_orium_paxianum 
Mon.odyc tus 
Spore Other 

Spore Total 

15.705 
1.334 
0.857 
0.460 
0.185 
0.152 
0.147 
0.145 
0.120 
0.120 
0.090 
0.063 
0.044 
0.037 
0.020 
0.015 
0.013 
0.013 
0.007 
0.004 
0.004 
0.003 

14.395 

33.944 

in decending 
to mean 

order of 
daily 

'l. OF POLLEN ___ SPECTRUM 

/ 

46.269 
3.932 
2.526 
1.356 
0.546 
0.448 
0.434 
o .. 429 
0.356 
0.356 
0.265 
0.187 
0.130 
0.110 
0.060 
0.045 
0.038 
0.038 
0.023 
0.012 
0.013 
0.010 

42.407 

100.000 
. . --------------------------------------------------------
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IabL@ 7 Bothasig spore spectrum in decending order of 
significance according to mean daily concentrations 
<m-::s>. 

MEAN. DAILY CONC •... < ..... M-3
) 

Basidiospore 
Al tern.aria 
Drechs__lera 
Pi!homyces_char\arum 
Fern Spore 
Ch.aetomium 
G..9...r.d~na musae 
Torula herb.arum 
Melanomma ... Pul vis-_gyrius 
Ascospore 
Te trap loa ... _ar.istata 
Cladosporium 
Paraphaeosphaer i a mi chat t .i. 
Periconia 
Tetracoc.co_§porium pftxianum 
Astero~orium 
Lep tosph~§!J:...!_~ 
Helmintho~orium 
Monodyctus 
Stemphyl ium 
Conidia 
Spore Other 

Spore Total 

16.335 
1.501 
1.328 
0.940 
0.306 
o. 180 
0.154 
0.149 
0.053 
0.052 
0.039 
0.034 
0.028 
0.028 
0.027 
0.020 
0.018 
0.014 
0.008 
0.002 
0.001 

12.040 

33.269 

) 

% OF POLLEN_SPECTRUM 

49.099 
4.512 
3.994 
2.825 
0.920 
0.542 
0.463 
0.439 
0.161 
0.156 7 

0.118 
0.104 
0.086 
0.084 
0.081 
0.060 
0.057 
0.042 
0.026 
0.008 
0.004 

36.190 

100.000 
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SPORES 
79.7% 

EPPING AIRSPORA CONTENT 
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BOTHASIG AIRSPORA CONTENT 
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POLLEN 
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PROTEACEAE 
3.4% 

RESTIONACEAE 
5.4% 

FABACEAE 
4.2% 

CYPERACEAE 
3.8% 

ASTERACEAE 
~-4.2% 

BOTHASIG POLLEN SPECTRUM 
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RESTIONACEAE 
7.4% 
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FIGURE 16 Epping ~nd B~th~~ig 
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EPPING SPORE SPECTRUM 
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47.9~ ---... 

JULY 87 - JUNE 88 

~-ALTERNARlA 
4.1 % 

SPORE OTHER 
......,._ 44% 

BOTHASIG SPORE SPECTRUM 

BASIDIOSPORES 
49.1% ---.... 

DRECHSLERA ~-
4% 

PITHOMYCES 
CHARTARUM 
2.8% 

JULY 87 - JUNE 88 

~-ALTERNARIA 
4.5% 

SPORE OTHER 
39.6% 
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respective spectrums, is the comparative dominance of 

t!Y._rio_phyl_lum in the case of Bothasig and the family 

Proteaceae in the case of Epping •. At Epping ttY-1.:.!.QR.h.Y.l lgfil 

appears in negligble quantities, while at Bothasig, 

Proteaceae, although evident, is seen in only small 

quantities. The segment labelled "other pollen" in both 

cases is the total of the remaining identifiable pollen 

and unidentified pollen. Tables 4 8c 5 show the full 

pollen spectrum for both Epping and Bothasig. It is of 

interest to note that both the weeds (Amarathaceae and 

Chenopodiaceae) and Fynbos fami 1 ies (eg. Ericaceae and 

Proteaceae) are above average contributors to the pollen 

spectrum. 

Basidiospores are the most dominant fungal spore in both 

the case of Bothasig (49.17.) and Epping (47.97.). (See 

Figure 18). Alternaria is the second most dominant 

fungus in the atmosphere for both Bothasig (4. 5%) and 

Epping <4.17.). In both cases, Drechslera and Pithomyces 

chartarum are well rep,:-esented in the spore spectrum. 

"Spore othe~" is made up of the total of the remaining 

identifiable and unidentifiable spores. 

Table 6 and Table 7 show the full spore spectrum for 

both Epping 

Leptgsphaeria, 

(which belong 

and Bothasig. With the exception of, 

Chaetomium, Pat'.'._c!Qhaeosphaeria michoti i_, 

to Ascomycetes), the fern spores, 

ascospores and basidiospores, all the other genera come 

Deuteromycetes <fungi from the dominant class 

imperfecti>. Although the basidiospores are numerically 

dominant, the class Deuteromycetes is better represented 

in the spore spectrum. These observations hold true for 

both Epping and Both,asig. 
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5. 2 ~ores ..... anc;;L_Qpl len : Annual_ variat.ion 

5. 2. 1 . Poaceae .... and Pin.aceae 

Figures 19 & 21 show the monthly concentrations 

for Pinaceae, Poaceae and total pollen for Eppin~ 

and Bothasig respectively. Unfortunatley there is 

a gap in the data for Epping during September and 

October because of a technical problen with the 

Burkard volumetric sampler. However, both figures 

indicate a peak in pollen production over spring 

and the early summer period (September-December> 

after which pollen production begins to decrease. 

It appears that this pattern begins earlier in 

the case of Epping <August> • Poaceae tends to 

remain at relatively high levels throughout the 

year, peaking in the spring and summer period, 

while Pinaceae, at least in the case of Bothasig, 

peaks in spring and then virtually disappears for 

the rest of the year. This would fit in with the 

picture whereby anthesis in the grasses tends to 

continue beyond spring and summer, while the 

Pinaceae f.lower only in spring and early summer. 

5.2.2 Amaranthaceae and ~henopodiaceae 

Figures 23 & 25 show the Epping and Bothasig 

monthly weed concentrations respectively. The 

weed fami 1 ies referred to are Amaranthaceae and 

Chenopodiaceae. Both figures indicate a seasonal 

high during Febuary and March. It is of interest 

to note that the Epping location indicates higher 

concentrations of these famalies than does 

Bothasig. 



5. 2. 3 Er .. i.c:ace,31-=-... and. Pro.tea_c_eae 

8. 26 show the Epping and Bothasig 

month]y Fynbos concentrations. and 

Proteaceae were chosen as good indicators of this 

plant kingdom Epping shows an unusually high 

concPntration of the~;e two families in July and 

August, 1987. Notwithstanding these two month..-,,, 

the Epp:ing and Bothsjgs site show remarkable 

typPs in the atmosphPt·P, shows a summer· dominance 

ft·om r·oughJy Dctobe1· until May, with peaks in the 

late summer (Apri] for Epping and Febuary fo1 

Bothasig). 

5. 2. ,_. Fung_a_l .... .S.P.OT es 

Figure 20 and Figure 22 show the mean monthly 

spore concentrations for the two major spore 

types, Basidiosporea and Alterna.r·ia., at Epping 

and Bothasig 

dominance of 

respectively. There 

spores in spring as 

is no seasonal 

there is in 

pollen. Bothasig shows higher spore counts in the 

mi.dd]P and 

showing a 

spring, also 

J ate summei-, while tpping, 

large basidiospore peak 

seems to show fai1-ly 

although 

in early 

consistent 

levels throughout the year.(The gap in the Epping 

data, as with the 

mechanical problems 

It j s difficult to 

pollen, 

wjth the 

find any 

is the resu J ·t of 

Epping col Jee.to,.} 

kind of seasonal 

pattern for either Alternaria OT the ---·---·-···-·---···---····--

Basid:iospores, suffice is to say that in the case 

of Bothasig, the Basidiospores seem to peak from 

December to the end of Febuary, while A_lter·nar.ia 

seems tD bP more prevalent -from December th1·ougl1 

to the end of March. 
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5. 3 Re 1 at i onsh i_pbetween a i rs.R_ora concen t ra t __ i ons and 

meteorol.ogi_cal factors. 

5.3.1 Introduc~ .. invest.iqat ion 

Initially, 7 meteorological varaiables 

chosen for comparison with the mean 

airspora concentration from Epping. 

monitoring period lasted 6 weeks during 

winter period of 1987. The variables chosen 

were 

daily 

The 

the 

were 

wind velocity and direction, relative humidity, 

mean temperature, precipitation, sun hours and 

the presence or absence of temperature 

inversions. These factors were correlated with 

pollen and spore concentrations in simple, single 

correlations. the results are tabulated in Table 

8. 

Table 8 indicates that pollen concentrations are 

positively correlated with total daily sun hours 

and mean daily temperature, and negatively 

correlated with mean daily relative humidity. 

From these relationships it was concluded, very 

generally, that warm, sunny and dry conditions 

were conducive to high pollen concentrations in 

the atmosphere in the winter and early spring 

months. 

In the case of spore concentrations a negative 

correlation with mean daily wind velocity and a 

positve correlation with sun hours seems to 

suggest that calm sunny days are related to high 

,spore concentrations in the atmosphere in winter. 

Multiple regressional analysis was then conduc.ted 

on the same data set <Table 9). These multiple 

regression equations then act as a first step 

toward a more complex predictive model. It should 



/ 

Tat:u.._~ 8 Correlation coefficients <r) of dependent 

variables <pollen and spores> versus 

independent variables. 

MDWV = Mean daily wind velocity 

MDRH = Mean daily relative humidity 

MDT = Mean daily temper;.ture 

S.H. = Total daily sun hours 

A.P. = Atmospheric pressure 

I 

METEOROLOGICAL 

MDWV 

MDRH 

MDT 

Precip 
I 

S.H. 

A.P. 

AIRSPORA 

POLLEN SPORE 

-.194 -.321* 

-.543·--- -.285 

.416** .206 

-.153 -.225 

• 451 *** .490----

.089 .268 

126 

Asterisks indicate the level of significance in the 

probability of a greater absolute value of r under the 

HO: r = 0 (no asterisk= not significant; * = 0,05; •• 

= 0.025; ......... = 0,01; ---- = 0.002) 



127 

Jabl_~ 9 Multiple Regressional Equations for pollen and 

spores showing R2 
' 

F ratio and P. 

TP = Mean daily temperature 

0 HD = Mean daily humidity 

Sun = Total daily sun hours 

WV = Mean daily wind velocity 

) 

AIRSPORA EQUATION R2 F ratio p 

Pollen Y=l.66320+.03738.TP-.02124.HD+.05384.Sun .6227 5.067 .00 

Spore Y=.63401+.09619.Sun+.0067.WV .4902 5.062 .01 

) 



1 c:~S 

be noted that these equations were built on only 

6 weeks data over the winter/early spring period. 

Fur thPr, somE:' of the ·fact·ors such as temperature 

probably and realative humidity are 

autocorrelated and 

not lake this 

the equations generated, do 

into consideration. The full 

results of this preliminary study are reported i,, 
Hawke i Meadows (1989) 

Thr· f"ul l data is takpn 'from the 01/07/87 

30/06/88. Besides the meteoiological 

in the initial pi.Jot study, other 

factors considered 

factors were aJso 

introduced so that as many factors as possible could be 

considered in the final stepwise multiple regression 

equations. The othe,- factors considered were: maximum 

temperature, minimum temperature, difierence in 

tempe1-ature, maxi mum relative humidity, mi numum re] at i ve 

humidity, difference in humidity, maximum hourly wind 

velocity, a.m. inversion level and p.m. inversion level. 

These factors were chosen for the following reasons. The 

earlier literature review indicated that many 

researchers consider temperature and relative humidity 

to be important v~riables in not only influencing the 

growth of flora, but also :in affectjng the rE?]Pase and 

dispersal of airspora. Further, it was also apparent in 

the survey that extremes in temperature and relative 

l1umidity, measured as the difference between max and min 

temperature and relative humidity were thought to be 

assoc:iatpd wjt.h 

is clearly associated wjth 

of' ai1-spora. 

the dispersal 

Wind velocity 

o-r pollen and 

spores and since many believe that a critical wind speed 

is required to disperse pollen, maximum hourly wind 

velocity was also incorporated as a variable. 

Atmospheric pressure 

important variable. 

is listed by few researchers as an 

Notwithstanding this fact, it was 

incorporated because this factor has not been studied in 

is apparent from the the S.A. context. Lastly, it 

literature TPview that there is some controversy over 
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thE' r·oJe of atmospheric inversions on airspora 

concentrations. Fo~ thjs reason, atmospheric inversion 

leve]s were included (This variable was measured as the 

height in mPtres at which the inversion was apparent. 

a.m <OhOO> anrl p.m (12h00) r·eadings werP provided by the 

DF Malan weathP.r station}. Thr:? !:;teps in trying to 

isolate the most important variables were as follows: 

l. SinglE:· n:>111-essionaJ 

variable in nrdPT 

tests were performed on each 

to est ah l i sh that 

va,·iab]e was ccff1-platPd with eithe,- spor·ec:,.; or 

pollen. Futher to this, single regressional tests 

were also performed for basidiospores, 

A).ternaria, Poaceae and Pinaceae, the commonest 

individua] pollen. In this way it was possible to 

get an idea of how individual types ,·esponded to 

various meteorological factors. 

2. The different factors were then subjected to 

stepwise multiple regression analysis in order to 

eliminate all but the most important variables. 

3. Having completed the ,-egression equations, those 

factors that appear to be the most im~ortant were 

plotted graphically against one another in order 

to get a clearer visual idea of the relationship 

between th esp va,-iables and the ai,-spo.- a 

concentrations. 



MTl -· 

MT2 --

MT3 = 
DT -

I_,:_1!:J_t/ 10 Con-elat:inn 11>Pf·ficients Cr> o·f dt?pendP.n1. 

vai-iables CPinaceae, Poacear:>, total po} Jen, 

B.t.~ . .!=.'.!::_~~~.!: .. _i__~, Basj di ospores, tot a J spores) 

versus independent variables. 

Maximum daily temperature DH == Difference betweE:.>n 

Minimum daily temper·ature and max temperature 

min 

Mean cta:ily temperature AP = Atmosphei- i c pressure 

f)j ffer· pnc::P bet.wr>en maximum and pp =- Pi-ecipitation 

111 in 'i nH1m daily tempp1-at1.n-p MW1 -- Mean daily wind velocity 

MH1 - M._:i>:imum daily rP}atjvp hum:ic.lity MW?::: M.:ix l1ou1 ly wincl vC:.'}oc:ity 

MH2 = Minimum daily relative humidity JA == A.M. Jnversion level 

MH3 = Mean daily relative humidity JP = P.M. Inversion level 

AJRSPORA 

MET FACTOR PINACEAE POACEAE T POLLEN ALTERNARJA BASID T SPORE 

MTl .017 .335 ...... - .408** ... .231 _ .... .091 • 266 ....... ..,. 

MT2 -- • 306-- . 199* ........ .083 .177 .... - • 188** -.099 

MT3 - .144 . 326 ............ • 294--- .200** .... -.031 • l 35* 

DT • 311*- .106 .207-·- .031 .274*** .347 ........ 

MHl -.077 -.222--- - • 193"'"** -; 125 -.013 -.014 

MH2 -- . 391- ... - - . 210 ............. ·-. 376 ............ -.084 - . 179 ...... -.261_ ...... 

Mf-EJ -- • 336* ... ·- ~ 254 .... -f+-W· - • 385* ....... - • 1 ti3 - • 157 ... -.209*"' .. 

DH .387** ... • 082 .275--- .008 . 173-- .256 .......... 

AP • 18'-i • 144 .... -.079 -. 187• .204 .......... .048 

PP -- • 182 -.201*** ·-. 271*-- .004 -.091 -.154*-

SH . 059 . 368 ......... .402* ....... .154 .... • 119 .215 ............ 

Mt.-Jl -.201 . 194"''"' . 121 ... • 172 .... - • 171 ... .., - . 140 ... 

MW2 -.128 . 169-* .129 .... .271----- - • 161 - ... - • 143 ... 

IA .105 .080 -.051 . 053 - • 178"" ... -- .207*,._ .... 

IP .051 .067 - .129 .056 -.094 - • l 4, ..... 

Asterisks indicate the level of significance in the probability 

of a greater absolute value of r unde,- thP HO 0 (no 

asterisk= not significant; - = 0.05; ** = 0.01; --- = 0.001> 



5. 3. 2 S.i.n_g_le rag_ress.ion.al analy?is 

a) 

b) 

Table 10 indicates the following: 

Total Po_l len. . . Pollen is positively correlated 

with temperature (MT1 & MT3), sunshine hours, 

difference in relative humidity and wind velocity 

<MW1 & MW2) and negatively correlated with 

relative humidity 1(MH1, MH2 MH3) and 

precipitation. Thus warm, sunny, dry days with 

some wind are associated with high atmospheric 

pollen levels, while damp, cold days with 

relatively little wind are associated with low 

atmospheric pollen levels. It is of interest to 

note that the greater the difference in maKimum 

and minimum daily humidity, 

atmospheric pollen content. 

the higher the 

e'inaceae . . Pine appears to have a negative 

association with minimum temperature <MT2) and 

min and mean relative humidity <MH2 & MH3> while 

it is positively correlated with the difference 

between minimum and maximum temperature <DT> and 

relative humidity <DH>. Broadly speaking days 

which see big differences between maximum and 

minimum temperatures and relative humidity such 

that minimum temperatures are not too high are 

associated with high Pinaceae concentrations. 

These days in fact would be spring days and 

Figur~ 19 indicates that for Epping, a\ any rate, 

Pine pollen is at its highest concentration 

during the spring months. The same is apparent 

for Bothasig (Figure 21). 

c) f'o?ceae : Poaceae accounts for about 45% of the 

pollen spectrum (see Figure 17 ). It is thus not 

surprising that the associations with 



meteorological factors are similar to the general 

pollen pattern. Th~s warm, dry, sunny days with 

wind are associated with high grass 

concentrations. Grass pollen also has a weak 

association with atmospheric pressure such that 

high atmospheric pressures are associated with 

low atmospheric grass pollen concentrations. This 

is unexpected in that few researchers have found 

any correlation between atmospheric pressure and 

pollen. 

d > l_g_i~ 1 spores : Spores in genera 1 are positively 

correlated with temperature <MTl, MT3 & DT> and 

e> 

" 

sunshine hours while humidity CMH2, MH3 & ·oH>, 

wind velocity_ CWSl & WS2>, precipitation and 

atmospheric inversion level CIA IP> are 

negatively correlated with spores. This presents 

the picture of warm, dry, sunny and windless days 

being conducive to high spore concentrations in 

the atmosphere. However, there are two other 

imporlant observations. In inversion conditions, 

where the mixing level is extremely low, spore 

concentrations seem to increase. Further, the 

greater the differences in maximum and minimum 

temperatures and humidity, the higher- the levels 

of ambient atmospheric spores. Thus days showing 

extremes in temperatures and relative humidities 

seem to be 

concentrations. 

. . 

associated 

Alternaria 

with higher spore 

has a positive 

association with temperature <MTl, MT2 & 1'1T3>, 

sunshine hours, atmospheric pressure and wind 

velocity CMWl & MW2). The picture here is one of 

warm, sunny, and windy days being associated with 

high (ll_ternaria concentrations. These conditions 

are associated with summer days and Figure 22 

indicates that Al ternaria concentrations at the 
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Bothasig site pE'ak during the summer months, thus 

confirming this relationship. However, this 

relationship is not as evident al the Epping site 

(Figure 20>. Dampness in the form of rain or 

relative humidity does not show any signicant 

,-elat ionshi p with Al te1-nar).a. 

f) Basidlospores 

491. of the 

: Since basidiospores 

total spor·e spectrum, 

constitute 

it can be 

P>:pecled that !:;imilcff:itie;.; PX:ist in lhP. manne; in 

which basidiospores respond to meteorological 

factors when compared to total spores. 

Basidiospores are positively correlated with the 

difference between maximum and minimum 

temperatures, maximum an"cl minimum humidity, and 

atmospheric pressure, while they are negatively 

correlated with temperature (MT2>, relative 

humidity (MH2 8. MH3l, wind velocity (MWl & MW2) 

and inversion level CIA>. The general picture for 

enhanced basidiospore concentrations is thus one 

of days whe,-e the minimum temperature must remain 

comparatively low as must minimum relative 

humidjty. This enhances the possibility of larger 

differences between max and min tempPrature and 

max and min r-elative humidity which is appa,-ently 

conducive to high basidiospore concentrations. 

However, the days should be comparatively wind

free with reasonably high atmospheric pressure. 

The weak negative correlation with a.m. inversion 

levels seems to suggest that a low morning mixing 

level also enhances basisiospore concentrations. 

These conditions are mainly achieved in winter, 

the season when the highest peaks in basidiospore 

c_oncent·r·ations occur at Epping <Figure 20). 

Interestingly, this relationship is not confi,-med 

in the case of Bothasig. Figure 22 inrlicates that 

basidiospores show a peak during the summer 

period. 



Table 11 Forward and backward stepwise regression analyses of 
daily airspora concentrations in terms of meteorological 
data for Cape Town, 1987 1988. 

134 

MT1 
MT2 
MT3 
OT 

MHl 
MH2 
MH3 

= Maximum daily temperature 
= Minimum daily temperature 
= Mean daily temperature 
= Difference between maximum and 

minimum daily temperature 
= Maximum daily relative humidity 
= Minimum daily relative humidity 
= Mean daily relative humidity 

DH 

AP 
pp 
MW1 
MW2 
IA 
IP 

AIRSPORA 

= Difference between minimum 
and maximum temperature 

= Atmospheric pressure 
= Precipitation 
= Mean daily wind velocity 
= Max hourly wind velocity 
= A.M. Inversion level 
= P.M. Inversion level 

STEPS IN 
REGRESSION 

PINACEAE POACEAE T POLLEN ALTERNARIA BASID T SPORE 

STEP 1 
R2 

F RATIO 

STEP 2 
R2 

F RATIO 

STEP 3 
R2 

F RATIO 

STEP 4 
R2 

F RATIO 

STEP 5 
R2 

F RATIO 

STEP 6 
R2 

F RATIO 

STEP 7 
R2 

F RATIO 

STEP 8 
R2 

F RATIO 

STEP 9 
R2 

F RATIO 

STEP 10 
R2 

F RATIO 

STEP 11 
R2 

F RATIO 

MH2 
.16 
7.24 

AP 
.19 
4.38 

MW2 
.22 
3.56 

DT 
.27 
3.39 

IP 
.31 
3.31 

MH2* 
.31 
4.02 

IP 
.27 
4.63 

MW2 
.19 
4.35 

AP 
.14 
6.24 

MT3 
.10 
18.03 

MW2 
.12 
10.68 

SH 
.13 
7.80 

IP 
.14 
6.10 

IP* 
.14 
7.80 

SH 
.12 
10.68 

MW2 
.10 
18.03 

MT1 
.16 
31.55 

MW2 
.20 

21.50 

MH_2 
.22 
15.84 

IP 
.24 
12.94 

IA 
.25 
10.68 

MT3 
.25 
9.08 

MTl* 
.25 
10.91 

IA 
.24 
12.91 

IP 
.20 
15.16 

MW2 
.18 
18.55 

MH2 
.13 
25.38 

REMAINDER DT MT3 MT3 
,R2 = Multiple R2 for each step 

AP 
.05 
5.76 

MW2 
.07 
3.97 

MW! 
.10 
4.12 

MT! 
.12 
3.66 

AP* 
.12 
4.87 

MWl 
.09 
5.15 

MTl 
.05 
5.38 

MW2 

DT 
.05 
3.47 

AP 
.06 
5.67 

IA 
.07 
4. 19 

IA* 
.06 
5.67 

AP 
.05 
8.47 

OT 

* c•--•••--- •a...- -•--• -• ........ _ ..... --•~·-·---' -~---..;---

OT 
.07 

12.58 

IA 
.10 
9.58 

MT3 
.12 
7.42 

MT2 
.14 
6.65 

pp 

.14 
5.54 

DT* 
•. 14 
6.92 

pp 
.13 
8.79 

IA 
• 11 
10.17 

MT3 
.01 
1.71 

MT2 



Tab.,le 12 Regression equations based on the results of the 

stepwize regression analysis 

MT! = Maximum daily temperature 

MT2 = Minimum daily temperature 

MT3 = Mean daily temperature 

DT = Difference between maximum and minimum 

daily temperature 

MH2 = Minimum daily relative humidity 

AP = Atmospheric pressure 

SH = Total daily sun hours 

MWl = Mean daily wind velocity 
\ 

MW2 = M.aximum hourly velocity 

IA = A.M. Inversion level 

IP = P.M. Inversion level 
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AIRSPORA EQUATION MULT R2 FRATIO 

PINACEAE y = -.34.56 + .043DT -.002.MH2 + .033.AP 

+ .054.MW2 .27 3.39 

POACEAE y = -.272 + .027.MT3 + .014.SH +.011.MW2 

+. 156. IP .14 6. 10 

T POLLEN y = .299 + .027.MTl - .004.MH2 + .028.MW2 

-.247.IP .24 12.94 

A.LTERN y = 3.71 + .015.MTl - .004.AP - .051.MWl 

+.057.MW2 .12 3.66. 

BAS ID y = -11.52 + .018.DT + .012.AP - ~246.IA .07 4.19 

T.SPORES y = 1. 11 - .057.MT2 + .067.MT3 -.010.DT 

- .481.IA .14 6.65 
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The next 

which of 

step 

the 

in thP 

factors 

process 

are the 

of establishing 

most important 

contributing variables lies in the use of forward 

and backward stepwize multiple regression 

analysis, the results of which can be seen in 

Table ll. 

From Table 1 1 , the 

emerges. Temperature 

to be the dominant 

following picture 

for spores and pollen seems 

variable. In the case of 

Pinaceae and PoaceaP, maximum humidity and mean 

temperature are the first variables to be added 

into the equation respectively. In the case of 

total pollen, it is maximum daily temperature 

that is the first variable to be added into the 

equation. 

Atmospheric pressure and difference in max and 

min temperature in the case of Al t_ernar ia and 

basidiospores are respectively the first 

variables to bP added into the Pquation, while in 

the case of total spores difference in max an& 

min tempe,-·ature is added into the equation _first. 

Again these variables are not necessarily the 

most important variables but they are the most 

reliable predictors. 

F,-om the stepwise regressions the equations in 

Table 12 were computed which, with a degree of 

circumspection, may be used for predictive 

purposes. These equations are based on the first 

four steps of the forward addition of variables 

in the regression analysis. It should be born in 

mind that thP Multiple RE values ~ere relatively 

1 ow, as with the r values in the previous simple 



correlation analysis. Thus the predjctive value 

of the equations should be ti-eated with caution. 

Considering the equations in Table 12, as noted 

already, temperature and humidity play important 

rol,es as a predictive elements when considE?ring 

the levels of a tmosphe,- i c airspo,-a 

concentrations. Howevr?r, it is evident that 

maxi mum hou,- I y wind spet:>d <gusts) is strongly 

'imp] i c ;:it ed in the Pq11at.ions, pa1 licuLnly in t.hP 

case of pollen and Alternari~ (see lah]e 12). 

In Figures 27a to 28c the independent variables chosen 

by the statistical programme, BMDP2R, to be regressed 

against each of the six dependent variables in 

stepwise regression, are plotted gr-aphi cal ly for 

the 

the 

ful 1 year that data was collected. This was done in 

order to achieve a visual impression of the relationship 

between the independent variables and the dependent 

variables (only total pollen and total spores were used 

for this 

special 

v:isab}e. 

task). The red line in Figure 28a-28c has no 

signi.ficance, save to make the graph 

From these graphs peak pollen and spore 

concent1-at ionc-~ pinpointed which helperl jn 

identifying the peaks used in the analysis of the effect 

of wind di r-ec ti on on peak spore and pollen 

concentrations. Figures 27a - 2Bc arb referred to again 

in the discussion chapter of this dissertation. 

5.4 Wind _direction 

Up to this point nothing has been said with regard to 

wind direction. W i nd d i r ec t i on is not quantifiable in 

the sense that a direction such as SE rannot be given a 

number which has numeric 

possible to include wind 

meaning. 

direction 

an.:ilysis wherP numbers used 

Thus :it is not 

in a regression 

to indicate wind 

d'ir-e,ction (the 16 points of the compass> a1·e nominal in 
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nature. Another method has to be found to analyse the 

signifcance of wind direction. Figure 29, 30 and 31 are 

wind roses that were employed to.make an anlysis of the 

relationship between wind direction and airspora 

concentrations. These wind roses were designed in the 

fol lowing way. In Figure 29 the number of days during 

the sampling period that expe~ienced wind were totalled. 

Following this, the days on which a particular wind 

direction predominated (eg. SE) was totalled. This was 

done for all recorded wind directions. Finally the 

number of days that the wind blew in a particular 

direction was calculated as a percentage of the total 

days receiving wind during the sampling period. These 

figures were then plotted on a wind rose (Figure 29). In 

Figure 30, the number of occassions where more than 25 

pollen m-3 of air were sampled during a given wind 

direction, were totalled. The number of days where more 

than 25 grain m-3 of air were evident was calculated as 

a percentage of the total number of days that the wind 

blew in that direction. In Figure 31 the same 

calculations were made for spores. In this case, 

however, 60 spores m-3 of air was the adopted figure. 

The reason for adopting these concentrations wi 11 be 

explained in the next paragraph. 

Figure 29 indicates that the S - SE wind is the most 

dominant summer seasonal wind while the NW - N wind is 

the dominant winter wind direction. This is a well known 

fact in the Peninsula with the southerly winds resulting 

from the south Atlantic high which dominates in summer 

and the NW winds resulting from frontal systems which 

originate deep in the South Atlantic and which dominate 

the winter weather patterns. Between these two basic 

wind directions, they account for nearly 73% (see Table 

13> of the wind received by the Peninsula during the 

course of the year under observation. In order to 

clarify whether wind direction has any part t,o play in 

the peaks that are apparent in the daily airspora 

I 

" 
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I~~l~ 13 Wind direction during the sampling period 

Wind_ Direct_ion Days_ .. __ Occuri_n_g ~ Of To_!_al 
' 

N 17 5.6 

NNE 16 5.4 

NE 8 2.6 

ENE 0 0 

E 0 0 

ESE 0 0 

SE 0 0 

SSE 14 4.7 

s 101 33 

SSW 27 8.9 

SW 27 8.9 

WSW 2 . o. 7 

w 2 0.7 

WNW 0 0 

NW 50 16.5 

NNW 29 9.6 

Calm days 7 2 

<It should be noted that on 72 days the wind direction 

was not recorded because the Burkard trap was not 

functional on these days and thus the data would have 

been irrelevant in the research) 



f._i9ure 29 Wind rose showing wind direction during 

sampling period 

s 

F__igur_e 30 Wind rose showing pollen peaks and 

corresponding wind direction 

s 
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Fi_g_ure -31 Wind rose showing spore peaks and 

corresponding wind direction 

N 

s 
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concentrations.the two roses, Figure 30 and Figure 31, 

were constructed according to the explanation offered in 

the previous paragraph. For _pollen, a peak was 

considered to be 25 grains or more m-3 of air while a 

peak for spores was considered to be 60 grains or more 

m-3 of air. These figures were estimated simply by 

looking at the size of the peaks in the daily data 

<Figures 27a-28c) and estimating the average figure 

above which a peak would occur. Figure 31 shows the 

relationship between wind direction and spore 

concentrations. This gives some insight into the 

relationship, because the windrose shows the percentage 

of days when the wind was blowing in a specific 

direction and a peak above 60 grains m-3 was collected. 

By way of example, on days when the wind was blowing 

north, 41% of these d~ys were associated with peaks of 

60 m-3 or more. Studying Figure 31 it is apparent that 

the N and SSE wind are responsible for the peaks in the 

spore concentrations. It is of interest that this does 

not tally with the two dominant wind directions, Sand 

NW respectively <Figure 29>. At this point the best 

explanation that can be offered is that the N NE 

sector is inland of the peninsula and therefore the wind 

has an opportunity to collect and hold spores in 

suspension over some distance before the wind reaches 

the peninsula. In the case of Figure 30, it is again 

apparent that the N and SSE - SE wind are responsible 

for the peaks in pollen. Again the explanation although 
' 

only tentative is equivalent to that offered for spore 

peaks. 
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6. DISCUSSION 

6.1 Quantitative differences in the Airspora spectrum 

6.1.1 The balance between pollen and spores in the 

atmosphere 

6.1.2 Pollen 

6.1.3 Spores 

6.2 Epping and Bothasig: Between site differences 

6.3 Seasonal trends 

6.3.1 Pollen 

6.3.2 Spores 

-_ 6."4 Relationship between meteorological variables and 
I 

airspora concentrations 

6.4.1 Wind velocity 

6.4.2 Relative humidity, temperature and precipitation 

6.4.3 Sunshine hours 

6.4.4 Atmospheric pressure 

6.4.5 Temperature inve~sion levels 

6.4.6 Wind direction 

6.5 The Use and abuse of regression equations in model 

building 

6.6 Synoptic charts: An alternative route in model 

building? 
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6. Q_LS.C:l)$S tON 

6. l Qua_n_ti_tat_i v_e_ d_i_ff_en:->nces ___ i n __ t_he _al rspor a _ _sppctr_um 

6. 1 • 1 The_ __ ba_l_ance ... between __ po l_l en ___ and ___ ~or_es __ __i_n ____ the 

_atmosphere 

The previous chapter indicates that spor·es are 

the dominant partner in the airspora spectrum. 

This is confi,-med by the wor·k of authors such as 

AndPr!,nn (]985) ,ind Kuma,- (1985). F1trihP1 tot.hi!-, 

the exact 

and pollen 

nature of· the balance between spores 

is remarkably consistent with the 

results of other work world-wide. For examp)e 7 

Satpute et aJ., <1983) show that spores represent 

72% of· all air· spar a while po 11 en ,-ep,-esents 2.2%. 

<the balance of 6X consisted of other organisms 

such as insect parts etc.> This compares 

favou,able with an average of 78% for spores and 

22% for pollen for the two sites in Cape Town. 

However the work o~ Royes (1987) indic~tes that 

this figure is not consistent worldwide. He 

established that spores represented 97.73% of the 

spectrum while pollen comprised only 0.4%. Of 

spPc:iaJ intl?rPst j~, the rPcent S.A_ study by 

Cadman ( 1988 > on the air spor a o·f the 

Witwatersrand. Cadman (1988) found that 6% of the 

airspora was made up of pollen, while 93% was 

made up of spores. Notwithstanding these 

differences, it is to be expected that there will 

bE' a variation in the airspora spectrum according 

to the resident flora in the region. 

6. 1 • 2 Pol 1 en 

Looking at 

dQmi nanr:e of· 

Bothasiq and 

although in 

the pollen spectrum exclusively, the 

Poaceae in the spectrum of both 

Epping is not reflerted wor)d-wirlr, 

somP countries, for example the 

Br- i. t: j sl, Isles (Hyde, 1950), it is dominant .. 
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average for thP two collecting sites 

in Cape 1 own is et al < J 983 > 

found that grass pollen only representes 17.47% 

of the spectrum in Italy. This is an interesting 

di ff er t.?nc e bec.au~:;e the climate of Italy, 

FrengueJ]j al < 1983 > notes, is suh-

MeditPrranean and therefor-e similar to the 

Peninsul~'s climate and it is suspected that the 

PPninsula figures should have been closer to 

those 1· i gtH es given by Frenguel 11 et al. ( 1983). 

Cheng Huanq ( 1980) found that Porlceae 

rep,-esented 22.7% of tile pollen spectl .. um in 

Taiwan and Al-Doory et al (1980} put Poaceae at 

only 5.4% of the pollen spectrum in Washington 

DC, USA. The climate of these two locations do 

not bear any ,·esemblance to the Peninsula's 

climate. Again in the S.A. context, of special 

interest is the study of Cadman (1988) who found 

that grasses made up approximately 46% of the 

pollen spectrum while weed and tree po]Jen 

r·epresented 9% and 7% respectively in the 

Witwatersrand. The PoaceaL~ figure compares 

favourably w1th that of the Bothasig and Epping 

sites but the weed and tree pPrcentage is much 

higher· than thP Cape Town f·igure. It would thu!:., 

appear that the Cape Town figures fo1- Poaceae ar-e 

unusually high to the r-est of the 

world but in keeping with that of the 

Witwater-srand. As Poaceae has we] l known 

a]lergenic proper·lies, the domjnance o-f Poar:eaEc' 

in th£> pollen spectrum should be noted by 

researchers working in the field of allergies. 

Ref err· i ng to the total pollen spectrums for 

Epping and Bothasig, 

species such as 

Asteraceae, Ericacea, 

the occurence of other 

Restionaceae, 

P1-o teacear? and 

Fabaceae, 

Cyperaceae 

js frequent as these taxa are known to exist not 

only in urb~n gardens 1n the Cape but are also 

c-on~;tjtuents o-f the Cape Fynbos kingdom. However 

in a mor· e ~ense Amaranthaceae, 
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Asteraceae, 

Cyperaceae, 

Chenopodiaceae, 

Ericaceae, 

Cupressaceae, 

Pinaceae and 

Plantaginaceae are al 1 represented in both the 

Epping and Bothasig polle~ spectrum and this is 

in keeping with spectra in the rest of the world. 

Particularly noticeable is the dominance of the 

weeds (Amaranthaceae & Chenopodiaceae>in the 

spectra of both Epping and Bothasig. This is a 

phenomenon which occurs elewhere in the world 

<Anderson et al., 1978; Singh & Babu, 1982; 

Halwagy & Halwagy, 1984). (:tcac_i~ is prevalent at 

both collecting sites. The long-leafed wattle, 

Acacia lon.9l....fol __ ia, is a widespread alien across 

the Peninsula and flowers profusely in th~ early 

months of spring. In al 1 likelihood it is 

responsible for the relatively high 

concentrations at both sites. 

6. 1. 3 S_gores 

The Deuteromycetes class (eg BJ.ternaria, 

P_i_thomys:es ____ chartarum, Drechslera) is the best 

represented class in both the Epping and Bothasig 

spore spectra.· This is consistent with the 

observations made by Lacey (1981) and Al-Doory 

<1984>. However, in a quantitative sense, it is 

the Basidiomycotina that are dominant which is 

contrary to the findings of the above two 

authors. <These authors found that Cladosporium 

and then Al ternaria were the most dominant). In 

very few cases does basidiospore dominance occur 

but there are recordings which show basidiospore 

dominance, for example Salvaggio (1970) and 

Hasnain et al. < 1984). Both found that 

basidiospores showed massive dominance in the 

spore spectrum. It is not clear why this is the 

exception rathe.r than the rule, but both authors 

mention that the substrate for the formation of 

the basidia was abundant in their collecting 

locations. However referring to Tables 6 and 7, 



it is cl ea1· that Al.t_ernar_i_a is second in the 

order o-f mPr it, a-ftt:?r the bas id i nspo,-es. This i ~ 

a]sn an 01·yanism that has weJJ known allergenic 

proper· tie~; (Simmons, 1967; Solomon, 1978; 

Yung i nge1· , 1 9BO > • In Cape Town and probably jn 

the rest of South Africa, it is deserving of more 

thorough i 'nves ti ga t j on. Fina I l y , o the,- dominant 

spores such as P_i_thomyc_es ..... c.h_arta_,-_t.1_!li, D,-echsle,-a ................ ·--···-···· ............... ' 
C J_adospori um, and Chaeto_nium (Tables 6 and 7) to 

mention but a few, are all found in the spectrums 

of Fppjng and Rn1.ha".,iq. ThE' only majn,· omi~_,inn iSo 

Fusa,ium whicl1 apµears in lar·ge concentral:ions jn 

the rest o-f the wo,--I d CAl-Doory, 1984) • Of 

special interest in the S.A. context is the work 

of Ordman I Etter (1956) who invetigated fungi on 

the Witwatersrand. Their investigations show that 

C_ladospor·_i_um contributed nearly a third of the 

colonies appearing 

collecting period. 

on a culture dish during the 

The nt=?xt commonest fungi was 

Al_te1-nar_i_a< 12%> and then Penic i l_l ium ( lO'l. >. 
Although the order of merit in terms of 

concentrations for Epping and Bothasig is not 

typical of many other global locations, it is 

a J so c 1 ear that the findings of authors such as 

Sandhu et a 1 . < 1964) are not necessar i 1 y jn 

keeping with broad trends in the o1' the 

world either. However, as mentioned earlier, this 

is to be expected when one considers the 

diversity of 

the world. 

flora found in different regions of 

6. 2 Epp_i ng ____ a_nd ___ Both as io ___ : ___ Between ____ s i_t_e ___ d_i_ffer_ences 

It is necessary to brjefJy discuss the quantitativEc> 

d:i ffei·ences bet.ween the Epp1ng and Bothasig airspora 

spectrums. Epping, with few exceptions seems to have the 

sam£? type!c, of pollen in its spectrum when c.:ompa,-ed 1:o 

two locations that a1·e at the most 151<m 

apar l th:i s would bP expected. Significant. diffprences, 

howPvPr, ran be founrl in a quantitative comparison of 
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the two sites. Firstly in terms of mean daily pollen 

concentrations, Bothasig experiences approximately a 15% 

higher level of atmospheric pollen when compared to 

Epping. Although it is speculatio~ attempting to explain 

this difference, the fact that Both as i g is a 9arden 

suburb and Epping an industrial site, probably goes some 

way in explaining the difference. Further to this, 

Epping has a significantly higher mean daily 

concentration of Pinaceae pollen. This is perhaps due to 

the fact that Pinelands, a suburb dominated by pines and 

in close proximity to Epping, is responsible for 

increasing the levels of atmospheric Pinaceae pollen 

concentrations in this area. 

There is very little difference between the spore 

spectrums of Epping_ and Bothsig. With a few minor 

exceptions, for example Epping has small quantities of 

sporangiospores, both locations display similar spectra. 

Quantitatively, an extraordinary similarity exists in 

mean daily atmospheric spore concentratiqns between the 

two sites. At Epping the mean daily spore concentration 

is 33.94 spores m-3 of air while for Bothasig the figure 

is 33.27 spores m-3 ·at air, a difference of 

approximately two percent. It is also apparent that 

there is a large degree of uniformity in the order of 

merit, with the most dominant spores being 

basidiospores, Alternaria, Qrechslera, Pithomyces 

c_hartarum, fern spores, l;.!J.aetomi_um, Cordana musae, and 

Torula_herbarum in that order. The exception is found in 

Bothasig where Qrechslera and Pi thomyces chartarum are 

reversed. The greater degree of conformity in the spore 

spectrum of the two sites, when compared to the pollen 

spectrum of the two sites seems . to confirm the theory 

discussed in the earlier literature review that spores 

are more evenly spread over space and tend to be more 

global in distribution. Pollen concentrations on the 

other hand, although capable of long distance dispersal 

tend to be representative of the local flora. If this is 

the case then the conformity in the spore spectra is 

understandable, while the differences in the pollen 



spectra reflect, 

of the two sites. 

per haps, the djfferent floral make up 

Lastly somelhjny needs to be said about the glaringly 

low mean daily concentrations in both the pollen and 

spor-e spec trums, even amongst the dominants, Poaceae and 

basidiospores. That these figures are low is beyond 

di spu l.(;, when compa1-ed to work done j n the 1-est of the 

world. Ther-e wer·e occasions when daily spore 

concentrations we1e above 550 m-s of air in Eppjng hut 

1.'11~, wai· i~ ,-arr orc1n r1~rn-f'. D,1i ly r,nl ]pq cnr1cPnti a1:ion<::.. 

neve1- b,·eached 

example, Kapyla 

50 gi·ajns 

(198'+> was able to 

Epping. By way of 

show that pines in 

Scandinavia, when 

500 grains m-a of 

in season, 

ai 1· and 

Hasnajn et al . < 1984) was 

were producing well over 

likewjse for birch trees. 

able to show that in New 

Zealand, basidiospore concentrations during peak periods 

often reached as high as 5000 m- 3 of air and regularly 

passed 2000 m-a of air. In trying to explain the low 

counts in Cape Town cognizance should be taken of two 

factors. Firstly, it is possible that the acetolysis 

method of preparat1on which involves many decantations 

may imply the loss o·f a significant number of spores and 

pollen grains. Certainly it is possible that the 

chPmical t1·patment' alone may dP.stroy the less resistant 

and more delicate sporps. As was mentioned earlier, most 

researchers place the Melinex tape from the collector 

straight onto the slide, stain the vaseline and then 

read the slide. In this way no grains are Jost through 

prucc:>s~:;:ing. (\ second considt?r·ation which cannot be 

ignored, is the possibility that there simply is not a 

high ambient level of airspora in the atmosphere of Cape 

Town. One may hypothesize that thjs is either the result 

of persistently high seasonal wind veJocjties which 

would ter~ to clear the atmosphere (there is no evidence 

in the Jite,aturP that suggests anyone has tested this 

hypothesis} or alternatively a flo1·al and mould 

const~tution which does not 

multitudes o-f' gi·ains. These 

tPsted. A suggE~sted avenue of 

produc:P and ,Please vast 

hypothesis' remain to be 

:investigation to deal with 
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this problem would be first to adopt the more popular 

method of processing the airspora. Should this render, 

on average, significantly higher counts, then the 

problem would be part way to b~ing solved. A further 

alternative would be to move the samplers to another 

location in order to test for uniformity. Should this 

yield higher concentrations of ai rspora, then the low 

counts for the current stations could be considered to 

be representative of the local conditions. 

6.3 Seasonal_trends 

6.3.1 Pollen 

Figures 19 & 20 and Figures 23 - 26 indicate the 

expected, namely that pollen peaks occur in 

spring and summer. This is in keeping with 

research done by Cadman (1988) on the 

Witwatersrand, and elewhere in the world (Hyde, 

1950; Nillson & Muller, 1981). A perplexing 

problem occurs in Table 24. The Fynbos 

concentrations <Ericaceae and Amaranthaceae> 

appear to be disproportionately high for the 

winter season. INo valid explanation can be 

offered for this occurence. An interesting 

observation from the point of view of the two 

Fynbos families <Figures 24 & 26) is the 

staggered peaking of these two families. While 

Ericaceae concentrations seem to peak in 

October/Novenber, the Proteaceae concentrations 

seem to peak later in the summer in Febuary and 

March/April. This appears to be the case for both 

Epping and Bothasig. From the point of view of 

the weed families (Figure 23 & 25), Amaranthaceae 

and Chenopodiaceae, both seem to peak in the late 

summer period <Febuary/March) 
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6.3.2 Spores 

There is not the same degr·eee of seasonal 

dominance amongst the spore~::, as ther c~ is :in 

pollen (see F:igures 20 & 22). 1 h i s 1· i nd i ng )
- I".' _-, 

confirmed by many researchers eg. Snel]er (198~>. 

l'.\n inter est i ng fact arises out of the WOl"k o·f 

( 19811) • He argues that Al_te,_·nai- i_a 

concentr·ation~c, increase in the spring and summf~t 

months bee ause in spring p:lant del>1-is begin~c, to 

jnr r e;••.,r wi ti, 

the gr·owtl, 

available to 

season. lhe 

gr u 1--., ti, j ; ) p l an l ~,, du r :i Tt!J 

amount of' subst1·ate 

thus lhP concentrations of the -fungus :increase as 

wel 1. In this study, although the,·e is a slight 

increase in concentration in tht~ 

spring and summer months, this is not pronounced. 

Perhaps the 

climate. In 

vegetation 

year. Thus 

reason for this is simply due to 

thf."' Peninsula many trees and shrubs 

keep the i ,- foilage thr·oughout thP 

therp is substrate available for the 

fungus Al_ternar _ia throughout the ·year. Snellers' 

( 1984 > resear·ch is based in North America which 

experiences winter conditions surh that plants 
' 

stop rJ1-owi ng and thr> necessary substrate ceases 

to e>:ist leadjng to a decrease 1 n Al ter·_nar_i_a 

concentrations during the winter period. 

a_i rspora. conc_entr_a_ti ons. 

6. 4. 1 W:ind __ vPl oc_j t_y 

Table 10 indi(·ates that wind velocity, both in 

terms of the mean daily wind velocity <MW1) and 

maximum hourly w:ind velor.:jty (MW2) are signifcant 

variables, although not consistently so for thP 

different pollen 
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different pollen and spores measured. Further to 

this, the level of correlation is low, although 

significant, which suggests that the relationship 

between wind and airspc::>ra concetrations is 

tenuous at best. Moreover, the regressions in 

Table 12, based on the stepwise regression 

analysis in Table 11 suggest that maximum hourly 

velocity 

predictive 

is particularly important 

sense. Although the warning 

in a 

is taken 

seriously that. one cannot use regression analysis 

to elaborate on the causal effect of a parameter 

it seems that maximum hourly velocity which 

refers to gusts in the wind speed may be 

responsible for dislodging pollen from the 

anther, as argued by Reddi et al. (1980). 

However, wind velocity is without doubt a 

variable asociated with fluctuations in pollen 

and spore levels and this assessment has support 

from various other authors, for example Kumar 

(1980) and Fischbach (1986). It is of interest to 

note that the relationship with wind velocity is 

not uniform for all types. Referring to Table 10, 

it is apparent that Altern~ria is positively 

correlated with maximum hourly wind velocity, 

while basidiospores show a negative correlation 

with this factor. The same is true for mean daily 

wind velocity. This is possibly explained by the 

fact that Alternaria is a summer type. Summer in 

the Peninsula is dominated by "blustery" SE 

winds. This perhaps explains why this spore is 

correlated with the factor, maximum hourly wind 

velocity. 

6.4.2 R.l§t~ative humiditY.s. .. temeerature and precipitation 

As has already been 

review, it seems 

factors seperately 

mentioned in the literature 

senseless discussing these 

because they are so closely 

related to one-another. Temperature and relative 

humidity were measured in terms of the maximum, 
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minimum, mean and daily figures. Table 10 

indicates that in the case of relative humidity 

and temperature, these factors show a definite 

relationship with most of the six dependent 

variables measured and these various 

rel at ionsh ips have been outlined in the results 

section of this dissertation. The findings that 

some or all of these meteorological factors are 

sigificant is in keeping with research work 

elsewhere (Ljungkvist, 1977; Mercuri et al., 

1982; Kapyla, 1984; Ballero et al., 1985). Again 

one feels tempted on the basis of the 

correlations to try and offer a causal 

explanation for some of these relationships, but 

as has been pointed out this would be pure 

speculation at this point. However looking at the 

regression equations in Table 12, it is apparent 

that temperature and relative humidity do play an 

important role in a predictive sense. As in the 

case of wind velocity, however, the role of these 

factors is not uniform and this is apparent in 

Table 10. By way of example, minimum temperature 

has a weak positive relationship with Poaceae but 

a reasonably strong negative relationship with 

Pinaceae. However it is interesting to note that 

in the case of relative humidity, all six 

dependant variables show a negative relationship 

with 3 measurements of relative humidity CMHl, , 
MH2 and MH3). Thus an increasing maximum, minimum 

and mean relative humidity is associated with 

decreasing airspora concentrations. However, it 

is apparent that an inceasing difference between 

maximum and minimum humidity is positvely 

associated with Pinaceae and basidiospores. Again 

one is tempted to try and explain the causal 

reasons for this. Precipitation generally should 

show a negative relationship with airspora. T~is 

is in fact the case <see Table 10). According to 

authors such as Hyde (1950) this is becasue the 

rain washes the airspora out of the atmosphere, 
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significance and is 1 eft out o·f the r·egression 

equations in Table 12. Perhaps this is because 

the variable is being masked by other variables, 

. or becausp r·ain is a phenomenon which occu,·s only 

occasionally and thus does not influence airspor~ 

markedly on a daily basis. Notwithstanding this 

observation, there are authors <Pet20Jdl et al., 

1983 > who suggest that rainsp]ash can in fact 

dislodge spores into the atmosphere and thus 

increase vo 1 umet,- i c concent,-a ti ons in the 

at.mo~,phr:>r('?. Ho"1Pve1- the evidencP in this ,-esearch 

does not lend support to this point of view. 

b. 4. 3 Sunshine ___ h.o.u_r_s. 

Hyde ( 1950} argued that increased sunshine hours 

Jed to increased grass pollen concentrations in 

the atmosphe1-e. Ther·e are in fact any number of 

possible reasons for this. Associated increase in 

temperature could have inspired anther growth in 

the flowers, or the photoaction of the light may 

have triggered pollen release. In any event there 

is no doubting that increased sunshine hours is 

associaterl with increased temperatures and thus 

it it..; diffir .. tilt to separate the ca11sal components 

of lhPse two variables. l.. yon et a 1 • (198ltb) 

suggested that ascospores and basidiospores 

responded positively to increased sunlight hours. 

ln the current study Table 10 indicates that 

sunshine hou,-~~ i~, a significant variable for both 

spore~ and po 11 en. For example, Poaceae and 

posjtive relationship with 

sunshine houi-·s. Notwithstanding the effect: of 

sunshine hours, in the regression equations in 

Table 12, it is clear that tempe,-a ture has 

greater predictive value than sunshine hours. The 

only exception to this :is Poaceae. In this 

regard, it must be pointed out that Liem & Groot 

(1973) have shown experimenta11y that anthesis in 

gr asse•; 1. r::· _ ... strongly influenced by light. Perhaps, 
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(1973) have shown experimentally that anthesis in 

grasses is strongly influenced by light. Perhaps, 

then, it is not surprising that temerature is 

included in the regression.equations. 

6. 4. 4 Atmo~heric __ Qr_essure 

Very few authors have been ab le to show a link 

between atmospheric pressure and airspora 

concentrations, although Ljungkvist et al. (1977> 

claimed that a sudden decrease in pressure seemed 

to increase the pine pollen count. In Table 12 

atmospheric pressure is included in the 

regression equation for Pinaceae, therefore it 

must be assumed that it does have some predictive 

significance. In Table 10 it is evident that 

Poaceae has a significant but weak positive 

relationship with atmospheric pressure. The 

explanation for this may be that the summer 

seasbn in the Peninsula is associated with fine 

weather caused by the southward movement of the 

South Atlantic high pressure cell. ·This is a 

summer phenomenon and therefore the possibilty of 

a relationship between high atmospheric pressure 

and Poaceae concentrations does exist. Table 10 

suggests a significant positive relationship 

between atmospheric pressure and basidiospore 

concentrations. The correlation is, however, very 

weak as it is for the other 5 dependent 

variables. Strangely, perhaps, it does seem to 

have some predictive significance being included 

in the regression equations for Pinaceae and 

basidiospores. Very few authors however recognise 

it as a really significant variable. 

6.4.5 Tem~erature_inversion levels 

As the literature review 

considerable disagreement 

pointed out, there 

on the effect 

is 

of 

temperature inversions on atmospheric airspora 
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concentrations. Steel (1983) and Mandrioli (1987) 

attempted to explain the theory behind increased 

concentrations by implicating a low inversion 

level with increased .atmospheric airspora 

concentrations. Rempe <1937) and Leuschner et al. 

(1987) have argued that their research shows that 

this relatioship exists. Spieksma (1983) argues 

in fact, that this relationship was not proved by 

his research and further there were occasions 

when the contrary was in true. This project has 

failed to demonstrate conclusively that any 

relationship existed between atmospheric airspora 

concentrations and inversion levels. Table 10 

seems to suggest that morning inversion levels 

are negatively correlated with spore 

concentrations. Thus increasing height in the 

mixing level is associated with decreasing spore 

levels and the explanation for this phenomenon 

offered by Mandrioli (1987> and discussed at 

length in Chapter, may be applicable. However, 

the correlation is weak and should not,be used as 

evidence in support of the assertions made by 

Steel (1983) and Mandrioli (1987). Interestingly, 

morning inversion levels do form part of the 

regression equation for spores and thus a.m 

inversion levels does have some predictive 

significance. 

6.4.6 Wind direction 

The wind roses <Figures 29-318) indicate that 

there is not a relationship between the peaks in 

the ai~spora spectrum and the domiant seasonal 

wind direction. These dominant winds <Sand NW> 

as has already been mentioned are ·responsible for 

73% of wind received during the course of. the 

year studied (see Table 13). It is important to 

notice that the peaks in the mean daily airspora 

concentrations are associated with winds that do 

not form part of the seasonal picture. 



before reaching Cap~ town (N - NE sector). Hyde 

< 1950>, Bagrd et al. ( 1977) ·, McDonald ( 1980) and 

Spjpksma & 

in airspo1·a 

Tanke l aar C 1986) a 11 founrl that peaks 

concentrations occurred when winos 

blew nffshorP. However the peaks that 

with the wind blowing from the SS~ to SE <Figures 

30 & 31 > defy rational explanation if wind 

direction is an important parameter, because 

winds from this sector defnite]y blow over the 

Indian OCPan reaching Cape 

:it 

Town. 

Noi.~·-j Uistandi ng above point, :i ~, a 

possibility that the 20km of land that a 

southerly wind would blow over before reaching 

Epping/Bothasig, would allow the wind to ~ather 

pollen and 

sites. 

spores before reaching these 

6.5 The ..... use and ___ abuse_of .. ..v-.egressi_on ___ equations in_modeJ_ 

buj _l_d i ng 

All the relationships 

meteorological factors, with 

in the 

between airspora 

the exception 

results section 

of 

of 

two 

and 

wind 

Uiis direction, discussed 

research are based on 

analysis ( Tab Jes 8-12). It 

correlations and regression 

is clear from the literature 

available on the subject that 

needs 

regression analysis, 

although a 

caut:ion. 

"If the 

powe1-fu l too 1, to be treated 

aim is to use correlation and regression 

analyses for making predictions, it :is not 

necessa1-y to know anything about the causal 

relationships (even if this is useful). 

Na tur· a 1 l y, in theory, if we exactly know all the 

causal factor·s leading to a certain phenomenon, 

we c.an predict exactly its development in the 

futur·e as well. In practice, .,,e calculate 

experimental m11ltiregression equations, and thesE· 

are certajnly of very great value in estimating 

what will be the pollen and spore situation in 

with 



thP future. But it must not be imagined that 

these <always> ··indicate true biological 

dependence, or true causal relationships, and 

they do not (npcessarily) form any basis for the 

mathematical modelling of the biological 

phenomena •.. In other words, a nume1- i ca 1 

{mathematical) explanation is not necessarily a 

biological <causal> 

; 153) 

expl·anation." (Makinen, 1977 

F1 om the .abovP t:ht' po 1 n t •,ho u J d that it l
. , . . _, 

scientifically immoral to make any conclusions about the 

biological causes of high or low atmospheric airspora 

concentrations using regressional analysis. This stands 

to reason if one considers the discussion in the 

previous chaptPrs. Temperature, for instance, effects 

the development of the plant at various stages in its 

phenology. During the growth stage, during the stage of. 

filament extensioh, 

possibily, during 

regressional analysis 

these stages is being 

drn- i ng 

pollen 

dehiscence 

release. 

and 

When 

also, 

using 

it is not at all clear which of 

measured, therefore it would be 

incorrect, for instance, to claim that high temperatures 

cause high pollen concentrations. Perhaps high 

in fa,1 causing massive and rapid 

filament extension which perhaps creates the potential 

for high atmosphe1-ic: pollen concenti-ations at a later 

stage. A further consideration is the autocorrelation of 

the independent variables. In aerobiological studies 

several factnr-s participate which arP. autocorrelated. By 

way of example, spore concentrations are dependent on 

temper atur;e, on rain and on humidity, and these 

meteorological factors are mutually dependent. It is 

thus very difficult to separate them out and 

categorically state that one is more important than the 

other. Moreover, researchers have strnng]y emphasized 

the biological the pollination process. The 

f'oJ]owjng quotatjon from Makinen ( 1977 : 152 > 

illuminating in this respect. 
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following quotation from Makinen (1977 : 152) 

illuminating in this respect. 

"If we wish to find a meteo~ological cause for 

the occurrence of allergenic Alnu~ pollen in the 

air . . . ' it is not much use studying simple or 

multiple, )inear or non-linear correlations 

between pollen frequencies and meteorological 

data alone allergenic pollen in the air is 

the result of numerous development stages which 

may occur interdependently or independent of 

each other." 

the phenology 

is 

of Many studies apparently neglect 

particular taxa. By way of example, 

there is a high correlation between 

we may state that 

the incidence of 

Ei~u? pollen, increased wind velocity and decreased 

humidity, but we may not infer that these variables 

c_ause the pollen peak. The peak may in fact depend on 

other unknown factors and certainly other genetic 

factors are at work during the life cycle of the pine 

pollen. Each stage wi 11 have special requirements for 

meteorological and .other conditions. Makinen maintains 

that this is as pertinent for fungal spores as for 

pollen. Bringfel t et al. < 1982) also argue that the 

predictive models which are born out of multiple 

regression analysis cannot be used to offer any causal 

explanation because biological factors also play a role. 

Lyon et al. < 1984b) distinguishes between the factors 

influencing the release of spores into the atmosphere 

and the factors influencing the number of spores 

remaining in the atmosphere. Accordingly, they agree 

with Makinen and Bringfelt and his associates that spore 

release involves primarily biological factors but also 

meteorological factors, while the spores remaining in 

the atmosphere depend largely on meteorological factors. 

Th is agrees with the ar9umen t put forward in previous 

chapters, that for pollen the process of anthesis and 

dehiscence 

influenced 

are 

by 

primarily genetic 

meteorological 

mechanisms which are 

considerations while 



spore production release and dispersal is not at all 

clear. What the findings of the scientists emphasize is 

that meteorologica) fartors cannot be seen as singularly 

causal. The high sprire content may be correlated with 

high relative humidjty but this may be influencing both 

production and release of spores. Moreover other factors 

are also at work such as leaf wetness and precipitation. 

These factor-s are sometimes autocorrelated and 

are difficult to separate. Wjthout labouring the point 

any furth~r, it is safe only to say that there is a 

reJ.i-i_tirH)~!!_i1p betw,·•en rnr,tr>nrnJogica1 fac1.rn~, and airsprn-a 

and that this relationship is not necessarily causal. 

If the aim is to build a model for prediction purposes 

then any relationship inferred can only be mathematical. 

The causal components of the-relationship may only be 

hinted at and this, in any case, wi11 be speculation. 

Nevertheless, the most important reason for not 

inferring causal relationships from correlations can be 

found in the basic distiction between correlational 

methods and true experimental studies (Plutchik, 1974). 

Firstly, when correlating the independent variables with 

the dependent variables, no attempt is made in 

correlationaJ stud:ie!:, to manipulate or change the 

cond-it'ion~;. For example, in ·this ~,t.udy no attemf)t wa.s 

made to manipulate wind 

in a protected spot> to 

speed (by locating the sampler 

effect aispo,a 

the independent 

observe whether this would 

concentrations. In experimental 

varaibJe is manipulated in 

i-;ou J d have nn 

studies, 

ordei- to 

vai· iable thus establ i sl11 ng the c:ause 

principle. s~condly, time sequence in 

the dependent 

and effect 

correlational 

studies has relevance. It matters not 

whether, for instance, temperature is measured first and 

then airspora concentrations, or vica versa. In an 

experimental study, the independent variable 

(temperature> is always set and measured accurately 

first and thPn only is the response of thP dependent 

variable measu,-ed (ai,-spora concentr-at1on). A third 

distinction is that in corrPlational studies if two 



varjahlPs turn out to have a hjgh and reliable 

c::01-rel at ion thE•n this 1- e 1 at i o nsh i p can be used for 

predirlio~. HowPver, correlalional studies do not tell 

us which of the 1ndependent variables used is in fact 

causing th1? responsp Df the dependPnt variable, or- which 

01 the independent varjables measured, influences the 

dPpendent variable 

an exper-imental 

to the greatest extent. Fourthly, 

design, the experiment should 

in 

be 

repeatable iP. the conditions being known and controlled 

should be duplicated exactly a second time. Th.is allows 

for thP int.i,.d tc,sl tPc,illl~, to bP r:hP.ckPU and re1 heckpc.J. 

C l ea,- J y t Ii i s is not possible in the typP of study 

undertaken in this reasearch. One years rneteorological 

data cannot. be dupJ icated a second ti me noi- for that 

matter can airspora concentrations. The differences that 

have been described do not mean that correlatjonal 

studies are of no va]ue. For the typP Of research 

undertaken here, where atmospheric conditions are 

difficu]t and costly to copy in a controlled laboratory 

situation, the correlational method represe~ts an 

acceptable method of investigation. In addition, 

correlational studies frequently suggest hypotheses that 

may be tested at a later stage by means of experiments 

(Plutchik, 1974). One need not apologise for using 

rE'grP!c,sionaJ analysjs, pt·ovided it is usr>d r:Jrc:umspectly 

and with caution. That 1-eg1-ession analyses/correlation 

analyses have been used successfu]ly in establishing 

associations between meteorolgical factors and airspora 

concentrations and to build predictive mode]s is beyond 

disput1?. (Evp1·smcye1- f, Bur·Jeigh, 1970; Bur·leigh et aJ., 

1972; Eversmeyer et al.! 19j3; Reiss & Kostic, 1976; 

Makjnen, 1977; Ljungkvist et al., 1977; Andersen, 1980; 

Bringfe]t et al., 1982; Savary, 1986) 

consideration in this research is the ]ow r 

values for the single correlations betwPen aispora 

conc.entrations and meteorological factcn·s and relatively 

low fie fo,- the r·pgression equat1ons. This b1-ings to mind 

the warning of Gilbert (1986). 
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" •.. lhP problems manifest themselves in applied work in 

terms of •.• wrong signs, insignificant coefficients and 

so forth. The term 'wrong' is telling - we know what the 

,·ight sign is; the estimates give us the wrong sign; and 

the .•. rPsponsv to these pathological manifestations is 

to respecify his equation in some way to add or 

subtract variables, change the definition of variables 

and so f01-th - unti I, eventually, he gets an equation 

which has alJ the corect signs, statistically 

significant coefficients •.. ~ a relatively high Re and so 

-fr,:- t-h" < G j l fH'r t l 9Rt,: 2fllt) 

Although stepwize regression analysis was used in this 

researrh implying a certain manipulation of the data to 

"improve" the Re of the chosen equations, very little 

manipulation of data of the type listed in the above 

quotation took p1ace. Had variables been "added and 

subtracted" and the definition of variables changed, it 

is a distinct possibility that that the Re values could 

have been stronger. The fact that the rand Re values 

were not particularly strong, calls into question 

whether the correlational method can actually be used 

for quantifying relationships where the r~lationship 

between flora 

it shC1u 1 d bi_; 

and weather is so complex. In this regard 

~:;a:irl that wr-:>ak corr·eJatjon':- may in ·fact br~ 

a strength, and a war11ing that these factors have a 

comp1eM relationship with the genetic and physiological 

p1-ope1-ties of flora .. lhus any single facto,- is not seen 

to act consistently because the plant is influenced by 

so many othE·r factlns a1 one or othei- time du1·ing it~; 

reasoning is co1-rec t then life cycle. 

pe1-haps one 

correlations. 

Jf thi~, 

should 

line of 

not in fact expect strong 

Another possibilty is to employ a method of modelling 

which does not rely on regressions. Washington Cpers. 

comm.) has suggPsted that an alternative to pr·ed:ictive 

modPls, which 

would I.Je thP 

ess£~nt:ial Jy rely on conrputer mode] linq, 

use of a synoptic char·t coupled with the 

the viuaJ a>d oi· graphs as seen in the Figtu-es 27a--28c. 
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models, which essentially rely on computer model 1 in9, 

would be the use of a synoptic chart coup led with the 

the viual aid of graphs as seen in.the Figures 27a-28c. 

The argument behind this approach lies in the fact that 

greater forces are at work in the release and 

distribution of airspora than simply the daily 

fluctuations of selected factors and that a more 

holistic approach is required in order to arrive at a 

broader definition of weather patterns which produce 

above average or below average concentrations in the 

atmosphere. Although this dissertation does not intend 

following this line of investigation thoroughly, it was 

felt that an initial attempt should be made to relate 

peaks and troughs in the graphs <Figures 27a-28c) to 

sub-continental scale weather patterns and in so doing 

attempt to isolate some general trends in the weather 

which would be helpful in creating an alternative model 

for predictive purposes, where the emphasis is on the 

broad picture rather than the day to day fluctuations in 

various parameters. 

6.6 Syno..Q..tic __ .charts : An alternative route in model. 

b_u i l.d i.J!Q.? 

In adopting this method of investigation it was decided 

that two peak and trough periods would be analysed from 

each of the winter and summer seasons.The first winter 

period selected was from the 07/07/87 - 14/07/87. This 

period was identified as showing unusually large 

fluctuations in atmospheric levels of airspora <see 

Figures 27a & 28a >. Studying the synoptic charts for 

the period (Appendix 3.1-3.8) the following pattern 

emerges. The first three days represent high levels in 

atmospheric pollen and spores. The synoptic charts for 

the period show a high pressure zone to the South of the 

country with approaching cold fronts. A dominant feature 

is the presence of berg winds which blow from the 

interior of the subcontinent. This is an important 

feature since these winds have the opportunity to pick 

up pollen and spores from the interior, thus increasing 
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their concentration in the atmosphere. However, it is 

noticeable that as the fronts approach the subcontinent 

and pass over it, the wind direction turns to the South 

and then the North West. The win~ in both cases is now 

blowing off the sea and this is associated with drops in 

both pollen and spore concentrations <11/07/87 

14/07/87). This association between wind direction and 

airspora concentrations is documented by a number of 

authors already mentioned in the literature review <eg 

McDonald, 1980). It is of interest to note however, that 

whereas the pollen levels drop to zero m-~, the spore 

levels, al though decreasing in volume st i 11 remain at 

relatively high volumes. 

The second winter period studied was from 29/05/88 

05/06/88 <Appendix 3.9-3.16). The period shows a 

remarkably high spore peak on the 31/05/88 <Figure 28c) 

followed by a trough, while pollen concentrations which 

by this time of the year have very low atmospheric 

levels anyway, also shows a small peak on the same day. 

Both pollen and spores experience a trough on the 

02/06/88, a considerable increase on the 03/06/88, 

followed by another trough for the next 5 days. Studying 

the synoptic charts for the period, it is evident that a 

cold front has just passed over the peninsula on the 

26/05/88 bringing rain and resulting in low pollen and 

spore counts. The fol lowing day the weather began to 

clear and this continued until the 28/05/88. As one 

would expect, pollen and spore concentrations recovered 

to average levels with winds blowing from the South The 

approach of a further cold front on the 29/05/88 

bringing slight drizzle reduced airspora levels once 

more. However with the passing of this front a high 

pressure system ridged in on the west coast bringing 

fine conditions (9.6 hrs. sunshine) and the wind 

direction swings to NNE (30/02/88). Although a coastal 

low develops the following day, the wind direction 

remains NE. These conditions are associated with a 100% 

increase in pollen concentrations and a 70% increase in 

spore concentrations. Again the general picture seems to 
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should be emphasized that this is of gre~t significance 

because the seasonal winds which the cape expe1·iences, 

the SE wind in SUllHlll.?l. and the NW wind io winter, 

01 igi nate ft· om the Indian and Atlantic: oceans 

respectively. Thus these winds do not collect airspora 

bef-ore reach :i ng the coast. Should the wind howeve,- blow 

from thP. sector N to NE, then there is the possibilty 

that the wind wi l 1 collect airspm·a 

surface. This tends to confirm the argumPnt for airspora 

peaks in the discussion on wind direction 

as the next cold ·front approaches tJn the 01/06/88, 

airspora levels begin to drop once more. The wind 

direction swings to NW - NNW, thus originating from the 

Atlantic. In these conditions it is impossible for the 

wind to pi.cl< up large concentrations of pollen Cat most 

the wind will blow over only 15 km's of land before 

reaching the collection point) and also unlikely that it 

will pick up many spores. 

The period 

the first 

The first 

10/12/87 - 16/12/87 (Appendix 3.17-3.23> is 

of two summer periods to receive attention. 

three days of this per·iod show unusually low 

pollen concentrations while spore concentrations are 

modei-ate. From thp 13/12/87 levels in both pollen and 

spores increase and remain at high levels for the next 

The synoptic charts for the period show an 

approaching cold front on the 10/12/87 which passes over 

the Peninsula on the 11/12/87 bringing 

weather, although rain was not recordPd at. 

Malan weathei- station. Wind direction during 

cool 

the 

the 

damp 

D.F. 

two 

days has swung from NW to S, thus originating from the 

Atlantic and Indian oceans respectively. Although this 

is a summer period the trend seems to be the same as the 

winter fi-onta 1 pattern. A cool airmass in the form of a 

frontal system passes over the subcontinent. This is 

associated with winds originating from the seamass and 

in turn thPre is a corresponding reduction in airspora. 

lhe period from the 13/12/87, marking in 

ai rspora ]evels, is associated with typical summer 
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in turn there is a corresponding reduction in airspora. 

The period from the 13/ 12/87, marking an increase in 

airspora levels, · is associated with typical summer 

conditions. The high pressure system to the south of the 

country remains in place for a four day period. This 

system is associated with the seasonal SE wind and 

sunny, fine weather. A 1 though these winds have their 

origin over the Indian ocean, it is 'evident that the 

relatively high levels of airspora cannot be explained 

by wind direction. Strictly speaking, one would have 

expected lower levels if wind direction was a dominant 

variable. However, it is worth noting that the airspora 

levels are not excessively high and seem to be in 

keeping with other days where the high pressure system 

is dominant and the SE wind prevails. 

The second summer period which received attention was 

the period 26/02/88 02/03/88 <Appendix 3. 24-3. 29). 

This period iniatally shows a depressed pollen and spore 

count followed by a recovery in both spores and pollen 

to reasonably high levels (Figures 27b, 27c, 28b, 28c). 

The synoptic charts indicate that on the 26/02/88 a 

frontal system · approachs the sub continent and passes 

over the peninsula on the 27/02/88. Cooler damp weather 

with a NW wind is associated with low airspora levels. 

As the frontal system moves eastwards, the South 

Atlantic high ridges in behind it bringing fine weather 

with S to SE winds. At this point the airspora levels 

recover to reasonably high levels once more. 

In summary it is apparent that synoptic charts may be 

useful as predictive tools because, in the short 

analysis above, some definite trends do emerge. 

a). It is apparent that excessive fluctuations in 

aispora concentrations (above 100 grains-3 and less 

than 5 grains m-3 ) are a feature of the winter and 

early spring season, while in summer the 

fluctuations, while apparent, are certainly not as 

extreme. 
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b). Troughs in the airspora in both winter and summer 

seasons seem to be associated with frontal 

and damp weather. In wint~r, peaks seem 

associated with winds which have their origin 

systems 

to be 

in the 

interior of the country while in summer peaks tend 

to be more recovery periods from a trough probably 

caused by frontal systems which has wandered further 

north than expected. 

Further to this it would be speculation to try and infer 

any further relationship between airspora levels and 

information gleaned from a synoptic chart. Suffice to 

say at this point that it appears to be a worthy avenue 

of endeavour and perhaps the correct approach would be a 

combination of computer modelling and the use of 

synoptic charts in an effort to provide a more realistic 

and balanced approach to a field of study which by all 

accounts remains unchartered territory. Certainly a 

holistic approach which incorporates broad trends in the 

weather, plant physiology and daily fluctuations in 

certain .meteorological factors would be the ideal 

approach. 

In conclusion, a further criticism of this research can 

be found in the lack of an hourly record of airspora 

concentrations and meteorological factors. The 

correlations in this study are based on the mean daily 

concentrations of airspora and mean daily meteorological 

factors. Thus sudden changes in weather for example at 

sunset and sunrise <mainly temperature and relative 

humidity> are not taken into account. What is probably 

now required is an hourly record of the fluctuations in 

airspora concentrations and likewise for meteorological 

factors. In that way it is possible to plot the exact 

nature of a pollen or spores response to hourly changes 

in meteorological variables. It should be said at this 

point that this requires an enormous amount of 

microscope work and it was felt that initially it would 
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be more advantageous to use only the mean daily figures 

for both airspora and weather factors. 
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7. ~JJNCLUS ~ ON 

7. 1 Pitfalls in_ aero(;LalynolQQ..ical_research 

It should be said that the results in this research 

should not be treated as a definitive study on airborne 

pollen and spores in the peninsula. There are a number 

of reasons for this. Firstly, the collecting period was 

one year - and it is clear from the literature that at 

least a five year monitoring period is required in order 

to establish a reliable predictive model for an area. 

Secondly, it should be lborn in mind that Cape Town 

covers a vast area with an extraordinary diversity in 

climate depending on which side of table mountain one is 

at any point in time. Simply, Cape towns climate is not 

homogenous. Further, although no confirmation of this is 

at hand, it is strongly suspected that vegetation 

diversity is extreme, depending where one is in relation 

to the Fynbos plant kingdom. It is thus not possible to 

apply models built on data from one collecting station 

<Epping> to the whole of the peninsula. The fol lowing 

points also need to be carefully considered: 

a>. Any significant correlation should not be seen as an 

indication that there is a causal relationship 

between the two variables. Rather it should be seen 

as an association of two variables. 

b). The results of the research are applicable to the 

vicinity of Epping and Bothasig and probably become 

less dependable as one. moves away from these two 

areas. 

c). It should also be acknowledged that 

sampling devices and 

laboratory treatment of 

a different 

the collected 

different 

method of 

pollen and 

spores may well have led to different results. 

Besides these principles there were 

encountered during the research which 

other problems 

ultimately must 
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affect the accuracy of the results. The reliability of 

the Burkard sampler at Epping was dependent on a 

constant supply of 12 vol ts from the battery. If the 

supply varied it would mean the ~evice would not sample 

a constant volume of air, thus giving highly suspect 

volumetric concentrations of airspora. Initially, it was 

uncertain how long the electric motor would take to 

exhaust the battery, thus setting the trickle charger at 

the correct amperage was guess work. Needless to say the 

battery did run flat on the 2nd and 3rd of August 1987. 

At night the security lights would automatically trigger 

the trickle charger and the sampler would have run 

direct from this source for approximately 12 hours for 

these two days. A very rough estimate was thus made for 

the two days lost readings. A far more serious problem 

lay with the electric motor operating the pump. The 

Figures 27a & 28a indicate a huge gap in the Epping data 

from 13/09/07 - 29/10/87. This represents a period of 

almost two months during the crucial spring period. The 

reason for the gaps in the data during this period is 

simply that the eletric motor failed completely. After 

contacting the Burkard manufacturers in Britain, it was 
/ 

apparent that a replacement engine would take 3 months 

to reach us. A decision was then taken to install a 

cheap Japanese engine which was acquired from a toy 

shop, the original purpose of the engine being to power 

model boats. This engine proved to be very efficient and 

served the collector without complaint for the remainder 

of the monitoring period. However, there can be no doubt 

that the two month gap in the data, particularly as it 

was in the spring period, would have affected the 

outcome of the regressional analysis and the predictive 

equations that were bui 1 t on the regression analysis. 

This is another reason explaining why the predictive 

capabilities of the equations should be treated with 

some caution. 

A further gap in the data can be seen from 11/08/89 -

24/08/89. This gap was caused as a result of failure of 

the clock which is responsible for turning the 
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collecting drum. Again as there are no Burkard dealers 

in S.A. a local clock maker had to repair the device, 

after which it operated without further mishap. It needs 

to be said that the battery oper~ted Burkard cdllector, 

in this research at any rate, did not prove itself ta be 

particularly reliable. 

7.2 Thew~. forward 

a) In the first instance, to receive a clearer picture 

of the airspora spectrum for Cape Town as a whole, 

at least another three monitoring stations need to 

be set up. Suggestions in this regard would be 

Fishoek, Camps Bay and Newlands. These areas 

represent different aspects of the total climate 

picture in Cape Town and are located closer to the 

local Fynbos and would thus give a clearer picture 

of the broader airspora spectrum. 

b) As has already been mentioned, it is nece~sary to 

collect data for at least five years before 

attempting to build a suitable predictive model for 

the region. 

c> Serious consideration should be given to adopting 

the more conventional approach when processing the 

ai rspora on the mel inex tape. The approach adopted 

in this research, <the prior treatment of the 

airspora under the process of acetolysis>, allowed a 

close comparison of the pollen and spores with the 

pollen reference collection held in the Biogeography 

section of the Department of Evironmental and 

Geographical science at U.C.T. Although this had its 

advantages, it was a costly exercise in time and the 

more conventional approach of placing daily or 

hourly sections of the mel inex tape under a cover 

slip and then reading the slide directly under the 

microscope would in retrospect save an enormous 

amount of time. In fact it is probably true to say 

that if an hourly or bi-hourly analysis of airspora 
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is attempted, the conventional system is the only 

one that is really pratical. 

d> Fortunately there was a rr~asonably comprehensive 

pollen slide and photograph col lec:tion which could 

be referenced in the case of an unknown pollen. 

However, the case of spores was more difficult. For 

the most part Gregory,s (1973) book contains a 

sect ion where a number of well· known spores are 

illustrated. This served as a guide when attempting 

to name an unknown spore, but it was felt that this 

was unsatisfactory and explains in part why there is 

a large "spore other" component to the aispora 

spectrum <Tables 6 & 7). Since the spores are so 

dominant in the airspora spectrum it is thus 

necessary to build up a spore reference collection 

in order to make identification more accurate. 

e) Lastly, closer co-ordination with the medical 

fraternity would make this type of research more 

relevant particularly in the light of the fact that 

spores are so dominant, and in fact receive very 

little attention in this country. 
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APPENDI.X 1. LABORATORY AND. COUNTING METHODS 

1. 1 S~s _..i.n._laborat.ory_procedure 

1. Remove the tape from the drum and place it on a 

calibrated ruler provided by the Burkard company 

(Plate 12 & 13). Care must be taken to prevent 

smudging of the vasel ine surface with fingers 

thus severely distorting the sample. 

2. The tape must now be cut into 24 hr sections. 

3. 

Accuracy is essential as an error of 2mm 

represents a time error of one hour (Plate 14). 

The daily sections 

centrifuge tubes. 5ml 

dissolve the vaseline 

are placed 

of X-68 is 

<X-68 is a 

in 15 

added 

product 

ml 

to 

of 

Shel 1 chemicals. It is misable with alcohols, 

has 60% aromatics and a FBP of 106 °c - 140°C. 

Vaseline is easily dissolved by the compound). 

The tubes are left to stand in a water bath at 

40°C fat 24 hr <Plate 15). 

4. Remove the melinex tape, slowly washing the 

remaining sediment off with X-68. 

5 •. Centrifuge X-68. Speed 3100 r.p.m. Time 4 mins. 

A Zeiss Hermie 2320 is used for this procedure 

<Plate 16). Decant X-68. 

6. Add 6 ml of glacial acetic acid. Centrifuge and 

decant. 

7. Add 6 ml of Acetolysis mixture <mixture consists 

of glacial acetic anhydride mixed with 

concentrated sulphuric acid in a ratio o.f 9: 1, 

as in Erdtman, 1960). Mixture must be agitated 

and then left standing in water bath for 3 mins. 

at 80°C <Plate 17). All operations should take 

place in a fume cupboard. 
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8. Centrifuge acetolysis mixture as in step 5. 

Decant acetolysis mixture. 

9. Transfer to plastic tubes using glacial acetic 

acid as medium. 

10. Centrifuge and decant glacial acetic acid. 

11. Add 5 ml 

place in 

(Plastic 

of hydrofluoric acid <Plate 18) and 

water bath for 40 minutes at 80°C. 

tubes must be used because HF reacts 

with glass>. 

12. Centrifuge and decant HF. Add 5 ml of glacial 

acetic acid and agitate. Decant glacial acetic 

acid into original centrifuge tubes taking care 

not to mix the tubes. 

13. Centrifuge and decant glacial acetic acid and , 

add 8ml of distilled water. 

14. Centrifuge and decant distilled water. Add 6 ml 

of distilled water. Add 2 drops of stain 

(safranin mixed in a 50/50 .solution with water>. 

15. Centrifuge and· decant stained distil led water. 

Add 6 ml of distilled water. 

16. Centrifuge and decant distilled water. 

17. Weigh a dry vial without the lid accurately to 4 

decimal places (scale used : Mettler H33AR. See 

Plate 19). 

18. Transfer to vial using 4 ml of distilled water. 

Centrifuge for 6 mins and decant carefully. 

19. Add two drops of glycerine. Weigh the vial 

without the 1 id •. 
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20. A9itate the 9lycerine solution slowly to achieve 

a random distribution of pollen 9rains. 

21. Using a pipette, place a drop of the 9lycerine 

on a! clean slide. Weigh . the vial once more 
\ 

without the lid. 

22. Place a cover slip on the slide and insert under 

a microscope (all microscopy was done with a 

Nikon microscope at 400 X ma9nification, Plate 

20) 

23. It is necessary that an absolute count is made. 

The entire slide must be read as in most cases 

not more than 15% of the original glycerine 

solution is placed on the slide. 



1. 2 Computat.ion __ of volumetric concentrations 

The following formula was used to compute 

the airspora concentrations m-3 of air. 

1. 

x = 
y = 
N = 

100 

x = y x -----

z 
~ N 
• 

Airspora concentrations m-3 of air. 

The pollen count. 

A constant of 14.4. This is based 

volume of air sampled by the Burkard 

101 min-:1. for a 24 hr period. 

on 

at 

z = Percentage of the glycerine read. This 

...... ~-

figure is computed with the fol lowing 

formula. 

b-c 100 

z = x 

b-a 1 
J 

a= vial weight <g> 

b = Weight of vial and glycerine solution 

less glycerine on slide (g). 



\ 

An example of how a volumetric 

concentration is computed follows: 

Vial weight: 4,7500.g. 

Vial and Glycerine Cl> 5,2213 g. 

Vial and Glycerine (2) 5,2202 g. 

Pollen count= 60 grains. 

5,2213 - 5,2002 100 

z = x 

5,2213 - 4,7500 

0,0211 100 

= ----- X· 

0,4730 1 

= 4,48% 

X = 60 x 

100 

4.48 

. . 

= 93 grains m-:s. 

14.4 

1 

2(.1C./ 
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PLATE 23 Ericaceae PLATE_ 24 Fabaceae 



PLATE 25 Asteraceae PLATE_26 Proteaceae 
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f.:'..LATE 27 Alternaria 
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PLATE ___ 30 C_ladospor_i_um 

and Asperq i l_lus 
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