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Título 

Ciclos	cortico-corticais	laminares	específicos	no	córtex	visual	

do	ratinho.	

Resumo 

Muitas	teorias	propõem	interacções	recorrentes	através	da	

hierarquia	cortical,	mas	não	é	claro	se	os	circuitos	corticais	são	

selectivamente	ligados	para	implementar	cálculos	em	ciclo.	Usando	o	

mapeamento	de	circuitos	subcelulares	do	método	de	canal	de	

rodopsina	2	assistido	no	córtex	visual	do	rato,	comparamos	a	

entrada	sináptica	de	alimentação	direta	(feedforward,	FF)	ou	

retroalimentação	(feedback,	FB)	cortico-cortical	(CC)	às	células	que	

se	projectam	de	volta	à	fonte	de	entrada	(neurónios	em	ciclo)	com	

células	que	se	projectam	para	uma	área	cortical	ou	subcortical	

diferente.	Os	aferentes	FF	e	FB	mostraram	uma	selectividade	

semelhante	do	tipo	de	células,	fazendo	ligações	mais	fortes	com	

neurónios	em	ciclo	do	que	com	outros	tipos	de	projecção	em	

camadas	(L)5	e	L6,	mas	não	em	L2/3,	resultando	numa	modulação	

selectiva	da	actividade	em	neurónios	em	loop.	Na	maioria	dos	casos,	

as	ligações	mais	fortes	em	neurónios	L5	em	ciclo	localizavam-se	nos	

seus	tufos	apicais,	mas	não	nos	seus	dendritos	perisomáticos.	Os	

nossos	resultados	revelam	que	as	ligações	CC	são	selectivamente	

ligadas	para	formar	ciclos	excitatórios	monossinápticos	e	suportam	
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um	papel	diferencial	de	neurónios	supragranulares	e	infragranulares	

em	cálculos	hierárquicos	recorrentes.	
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Abstract 

Many	theories	propose	recurrent	interactions	across	the	

cortical	hierarchy,	but	it	is	unclear	if	cortical	circuits	are	selectively	

wired	to	implement	looped	computations.	Using	subcellular	

channelrhodopsin-2-assisted	circuit	mapping	in	mouse	visual	cortex,	

we	compared	feedforward	(FF)	or	feedback	(FB)	cortico-cortical	(CC)	

synaptic	input	to	cells	projecting	back	to	the	input	source	(looped	

neurons)	with	cells	projecting	to	a	different	cortical	or	subcortical	

area.	FF	and	FB	afferents	showed	similar	cell-type	selectivity,	making	

stronger	connections	with	looped	neurons	than	with	other	

projection	types	in	layer	(L)5	and	L6,	but	not	in	L2/3,	resulting	in	

selective	modulation	of	activity	in	looped	neurons.	In	most	cases,	

stronger	connections	in	looped	L5	neurons	were	located	on	their	

apical	tufts,	but	not	on	their	perisomatic	dendrites.	Our	results	reveal	

that	CC	connections	are	selectively	wired	to	form	monosynaptic	

excitatory	loops	and	support	a	differential	role	of	supragranular	and	

infragranular	neurons	in	hierarchical	recurrent	computations.	
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Chapter 1 

“The	fact	that	the	majority	of	cortical	cells	have	inter-area	

projections,	as	opposed	to	exclusively	intra-area	projections,	seems	

already	to	bear	an	important	computational	message:	it	means	that	

almost	nothing	goes	on	internally	in	one	area	without	this	activity	

being	transmitted	to	at	least	one	other	area…In	essence,	I	want	to	

propose	that	the	bulk	of	the	computational	work	of	the	cortex	is	not	

carried	out	by	one	area	at	a	time,	but	by	information	going	back	and	

forth	over	reciprocal	pathways	connecting	pairs	of	areas.”	

Mumford,	1992	
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1 
INTRODUCTION 

1.1 The cortex 

The	mammalian	neocortex	is	a	six-layered	structure	forming	

the	outer	layer	of	the	brain	(Harris	&	Shepherd,	2015).	It	has	

expanded	greatly	during	human	evolution	(Preuss,	2007),	leading	to	

its	wrinkled	appearance,	and	plays	a	key	role	in	cognition,	language,	

memory	and	voluntary	actions,	with	an	extraordinary	capacity	to	

flexibly	adjust	to	different	environmental	contexts	(Krubitzer	&	

Prescott,	2018).	Remarkably,	its	structure	is	highly	conserved	across	

mammalian	species,	which	has	led	to	the	belief	that	it	performs	

canonical	computational	motifs	advantageous	for	survival	and	

reproduction	(D’Souza	et	al.,	2020;	Felleman	&	Van	Essen,	1991;	

Gilbert	&	Li,	2013;	Miller,	2016;	Mumford,	1992).	

In	support	of	this	view	is	the	notion	of	modularity:	it	has	been	

proposed	that	the	cortex	is	a	mosaic	of	modular	subunits,	with	each	

subunit	similar	in	size	and	internal	structure	and	performing	similar	

computations,	albeit	acting	on	different	inputs	(Eccles,	1981;	

Mountcastle,	1978;	Szentágothai,	1978).	The	belief	that	this	basic	

structural	motif	may	serve	to	produce	very	different	outputs,	from	

perception	to	language	to	cognition,	has	informed	much	research	
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into	the	intricate	structure	of	the	cortex,	with	the	hope	that	

principles	applicable	to	one	area	may	be	applicable	to	another.	

But	what	exactly	does	this	modular	subunit,	supposedly	

repeated	throughout	the	cortex,	consist	of	and	how	is	it	defined?	Two	

different	modular	subunits	have	been	hypothesized:	“mini-columns”	

and	“macro-columns”.	Mini-columns	comprise	a	vertically	oriented	

group	of	~110	cells,	with	a	diameter	of	~30	μm,	and	aggregate	in	

their	hundreds	to	form	a	larger	processing	unit,	or	macro-column,	

with	a	diameter	estimated	to	be	anywhere	from	200–300	μm	(Eccles,	

1981;	Szentágothai,	1978)	to	500–1000	μm	(Mountcastle,	1978).	

Such	a	modular	organization,	if	it	exists,	promises	to	make	the	

daunting	task	of	understanding	how	the	cortex	works	more	

surmountable,	since	insights	gained	into	the	function	of	one	subunit	

could	apply	to	the	entire	cortex.	

However,	others	have	argued	that	there	is	scant	evidence	for	a	

general	modular	organization	(Crick	&	Asanuma,	1986;	Swindale,	

1990;	Towe,	1975).	Swindale	(1990),	for	example,	argues	that	the	

cortex	exhibits	a	great	deal	of	diversity	in	structure	and	columnar	

organization,	both	within	and	between	different	cortical	areas,	

perhaps	a	reflection	of	the	diversity	of	information	stored	across	

these	areas:	“Not	only	does	it	seem	wrong	to	describe	the	cortex	as	

modular,	use	of	the	term	obscures	the	real	complexity	of	cortical	

organization	and	fails	to	do	justice	to	the	diversity	of	forms	of	

columnar	order	that	are	actually	present…Although	it	may	be	

difficult	to	discard	the	concepts	of	modularity	and	repetitive	
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structural	organization	that	have	existed	since	1957,	the	alternative	

insight,	that	the	cortex	is	essentially	non-modular	in	construction,	

may	be	a	more	powerful	and	helpful	clue	in	the	search	for	unifying	

principles	of	cortical	organization”.	

Whether	the	cortex	is	modular	or	not,	understanding	its	fine	

wiring,	particularly	at	the	level	of	the	connection	strengths	of	

individual	synapses,	may	help	to	unravel	the	computations	and	

calculations	that	it	performs	and	to	reveal	how	they	give	rise	to	

complex	thought	and	behaviour.	While	a	unified	theory	of	cortical	

processing	and	immutable	laws	governing	cortical	computation	may	

ultimately	prove	elusive,	there	may	nevertheless	be	principles	of	

cortical	organisation	that	are	generalisable	across	areas	and	species,	

even	in	the	absence	of	modularity.	

Yet	detailed	knowledge	of	the	anatomical	organisation	of	the	

cortex	and	of	connectivity	rules	between	cortical	areas	is	still	lacking.	

At	the	macro-scale,	we	have	known	since	the	beginning	of	the	20th	

century	that	the	cortex	is	organised	into	functional	areas	specialised	

for	different	sensory,	motor,	or	association	functions	(Brodmann,	

1909).	Aside	from	its	laminated	structure,	one	of	the	most	important	

organising	principles	of	the	cortex,	first	derived	from	sensory	

systems,	is	that	these	areas	are	arranged	in	a	hierarchy	(Felleman	&	

Van	Essen,	1991;	Harris	et	al.,	2019;	Markov	et	al.,	2013;	Siegle	et	al.,	

2021).	Information	is	routed	from	primary	sensory	areas	to	

increasingly	specialised	cortical	areas,	such	that	areas	higher	up	in	

the	hierarchy	process	progressively	more	complex	features.	
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Importantly,	as	we	shall	discuss	in	the	next	section,	each	of	these	

pathways	is	reciprocated,	such	that	information	flows	from	these	

higher	areas	back	down	to	the	lower	areas	they	receive	information	

from.	

	

	

	

	

	

	

	

	

	

Figure	1.1	Hierarchy	of	visual	areas	in	the	macaque.	Lower	areas	are	

represented	at	the	bottom,	and	higher	areas	at	the	top.	All	areas	are	

interconnected	with	each	other.	From	Felleman	&	Van	Essen	(1991).	
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1.2 The canonical microcircuit and its main 

components 

Cortical	areas	at	different	levels	of	the	hierarchy	are	

reciprocally	connected,	such	that	information	can	be	said	to	flow	

bidirectionally.	“Feedforward”	(FF)	projections	convey	bottom-up	

inputs	along	the	hierarchy,	while	“feedback”	(FB)	projections	send	

top-down	inputs	in	the	opposite	direction.	Since	the	work	of	Hubel	

and	Wiesel	(Hubel	&	Wiesel,	1962,	1965),	we	know	that	ascending	FF	

projections	combine	to	form	increasingly	complex	representations	of	

the	world,	a	concept	that	transcended	the	field	of	neuroscience	and	is	

widely	used	in	artificial	intelligence	to	build	neural	networks	

performing	complex	tasks.	However,	this	view	left	the	equally	

prevalent	descending	FB	connections	without	any	function,	and	the	

various	roles	of	FB	are	still	being	elucidated,	as	we	shall	discuss	later.	

There	are	important	differences	in	the	layers	that	FF	and	FB	

projections	target	(Rockland	&	Pandya,	1979),	which	presumably	

reflect	their	different	functional	roles	in	bottom-up	and	top-down	

processing.	While	ascending	and	descending	projections	share	

common	differences	across	species,	there	is	substantial	variation	in	

the	precise	laminar	patterns	that	they	form.	In	the	mouse,	FF	cortico-

cortical	(CC)	inputs	terminate	mostly	in	layer	(L)	2/3	and	L5/6	

(Coogan	&	Burkhalter,	1990,	1993;	Galloni,	Ye,	&	Rancz,	2021;	Li,	

Hass,	Matthews,	Kristl,	&	Glickfeld,	2020;	Yang,	Carrasquillo,	Hooks,	

Nerbonne,	&	Burkhalter,	2013;	Young,	Belbut,	Baeta,	&	Petreanu,	

2021).	By	contrast,	in	the	occipital	lobe	of	the	primate,	FF	input	

6



ramifies	largely	in	layer	4	(Rockland	&	Pandya,	1979),	and	in	the	

adult	cat,	V1	FF	input	to	extrastriate	areas	primarily	targets	L2/3	and	

avoids	L4	(Price	&	Zumbroich,	1989).	FB	CC	inputs,	on	the	other	

hand,	appear	to	be	more	consistent	across	species,	terminating	

mainly	in	the	top	layer	(L1)	and	deep	layers	(Coogan	&	Burkhalter,	

1990,	1993;	Galloni	et	al.,	2021;	Rockland	&	Pandya,	1979;	Yang	et	

al.,	2013).	

However,	it	may	be	noted	that	projections	between	lower	and	

higher	areas,	as	defined	by	classical	hierarchical	models,	do	not	

always	follow	these	patterns.	For	example,	L5	FF	neurons	in	the	

barrel	field	of	the	mouse	primary	somatosensory	area	densely	

innervate	L1	of	the	higher	supplemental	somatosensory	area,	while	

L2/3,	L4,	and	L5	FF	neurons	in	primary	visual	cortex	(V1)	all	

preferentially	innervate	L1	of	dorsal	anterior	cingulate	cortex	(ACC),	

albeit	the	relatively	deeper	sub-layer	of	L1	(Harris	et	al.,	2019).	Such	

targeting	of	L1	is	more	usually	associated	with	FB	projection	

patterns.	Likewise,	FB	pathways	may	display	atypical	patterns.	

Orbitofrontal	cortex,	which	exerts	top-down	modulation	in	visual	

cortical	areas	(Liu	et	al.,	2020),	projects	most	densely	to	L2/3	of	

medial	secondary	visual	areas	in	the	mouse	and	appears	to	avoid	L1	

(Galloni	et	al.,	2021),	which	is	more	in	keeping	with	a	FF	projection	

pattern.	

Together,	these	studies	suggest	an	important	organising	

feature:	the	long-range	axons	of	cortical	cells	are	not	randomly	

distributed	across	the	layers,	but	show	biases	for	specific	laminae.	A	
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logical	extension	of	this	observation	is	that	the	axons	may	show	

biases	for	specific	cells	within	those	laminae,	adding	yet	a	further	

degree	of	specificity.	Indeed,	it	has	been	proposed	that	the	function	

of	lamination	is	to	maximise	the	wiring	efficiency	of	energetically	

expensive	axons	(Chklovskii,	Schikorski,	&	Stevens,	2002),	and	

lamination	may	facilitate	inter-areal	communication	by	constraining	

and	defining	the	ways	in	which	specific	cells	in	different	areas	

interact	e.g.	by	acting	as	a	scaffold	for	extracellular	axon	guidance	

(Lindenmaier,	Parmentier,	Guo,	Tissir,	&	Wright,	2018)	or	by	

restricting	input	from	one	or	more	areas	to	precise	dendritic	

compartments	that	enable	more	complex	computations.	

An	important	computational	feature	of	cortical	organisation	is	

that	most	cortical	cells	have	long-range	projections	to	other	areas,	

such	that	activity	in	any	given	area	is	almost	always	relayed	to	

another.	It	has	been	estimated	that	more	than	50%	of	synapses	

originate	from	extrinsic	axons	(Stepanyants	et	al.,	2008).	This	

suggests	that	reciprocal	pathways	conveying	information	back	and	

forth	between	pairs	of	interconnected	areas	at	different	levels	of	the	

hierarchy	may	form	the	backbone	of	cortical	computations.	

Another	key	feature	of	the	cortex	is	that	cells	can	be	categorised	

as	belonging	to	one	of	several	different	classes	thought	to	perform	

different	functions	(Harris	&	Shepherd,	2015).	The	mouse	is	a	

genetically	and	physiologically	tractable	mammalian	species	that	

offers	an	experimentally	accessible	way	of	studying	the	cortex,	and	

was	the	animal	model	of	choice	for	this	project.	A	brief	overview	of	
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the	layers,	hierarchy	and	cell	types	that	make	up	the	defining	

characteristics	of	the	cortex	now	follows.	

1.3 Mouse visual cortex 

While	mouse	vision	has	roughly	100-fold	lower	resolution	than	

human	vision,	and	the	fovea	is	absent	in	mice,	there	are	nevertheless	

striking	similarities	between	the	visual	cortices	of	mice	and	humans.	

Like	humans,	mouse	visual	cortex	lies	at	the	back	of	the	brain	(Rosa	

&	Krubitzer,	1999),	the	thalamus	provides	the	major	source	of	

information	to	L4	of	V1	(Oh	et	al.,	2014),	and	there	is	a	rich	array	of	

higher-order	cortical	visual	areas	surrounding	V1,	which	lies	at	the	

bottom	of	the	cortical	visual	hierarchy	(Glickfeld	&	Olsen,	2017).	

 
Figure	1.2	A)	Fluorescently	labelled	axonal	projections	in	higher	

visual	areas	in	mouse	cortex	after	injections	of	three	anterograde	

tracers	at	different	nasotemporal	locations	of	the	upper	visual	field	

representation	in	V1.	From	Wang	&	Burkhalter	(2007).	B)	Visual	

representation	of	the	ventral	(m1)	and	dorsal	(m2)	modules	of	the	

visual	cortical	areas	in	the	mouse.	The	thickness	of	the	connections	
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represents	the	density	of	the	projections	between	the	cortical	areas.	

From	Wang,	Sporns,	&	Burkhalter	(2012).	

Areas	in	mouse	visual	cortex	are	also	highly	interconnected,	

and	each	area	is	directly	connected	to	all	the	others	(Wang,	Gao,	&	

Burkhalter,	2011;	Wang	et	al.,	2012),	as	with	primates	(Felleman	&	

Van	Essen,	1991).	However,	there	is	considerable	diversity	in	the	

projection	densities	from	V1	to	higher	visual	areas	(HVAs),	with	V1	

innervation	of	LM	being	the	strongest	(Wang	et	al.,	2012)	(Figure	

1.2).	

Each	of	these	HVAs	has	its	own	retinotopic	map	(Dräger,	1975),	

and	projections	from	V1	to	these	areas	show	retinotopic	organization	

(Wang	&	Burkhalter,	2007)	(Figure	1.2).	Mice	use	vision	for	a	range	

of	complex	behaviours,	including	navigation	(Harvey,	Collman,	

Dombeck,	&	Tank,	2009)	and	capturing	prey	(Hoy,	Yavorska,	Wehr,	&	

Niell,	2016).	Visual	cortical	cells	in	the	mouse	perform	similar	

computations	to	those	in	the	primate,	from	orientation	selectivity	

(Dräger,	1975;	Mangini	&	Pearlman,	1980;	Niell	&	Stryker,	2008;	

Sohya,	Kameyama,	Yanagawa,	Obata,	&	Tsumoto,	2007)	to	surround	

suppression	(Adesnik,	Bruns,	Taniguchi,	Huang,	&	Scanziani,	2012).	

As	in	primates,	mice	display	larger	receptive	field	sizes	in	HVAs	

compared	to	V1	(Wang	&	Burkhalter,	2007)	and	cells	in	mouse	visual	

cortex	encode	complex	information	that	is	not	solely	sensory,	such	as	

reward	timing	(Shuler	&	Bear,	2006),	mismatches	between	predicted	

and	actual	visual	feedback	(Keller,	Bonhoeffer,	&	Hübener,	2012),	

visual	spatial	attention	(Speed,	Del	Rosario,	Mikail,	&	Haider,	2020)	
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and	motor-	and	behavioral	state-dependent	modulation	of	visual	

responses	(Niell	&	Stryker,	2010).	

Moreover,	tracing	studies	show	evidence	of	large-scale	parallel	

information	processing	streams	in	the	mouse	(Wang	et	al.,	2012;	

Zingg	et	al.,	2014),	analogous	to	the	ventral	and	dorsal	streams	of	

primates	(Kravitz,	Saleem,	Baker,	&	Mishkin,	2011;	Kravitz,	Saleem,	

Baker,	Ungerleider,	&	Mishkin,	2013),	which	consist	of	two	major	

cortical	subnetworks	of	strongly	interconnected	areas	believed	to	

carry	out	different	functions.	

One	subnetwork	resembling	the	ventral	stream	in	primates	

includes	the	lateral	visual	areas	LM,	LI,	P	and	POR,	which	project	to	

ventral	cortical	regions	such	as	temporal	association	cortex	involved	

in	object	recognition.	The	other	subnetwork,	similar	to	the	dorsal	

stream	in	primates,	includes	the	areas	AL,	RL,	PM,	AM,	which	project	

to	areas	involved	in	movement	and	spatial	navigation	such	as	the	

retrosplenial	and	anterior	cingulate	cortices.	Areas	PM	and	AM	also	

show	a	preference	for	the	temporal	visual	field	similar	to	primate	

dorsal	stream	areas	like	MT	and	MST	(Garrett,	Nauhaus,	Marshel,	&	

Callaway,	2014).	

These	different	anatomical	pathways	support	the	view	that	

visual	information	in	the	mouse	also	travels	through	and	is	

processed	by	distinct	cortical	modules.	While	these	HVAs	appear	to	

share	many	properties	with	primate	HVAs,	the	functions	of	each	of	

the	mouse	HVAs	is	still	being	investigated	and	it	is	unlikely	that	

direct	comparisons	between	mouse	and	primate	HVAs	can	be	made.	
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Functional	imaging	studies	have	revealed	functional	differences	

between	different	HVAs,	in	particular	preferences	for	distinct	ranges	

of	spatial	and	temporal	frequencies,	and	therefore	different	speeds.	

Cells	in	PM,	for	example,	show	a	preference	for	high	spatial	

frequencies	and	low	temporal	frequencies	(Andermann,	Kerlin,	

Roumis,	Glickfeld,	&	Reid,	2011),	while	cells	in	LM,	AM,	and	LI	show	a	

preference	for	higher	spatial	and	temporal	frequencies	(Marshel,	

Garrett,	Nauhaus,	&	Callaway,	2011).	

Given	that	V1	projects	to	all	these	HVAs,	it	is	possible	that	the	

functional	specialisation	observed	in	these	HVAs	is	a	consequence	of	

the	distinct	information	they	receive	from	differently	tuned	neurons	

in	V1.	Indeed,	it	has	been	shown	in	a	two-photon	calcium	imaging	

study	that	the	tuning	preferences	of	the	axons	of	V1	cells	matches	

those	of	cells	in	the	areas	they	project	to	(Glickfeld,	Andermann,	

Bonin,	&	Reid,	2013).	

Interestingly,	functional	differences	between	V1	and	HVAs	

show	variation.	For	instance,	aside	from	differences	in	

spatiotemporal	preferences	and	receptive	field	size,	LM	appears	to	

be	functionally	similar	to	V1	(Van	Den	Bergh,	Zhang,	Arckens,	&	

Chino,	2010).	This	may	be	due	to	LM	residing	nearer	the	bottom	of	

the	hierarchy	in	proximity	to	V1,	and	beneath	areas	such	as	PM	and	

AM,	as	suggested	by	multiple	studies	(D’Souza,	Meier,	Bista,	Wang,	&	

Burkhalter,	2016;	Harris	et	al.,	2019;	Siegle	et	al.,	2021).	

Various	methods	and	analyses	have	been	employed	to	establish	

and	examine	the	hierarchy	of	areas	in	the	mouse,	ranging	from	
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anterograde	tracing	experiments	with	Cre-dependent	viruses	(Harris	

et	al.,	2019)	to	strength	of	recruitment	of	inhibition	(D’Souza	et	al.,	

2016;	Dong,	Wang,	Valkova,	Gonchar,	&	Burkhalter,	2004;	Yang	et	al.,	

2013)	to	functional	activity	(Polack	&	Contreras,	2012;	Siegle	et	al.,	

2021).	

While	the	concept	of	a	cortical	hierarchy	originally	stemmed	

from	sensory	systems,	recent	exhaustive	studies	have	attempted	to	

establish	the	extent	to	which	hierarchical	organization	applies	to	the	

entire	mouse	cortex	(Harris	et	al.,	2019;	Siegle	et	al.,	2021).	By	

performing	more	than	1000	viral	tracer	injections	and	analysing	

layer-specific	axonal	termination	patterns,	Harris	et	al.	(2019)	found	

evidence	for	hierarchical	organization	across	the	mouse	

corticothalamic	network,	establishing	hierarchical	positions	for	37	

cortical	areas	and	24	thalamic	nuclei.	The	authors	assigned	

“hierarchy	scores”	to	each	region	based	on	the	number	of	FF	and	FB	

connections	each	area	receives	or	sends	out.	Interestingly,	they	

found	that	the	difference	between	the	highest	and	lowest	rungs	of	

the	hierarchy	was	not	as	great	as	expected,	perhaps	a	reflection	of	

the	densely	interconnected	network	of	mouse	cortex	(Gămănuţ	et	al.,	

2018).	

Indeed,	it	has	been	argued	that	the	organization	of	cortical	

processing	into	a	hierarchy	is	need	of	a	reappraisal,	and	that	the	

functional	hierarchy	does	not	map	neatly	onto	the	anatomical	one	

(Hegdé	&	Felleman,	2007).	The	focus	on	the	laminar	patterns	of	

interareal	connectivity,	which	form	the	basis	of	hierarchical	models,	

13



may	neglect	the	local	microcircuitry	intrinsic	to	each	area	and	its	

contribution	to	the	functional	properties	of	neurons.	As	Hegdé	&	

Felleman	(2007)	argue,	“while	the	sustaining	strength	of	the	notion	

of	hierarchical	processing	may	be	that	it	is	rather	simple,	its	fatal	

flaw	is	that	it	is	overly	simplistic”.	Moreover,	one	can	conceive	of	

scenarios	in	which	it	is	difficult	to	ascribe	a	clear	hierarchical	order	

to	information	flow	between	areas.	In	a	predictive	processing	

framework,	for	example,	which	we	shall	discuss	in	more	detail	in	

Chapter	3,	signals	from	a	visual	area	to	an	auditory	area	could	act	as	

a	prediction	of	bottom-up	auditory	input,	and	vice	versa.	In	such	

cases,	it	is	not	obvious	how	information	flowing	in	either	pathway	

can	be	categorized	as	FF	or	FB.	

While	the	functional	hierarchy	observed	by	Siegle	et	al.	(2021)	

–	obtained	by	simultaneously	recording	spiking	activity	from	

hundreds	of	neurons	across	multiple	cortical	areas	in	response	to	

visual	stimuli	–	largely	correlates	with	the	anatomical	hierarchy	of	

Harris	et	al.	(2019),	it	appears	unlikely	that	the	cortical	information	

flowchart	strictly	follows	the	anatomical	hierarchy.	For	example,	the	

axons	of	most	FF	L2/3	neurons	in	mouse	V1	branch	and	share	their	

signals	with	multiple	higher	areas	located	at	different	hierarchical	

levels	(Han	et	al.,	2018).	Furthermore,	inconsistencies	may	be	found	

not	just	between	the	functional	and	anatomical	hierarchies,	but	

within	the	anatomical	hierarchy	itself.	For	example,	Harris	et	al.	

(2019)	noted	that	the	hierarchical	position	they	assigned	to	a	given	

area	could	not	fully	account	for	its	FF	and	FB	connections.	
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1.4 Cortical Cell Types 

Neurons	in	the	cortex	can	be	divided	into	two	main	classes:	

pyramidal	neurons	and	interneurons.	Pyramidal	cells	account	for	

almost	all	output	from	the	cortex	and	are	responsible	for	

communication	between	brain	areas.	They	are	large	pyramid-shaped	

cells	with	spiny	dendrites,	excitatory	(releasing	the	neurotransmitter	

glutamate),	constitute	~80%	of	cells	in	the	cortex	(in	contrast	to	

regions	such	as	the	olfactory	bulb	and	the	cerebellum	in	which	

interneurons	dominate),	project	locally	as	well	as	to	long-range	

targets	and	can	be	divided	into	three	main	types	(Douglas	&	Martin,	

2004;	Harris	&	Mrsic-Flogel,	2013;	Harris	&	Shepherd,	2015;	

Mumford,	1992).	

Intratelencelephalic	(IT)	neurons	project	to	areas	within	the	

telencephalon	(most	notably	the	neocortex,	but	also	structures	such	

as	the	striatum,	amygdala	and	claustrum),	pyramidal	tract	(PT)	

neurons	project	to	subcortical	structures	such	as	the	superior	

colliculus	and	corticothalamic	(CT)	neurons	project	to	the	thalamus	

(Harris	&	Shepherd,	2015).	These	cells	differ	not	just	in	their	long-

range	connectivity,	but	also	in	their	morphology,	gene	expression	

profile,	intrinsic	physiology,	and	laminar	position.	Indeed,	differences	

in	connectivity	and	physiology	can	exist	not	just	across	cell	classes	

but	within	them	(even	for	neurons	belonging	to	the	same	class	and	

layer).	In	the	primate,	for	example,	IT	neurons	contributing	

projections	to	the	dorsal	and	ventral	streams	display	different	firing	

patterns,	suggesting	that	they	belong	to	distinct	IT	subtypes	

15



(Movshon	&	Newsome,	1996;	Nassi	&	Callaway,	2009).	IT	neurons	

are	distributed	across	all	layers	of	the	cortex	(except	for	L1),	while	

PT	and	CT	neurons	are	restricted	to	L5	and	L5/L6,	respectively	

(Harris	&	Shepherd,	2015).	

  
Figure	1.3	Dendritic	morphology	of	the	three	types	of	excitatory	

cortical	cells	in	somatosensory	cortex.	Intratelencelephalic	(IT)	cells	

are	present	in	all	layers	except	L1,	while	pyramidal	tract	(PT)	cells	and	

corticothalamic	(CT)	neurons	are	present	in	L5	and	L5/6,	respectively.	

From	Harris	&	Shepherd	(2015).	

Interneurons	constitute	the	remaining	20%	of	neurons,	and	

unlike	excitatory	neurons,	their	projections	are	nearly	all	intra-areal	

and	restricted	to	cells	within	the	local	vicinity,	such	that	their	effect	

on	cortical	output	is	modulatory	rather	than	direct.	They	tend	to	be	

small	cells	with	spineless	dendrites,	and	most	importantly,	they	are	

inhibitory	(releasing	the	neurotransmitter	GABA).	This	carries	an	

important	computational	message:	long-range	projections	are	almost	

exclusively	excitatory,	and	not	inhibitory.	
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Like	the	pyramidal	neurons,	interneurons	can	be	subdivided	

into	three	major	classes	that	can	be	distinguished	by	their	different	

genetic	profiles,	and	include	parvalbumin-expressing	(PV),	

somatostatin-expressing	(SST)	and	vasoactive	intestinal	peptide	

expressing	(VIP)	neurons	(Tremblay,	Lee,	&	Rudy,	2016).	They	also	

differ	in	their	connectivity	and	laminar	positions.	For	example,	PV	

and	SST	neurons	are	distributed	across	the	cortical	layers,	while	VIP	

neurons	can	be	found	mainly	in	superficial	layers,	and	are	prominent	

in	L1.	Given	that	this	thesis	is	concerned	principally	with	principal	

cells	and	the	long-range	connections	they	form,	focus	will	be	given	to	

the	IT,	PT	and	CT	cells	in	the	following	sections.	

1.5 Layers of the cortex 

1.5.1 Layer 1 

L1,	the	topmost	layer	of	the	cortex,	does	not	contain	any	

excitatory	cells	and	instead	contains	the	apical	tufts	of	L2/3	and	L5	

cells,	interneurons,	and	axon	terminations	from	higher	cortical	areas	

and	subcortical	nuclei	(Garcia-Munoz	&	Arbuthnott,	2015;	Schuman,	

Dellal,	Prönneke,	Machold,	&	Rudy,	2021).	The	“crowning	mystery”	of	

the	cortex	(Hubel,	1982),	L1	is	thought	to	be	the	principal	locus	for	

top-down	FB	modulation	of	visual	responses.	Importantly,	FB	axons	

do	not	just	reside	in	L1,	and	target	both	excitatory	and	inhibitory	

neurons	in	L2/3	and	the	deeper	layers	(Yang	et	al.,	2013).	
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Since	FB	to	apical	dendrites	in	L1	arrives	at	the	most	

electrically	remote	region	of	the	cell,	it	may	not	in	and	of	itself	be	

able	to	induce	spike	generation	in	the	cell,	but	it	can	induce	dendritic	

calcium	spikes	that	amplify	a	cell’s	responses	to	FF	sensory	

information	arriving	simultaneously	at	perisomatic	synapses	

(Larkum,	Zhu,	&	Sakmann,	1999;	Larkum,	Senn,	&	Lüscher,	2004).	In	

this	way	FB	input	in	L1	may	amplify	sensory	responses	depending	on	

the	context	of	the	animal’s	behaviour. 

1.5.2 Layer 2/3 

This	layer	consists	of	IT	neurons	exclusively.	While	the	full	

spectrum	of	L2/3	IT	subtypes	are	still	being	established,	it	is	already	

clear	that	subtypes	can	be	distinguished	by	their	different	long-range	

targets,	gene	expression,	firing	patterns	and	response	properties	

(Chen,	Carta,	Soldado-Magraner,	Schneider,	&	Helmchen,	2013;	Greig,	

Woodworth,	Galazo,	Padmanabhan,	&	Macklis,	2013;	Harris	&	Mrsic-

Flogel,	2013;	Molyneaux	et	al.,	2009;	Sato	&	Svoboda,	2010;	

Yamashita	et	al.,	2013).	The	projections	of	L2/3	cells	are	principally	

restricted	to	the	cerebral	cortex,	specifically	to	higher	order	and	

contralateral	cortices.	Their	local	axon	collaterals	also	branch	

extensively	in	L5,	but	not	in	L4	or	L6,	and	this	appears	to	be	a	

recurring	feature	in	different	cortical	areas	and	species	(Douglas	&	

Martin,	2004;	Petreanu,	Huber,	Sobczyk,	&	Svoboda,	2007;	Thomson	

&	Lamy,	2007).	Moreover,	individual	L2/3	cells	in	mouse	V1	display	

remarkably	diverse	long-range	axonal	projection	patterns	and	
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broadcast	their	signals	to	multiple	HVAs	rather	than	to	a	single	target	

area.	

 
Figure	1.4	A)	Coronal	and	horizontal	views	of	the	axonal	projections	

of	a	traced	L2/3	neuron	overlaid	in	the	Allen	Reference	Atlas	space.	

Scale	bar,	1	mm.	B)	The	number	of	areas	targeted	by	the	long-range	

axons	of	L2/3	cells	projecting	out	of	V1.	C)	Four	examples	of	traced	

single	neurons	overlaid	in	Allen	Reference	Atlas	space,	horizontal	view.	

Dashed	lines	denote	non-visual	target	areas.	AMYG,	amygdala;	STR,	

striatum.	Scale	bar,	1	mm.	From	Han	et	al.	(2018).	

L2/3	cells	employ	a	sparse	information	code,	with	low	firing	

rates,	and	a	limited	range	of	features	to	which	they	respond.	It	has	

been	proposed	that	this	sparseness	arises	from	selective	excitation	
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and	robust	indiscriminate	inhibition	(Harris	&	Mrsic-Flogel,	2013).	

Activating	L2/3	cells	optogenetically	has	mostly	inhibitory	effects	in	

other	L2/3	cells	(Adesnik	et	al.,	2012;	Beltramo	et	al.,	2013).	

Reconstruction	of	the	axons	of	individual	L2/3	cells	has	revealed	a	

wide	array	of	long-range	targets,	and	considerable	diversity	in	their	

projections	(Yamashita	et	al.,	2018),	with	most	neurons	targeting	

more	than	one	cortical	area	such	that	signals	are	simultaneously	

routed	through	multiple	functional	pathways	(Han	et	al.,	2018).	

Among	the	L2/3	subtypes	that	have	been	identified	are	the	L2	

marginal	neurons	(L2MNs)	(Luo,	Hasegawa,	Liu,	&	Song,	2017).	

These	L2	neurons	are	distinguished	by	their	distinct	morphological	

and	electrophysiological	properties	and	lie	in	upper	L2	below	the	L1-

L2	border.	They	exhibit	a	higher	firing	rate	than	other	L2/3	cells,	and	

may	play	a	different	functional	role	in	cortical	circuits	compared	to	

their	L2/3	neighbours.	Indeed,	the	finding	that	cells	located	in	

different	sublaminae	of	L2/3	differ	in	their	sensory	responses	

suggests	that	L2/3	is	not	a	homogenous	layer,	and	that	important	

differences	may	exist	between	L2	and	L3	that	are	only	starting	to	be	

uncovered	(Meng,	Winkowski,	Kao,	&	Kanold,	2017).	

1.5.3 Layer 5 

L5	is	seen	as	the	classic	output	layer	of	the	cortex	and	cells	here	

project	more	widely	than	L2/3	cells,	and	can	broadly	be	categorised	

as	either	IT	cells	or	PT	cells.	L5	ITs	generally	spike	more	than	L2/3	

ITs,	but	not	as	much	as	PT	neurons	(O’Connor,	Peron,	Huber,	&	
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Svoboda,	2010;	Sakata	&	Harris,	2009),	and	they	send	projections	to	

ipsilateral	and	contralateral	cortex	and	have	dense	projections	to	the	

striatum	(Shepherd,	2013)	as	well	as	local	ascending	projections	to	

L2/3	(Hooks	et	al.,	2011;	Shepherd,	Stepanyants,	Bureau,	Chklovskii,	

&	Svoboda,	2005).	Not	all	L5	CC	pyramids	project	to	the	striatum,	

and	some	consider	these	cells	to	be	a	separate	class	with	different	

genetic,	electrophysiological	and	morphological	properties.	For	

example,	they	display	a	greater	affinity	for	high	spatial	frequencies,	

suggesting	a	role	in	visual	acuity	(Kim,	Juavinett,	Kyubwa,	Jacobs,	&	

Callaway,	2015).	

L5	IT	cells	can	be	further	subdivided	into	subtypes	depending	

on	whether	they	are	based	in	upper	or	lower	L5,	or	on	which	areas	

they	project	to	(Gerfen,	Economo,	&	Chandrashekar,	2018).	

Moreover,	it	is	becoming	possible	to	map	the	projection	collaterals	of	

individual	neurons,	which	is	revealing	the	full	complexity	of	

projection	patterns	in	these	cells.	For	example,	the	axon	collaterals	of	

a	single	L5	IT	neuron	in	the	secondary	motor	cortex	was	found	to	

target	at	least	10	areas	(Economo	et	al.,	2018).	

PT	neurons,	on	the	other	hand,	have	different	anatomical	and	

physiological	properties	than	L5	IT	cells,	and	so	likely	mediate	

different	perceptual	and	behavioural	information	channels	(Kim	et	

al.,	2015).	They	are	larger	than	L5	IT	cells,	have	thicker	apical	trunks	

and	more	elaborate	apical	tufts	in	L1	(Maruoka,	Kubota,	Kurokawa,	

Tsuruno,	&	Hosoya,	2011),	and	are	traditionally	classified	as	L5B	

neurons,	since	they	mostly	reside	in	the	deeper	sublayer	of	L5.	PTs	
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often	display	intrinsic	bursting	firing	patterns	(Christophe	et	al.,	

2005),	and	show	strong	expression	of	hyperpolarization-activated	

currents	(Dembrow	&	Johnston,	2014;	Sheets	et	al.,	2011;	Shepherd,	

2013;	Suter,	Migliore,	&	Shepherd,	2013).	

PT	neurons	have	limited	local	projections	(Brown	&	Hestrin,	

2009)	such	that	their	output	is	mostly	relayed	outside	the	cortex	to	

structures	including	the	brainstem,	spinal	cord	and	midbrain,	

ipsilateral	striatum	and	higher-order	thalamus	(Reiner,	Hart,	Lei,	&	

Deng,	2010;	Sherman,	2012).	They	can	also	project	to	ipsilateral	

cortex,	projections	which	have	been	classified	as	FB	rather	than	FF	

(Nelson	et	al.,	2013;	Ueta,	Hirai,	Otsuka,	&	Kawaguchi,	2013),	and	

they	receive	extensive	local	input	from	IT	cells	across	different	layers	

(Brown	&	Hestrin,	2009;	Kiritani,	Wickersham,	Seung,	&	Shepherd,	

2012).	

As	a	result,	PT	neurons	integrate	the	results	of	cortical	

computations,	and	relay	these	signals	in	a	strong	and	sustained	

manner	to	non-cortical	areas.	It	should	be	noted,	however,	that	like	

IT	cells,	there	is	a	substantial	amount	of	diversity	in	the	axonal	

projection	patterns	of	PT	neurons,	even	for	those	in	the	same	area	

(Kita	&	Kita,	2012)	and	PT	cells	are	multi-projectional.	For	example,	

individual	PT	neurons	in	V1	can	project	to	different	subcortical	

targets,	including	the	superior	colliculus,	LGN,	LP	or	pons	(Bourassa	

&	Deschênes,	1995).	Moreover,	different	subclasses	of	PT	cells	can	be	

differentiated	by	their	electrophysiological	properties	(Tseng	&	

Prince,	1993),	not	just	by	their	axonal	targets.	
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Unlike	L2/3	IT	cells,	PT	cells	employ	a	dense	information	code,	

and	have	the	highest	in	vivo	firing	rates	observed	in	excitatory	

cortical	cells	(De	Kock,	Bruno,	Spors,	&	Sakmann,	2007;	Niell	&	

Stryker,	2008),	which	may	help	to	strengthen	the	signal	they	

broadcast	to	output	areas.	Researchers	using	monosynaptic	rabies	

virus-based	tracing	found	that	PT	cells	receive	more	input	from	areas	

such	as	the	retrosplenial	and	anterior	cingulate	cortex,	while	L5	IT	

cells	receive	more	input	from	higher	visual	cortical	areas	(Kim	et	al.,	

2015).	The	same	study	found	that	PT	cells	showed	greater	direction	

selectivity	and	stronger	tuning	for	fast	stimuli	compared	to	IT	cells,	

suggesting	that	PT	cells	may	be	specialised	for	processing	visual	

motion,	with	IT	cells	more	specialised	for	object	recognition.	

1.5.4 Layer 6 

The	deepest	layer	in	cortex,	L6	is	perhaps	the	least	studied	of	

the	cortical	layers.	It	comprises	two	major	cell	classes,	L6	IT	cells	and	

CT	cells.	L6	IT	cells	are	characterised	by	fairly	rudimentary	dendritic	

arbors	and	heterogeneous	morphology	including	inverted	cell	bodies	

and	bipolar	cells	(Thomson,	2010).	They	possess	long-range	

horizontal	axons	and	typically	project	to	other	areas	in	ipsilateral	

and	contralateral	cortex,	and	in	V1	they	receive	inputs	from	local	

deep-layer	neurons	(Vélez-Fort	et	al.,	2014).	The	sublaminar	

distribution	of	L6	ITs	can	differ	across	areas	(Watakabe	et	al.,	2012).	

A	subset	of	L6	IT	cells	with	projections	to	claustrum	have	also	been	

identified,	and	have	even	been	considered	to	constitute	a	third	cell	

class	(Thomson,	2010).	These	cells	are	characterised	by	long	thin	
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apical	dendrites	that	show	minimal	branching	and	extend	all	the	way	

to	L1	(Katz,	1987).	

CT	cells	project	principally	to	ipsilateral	thalamus,	but	also	have	

locally	ascending	axon	collaterals,	and	have	distinct	molecular	and	

developmental	traits	(Greig	et	al.,	2013;	Thomson,	2010).	They	are	

smaller	than	their	neighbouring	L6	IT	cells,	with	apical	tufts	in	L4/5	

and	it	has	been	suggested	that	they	receive	most	of	their	inputs	from	

higher	order	cortical	areas,	and	thereby	convey	long-range	inputs	to	

the	thalamus	(Harris	&	Shepherd,	2015;	Vélez-Fort	et	al.,	2014).	

As	with	the	other	cell	classes,	various	CT	subtypes	have	been	

identified.	For	example,	L6	CT	cells	that	project	only	to	first-order	

thalamic	nuclei	have	been	identified	in	upper	L6	(Bourassa	&	

Deschênes,	1995),	while	a	subtype	of	CT	cells	in	deep	L6	projects	to	

higher-order	thalamic	nuclei	(Deschênes,	Veinante,	&	Zhang,	1998).	

Unlike	PT	cells	whose	strong	inputs	to	the	thalamus	are	thought	to	

drive	the	thalamus,	CT	cells	generally	form	weak	synapses	such	that	

their	thalamic	inputs	are	thought	to	be	modulatory.	

While	the	functions	of	L6	remain	to	be	elucidated,	some	have	

proposed	that	it	plays	a	suppressive	role	since	optogenetically	

activating	L6	in	vivo	leads	to	inhibition	of	cortical	activity.	For	

example,	V1	CT	cells	have	been	reported	to	inhibit	layers	above	

through	activation	of	PV	cells	(Bortone,	Olsen,	&	Scanziani,	2014;	

Olsen,	Bortone,	Adesnik,	&	Scanziani,	2012).	
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CT	and	L6	IT	cells	display	different	electrophysiological	

properties	and	connectivity	patterns	(Mercer	et	al.,	2005;	Thomson,	

2010).	In	response	to	sustained	depolarisation,	IT	cells	show	strong	

adaptation	in	their	spike	frequency	while	CT	cells	show	weak	

adaptation	(Mercer	et	al.,	2005).	This	may	reflect	different	functional	

roles,	with	IT	cells	broadcasting	strongly	phasic	signals,	perhaps	

relaying	information	related	to	novelty,	and	CT	cells	firing	tonically	

and	in	a	more	sustained	manner.	In	terms	of	their	local	connectivity,	

CT	cells	innervate	other	L6	pyramidal	cells	much	less	frequently	than	

IT	cells,	while	IT	cells	innervate	interneurons	less	frequently	than	CT	

cells	(Mercer	et	al.,	2005).	In	turn,	CT	cells	receive	significantly	more	

inhibitory	synapses	on	their	somata	relative	to	neighbouring	cells,	at	

least	in	primate	V1	(Lund,	Griffiths,	Rumberger,	&	Levitt,	2001).	This	

may	contribute	to	the	observation	made	by	Harris	&	Shepherd	

(2015)	that	“most	CT	neurons	in	vivo	are	remarkably	silent,	even	

during	various	behaviors”.	

1.6 Cortical connections 

Knowledge	of	micro-scale	connectivity	in	the	cortex	is	still	

rudimentary,	especially	with	regard	to	long-range	connectivity.	Much	

of	our	assumptions	about	the	wiring	diagram	of	interareal	cortical	

connections	stem	from	studies	examining	the	extent	to	which	long-

range	excitatory	axons	overlap	with	the	dendrites	of	individual	

neurons.	Peters’	rule	states	that	the	probability	of	functional	synaptic	

connections	can	be	predicted	from	axo-dendritic	overlap	(Rees,	

Moradi,	&	Ascoli,	2017).	However,	axo-dendritic	overlap	is	not	

25



always	a	good	predictor	of	connection	probability	(Dantzker	&	

Callaway,	2000;	Galloni	et	al.,	2021;	Shepherd	et	al.,	2005;	White,	

2002).	

1.6.1 Local connectivity 

We	have	a	perhaps	more	complete	understanding	of	local	

connectivity,	which	is	still	dominated	by	Gilbert	&	Wiesel’s	simplified	

classical	model	of	cortical	circuits	(Douglas	&	Martin,	2004;	Gilbert,	

1983;	Gilbert	&	Wiesel,	1983).	In	this	model,	inputs	from	the	

thalamus	arrive	in	L4,	and	L4	excitatory	cells	subsequently	send	

ascending	projections	to	L2/3.	Cells	in	L2/3	in	turn	send	FF	

projections	to	L4	of	higher	cortical	areas	as	well	as	local	descending	

projections	to	L5.	L5	cells	then	project	to	L6,	which	closes	the	loop	by	

projecting	up	to	L4	as	well	as	to	the	thalamus.	In	addition,	neurons	

from	both	L2/3	and	L5	send	long-range	FB	projections	to	lower	

cortical	areas.	
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Figure	1.5	Diagram	illustrating	the	principal	intra-	and	interareal	

connections	between	excitatory	pyramidal	cell	types	(P),	represented	

by	nodes,	in	the	neocortex	and	their	subcortical	relations.	Nodes	are	

organized	vertically	to	indicate	laminar	position.	Thick	arrows	

represent	local	intraareal	connections,	as	described	by	Gilbert	&	Wiesel	

for	visual	cortex	(Gilbert,	1983;	Gilbert	&	Wiesel,	1983),	and	thin	

arrows	represent	interareal	connections	with	cortical	or	subcortical	

regions.	Thal,	thalamus;	Sub,	subcortical	structures	(e.g.	basal	

ganglia).	From	Douglas	&	Martin	(2004).	

How	does	local	connectivity	in	the	cortex	relate	to	sensory	

tuning?	In	mouse	visual	cortex,	it	seems	that	cells	which	share	

selectivity	for	similar	visual	features	are	more	likely	to	be	connected	

to	each	other,	forming	interconnected	excitatory	subnetworks	of	
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cells	that	code	for	similar	sensory	properties	(Ko	et	al.,	2011).	

Connection	probability	appears	to	increase	in	particular	for	cells	that	

have	similar	responses	to	natural	movies.	Interestingly,	not	all	cells	

that	are	connected	respond	similarly,	and	vice	versa.	This	appears	to	

be	a	recurring	feature	in	the	cortex:	where	preferential	connectivity	

exists,	it	is	not	absolute	but	graded.	For	example,	in	the	previous	

study,	even	for	pairs	of	cells	with	similar	responses	to	natural	movies	

or	orientation,	connection	probability	is	still	less	than	50%.	

Similarly,	connection	probabilities	between	neighbouring	L5	

callosal	projection	neurons	in	rat	frontal	cortex	are	higher	if	the	pair	

exhibit	similar	physiological	properties	and	firing	patterns	(Otsuka	&	

Kawaguchi,	2011),	and	bidirectional	connections	between	pairs	of	

cells	are	more	likely	to	be	found	if	they	share	common	intra-	or	inter-

laminar	input	(Otsuka	&	Kawaguchi,	2011;	Yoshimura,	Dantzker,	&	

Callaway,	2005).	

Such	functionally	specific	recurrent	connectivity	may	serve	to	

both	amplify	(Douglas	et	al.,	2016;	L.	Y.	Li,	Li,	Zhou,	Tao,	&	Zhang,	

2013;	Li,	Ibrahim,	Liu,	Zhang,	&	Tao,	2013;	Lien	&	Scanziani,	2013)	

and	prolong	(Li	et	al.,	2013;	Li	et	al.,	2013;	Lien	&	Scanziani,	2013)	

cortical	sensory	responses,	reducing	noise	interference	and	allowing	

for	overlapping	interactions	with	later	sensory	inputs	or	FB	signals,	

respectively.	Given	that	preferential	connectivity	for	functionally	

similar	cells	is	not	exclusive,	connections	also	exist	between	cells	

with	different	feature	preferences.	Recurrent	excitation	could	

therefore	link	neuronal	populations	selective	for	different	sensory	
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properties,	which	could	serve	to	amplify	responses	to	combinations	

of	specific	sensory	features	that	carry	behavioural	relevance.	

1.6.2 Long-range connectivity 

There	is	increasing	evidence	that	local	and	long-range	

connectivity	are	related	to	each	other.	In	rat	visual	cortex,	V1	

neurons	projecting	to	LM	make	frequent	local	synaptic	connections	

with	each	other	(Johnson	&	Burkhalter,	1997).	Strong	

interconnectivity	between	FF	neurons	sharing	the	same	projection	

target	could	serve	to	amplify	their	FB	input.	In	mouse	visual	cortex,	

connected	pairs	of	pyramidal	neurons	in	L4	share	more	common	

thalamic	input	than	unconnected	pairs,	while	connected	pairs	of	

neurons	in	L4	and	L2/3	are	also	more	likely	to	be	innervated	by	the	

same	thalamocortical	axons	compared	to	unconnected	L4-L2/3	pairs	

(Morgenstern,	Bourg,	&	Petreanu,	2016).	This	indicates	that	FF	

thalamic	input	is	amplified	by	intra-	and	inter-laminar	networks	

involving	L4	neurons.	

Numerous	studies	have	shown	that	the	target	of	long-range	

projection	neurons	may	influence	their	local	connectivity	patterns	

(Brown	&	Hestrin,	2009;	Le	Bé,	Silberberg,	Wang,	&	Markram,	2007;	

Mercer	et	al.,	2005;	Morishima	&	Kawaguchi,	2006).	For	example,	in	

mouse	cortex,	monosynaptic	connections	between	neurons	

projecting	to	the	same	long-range	target	are	more	frequent	among	

corticostriatal	neurons	than	they	are	among	CC	or	corticotectal	
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neurons,	and	CC	axons	are	more	likely	to	synapse	onto	nearby	

corticotectal	neurons	than	onto	CC	neurons	(Brown	&	Hestrin,	2009).	

Recent	large-scale	attempts	have	been	made	to	uncover	long-

range	CC	wiring	patterns	(Gămănuţ	et	al.,	2018;	Harris	et	al.,	2019).	

Perhaps	one	of	the	most	important	principles	of	CC	connections	is	

that	they	are	almost	entirely	constituted	by	one	class	of	pyramidal	

neurons,	namely,	IT	neurons,	with	CC	projections	from	PT	and	CT	

neurons	being	relatively	sparse	(Harris	et	al.,	2019;	Harris	&	

Shepherd,	2015).	

Using	Cre	lines	and	mapping	long-range	axonal	projections	

with	cell-class	resolution,	Harris	et	al.	(2019)	describe	anatomical	

rules	governing	CC	connections.	In	general,	they	identify	L2/3	and	L4	

cells	as	having	predominantly	FF-like	axonal	lamination	patterns,	

while	L5	and	L6	neurons	display	a	mixture	of	both	FF-	and	FB-like	

patterns.	Specifically,	L2/3	and	L4	cells	projections	largely	avoid	L1,	

and	instead	mostly	target	L2/3–L5,	with	another	group	of	L4	cells	

targeting	L1	in	addition	to	L2/3	or	L5.	L5	IT	neurons,	on	the	other	

hand,	generally	target	L1	and	L2/3,	but	also	L6	(since	the	authors	

were	unable	to	identify	a	suitable	Cre	line	for	L6	IT	cells,	the	axonal	

patterns	of	this	population	were	not	characterized).	Of	course,	like	

many	“rules”	or	“generalizable	principles”	in	biology,	there	are	

notable	exceptions.	For	example,	in	this	same	study,	L2/3	cells	in	

higher	areas	AL	and	the	supplemental	somatosensory	area	are	a	

prominent	source	of	FB	projections	to	the	upper	and	lower	layers	of	

V1	and	the	barrel	field	of	primary	somatosensory	area,	respectively.	
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Nevertheless,	there	appear	to	be	consistent	differences	in	the	

laminar	origin	of	projection	neurons	both	within	and	between	FF	and	

FB	connections	(Harris	et	al.,	2019),	as	in	the	primate	(Felleman	&	

Van	Essen,	1991;	Markov	et	al.,	2014).	For	example,	FF	cells	

projecting	to	higher	areas	residing	at	different	hierarchical	levels	

show	differences	in	their	layers	of	origin.	LM-projecting	V1	cells	

appear	to	have	a	greater	percentage	of	neurons	in	L2/3	and	a	lower	

percentage	of	neurons	in	L5/6	compared	to	AM-projecting	V1	cells	

(Kim	et	al.,	2020).	Similarly,	relative	to	their	L5	counterparts,	L2/3	

cells	in	V1	contribute	much	more	to	the	FF	projection	to	AL	than	they	

do	to	the	FF	projection	to	more	hierarchically	distant	dorsal	ACC	

(Harris	et	al.,	2019).	

Do	long-distance	cortical	connections	relay	sensory	signals	in	a	

target-specific	manner?	Interestingly,	the	excitatory	cortical	input	

received	by	cells	in	mouse	visual	and	auditory	cortex	appears	to	

match	the	sensory	tuning	of	direct	thalamic	input	(Li	et	al.,	2013;	Li	

et	al.,	2013;	Lien	&	Scanziani,	2013),	and	long-range	horizontal	

inputs	in	the	cat	preferentially	synapse	onto	cells	with	similar	

sensory	tuning	(Gilbert	&	Wiesel,	1989).	Moreover,	silencing	FB	to	

V1	from	HVAs	AL	or	PM	(areas	which	exhibit	different	visual	

properties),	leads	to	a	greater	reduction	in	the	firing	rate	of	V1	cells	

with	matching	visual	properties	compared	to	cells	with	non-

matching	properties	(Huh,	Peach,	Bennett,	Vega,	&	Hestrin,	2018).	

This	suggests	that	FB	neurons	from	HVAs	display	differential	

connectivity	in	V1,	such	that	they	preferentially	boost	the	activity	of	

V1	cells	that	have	similar	visual	responses.	

31



Given	that	V1	cells	with	similar	response	properties	to	AL	or	

PM	are	more	likely	to	project	to	those	areas	(Glickfeld	et	al.,	2013),	

this	suggests	the	presence	of	functionally	specific	FF-FB	loops.	

Supporting	this	view,	it	has	been	shown	in	the	rat	that	individual	V1	

cells	receive	FB	input	from	cells	located	in	the	area	that	they	target	

(Johnson	&	Burkhalter,	1997).	If	such	functionally	specific	loops	

exist,	they	may	also	be	layer-specific.	Anatomical	tracing	in	the	rat	

indicates	that	projections	from	deep	layers	of	V1	are	biased	to	the	

deep	layers	of	HVAs,	and	that	the	same	projection	bias	is	found	

between	superficial	layers	(Coogan	&	Burkhalter,	1993).	

Together,	these	results	point	to	a	like-to-like	functional	

organisation	which	may	play	an	important	role	in	sensory	systems	

and	across	the	cortex	more	generally.	For	example,	there	is	also	

evidence	that	projections	between	HVAs	originate	from	functionally	

and	anatomically	distinct	subpopulations	of	cells.	Projections	from	

LM	to	other	HVAs	AL	and	PM	have	been	found	to	be	functionally	

target	specific	(Glickfeld	et	al.,	2013),	and	LM→V1	FB	and	LM→AL	FF	

projections	arise	from	largely	separate	subpopulations	of	cells	in	LM	

(Berezovskii,	Nassi,	&	Born,	2011).	

1.6.3 Genetic vs. environmental influences in 

development 

It	remains	unknown	to	what	extent	the	wiring	of	these	long-

range	connectivity	patterns	is	determined	by	genetic	and	

developmental	processes	as	opposed	to	environmental	ones.	The	
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functionally	specific	subnetworks	discussed	so	far	could	represent	

genetically	distinct	subpopulations	of	cells.	Indeed,	connectional	

probability	and	tuning	similarity	has	been	found	to	be	greater	in	

neurons	generated	from	the	same	progenitor	cell	(Gao,	Sultan,	Zhang,	

&	Shi,	2013).	Just	as	gene	modules	determine	the	differentiation	of	

excitatory	cells	into	PT,	CT	and	IT	subtypes,	it	is	possible	that	a	

common	set	of	genes	underlie	differences	not	just	in	physiology	and	

morphology,	but	also	in	long-range	connectivity.	Together	with	area-

specific	molecular	gradients,	different	combinatorial	expression	of	

these	genes	in	distinct	subclasses	of	IT	neurons	could	therefore	guide	

long-range	CC	axons	to	their	respective	targets	during	development.	

For	example,	latexin-	and	Nr4a2-expressing	neurons	in	the	deep	

layers	of	different	sensory	cortices	send	FB	projections	to	the	

corresponding	primary	sensory	area,	yet	seldom	send	FF	projections	

(Bai,	Ishida,	&	Arimatsu,	2004),	and	V1→AL	and	V1→PM	cells	in	L2/3	

showed	differential	expression	of	more	than	800	genes,	suggesting	

that	genetic	differences	do	indeed	contribute	to	the	specification	of	

long-range	projections	(Kim	et	al.,	2020).	

However,	it	is	clear	that	cortical	connectivity	patterns	are	not	

entirely	determined	by	genetic	and	molecular	cues.	For	one,	FF	and	

FB	projections	continue	to	develop	for	weeks	after	eye	opening,	

suggesting	that	maturation	of	these	pathways	is	dependent	upon	

activity	induced	by	sensory	experience	(Berezovskii	et	al.,	2011;	

Dong	et	al.,	2004;	Smith,	Townsend,	Huh,	Zhu,	&	Smith,	2017).	

Indeed,	studies	in	L2/3	of	visual	cortex	have	found	that	after	eye	

opening	more	connections	were	added	preferentially	between	
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neurons	with	similar	feature	selectivity	(Ko	et	al.,	2013),	suggesting	

that	visual	experience	also	contributes	to	functionally	specific	

connectivity.	

1.7 FB and FF interactions in the cortical hierarchy 

While	the	FF	model	of	hierarchical	visual	processing	can	

explain	how	progressively	more	complex,	abstract	representations	of	

the	environment	arise	(Marr,	1982),	the	role	of	FB	projections	is	less	

clear.	However,	there	is	increasing	evidence	that	FB	projections	

encode	a	wide	array	of	cognitive,	behavioural	and	sensory	features	

(Petreanu	et	al.,	2012),	mediating	cognitive	processes	such	as	spatial	

attention,	feature	binding,	prior	experience	and	expectation	(W.	Li,	

Piëch,	&	Gilbert,	2008;	Roelfsema	&	de	Lange,	2016),	and	amplifying	

the	responses	of	cells	carrying	behaviourally	relevant	information	

(D’Souza	et	al.,	2020;	Desimone	&	Duncan,	1995;	Gilbert	&	Li,	2013;	

Larkum,	2013;	Moore	&	Zirnsak,	2017).	
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Figure	1.6	FB	processing	reveals	the	dalmation	dog.	From	Mumford	

(1992).	

For	example,	in	primates	it	is	known	that	the	retinotopy	of	V2	

FB	axons	matches	those	of	target	positions	in	V1	(Stettler,	Das,	

Bennett,	&	Gilbert,	2002),	and	in	the	mouse	LM→V1	FB	inputs	show	

tuning-dependent	retinotopic	specificity	(Marques,	Nguyen,	Fioreze,	

&	Petreanu,	2018).	FB	inputs	from	the	anterior	cingulate	cortex	can	

increase	orientation	selectivity	in	V1	neurons	and	enhance	visual	

discrimination	through	recruitment	of	local	inhibitory	neurons	

(Zhang	et	al.,	2014),	and	inactivating	FB	inputs	from	V2	and	V3	

reduces	surround	suppression	in	V1	(Nassi,	Lomber,	&	Born,	2013).	

While	it	is	clear	that	FB	inputs	carry	diverse	signals	and	enable	

cells	in	lower	areas	to	perform	more	complex	computations	beyond	

straightforward	FF	processing,	the	precise	connectivity	of	FB	axons	
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and	whether	they	target	specific	FF	neurons	is	still	being	

investigated.	Likewise,	much	remains	to	be	learned	about	how	FF	

connections	innervate	different	projection	neurons	in	higher	areas.	

Understanding	the	organization	of	FF	and	FB	connectivity	at	the	level	

of	individual	neurons	and	their	projection	targets	promises	to	shed	

light	on	the	role	of	CC	connections	in	cortical	processing.	

Recently,	hierarchical	processing	theories	such	as	predictive	

coding	(Keller	&	Mrsic-Flogel,	2018)	and	error	backpropagation	

(Richards	&	Lillicrap,	2019)	have	been	gaining	traction.	These	

theories,	which	we	shall	discuss	in	more	detail	in	Chapter	3,	posit	a	

recurrent	dialogue	between	ascending	and	descending	projections,	

working	together	towards	a	common	goal,	and	require	FF	and	FB	CC	

neurons	to	selectively	engage	with	each	other	via	long-range	loops.	

Various	studies	have	already	identified	the	presence	of	CC	

monosynaptic	inputs	to	“looped”	cells	that	project	back	to	the	source	

of	those	inputs	(Johnson	&	Burkhalter,	1997;	Kinnischtzke,	Fanselow,	

&	Simons,	2016;	Mao	et	al.,	2011;	Suter	&	Shepherd,	2015;	

Yamawaki,	Radulovic,	&	Shepherd,	2016).	An	early	study	in	rat	visual	

cortex,	which	used	anterograde	degeneration	to	label	LM	FB	axons	

and	biotinylated	dextran	amine	to	retrogradely	label	FF	neurons	in	

V1,	found	that	LM	FB	projections	formed	strong	monosynaptic	inputs	

to	looped	cells	in	V1	(Johnson	&	Burkhalter,	1997).	Even	so,	the	

presence	of	strong	monosynaptic	inputs	to	looped	cells	does	not	

show,	in	and	of	itself,	that	CC	pathways	selectively	engage	with	

looped	neurons,	since	neighboring	cells	with	different	projection	
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targets	could	receive	similarly	strong	inputs.	More	recent	efforts,	

though,	have	shown	cases	of	CC	connections	specifically	targeting	

looped	neurons.	A	study	using	sCRACM	to	measure	CC	connections	

between	barrel	cortex	(vS1)	and	vibrissal	motor	cortex	(vM1)	in	the	

mouse	reported	that	retrogradely	labelled	vS1-projecting	cells	in	

both	supragranular	and	infragranular	layers	of	vM1	received	

significantly	stronger	input	from	vS1	relative	to	nearby	non-labelled	

neurons	(Mao	et	al.,	2011).	Rabies	tracing	studies,	which	we	cover	in	

Chapter	3,	have	also	found	evidence	of	CC	projections	selectively	

interacting	with	neurons	projecting	back	to	the	source	of	these	

inputs	(Kim	et	al.,	2020;	Siu,	Balsor,	Merlin,	Federer,	&	Angelucci,	

2020;	Zhang	et	al.,	2016).	

Conversely,	there	is	evidence	that	CC	connections	do	not	

selectively	engage	in	monosynaptic	looped	interactions.	vM1	

projections	to	vS1	do	not	preferentially	target	looped,	vM1-

projecting	cells	in	L2/3	or	L5A	when	compared	to	neighboring	non-

labelled	cells	(Mao	et	al.,	2011).	In	another	study,	S2	axons	in	L5B	of	

M1	show	similar	connectivity	to	looped	IT	cells	and	neighboring	PT	

cells,	while	in	the	reverse	direction,	M1	axons	in	L5B	of	S2	

preferentially	target	PT	neurons	over	looped	IT	neurons	(Suter	&	

Shepherd,	2015).	Furthermore,	projections	from	the	rostral	

retrosplenial	cortex	(RSC)	to	posterior	secondary	motor	cortex	(M2)	

do	not	preferentially	target	looped	IT	neurons	over	non-looped	IT	

neurons	in	L2/3	and	L5B,	and	also	do	not	distinguish	between	

looped	IT	neurons	and	adjacent	PT	or	CT	neurons	(Yamawaki	et	al.,	

2016).	Given	that	other	studies	suggest	CC	projections	weakly	
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innervate	PT	(Mao	et	al.,	2011)	and	CT	neurons	(Kinnischtzke	et	al.,	

2016)	relative	to	IT	neurons,	it	appears	that	different	CC	projections	

vary	in	their	connectivity	patterns	with	IT,	PT	and	CT	cells.	It	is	also	

clear	that	the	strength	of	CC	projections	varies	across	layers.	For	

example,	projections	from	vS1	to	vM1	innervate	L2/3	and	L5A	cells	

more	strongly	than	L5B	and	L6	cells	(Mao	et	al.,	2011).	Input	from	

M2	axons	in	RSC	innervate	looped	L2/3	IT	cells	more	strongly	than	

looped	L5	IT	cells	(Yamawaki	et	al.,	2016),	while	M1	inputs	to	S1	

innervate	looped	L6	IT	cells	more	strongly	than	looped	L5A	IT	cells	

(Kinnischtzke	et	al.,	2016).	These	results	suggest	that	CC	connections	

innervate	looped	cells	differently	across	layers,	and	that	if	a	

preference	for	looped	over	non-looped	cells	exists,	it	may	not	hold	

true	across	all	layers.	

We	thus	set	out	to	determine	the	extent	to	which	CC	

connections	are	selectively	wired	to	innervate	looped	IT	neurons	

over	non-looped	IT,	PT	and	CT	neurons	across	upper	and	lower	

layers	in	mouse	visual	cortex.	Importantly,	it	remains	unknown	

whether	selectivity	for	looped	cells	exists	for	both	ascending	and	

descending	projections	linking	two	areas,	as	may	be	required	for	

looped	cortical	computations.	We	therefore	measured	the	specificity	

of	CC	connections	in	both	FF	and	FB	directions.	It	is	also	unknown	

whether	a	preference	for	looped	wiring	in	CC	connections	differs	

across	dendritic	compartments.	Given	that	basal	and	apical	dendrites	

may	be	specialized	for	receiving	FF	and	FB	inputs,	respectively	

(Schuman	et	al.,	2021),	we	used	subcellular	Channelrhodopsin-2-

assisted	circuit	mapping	(sCRACM)	(Petreanu,	Mao,	Sternson,	&	
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Svoboda,	2009)	to	analyze	the	dendritic	distribution	of	FF	and	FB	

monosynaptic	inputs.	Finally,	if	looped	interactions	perform	a	

canonical	computation	in	neocortex,	we	might	expect	to	find	

selectivity	for	looped	wiring	across	different	CC	projections.	For	this	

reason,	we	measured	FF	and	FB	inputs	across	two	different	CC	

pathways	linking	V1	with	two	higher-order	visual	cortical	areas.	

We	found	that	CC	connections	in	both	ascending	and	

descending	directions	are	specifically	wired	to	form	interareal	

monosynaptic	loops,	providing	connectional	evidence	that	the	mouse	

visual	cortical	hierarchy	is	selectively	wired	to	implement	long-range	

looped	interactions.	Both	FF	and	FB	axons	provided	stronger	inputs	

to	looped	neurons	projecting	back	to	the	source	of	these	inputs.	

Interestingly,	selective	innervation	of	looped	neurons	was	laminar-

specific,	involving	only	neurons	residing	in	the	deep	layers	of	the	

cortex	(layers	5	and	6),	suggesting	that	hierarchical	interactions	

might	play	different	roles	in	superficial	and	deep	cortical	layers.	

Moreover,	both	FB	and	FF	projections	provided	stronger	inputs	to	

looped	pyramidal	neurons	in	layer	5	when	contacting	their	apical	

tufts	but	not	their	perisomatic	dendrites.	Thus,	our	results	suggest	a	

specialized	role	in	looped	hierarchical	processes	for	the	mysterious	

distal	tufts	of	L5	neurons.	Consequently,	we	hope	that	these	findings	

open	up	new	perspectives	on	the	role	of	distal	inputs	and	dendritic	

processes	in	cortical	function.	
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Chapter 2 

“The	connectivity	[of	the	neocortex]	is	extensive.	For	instance,	

there	are	305	connections	described	among	32	areas	processing	visual	

information	in	nonhuman	primates	in	the	original	Felleman	&	Van	

Essen	(1991)	study.	Understanding	how	different	areas	of	the	cortex	

interact	and	how	the	cortex	communicates	with	the	rest	of	the	brain	is	

key	to	deciphering	how	the	cortex	performs	its	functions.”	

Schuman,	Dellal,	Prönneke,	Machold,	&	Rudy	(2021)	
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Laminar-specific cortico-cortical loops in
mouse visual cortex
Hedi Young, Beatriz Belbut, Margarida Baeta, Leopoldo Petreanu*

Champalimaud Research, Champalimaud Center for the Unknown, Lisbon, Portugal

Abstract Many theories propose recurrent interactions across the cortical hierarchy, but it is

unclear if cortical circuits are selectively wired to implement looped computations. Using

subcellular channelrhodopsin-2-assisted circuit mapping in mouse visual cortex, we compared

feedforward (FF) or feedback (FB) cortico-cortical (CC) synaptic input to cells projecting back to the

input source (looped neurons) with cells projecting to a different cortical or subcortical area. FF and

FB afferents showed similar cell-type selectivity, making stronger connections with looped neurons

than with other projection types in layer (L)5 and L6, but not in L2/3, resulting in selective

modulation of activity in looped neurons. In most cases, stronger connections in looped L5 neurons

were located on their apical tufts, but not on their perisomatic dendrites. Our results reveal that

CC connections are selectively wired to form monosynaptic excitatory loops and support a

differential role of supragranular and infragranular neurons in hierarchical recurrent computations.

Introduction
The complex network of cortical areas can be hierarchically ordered based on the anatomy of inter-

areal cortico-cortical (CC) projections. Lower areas send bottom-up ‘feedforward’ (FF) inputs to

higher areas, which reciprocate with anatomically distinct top-down ‘feedback’ (FB) inputs, while

areas at the same hierarchical level interact through ‘lateral’ or ‘mixed’ inputs (Felleman and Van

Essen, 1991; Markov et al., 2013). The fact that a similar hierarchical architecture is observed

across areas and across species (D’Souza et al., 2020; Felleman and Van Essen, 1991;

Harris et al., 2019) suggests that FF and FB interactions reside at the core of cortical function. As

with local cortical circuits, posited to implement a conserved canonical computation in different cor-

tical areas (Douglas and Martin, 2004; Harris and Shepherd, 2015), long-range cortical connec-

tions could be performing stereotyped functions in different areas and in different species. However,

the precise function of FF and FB interactions in hierarchical processing remains poorly understood.

Several theories of hierarchical computation involve looped interactions between areas, in which

FF and FB pathways selectively influence each other in a bidirectional manner (Bastos et al., 2012;

Guerguiev et al., 2017; Keller and Mrsic-Flogel, 2018; Lillicrap et al., 2016; Rao and Ballard,

1999; Roelfsema and Holtmaat, 2018; Sacramento et al., 2018). It is well established that cortical

areas are densely interconnected and that FF pathways are always reciprocated by FB projections

(Felleman and Van Essen, 1991; Gămănuţ et al., 2018; Oh et al., 2014; Zingg et al., 2014). How-

ever, whether CC connections are wired to selectively facilitate looped computations remains

unknown.

One possibility is that CC inputs specifically modulate neurons projecting back to the source of

those inputs (looped neurons) indirectly via intermediary inhibitory or excitatory cells in the local cir-

cuit. Another possibility, not mutually exclusive to the previous one, is that CC projections selectively

synapse onto looped neurons directly to form interareal monosynaptic loops, which would be excit-

atory since most long-range cortical afferents are glutamatergic.

Cortical projection neurons can be divided into three broad classes: intratelencephalic (IT) neu-

rons, which project to cortical areas, pyramidal tract (PT) neurons, which project to multiple

Young et al. eLife 2021;10:e59551. DOI: https://doi.org/10.7554/eLife.59551 1 of 25

RESEARCH ARTICLE

66

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.7554/eLife.59551
https://creativecommons.org/
https://creativecommons.org/
https://elifesciences.org/?utm_source=pdf&utm_medium=article-pdf&utm_campaign=PDF_tracking
https://elifesciences.org/?utm_source=pdf&utm_medium=article-pdf&utm_campaign=PDF_tracking
http://en.wikipedia.org/wiki/Open_access
http://en.wikipedia.org/wiki/Open_access


subcerebral areas including the midbrain, and corticothalamic (CT) neurons, which project predomi-

nantly to the thalamus (Gerfen et al., 2018; Harris and Shepherd, 2015). Thus, long-range CC pro-

jections could selectively participate in excitatory monosynaptic loops by preferentially contacting

looped IT neurons, while avoiding neighboring non-looped IT, PT, and CT neurons. Previous studies

have found that CC inputs form monosynaptic loops in sensorimotor (Kinnischtzke et al., 2016;

Mao et al., 2011; Yamawaki et al., 2016), frontal (Zhang et al., 2016), and visual cortices

(Johnson and Burkhalter, 1997). There is also evidence that some CC projections selectively inner-

vate IT neurons over PT and CT neurons (Kim et al., 2015; Kinnischtzke et al., 2016; Zhang et al.,

2016), but also evidence that some do not (Yamawaki et al., 2016). However, it remains unknown

whether CC inputs selectively contact looped neurons over closely intermingled IT neurons projec-

ting elsewhere (non-looped IT neurons), or whether they innervate IT neurons equally regardless of

their projection pattern. Furthermore, in order to implement selective recurrent interactions, both FF

and FB connections could be required to specifically engage with looped IT neurons. Yet, whether

the selectivity of CC input between two areas is similar for both ascending and descending projec-

tions or whether it varies also remains unknown.

Here, we measured the strength of CC afferents to different types of projection neurons in mouse

visual cortex to test whether they are wired to specifically engage in monosynaptic looped interac-

tions. Using a combination of subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping

(sCRACM) (Petreanu et al., 2009) and injections of multiple retrograde tracers, we found that FF

and FB axons selectively provide stronger inputs to looped neurons in layer (L) 5 and L6, while in L2/

3, they remain either unselective for projection type or provide stronger inputs to non-looped neu-

rons. Thus, both ascending and descending hierarchical streams display the same selectivity for spe-

cific looped projection neurons despite their different anatomical profiles. Moreover, preferential

innervation of looped L5 neurons often involved synapses made on their apical, but not basal,

dendrites.

Results

Neurons with different projection patterns are intermingled in visual
areas
We studied CC connections between primary visual cortex (V1), the lowest-order area of mouse

visual cortex, and either the lateral visual areas (V2L) or the medial visual areas (V2M). Using dual

injections of retrograde tracers, we measured the laminar distribution of different projection neurons

in V1 and V2L (Figure 1, Figure 1—figure supplement 1). In each experiment, we compared the

laminar distribution of V2L- or V1-projecting IT neurons with either IT neurons projecting to V2M, PT

neurons projecting to the superior colliculus (SC), or CT neurons projecting to the visual thalamus. In

each case, the different projection neurons were closely intermingled (Figure 1A,B). In both V1 and

V2L, IT neurons were distributed across all layers except L1, including L4 (Harris et al., 2019;

Minamisawa et al., 2018), indicating that FF and FB projections originate from neurons spanning

most of the cortical depth. In contrast, PT and CT neurons were confined to L5 and L5/6, respec-

tively, as previously described (Harris and Shepherd, 2015; Figure 1A,B). In both V1 and V2L, we

found double-labeled IT neurons in L2–6 after injecting tracers in two different cortical areas, indicat-

ing that subpopulations of ascending and descending projection neurons have diverging axons

innervating more than one visual cortical area (Han et al., 2018). However, IT neurons were rarely

double-labeled when tracers were injected in a cortical and subcortical area, confirming that cortical-

and subcortical-projecting neurons constitute different classes of projection neurons

(Economo et al., 2018; Harris and Shepherd, 2015; Tasic et al., 2018). Using AAV encoding green

fluorescent protein (AAV-GFP), we anterogradely traced V1!V2L FF axons and V2L!V1 FB axons

and measured their laminated termination pattern (Figure 1C,D). FF axons in V2L were present in all

layers but were denser in L2/3 and L6. FB axons in V1 arborized in L1 and L6, while avoiding middle

layers. Given the laminar distribution of the different projection neurons and the termination pattern

of CC afferent axons, FF and FB projections could potentially directly innervate both looped and

non-looped IT neurons in each cortical layer, as well as PT and CT neurons in L5 and L6 (Figure 2A).

Moreover, the proximity of looped IT neurons and other projection classes indicates that FF and FB

axons are equally accessible to them. Thus, functional mapping of FF and FB connections is required
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Figure 1. Cortical neurons projecting to different areas are intermingled and accessible to feedforward (FF) and feedback (FB) axons. (A) Distribution of

retrogradely labeled projection neurons in primary visual cortex (V1) after injection of a red-fluorescent tracer in lateral visual areas (V2L) and an

infrared-fluorescent tracer in either medial visual areas (V2M), superior colliculus (SC), or visual thalamus. Left, experimental configuration; center,

representative fluorescent histological section, with infrared fluorescence shown in green; right, colored traces show the mean laminar distribution of

Figure 1 continued on next page
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to reveal any underlying synaptic specificity, since axo-dendritic overlap does not always predict con-

nectivity (Harris and Shepherd, 2015).

Figure 1 continued

the different projection neurons binned in 50 mm increments, while the black trace shows the percentage of retrogradely labeled neurons that are

double-labeled at each depth (n = 3 animals per group). Error bars, standard error; dashed lines, approximate layer boundaries. (B) Distribution of

retrogradely labeled projection neurons in V2L after injection of a red-fluorescent tracer in V1 and an infrared-fluorescent tracer in either V2M, SC, or

visual thalamus (n = 3 animals per group). (C) Distribution of anterogradely labeled V2L FB axons in V1. Left, representative fluorescent histological

section; right, axonal fluorescence across cortical depth binned in 50 mm increments. Individual mice, thin gray traces; average, thick green trace (n = 3

animals). (D) Distribution of anterogradely labeled V1 FF axons in V2L (n = 3 animals).

The online version of this article includes the following figure supplement(s) for figure 1:

Figure supplement 1. Histological and in vivo verification of lateral visual (V2L) and medial visual (V2M) area injection sites.

Figure 2. Measuring the strength and dendritic distribution of cortico-cortical (CC) inputs to different projection neurons. (A) We probed the strength

of CC inputs to looped and non-looped neurons in different cortical layers. (B) Example experiment configuration. Retrograde tracers are injected in

two areas to label different projection neurons. One cortical area is also co-injected with adeno-associated virus (AAV)-channelrhodopsin-2 (ChR2) to

express ChR2 in a specific CC projection. (C) Example of subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM) experiment. Pairs of

neighboring retrogradely labeled neurons in the same cortical layer were sequentially recorded. During each recording, a laser beam was scanned over

the dendrites of the cell at different locations in a grid pattern. (D) Brightfield image of an acute coronal cortical slice showing the recording pipette

and photostimulation grid. (E) Excitatory postsynaptic currents (EPSCs) recorded from a pair of neighboring L5 neurons, evoked by photostimulating

ChR2+ V2L!V1 FB terminals on a grid. (F) Left, dendritic morphology staining of the recorded pair. Right, identity of the recorded projection neuron

was confirmed by fluorescence in the soma of both a retrograde tracer and a different-colored dye introduced from the internal patch pipette solution.

(G) sCRACM maps of the recorded pair overlaid on their reconstructed dendrites. Responsive locations are color-coded to represent mean amplitude.

The online version of this article includes the following figure supplement(s) for figure 2:

Figure supplement 1. Total input vs. laminar depth across different projections and projection neuron classes.

Figure supplement 2. Analysis of the incidence of retrograde infection of projection neurons by adeno-associated viruses (AAVs).
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Mapping the cell-type specificity of CC connections
To measure the cell-type selectivity of CC connections, we combined sCRACM (Petreanu et al.,

2009) with multiple injections of fluorescent retrograde tracers (Figure 2B). We injected AAV-ChR2

mixed with a retrograde tracer in either V1, V2L, or V2M to express ChR2 in FF or FB axons and to

retrogradely label looped IT neurons projecting back to the source of ChR2-expressing (ChR2+)

axons. We also injected a different retrograde tracer in either a second cortical area, the SC, or the

thalamus to label non-looped IT, PT, or CT neurons (Figure 2A). We recorded from pairs of neigh-

boring neurons in the same cortical layer in either V1 or higher-order visual areas V2L or V2M in

acute brain slices containing FB or FF ChR2+ axons, respectively. For each pair, one cell projected to

the source of ChR2+ inputs and one cell projected to a different cortical or subcortical area, as indi-

cated by the retrograde tracer type in the soma (Figure 2C,F). Double-labeled cells were excluded.

During the recording, we used galvanometer mirrors to rapidly photostimulate ChR2+ terminals with

a blue laser at different locations around the cell to evoke excitatory postsynaptic currents (EPSCs)

in the presence of sodium channel blocker tetrodotoxin (TTX), potassium-channel blocker 4-amino-

pyridine (4-AP), and the NMDA-receptor blocker 3-((R)-2-carboxypiperazin-4-yl)-propyl-1-phosphonic

acid (CPP) (Figure 2C–E). The onset of laser-evoked EPSCs was delayed relative to laser pulse onset

in 96% (225/235) of the recorded neurons labeled with retrograde tracers, indicating that retrograde

AAV-mediated transfection of ChR2 was rare, consistent with histological analyses

(Materials and methods, Figure 2—figure supplement 2). Thus, sCRACM maps provide a measure

of both the strength and location of monosynaptic CC inputs with minimal contamination from local

collaterals. We then compared the strength of monosynaptic FF or FB inputs in defined dendritic

compartments in pairs of neurons projecting to different areas (Figure 2E–G; D’Souza et al., 2016;

Morgenstern et al., 2016; Petreanu et al., 2009; Yang et al., 2013). We measured input strength

of 4 CC projections (FF: V1!V2L and V1!V2M; FB: V2M!V1 and V2L!V1) to looped IT neurons in

three layers (L2/3, L5, and L6), and compared it to non-looped IT, PT, or CT neurons in their vicinity

(Figure 2—figure supplement 1).

FF and FB inputs innervate specific dendritic compartments of
projection neurons
We detected monosynaptic FF and FB inputs in every cell type and analyzed their dendritic distribu-

tion (Figure 3). Individual sCRACM maps were normalized to their maximum response, aligned rela-

tive to pia (Figure 3) or soma position (Figure 3—figure supplement 1) and averaged. They thus

represent the relative distribution of CC inputs within the dendritic tree for each class of projection

neuron. Input strength to distal dendrites is underestimated in sCRACM maps as inputs are filtered

and attenuated when measured from the soma due to the passive cable properties of dendritic

arbors (Petreanu et al., 2009; Stuart and Spruston, 2015; Williams and Mitchell, 2008). In L2/3,

FF inputs were largely confined to perisomatic dendrites. In L6, while FF connections also targeted

perisomatic dendrites in both CT and IT neurons, we could detect additional FF input on the apical

dendrites of IT neurons extending across L5 (Figure 3A, Figure 4F). Similarly, FF input contacted L5

IT neurons in both the perisomatic dendrites and along their apical dendritic trunk spanning L4 and

L2/3 (Figure 3A, Figure 5B). Thus, like other long-range inputs (Petreanu et al., 2009), FF axons

innervate several dendritic domains of L5 pyramidal neurons, revealing that targeting of apical den-

drites is not an exclusive property of FB axons (see below).

As with FF inputs, FB afferents innervated the perisomatic compartments of all recorded cell

types. However, when compared to FF inputs, a larger fraction of FB to L2/3 and L5 neurons was

located on their distal dendrites in L1 (Figure 3B), consistent with previous measurements

(Petreanu et al., 2009; Yang et al., 2013) and with the laminar profile of FB axons (Figure 1C). Api-

cal tuft inputs were more readily detected in L5 IT neurons than in PT neurons, suggesting differen-

tial innervation by FB fibers (Figure 2G, Figure 3B and Figure 5N, see below).

CC inputs are selectively stronger in looped L6 neurons
We first measured the connectivity of FF and FB inputs to L6 neurons projecting to different areas.

We compared the input strength to looped IT neurons (i.e., neurons projecting back to the FF or FB

input source) vs. either neighboring non-looped IT neurons projecting to another cortical area or CT

neurons (Figure 4). We measured both total input strength, summing responses over all
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Figure 3. Dendritic distribution of feedforward (FF) and feedback (FB) inputs to different projection neuron

classes. (A) Left, group averages of subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM)

maps aligned by pia position showing primary visual cortex (V1) FF input to the different cell types (combining

V1!V2L and V1!V2M inputs in the case of intratelencephalic [IT] neurons). Triangles, soma position. Right,

Figure 3 continued on next page
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photostimulated locations, and input strength to the perisomatic area (L6 and lower L5) and apical

dendritic area (upper L5 and L4). Relative input strength between the looped IT neuron and the

paired neuron was quantified using the sCRACM Response Index (SRI), which ranges from �1 to 1.

The SRI has a value of 0 if input strength in the two cells is equal, �1 if there is input in the looped IT

neuron but no input in the paired neuron, and 1 in the opposite case (see Materials and methods).

We first compared V1 FF inputs to looped and non-looped L6 IT neurons. For V1!V2L inputs,

total strength was greater in looped IT neurons (Figure 4—figure supplement 1; SRI: �0.49 ± 0.23,

p=0.002). This stronger innervation was present in both perisomatic (SRI: �0.50 ± 0.21, p=0.0001)

and apical areas (SRI: �0.45 ± 0.45, p=0.0364) (Figure 4A–D). For V1!V2M inputs, we did not

detect a difference in total strength between looped and non-looped IT neurons (Figure 4—figure

supplement 1, SRI: �0.32 ± 0.48, p=0.064), but looped IT neurons again received significantly stron-

ger input in the perisomatic area (Figure 4C; SRI: �0.36 ± 0.46, p=0.038). V1!V2M inputs in apical

dendrites were mostly weak and not different between cell types (Apical SRI: 0.33 ± 0.69, p=0.247).

We next compared V1 FF inputs to looped L6 IT neurons and same-layer CT neurons in V2L. Total

input to looped neurons was consistently stronger than to CT neurons (Figure 4—figure supple-

ment 1, SRI: �0.64 ± 0.23, p=1.2�10�5) and inputs were weaker in both perisomatic and apical

areas of CT neurons (Figure 4E–H, Perisomatic SRI: �0.64 ± 0.26, p=2.4�10�5; Apical SRI:

�0.69 ± 0.40, p=0.018).

Likewise, FB inputs to V1 also selectively targeted looped L6 neurons in many cases (Figure 4I–

P). For the looped vs. non-looped comparison among IT neurons, FB from V2M preferentially con-

nected to IT neurons projecting back to the source of FB, both when measuring total and periso-

matic input (Figure 4—figure supplement 1, Figure 4I–L, Total SRI: �0.39 ± 0.36, p=0.031;

Perisomatic SRI: �0.40 ± 0.36, p=0.028), but no difference was detected in the apical area (SRI:

�0.27 ± 0.85, p=0.56). FB from V2L was not significantly different in looped and non-looped L6 IT

neurons (total SRI: �0.18 ± 0.35, p=0.098; perisomatic SRI: �0.14 ± 0.35, p=0.182; apical SRI:

�0.02 ± 0.90, p=0.958). However, looped neurons received stronger perisomatic input from V2L

compared to neighboring CT neurons (Figure 4M–P; total SRI: �0.40 ± 0.42, p=0.003, perisomatic

SRI: �0.41 ± 0.45, p=0.005). Thus, we found that in most experiments (three out of four), FF and FB

connections to L6 neurons were significantly stronger in looped IT cells than in non-looped ones. FF

and FB connections were also stronger in looped IT neurons than in CT neurons.

FF and FB inputs are selectively stronger in looped L5 neurons
We next asked whether the strength of CC inputs differed among L5 pyramidal neuron types (Fig-

ure 5). FF and FB inputs innervated L5 neurons in both perisomatic and apical dendritic regions (Fig-

ure 3, Figure 3—figure supplement 1 and Figure 5B,F,J,N). As before, we analyzed input strength

in these two innervation domains separately. First, we compared V1!V2L or V1!V2M FF inputs to

looped IT neurons projecting back to V1 vs. non-looped IT neurons (Figure 5A–D). In V2L, total

input strength did not differ between looped and non-looped L5 IT neurons (Figure 5—figure sup-

plement 1; SRI: �0.03 ± 0.35, p=0.783), and neither did perisomatic input (Figure 5C; SRI:

�0.02 ± 0.36, p=0.82). However, FF inputs terminating on the apical dendrites of L5 neurons were

stronger in looped IT neurons (Figure 5D; SRI: �0.40 ± 0.43, p=0.009). In V2M, looped neurons

received stronger V1 input than neighboring non-looped IT neurons on both their perisomatic and

apical dendrites (Figure 5—figure supplement 1 and Figure 5C,D; total SRI: �0.42 ± 0.32,

p=0.002; perisomatic SRI: �0.42 ± 0.35, p=0.002; apical SRI: �0.37 ± 0.43, p=0.0174).

We then compared the strength of FF inputs to looped IT and PT neurons. FF fibers innervated

the perisomatic dendrites of looped neurons more strongly, with no difference observed in apical

Figure 3 continued

vertical profiles of input strength. Error bars, s.e.m.; n, number of neurons; N, number of mice. (B) Group averages

and vertical profiles of sCRACM maps showing FB input to the different cell types in V1 (combining V2L!V1 and

V2M!V1 inputs in the case of IT neurons).

The online version of this article includes the following figure supplement(s) for figure 3:

Figure supplement 1. Soma-aligned dendritic distribution of feedforward (FF) and feedback (FB) inputs to

different projection neuron classes.
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Figure 4. Most feedforward (FF) and feedback (FB) inputs are stronger in looped intratelencephalic (IT) neurons than in neighboring non-looped IT or

corticothalamic (CT) neurons in L6. (A) Configuration of experiments comparing strength of primary visual cortex (V1) FF input to pairs of L6 looped and

non-looped IT neurons in lateral visual area (V2L) or medial visual area (V2M). (B) Example pair of subcellular channelrhodopsin-2 (ChR2)-assisted circuit

mapping (sCRACM) maps overlaid on reconstructed dendrites showing monosynaptic V1 FF inputs to a looped IT neuron (left) and an adjacent non-

looped IT neuron (right) recorded in V2L. (C) Left, paired comparisons of perisomatic FF input to looped vs. non-looped IT neurons (n, number of cell

pairs; N, number of mice); black dots, V1!V2L inputs; gray dots, V1!V2M inputs. Traces were generated by averaging the mean perisomatic excitatory

postsynaptic current (EPSC) of each neuron across all neurons in the same projection class. Colors correspond to (A). Blue tick, laser pulse. Scale bars in

all panels, 2 pA and 20 ms. Right, sCRACM Response Index (SRI) of the same data. Number of cell pairs and animals are the same as in the left plot

unless otherwise specified. Horizontal line, mean. *, p<0.05, see text for exact value. (D) Same as C for apical inputs (SRI: V1!V2L, n = 7, N = 6;

V1!V2M, n = 7, N = 6). (E) Configuration of experiment comparing strength of V1 FF input to pairs of L6 looped IT and CT neurons in V2L. (F) Example

pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V1 FF inputs to a looped IT neuron (left) and an adjacent CT neuron

(right) recorded in V2L. (G) Paired comparisons and SRI of perisomatic FF input to looped IT vs. CT neurons. (H) Paired comparisons and SRI (n = 5,

N = 5) of apical FF input to looped IT vs. CT neurons. (I) Configuration of experiments comparing strength of V2L or V2M FB input to pairs of L6 looped

and non-looped IT neurons in V1. (J) Example pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V2L FB inputs to a

looped IT neuron (left) and an adjacent non-looped IT neuron (right) recorded in V1. (K) Paired comparisons and SRI of perisomatic FB input to looped

vs. non-looped IT neurons. Dark green dots, V2L!V1 inputs; light green dots, V2M!V1 inputs. (L) Paired comparisons and SRI (V2L!V1, n = 5, N = 5;

V2M!V1, n = 4, N = 4) of apical FB input to looped vs. non-looped IT neurons. (M) Configuration of experiment comparing strength of V2L FB input to

pairs of L6 looped IT and CT neurons in V1. (N) Example pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V2L FB

Figure 4 continued on next page
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inputs (Figure 5—figure supplement 1 and Figure 5E–H; total SRI: �0.43 ± 0.41, p=0.003; periso-

matic SRI: �0.46 ± 0.43, p=0.002; apical SRI: �0.14 ± 0.65, p=0.49). We conclude that FF inputs are

selectively stronger in looped L5 neurons when compared to non-looped IT or PT neurons, and that

this selectivity may result from inputs impinging on the perisomatic dendrites (V1!V2L, IT vs. PT),

the apical dendrites (V1!V2L, IT vs. IT), or both regions (V1!V2M, IT vs. IT).

We next measured the strength of FB inputs to L5 neurons with different projection targets

(Figure 5I–P). We transfected V2L or V2M FB axons with ChR2 and recorded different L5 cell types

in V1. We first compared the strength of V2L!V1 and V2M!V1 FB inputs to looped vs. non-looped

L5 IT neurons (Figure 5I–L). In both projections, total input (Figure 5—figure supplement 1;

V2L!V1 SRI: �0.15 ± 0.54, p=0.284; V2M!V1 SRI: �0.19 ± 0.56, p=0.222) and perisomatic input

(Figure 5K; V2L!V1 SRI: �0.09 ± 0.60, p=0.557; V2M!V1 SRI: �0.22 ± 0.57, p=0.152) were indis-

tinguishable between the two projection types. However, inputs targeting the distal tufts in L1 were

stronger in looped than non-looped IT neurons for both projections (Figure 5L; V2L!V1 SRI:

�0.47 ± 0.51, p=0.012; V2M!V1 SRI: �0.48 ± 0.58, p=0.022). This resulted in looped neurons

receiving a larger fraction of total FB input in their L1 apical domain (mean fraction of total input in

L1; V2L!V1: looped, 23.1 ± 16.6%, non-looped, 11.0 ± 10.6%, p=0.01, signed-rank test; V2M!V1:

looped, 18.1 ± 23.0%, non-looped, 9.4 ± 18.2%, p=0.01, signed-rank test). The presence of stronger

apical inputs in looped neurons could not be explained by differences in dendritic filtering. First,

V2L- and V2M-projecting populations had similar apical dendritic morphologies, with slender tufts

that were indistinguishable in L1 (Figure 5—figure supplement 2). Second, the cell type receiving

the largest fraction of distal input switched from V2L-projecting neurons in the V2L!V1 experiment

to V2M-projecting neurons in the V2M!V1 experiment.

As with the looped vs. non-looped IT comparison, V2L!V1 total and perisomatic inputs did not

distinguish between looped IT and PT neurons (Figure 5—figure supplement 1, Figure 5M–P; total

SRI: �0.20 ± 0.52, p=0.195; perisomatic SRI: �0.19 ± 0.62, p=0.28), but looped neurons received

stronger FB input in their L1 apical compartment (Figure 5P; SRI: �0.46 ± 0.62, p=0.026), despite

having less total dendritic length in L1 (Figure 5—figure supplement 2). Simulations showed that

the weaker sCRACM responses in distal tufts of PT neurons cannot be explained by differences in

passive dendritic filtering between the two cell types. In the absence of connectional selectivity, the

thicker apical shafts and richer apical tuft arborization of PT neurons (Figure 5—figure supplement

2) predict that distal FB input arriving at the soma would be larger, not smaller (Figure 5—figure

supplement 3). We also confirmed that the weaker distal FB input in PT neurons was not due to dif-

ferent levels of hyperpolarization-activated current (Ih) between the two cell types (Harris and Shep-

herd, 2015), since looped IT neurons still received stronger FB input in the apical tuft when

measured in the presence of Ih blockers (Figure 5—figure supplement 4). Thus, the stronger

sCRACM signals detected in L1 reflect synaptic selectivity for the terminal tufts of looped IT neurons.

We conclude that the apical dendrites of L5 neurons have privileged access to FB axons when the

neurons loop back to the source of those axons. Conversely, FB inputs to the basal dendrites of L5

neurons do not favor looped neurons over non-looped IT or PT neurons.

The strength of CC inputs in looped and non-looped L2/3 neurons
Finally, we examined whether CC projections to supragranular neurons would also exhibit a prefer-

ence for looped connectivity. In addition to total input strength (Figure 6—figure supplement 1),

we analyzed inputs terminating in L1 and in the perisomatic region (Figure 6). FF input from V1 was

equally strong in looped and non-looped L2/3 IT neurons in both V2L and V2M when assessing total

input strength (Figure 6—figure supplement 1; V1!V2L SRI: �0.04 ± 0.30, p=0.65; V1!V2M SRI:

�0.05 ± 0.35, p=0.683) and perisomatic innervation (Figure 6C; V1!V2L SRI:�0.06 ± 0.30, p=0.564;

V1!V2M SRI: �0.17 ± 0.34, p=0.167). However, when considering FF connections in L1, V1!V2M

Figure 4 continued

inputs to a looped IT neuron (left) and an adjacent CT neuron (right) recorded in V1. (O) Paired comparisons and SRI of perisomatic FB input to looped

IT vs. CT neurons. (P) Paired comparisons and SRI (n = 8, N = 7) of apical FB input to looped IT vs. CT neurons.

The online version of this article includes the following figure supplement(s) for figure 4:

Figure supplement 1. Total subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM) input to L6 neurons.
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Figure 5. Feedforward (FF) and feedback (FB) inputs are stronger in looped intratelencephalic (IT) neurons than in neighboring non-looped IT or

pyramidal tract (PT) neurons in L5. (A) Configuration of experiments comparing strength of primary visual cortex (V1) FF input to pairs of L5 looped and

non-looped IT neurons in lateral visual (V2L) or medial visual (V2M) areas. (B) Example pair of subcellular channelrhodopsin-2 (ChR2)-assisted circuit

mapping (sCRACM) maps overlaid on reconstructed dendrites showing monosynaptic V1 FF inputs to a looped IT neuron (left) and an adjacent non-

looped IT neuron (right) recorded in V2L. (C) Left, paired comparisons of perisomatic FF input to looped vs. non-looped IT neurons; black dots,

V1!V2L inputs; gray dots, V1!V2M inputs. Traces were generated by averaging the mean perisomatic excitatory postsynaptic current (EPSC) of each

neuron across all neurons in the same projection class. Blue tick, laser pulse. Scale bars in all panels, 2 pA and 20 ms. Right, sCRACM Response

Index (SRI) of the same data. Number of cell pairs and animals are the same as in the left plot unless otherwise specified. Horizontal line, mean. *,

p<0.05, see text for exact value. (D) Same as C for apical inputs (SRI: V1!V2L, n = 12, N = 8; V1!V2M, n = 11, N = 7). (E) Configuration of experiment

comparing strength of V1 FF input to pairs of L5 looped IT and PT neurons in V2L. (F) Example pair of sCRACM maps overlaid on reconstructed

dendrites showing monosynaptic V1 FF inputs to a looped IT neuron (left) and an adjacent PT neuron (right) recorded in V2L. (G) Paired comparisons

and SRI of perisomatic FF input to looped IT vs. PT neurons. (H) Paired comparisons and SRI (n = 11, N = 7) of apical FF input to looped IT vs. PT

neurons. (I) Configuration of experiments comparing strength of V2L or V2M FB input to pairs of L5 looped and non-looped IT neurons in V1. (J)

Example pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V2L FB inputs to a looped IT neuron (left) and an adjacent

non-looped IT neuron (right) recorded in V1. (K) Paired comparisons and SRI of perisomatic FB input to looped vs. non-looped IT neurons. Dark green

dots, V2L!V1 inputs; light green dots, V2M!V1 inputs. (L) Paired comparisons and SRI (V2L!V1, n = 11, N = 10; V2M!V1, n = 11, N = 10) of FB input

in L1 to looped vs. non-looped IT neurons. (M) Configuration of experiment comparing strength of V2L FB input to pairs of L5 looped IT and PT

neurons in V1. (N) Example pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V2L FB inputs to a looped IT neuron (left)

and an adjacent PT neuron (right) recorded in V1. (O) Paired comparisons and SRI of perisomatic FB input to looped IT vs. PT neurons. (P) Paired

comparisons and SRI (n = 12, N = 9) of FB input in L1 to looped IT vs. PT neurons.

Figure 5 continued on next page
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inputs were significantly stronger in non-looped neurons projecting to V2L, while V1!V2L inputs

showed no preference (Figures 6A,B,D; V1!V2L SRI: �0.03 ± 0.66, p=0.892; V1!V2M SRI:

0.68 ± 0.52, p=0.013). This resulted in non-looped V2M L2/3 neurons receiving a larger fraction of

total V1 FF input in L1 compared to their looped neighbors (mean fraction of total input in L1;

V1!V2M inputs: looped, 2.1 ± 3.7%, non-looped, 12.6 ± 13.0%, p=0.039, signed-rank test). Simi-

larly, we measured the strength of V2M and V2L FB inputs to different L2/3 IT neurons in V1. Total

input was indistinguishable between looped and non-looped neurons, as were perisomatic and L1

inputs (Figure 6—figure supplement 1, Figure 6E–H; V2L!V1, total SRI: �0.13 ± 0.51, p=0.36,

perisomatic SRI: �0.13 ± 0.54, p=0.394, L1 input SRI: �0.12 ± 0.64, p=0.553; V2M!V1, total SRI:

�0.04 ± 0.36, p=0.67, perisomatic SRI: 0.03 ± 0.48, p=0.826, L1 input SRI: �0.04 ± 0.66, p=0.86). In

summary, most (3/4) FF and FB inputs did not show projection-type specificity when innervating L2/

3 neurons, with the exception of V1!V2M FF inputs, which were weaker, not stronger, when

Figure 5 continued

The online version of this article includes the following figure supplement(s) for figure 5:

Figure supplement 1. Total subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM) input to L5 neurons.

Figure supplement 2. Dendritic morphology of the different L5 projection neuron types in primary visual cortex (V1).

Figure supplement 3. Simulations of the dendritic filtering of distal apical inputs.

Figure supplement 4. Feedforward (FB) input to looped L5 intratelencephalic (IT) neurons vs. pyramidal tract (PT) neurons in the presence of Ih
blockers.

Figure 6. Feedforward (FF) and feedback (FB) connections are similar or weaker in looped L2/3 neurons. (A) Configuration of experiments comparing

strength of primary visual cortex (V1) FF input to pairs of L2/3 looped and non-looped intratelencephalic (IT) neurons in lateral visual area (V2L) or

medial visual area (V2M). (B) Example pair of subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM) maps overlaid on reconstructed

dendrites showing monosynaptic V1 FF inputs to a looped IT neuron (left) and an adjacent non-looped IT neuron (right) recorded in V2L. (C) Left,

paired comparisons of perisomatic FF input to looped vs. non-looped IT neurons; black dots, V1!V2L inputs; gray dots, V1!V2M inputs. Traces were

generated by averaging the mean perisomatic excitatory postsynaptic current (EPSC) of each neuron across all neurons in the same projection class.

Blue tick, laser pulse. Scale bars in all panels, 2 pA and 20 ms. Right, sCRACM Response Index (SRI) of the same data. Number of cell pairs and animals

are the same as in the left plot unless otherwise specified. Horizontal line, mean. *, p<0.05, see text for exact value. (D) Same as C for inputs in L1 (SRI:

V1!V2L, n = 11, N = 7; V1!V2M, n = 7, N = 5). (E) Configuration of experiments comparing strength of V2L or V2M FB input to pairs of L2/3 looped

and non-looped IT neurons in V1. (F) Example pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V2L FB inputs to a

looped IT neuron (left) and an adjacent non-looped IT neuron (right) recorded in V1. (G) Paired comparisons and SRI of perisomatic FB input to looped

vs. non-looped IT neurons. Dark green dots, V2L!V1 inputs; light green dots, V2M!V1 inputs. (H) Same as G for inputs in L1 (SRI: V2L!V1, n = 11,

N = 10; V2M!V1, n = 12, N = 11).

The online version of this article includes the following figure supplement(s) for figure 6:

Figure supplement 1. Total subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM) input to L2/3 neurons.
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contacting dendrites of looped neurons in L1, in contrast to the looped preference observed in L5

and L6.

Selectivity for looped IT neurons differs across infragranular and
supragranular layers
We then searched for common patterns in the synaptic selectivity of CC projections to different IT

neurons. In each layer, we plotted the strength of FF or FB projections to looped IT neurons relative

to non-looped IT neurons in the perisomatic or apical compartments, as measured using the SRI (Fig-

ure 7). While there was some variability across individual projections as previously described, there

were some common patterns shared across projections. When comparing inputs to looped and non-

looped IT neurons in L5 and L6, in seven out of eight FF/FB projections we found stronger inputs to

looped IT neurons, either in the perisomatic or apical areas, or both. On the contrary, none of the

four FF/FB projections to L2/3 showed stronger inputs to looped IT neurons, and in the only case in

which input strength differed between looped and non-looped neurons, inputs were weaker in

looped neurons rather than in non-looped ones. When comparing looped IT neurons and PT or CT

neurons, we found that in all cases CC inputs were stronger in looped IT neurons. We conclude that

most FF and FB connections are selectively wired to strongly innervate looped IT neurons in L5 and

L6. In L5, this selectivity involved synapses on apical, but not basal, dendrites in most cases (1/3 and

Figure 7. Summary of relative input strength across all experiments. The sCRACM Response Index (SRI) of

feedforward (FF) and feedback (FB) inputs to the different cell types is represented by arrow thickness. The top

and bottom arrows to L5 neurons indicate inputs to apical and perisomatic domains, respectively. Inputs to

looped intratelencephalic (IT) cells in each cortical layer are assigned an SRI of 0 (medium arrow thickness). *

signifies significant difference (p<0.05) from the looped IT population.
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3/3 of FF and FB connections tested, respectively). By contrast, inputs to L2/3 were either equally

strong in looped and non-looped IT neurons or weaker in looped ones.

FB inputs selectively influence the activity of looped neurons in V1
These sCRACM measurements of input strength suggest that CC inputs exert different influences on

their target neurons depending on their looped connectivity. To test the functional implications of

the selective innervation of infragranular looped IT neurons, we performed experiments in current

clamp in the absence of channel blockers. We injected the same AAV-ChR2 in V2M and measured

voltage changes and spiking activity of V2M-projecting L6 neurons in V1 upon photostimulation,

comparing their responses to those of neighboring V2L-projecting neurons (Figure 8). The resting

potential of both projection types was similar (looped: �72.35 ± 5.85 mV, non-

looped: �74.52 ± 3.58 mV, p=0.38). In the absence of current injection, a brief LED light pulse

resulted in depolarizations, but not spiking activity, in the recorded cells under these illumination

conditions. Depolarizations were larger in looped IT L6 neurons than in non-looped ones

(Figure 8A–C; mean amplitude; looped IT, 10.2 ± 4.8 mV; non-looped IT, 4.3 ± 3.2 mV, p=0.004,

signed-rank test). We compared the relative magnitude of the evoked postsynaptic potentials using

the CRACM Response Index (CRI), analogous to the SRI used in the sCRACM experiments

(Materials and methods). The relative difference in input strength between looped and non-looped

cells measured with current-clamp LED-induced responses was similar to that measured with

Figure 8. Feedback (FB) inputs in L6 can selectively modulate activity in looped intratelencephalic (IT) neurons. (A) Experiment configuration. In the

absence of channel blockers, V2M!V1 FB axons were photostimulated using an LED during current-clamp recordings of looped and non-looped IT

neurons in L6. (B) Example of excitatory postsynaptic potentials (EPSPs) from an example pair. Blue shade, light pulse. (C) Left, paired comparisons of

EPSP amplitudes evoked in looped vs. non-looped IT neurons. Inset traces represent group averages for each projection class. Blue shade, light pulse.

Right, CRACM Response Index (CRI) of the same data (n = 10, N = 7). (D) Example traces of FB modulation in a looped IT neuron. Cells were driven by

a sustained positive current injection. Black traces, LED OFF trials; blue traces, LED ON trials. Blue bar, duration of the LED light pulse. Gray shading,

time period used to analyze spiking activity in (E). (E) Spike rate difference between LED-ON and LED-OFF trials in looped and non-looped IT neurons

as a function of the amount of current injected during the depolarization step. *, p=0.0273, paired t-test with Bonferroni correction for seven

comparisons.
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sCRACM (Figure 8C, Figure 4—figure supplement 1 and Figure 2—figure supplement 2; current-

clamp CRI: �0.38 ± 0.35; sCRACM total input SRI with AAV2/1: �0.39 ± 0.36; sCRACM total input

SRI with AAV5: �0.52 ± 0.39), indicating that sCRACM reflects actual input strength in the function-

ing circuit. We then asked how V2M!V1 FB combines with bottom-up input in looped and non-

looped L6 IT neurons. We injected steps of positive current at the soma through the recording

pipette to mimic bottom-up depolarization, and measured evoked spiking activity while photostimu-

lating FB axons (Figure 8D–E). Photoactivation of V2M!V1 axons induced additional spiking activity

over a range of current injections (Figure 8D–E). Looped neurons spiked more frequently upon FB

photoactivation than their non-looped neighbors (Figure 8E). Thus, stronger FB innervation of

looped IT neurons in L6 can selectively modify their spiking activity when they are concurrently depo-

larized by other inputs.

Discussion
We comprehensively measured the connection strength of several ascending and descending pro-

jections to the three major classes of cortical projection neurons across layers and across areas. We

found that both FF and FB preferentially innervated looped over non-looped neurons in the infragra-

nular layers, but not in the supragranular layers, resulting in a selective modulation of spiking activity

in looped neurons. Furthermore, by mapping the dendritic locations of CC synaptic inputs, we show

that targeting of looped neurons is often highly subcellular, with many projections showing selectiv-

ity for the apical domains of looped neurons, but not for their basal domains.

Looped connectivity in CC interactions
Consistent with previous reports, we found that CC axons provide inputs to all neurons regardless of

their projection type (DeNardo et al., 2015; Kim et al., 2015; Kinnischtzke et al., 2016;

Yamawaki et al., 2016). However, input strength was consistently different across projection classes.

When comparing looped IT neurons with neighboring subcortical-projecting PT or CT neurons, both

FF and FB inputs always innervated looped IT neurons more strongly. Given the distinct gene-

expression profiles of IT, PT, and CT neurons (Tasic et al., 2018), the preferential wiring of FF and

FB axons to IT neurons could be guided by projection-type specific molecular cues. These findings

accord with rabies virus (RV)-mediated trans-synaptic retrograde tracing experiments reporting that

V1 IT neurons receive a larger proportion of their monosynaptic inputs from higher visual cortices

than do V1 PT neurons (Kim et al., 2015). They are also consistent with studies showing that FF

inputs from V1 to frontal cortices preferentially innervate looped neurons over PT neurons

(Zhang et al., 2016) and that looped IT neurons in L6 of somatosensory cortex receive stronger

input from motor cortex than subcortically projecting neurons (Kinnischtzke et al., 2016). Con-

versely, inputs from retrosplenial cortex to primary motor cortex do not show a preference for IT

over CT or PT neurons (Yamawaki et al., 2016). Similarly, while we found a strong preference of

V2L inputs for IT over CT neurons, single-cell RV tracings in V1 L6 found that CT neurons had a

greater fraction of presynaptic partners from other cortical areas than IT neurons (Vélez-Fort et al.,

2014). It remains to be elucidated to what extent these dissimilarities are due to differing selectivity

across CC pathways for projection neuron types. Alternatively, since in many cases we found that

projection-type specificity was present only for inputs terminating in the apical dendrites (Figure 5,

Figure 5—figure supplement 1), selectivity for IT neurons may have been missed in previous studies

using methods that cannot distinguish input strength in different dendritic compartments.

All the projections in this study contacted looped IT neurons, consistent with previous reports

from the visual (Johnson and Burkhalter, 1997; Kim et al., 2020), somatosensory

(Kinnischtzke et al., 2016), frontal (Zhang et al., 2016), and motor (Mao et al., 2011;

Yamawaki et al., 2016) cortices. We extended these previous observations by comparing inputs to

looped and non-looped IT neurons, and finding selectively stronger connections in looped over non-

looped neurons in seven out of eight tested projections targeting infragranular layers. Thus, for all

CC visual afferents in this study, IT neurons were the principal excitatory targets in deep layers, and

in most of these cases, looped IT neurons were the main recipients.

The specificity of CC connections for looped neurons in infragranular layers was not absolute, as

we detected monosynaptic CC inputs in all cell types. However, our measurements likely underesti-

mate the selectivity of CC inputs for looped neurons. First, many, if not most, projection neurons
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target multiple cortical areas (Economo et al., 2016; Han et al., 2018). Thus, since retrograde tracer

injections only label a fraction of neurons projecting to the injection site, some non-looped neurons

might in fact send a looped projection despite not being retrogradely labeled, thereby reducing our

observed specificity for looped neurons. Second, looped connectivity would also be underestimated

if it only involves CC afferents originating from a specific layer, as we expressed ChR2 non-specifi-

cally in projection neurons spanning multiple layers. Future experiments with layer-specific trans-

genic mouse lines (Harris et al., 2019) will make it possible to compare the specificity of projections

with different laminar origins.

FF and FB connections to L2/3 neurons were consistently different from those targeting deeper

neurons as they showed either no predilection for forming monosynaptic loops (three out of four

projections), or were stronger, not weaker, when contacting non-looped IT neurons (V1!V2M). Pairs

of L2/3 neurons were biased to upper L2/3 when measuring FB inputs and biased to lower L2/3

when measuring FF inputs (Figure 2—figure supplement 1). Thus, we cannot discard that FB con-

nections also show a preference for non-looped neurons when targeting lower L2/3, as V1!V2M FF

inputs do. While the axons of most L2/3 neurons branch to innervate multiple cortical areas, espe-

cially those of V1 neurons projecting to V2L (Han et al., 2018), the absence of loop specificity in L2/

3 is unlikely to be caused by looped neurons being misattributed as non-looped neurons due to

incomplete labeling from tracer injections. This is because L5 showed looped connectivity despite

having a larger percentage of neurons with bifurcating axons (Figure 1). A recent report using RV-

mediated monosynaptic input tracing found that looped L2/3 neurons in V1 had a greater percent-

age of presynaptic partner cells in visual areas to which they projected (Kim et al., 2020). Given that

FB input strength in looped and non-looped L2/3 cells is similar, the presence of more presynaptic

partners in the higher visual areas to which L2/3 neurons project would be consistent with our results

if FB synapses in looped cells were fewer or weaker than in non-looped ones, since number of pre-

synaptic partners does not necessarily reflect input strength. Thus, the connectivity rules of CC pro-

jections in L2/3 are different from those in deep layers, in which neurons consistently received

stronger inputs from areas they innervated.

While, overall, the selectivity for looped neurons followed similar laminar-specific patterns across

CC projections as described above, there was some variability in the connectivity rules (Figure 7).

One possibility is that our measurements are underpowered to detect weaker selectivity in some

projections that would result in a more coherent picture across cortical inputs. Alternatively, the

selectivity of CC inputs for looped neurons might vary across individual cortical projections. This

would be consistent with the stronger selectivity we observed for IT over PT/CT neurons in visual

cortices and the lack of such selectivity reported in motor cortex (Yamawaki et al., 2016).

A role for the apical tufts of IT neurons in looped hierarchical
interactions
We found that both FF and FB inputs innervated the perisomatic and apical dendrites of L5 IT pyra-

midal neurons, but that they differed in their apical distribution. FB innervated the distal dendritic

tufts in L1 while FF inputs extended along the apical shaft up to L2 (Figure 3, Figure 3—figure sup-

plement 1). For both FF and FB projections to looped L5 neurons, we observed stronger selectivity

for apical dendrites than for perisomatic ones (Figure 5, Figure 7). This preference was found in

three out of the four CC projections studied (including in all FB pathways) when comparing looped

with non-looped IT neurons, suggesting an important role for the apical dendritic trees of L5 IT neu-

rons in many looped hierarchical interactions. Inputs to apical tufts might be selectively involved in

recurrent computations, while perisomatic inputs might mediate other hierarchical exchanges.

Through a dynamic interplay of active and passive membrane properties, the apical arbors of L5

pyramidal neurons can perform complex computations combining inputs from different dendritic

compartments (Larkum, 2013; London and Häusser, 2005; Stuart and Spruston, 2015). The apical

dendrites of L5 IT neurons are less well understood than those of PT neurons, being thinner and less

experimentally tractable. Understanding hierarchical computations will require elucidating how

looped L5 IT neurons integrate CC inputs in their distal tufts with inputs arriving in other dendritic

regions.

While inputs to L2/3 neurons were for the most part equally strong in looped and non-looped IT

neurons, FF inputs to V2M were selectively stronger, not weaker, when contacting dendrites of non-
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looped IT neurons in L1 (Figure 6D). Thus, as with L5 neurons, distal input in L2/3 neurons might

also be selectively involved in looped interactions, albeit with different rules.

Functional implications
The stronger innervation of looped neurons resulted in the selective modulation of their spiking and

subthreshold activity in an ex vivo functioning circuit (Figure 8), showing that the connectional selec-

tivity measured using sCRACM has functional consequences in cortical networks. The selective

engagement of looped neurons by both FF and FB afferents supports several theories advocating

looped computations in CC circuitry (Bastos et al., 2012; Guerguiev et al., 2017; Keller and Mrsic-

Flogel, 2018; Mumford, 1992; Rao and Ballard, 1999; Richards and Lillicrap, 2019;

Roelfsema and Holtmaat, 2018; Sacramento et al., 2018). Our observations suggest that L5/6 IT

neurons might be preferential players in the implementation of these long-range loops. CC inputs

and postsynaptic neurons in their target area have similar tuning properties (Glickfeld et al., 2013;

Huh et al., 2018; Zhang et al., 2018) and overlapping receptive fields (Marques et al., 2018). Thus,

given the prominence of looped connectivity in FF and FB visual pathways, related visual signals are

likely relayed back and forth between interconnected neurons located at different hierarchical levels.

According to recent models, looped FB innervation could allow neurons embedded in a hierarchi-

cal network to optimize synaptic weights toward the global desired output, akin to the backpropa-

gation algorithm used to train artificial neural networks (Guerguiev et al., 2017; Lillicrap et al.,

2016; Richards and Lillicrap, 2019; Roelfsema and Holtmaat, 2018; Sacramento et al., 2018).

The apical dendrites of looped neurons are integral to many such models, wherein apical inputs trig-

ger synaptic plasticity of basal inputs to instruct learning. Thus, selective targeting of the apical com-

partments of looped neurons by descending inputs, as observed here, may allow L5 IT neurons to

update synaptic strengths based on activity in the higher-order areas that they project to. Such a

role in looped interactions does not negate the involvement of apical dendrites in other non-looped

computations. For example, we found that L5 PT neurons received weaker FB inputs in their distal

tufts compared to L5 IT neurons (Figure 5), despite having more extensive dendrites in L1 (Fig-

ure 5—figure supplement 2). Since L5 PT neurons receive more inputs from frontal and associative

areas than IT neurons (Kim et al., 2015), their thicker apical dendrites might be specialized in medi-

ating top-down processes that do not require excitatory looped connectivity, such as brain state-

dependent and attentional modulations of perceptual saliency (Manita et al., 2015;

Takahashi et al., 2020; Takahashi et al., 2016; Zhang et al., 2014).

Models in which descending projections modulate plasticity in lower-order synapses to optimize

the global output of the network result in alignment of FF and FB weights, such that synaptic

strengths between pairs of reciprocally connected neurons tend to become similar

(Guerguiev et al., 2017; Lillicrap et al., 2016; Sacramento et al., 2018). Whether the neocortex

follows such rules is a matter of speculation (Lillicrap et al., 2020; Richards and Lillicrap, 2019;

Roelfsema and Holtmaat, 2018; Whittington and Bogacz, 2019). In the presence of weight sym-

metry, FF and FB projection neurons would be expected to receive minimal input from areas they

do not project to, and to receive strong input from areas that they do. Thus, alignment of synaptic

weights between neuron pairs will lead to stronger average synaptic input to looped neurons from

both ascending and descending pathways, as observed here. While our results are consistent with

some degree of weight alignment in neocortical circuits, our experimental approach cannot prove

the existence of symmetric synaptic weights in pairs of neurons at different hierarchical levels. It

remains unknown whether the monosynaptic loops that we unveil here arise from pairs of neurons

selectively targeting each other in a recurrent loop. Given that ChR2 was expressed in multiple pre-

synaptic neurons, our experiments measured the selectivity of afferent populations and do not have

the resolution to resolve interareal loops with single-cell resolution. There is evidence that L5/6 corti-

cal neurons receive long-range CC inputs preferentially from L5/6 neurons (DeNardo et al., 2015).

Moreover, L6 IT neurons innervate deep layers in their target areas (Tasic et al., 2018), and L5 IT

neurons have access to corresponding L5 IT neurons in distant cortical regions, as indicated by their

axonal arborization pattern (Harris et al., 2019; Tasic et al., 2018). Thus, while our findings and the

laminar distribution of CC connections are consistent with pairs of same-layer neurons in different

cortical areas selectively engaging in bidirectional monosynaptic loops, the prevalence of such a cir-

cuit arrangement has yet to be determined. Since input strength in L2/3 neurons was either indepen-

dent of looped connectivity or weaker in looped neurons, synaptic weight symmetry, if present,
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might selectively involve deep cortical layers and not superficial ones. Thus, hierarchical learning

resulting in synaptic weight symmetry could also be laminar-specific.

Our observations reported here suggest that recurrent interareal cortical interactions may play

different roles in supragranular and infragranular layers. They also provide a framework for future

work on the role of projection neurons in different cortical layers in recurrent hierarchical processes.

Materials and methods

Key resources table

Reagent type
(species) or
resource Designation Source or reference Identifiers Additional information

Strain, strain
background
(Mus musculus)

C57BL/6 Jackson Laboratory JAX:000664,
RRID:IMSR_JAX:
000664

Bred in-house

Antibody Anti-GFP (rabbit
polyclonal)

Thermo Fisher Catalog #
A-6455, RRID:
AB_221570

(1:1000)

Antibody Alexa Fluor 488-
conjugated
secondary
antibody

Thermo Fisher Catalog #
A-11008,
RRID:AB_143165

(1:1000)

Recombinant
DNA reagent

AAV-2/1-CAG-
ChR2-Venus

Addgene RRID:Addgene_
20071

Recombinant
DNA reagent

AAV5-CaMKIIa-
hChR2(H134R)-
EYFP

Addgene RRID:Addgene_
26969

Recombinant
DNA reagent

AAV2/1-
synapsin-EGFP

UPenn Vector
Core

RRID:Addgene_
105539

Peptide,
recombinant
protein

Cholera toxin
B (Alexa Fluor
647)

Thermo Fisher Catalog #:
C34778

1 mg/ml

Chemical
compound, drug

Red Retrobeads
IX

Lumafluor

Software,
algorithm

Ephus Vidrio Technologies
Suter et al., 2010

PMID:21960959

Animal surgeries
All procedures were reviewed by the Champalimaud Centre for the Unknown Ethics Committee and

performed in accordance with the Portuguese Veterinary General Direction guidelines. Surgeries

were conducted in either male or female C57BL/6J mice (P26�P28) under anesthesia (intraperito-

neal, 37.5 mg/kg ketamine, 0.5 mg/kg medetomidine). Virus expressing ChR2 (AAV-2/1-CAG-Chan-

nelrhodopsin-2-Venus, Addgene #20071; 20–25 nl, titer ~5�1012 vg/ml) was delivered intracortically

either to V1 to label FF projections or V2L/V2M to label FB projections, and co-injected with red-

fluorescent microspheres (Red Retrobeads IX, Lumafluor; 10–12.5 nl) to retrogradely label cells pro-

jecting to the source of FF/FB input. A second retrograde tracer (Cholera toxin subunit B, Alexa

Fluor 647 Conjugate, Thermo Fisher, 50–60 nl, 1.0 mg/ml) was injected elsewhere to label cells pro-

jecting to a different cortical or subcortical area. For axonal quantification, we used AAV2/1-synap-

sin-EGFP (Penn Vector Core p1696, ~5�1012 vg/ml). For Figure 2—figure supplement 2, we

replaced AAV-2/1-CAG-Channelrhodopsin-2-Venus with AAV5-CaMKIIa-hChR2(H134R)-EYFP (Addg-

ene #26969, ~0.5�1012 vg/ml) when injecting in V2M. Pulled glass injection pipettes (Drummond Sci-

entific) had tip diameter of 15–20 mm. Stereotaxic coordinates for V1 and V2L were measured from

the midline and from the posterior-most point of the transverse sinus (lateral of midline/anterior of

transverse sinus/depth in mm): V1 (2.3/1.3/0.775), V2L (3.5/1.7/0.9). Stereotaxic coordinates for V2M

and SC were measured from the midline and from the sinus confluence, the point at which the trans-

verse sinuses meet the superior sagittal sinus (lateral of midline/anterior of sinus confluence/depth in

mm): V2M (1.6/1.25/0.8), SC (0.5/0.4/1.5 and 1.8). We verified the accuracy of V2L and V2M
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coordinates by identifying the borders of visual areas relative to the injection sites in vivo in a subset

of animals (Figure 1—figure supplement 1). Animals were injected in V2L and V2M with red-fluores-

cent latex microspheres as described above. Approximately 30 days later, a circular craniotomy was

performed over the visual cortex (diameter: 4 mm) and an imaging window was embedded into the

craniotomy and secured in place using black dental cement. A custom-designed iron headpost was

attached to the skull with dental acrylic. Intrinsic signal imaging was performed to identify the posi-

tion of the visual areas relative to the injection sites as previously described (Garrett et al., 2014;

Marques et al., 2018; Figure 1—figure supplement 1). In 7/7 mice screened, both V2L and V2M

injections were located outside the borders of V1. V2L injections targeted mainly the lateromedial

(LM) visual cortex, while V2M injections labeled the anteromedial (AM) and/or anterior part of the

posteromedial (PM) visual cortices (Wang and Burkhalter, 2007). To label CT neurons, injections of

retrograde tracers were targeted to the dorsal lateral geniculate nucleus (dLGN) for V1 recordings,

and the lateral posterior nucleus (LP) of the thalamus for V2L recordings. Stereotactic coordinates

were measured from the midline and from bregma (lateral of midline/posterior of bregma/depth in

mm): dLGN (2.3/1.75/2.8), LP (1.35/1.75/2.65 and 2.85). We cannot discard the possibility that chol-

era toxin injections were not entirely confined to either dLGN or LP and encompassed both nuclei in

some cases. Animals were maintained at 37˚C on a heating pad during surgery and returned to their

home cages after surgery (maximum of five animals per cage). All animals were housed in a room

with a regular 12 hr light/dark cycle.

Slice preparation
Fourteen to 20 days (age range P40–P48) after the surgery, mice were decapitated under deep

anesthesia (isoflurane) and brains were dissected in ice-cold choline chloride solution (110 mM cho-

line chloride, 25 mM NaHCO3, 25 mM D-glucose, 11.6 mM sodium ascorbate, 7 mM MgCl2, 3.1 mM

sodium pyruvate, 2.5 mM KCl, 1.25 mM NaH2PO4, and 0.5 mM CaCl2 [Sigma]; aerated with 95% O2/

5% CO2) and sectioned in 300-mm-thick coronal slices using a Leica VT1200S vibratome. Slices were

then incubated for 30 min at 37˚C in artificial cerebrospinal fluid (127 mM NaCl, 25 mM NaHCO3, 25

mM D-glucose, 2.5 mM KCl, 1 mM MgCl2, 2 mM CaCl2, and 1.25 mM NaH2PO4 (Sigma); aerated

with 95% O2/5% CO2).

Electrophysiology and photostimulation
Neurons were patched with borosilicate pipettes (resistance 3–5 MW, Werner Instruments) filled with

potassium gluconate intracellular solution (128 mM potassium gluconate, 4 mM MgCl2, 10 mM

HEPES, 1 mM EGTA, 4 mM Na2ATP, 0.4 mM Na2GTP, 10 mM sodium phosphocreatine, 3 mM

sodium L-ascorbate, 3 mg/ml biocytin [Sigma] and 5 mg/ml Alexa Fluor 488 dye [Thermo Fisher Sci-

entific]; pH 7.25, 290 mOsm). All sCRACM recordings were performed at room temperature (22–24˚

C) and with the presence of TTX (1 mM), CPP (5 mM), and 4-AP (100 mM) in the bath. For Figure 5—

figure supplement 4, ZD7288 (10 mM) was also applied to control for Ih differences between cell

types. Areas V2L and V2M were identified by the presence of Venus-expressing FF axons. When

measuring FB input strength, we verified that V2L or V2M injections resulted in the expected laminar

distribution of Venus-expressing axons in V1 (Figure 1C and Figure 2—figure supplement 2) in the

recorded slice. For sCRACM mapping, fluorescent-positive cells were recorded sequentially in volt-

age clamp (�70 mV) at depths of >30 mm in the same slice. Double-labeled cells were not recorded.

A blue laser (473 nm, Cobolt Laser) was used for photostimulation to evoke EPSCs. Duration (1 or 4

ms) and intensity (0.1–1.1 mW) of light pulses were controlled with a Pockels cell (ConOptics) and a

shutter (Thorlabs). The laser beam (diameter ~15 mm, not taking into account tissue scattering) was

rapidly repositioned using galvanometer mirrors (Thorlabs) and delivered through an air immersion

objective (Olympus 4X, NA 0.1) on either a 16 � 16 grid (L2/3 cells) or a 12 � 24 grid (L5 and L6

cells) with 50 mm spacing and 400 ms inter-stimulus interval. Stimuli were given in a spatial sequence

pattern designed to maximize the time between neighboring locations. The stimulus pattern was

flipped and rotated between maps to avoid sequence-specific responses. sCRACM maps were

repeated two to five times for each cell. Laser power was manually adjusted in each experiment

using a graduated neutral density filter (Edmund Optics) so that peak amplitudes smaller than 100

pA were evoked in the most excitable locations for the first recorded cell in the pair. Pairs of differ-

ent projection neurons recorded at similar cortical depths in the same layer and in close proximity
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(mean ± s.d.: 73.27 ± 47.41 mm) were photostimulated using the same laser power and pulse dura-

tion. The order in which cell types were recorded alternated between pairs. Data were acquired with

a Multi clamp 700B amplifier (Axon Instruments) and digitalized with National Instruments acquisi-

tion boards controlled under Matlab using Ephus (Suter et al., 2010).

Current-clamp experiments
To examine the functional impact of selective looped interactions (Figure 8), recordings were per-

formed in current clamp in the absence of channel blockers and at near-physiological temperatures

(34˚C). Neurons were photostimulated with 20 ms pulses from a blue LED (Cairn Research) through a

water immersion objective (Olympus 60X, NA1.0, 20 mW at the focal point). Steps of positive current

(0–200 pA, 500 ms duration) were injected every second. Trials with and without the LED pulses

were interleaved. In trials with current injection, the LED light pulse began 200 ms after current step

onset. We compared the mean amplitude of the LED-evoked excitatory postsynaptic potentials in

trials without current injection to measure synaptic strength (Figure 8C). Spike frequency in a 0–50

ms window after LED onset was averaged across five trials and compared in Figure 8E.

Immunohistochemistry and dendritic reconstructions
After whole-cell recordings, biocytin-filled neurons were fixed overnight in 4% paraformaldehyde

(PFA) at 4˚C and transferred to phosphate-buffered saline the following day. Prior to staining, slices

were rinsed in phosphate buffer (PB) 0.1 M. Endogenous peroxidases were quenched with 1% H2O2

(Sigma) in PB 0.1 M for 45 min at room temperature. Slices were rinsed again in PB 0.1 M and incu-

bated in the ABC reaction (Vector Laboratories) for ~12 hr at room temperature (22–24˚C). After suc-

cessive PB 0.1 M and Tris-buffered saline (TBS) washings, slices were subjected to the

diaminobenzidine (DAB) reaction for 30–50 min (using 30 ml of TBS, 90 ml 3% H2O2, 225 ml of NiCl2
(250 mM), and 7 mg of DAB [Sigma]). The DAB reaction was stopped with TBS. Slices were mounted

and coverslipped with Mowiol mounting medium. Dendrites were reconstructed with Neurolucida

software (MBF Bioscience) using the 40x magnification objective lens of an Olympus BX61 micro-

scope. Tracings were imported into Matlab, corrected for shrinkage and analyzed using custom rou-

tines. Dendritic length density was calculated in 50 mm bins and interpolated for display.

Laminar distribution of projection neuron subtypes and FF/FB axons
Injected animals were intracardially perfused with 4% PFA 14 days post-surgery and cryostat-sec-

tioned in 20-mm-thick coronal slices. Slices were stained with 40,6-diamidino-2-phenylindole

dihydrochloride (DAPI) and imaged with the 20� objective of a Zeiss AxioImager M2 widefield fluo-

rescence microscope. For quantification of different projection neurons in V1/V2L cortex (Figure 1A,

B), three animals were used per dataset (eight slices per animal). Cells were counted within a 1000 �

1000 mm (V1) or 600 � 1000 mm (V2L) area. To normalize cell depth, fractional cortical depth (pia–

cell distance/pia–white matter distance) was multiplied by average cortical thickness across the eight

slices. For quantification of axons (Figure 1C,D), three animals were analyzed for both FF and FB

datasets (eight slices per animal). Vertical fluorescence profiles of GFP-expressing axons were mea-

sured using ImageJ after subtracting background fluorescence from a hippocampal area devoid of

labeled axons or somata.

Quantification of retrograde infection of ChR2-expressing AAVs
We verified that AAV-2/1-CAG-Channelrhodopsin-2-Venus led to minimal retrograde infection in

several ways (Figure 2—figure supplement 2). While Venus-labeled axons were clearly visible in tar-

get regions in unstained sections, Venus-positive somata were undetectable in these regions. In cor-

onal slices stained with rabbit anti-GFP polyclonal antibody (1:1000 dilution, Thermo Fisher, catalog

#A-6455) and Alexa Fluor 488-conjugated secondary antibody (1:1000 dilution, Thermo Fisher, cata-

log #A-11008) to boost Venus fluorescence, we detected a very small number of Venus-positive

somata (Figure 2—figure supplement 2). In 20 mm sections of V1, we found 2.60 ± 0.94 Venus-

expressing neurons/mm2 (n = 3, V2M-injected mice). We also stained sections (n = 3 mice) for the

neural marker NeuN (rabbit monoclonal, 1:1500 dilution, Abcam, catalog #ab177487), followed by

an Alexa Fluor 647-conjugated secondary antibody (donkey polyclonal, 1:800 dilution, Jackson

ImmunoResearch, catalog #711-605-152) and measured the density of neurons in V1 sections using
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Cellpose (Stringer et al., 2021). From these counts we estimate that retrogradely infected neurons

expressing ChR2 comprise 1 out of every 1282 ± 578 NeuN+ V1 neurons (n = 3). In addition to these

anatomical analyses, we also analyzed the onset of the sCRACM response in looped neurons to ver-

ify that they did not express ChR2 (Figure 2—figure supplement 2). We were able to detect early-

onset (<2 ms) responses, consistent with a non-synaptic ChR2-induced current, in 10/235 (4.2%) of

the recorded looped IT neurons. These 10 neurons were removed from further analysis. Together,

these analyses suggest that, given their sparsity, collaterals of neurons retrogradely infected with

ChR2 are unlikely to contribute to our measurements. We also conducted additional recordings

using AAV5-ChR2 (AAV5-CaMKIIa-hChR2(H134R)-EYFP) to examine whether the small number of

neurons retrogradely infected with AAV2/1-ChR2 could nevertheless be contributing to the stronger

inputs in looped IT neurons (Figure 2—figure supplement 2). Consistent with previous results

(Kinnischtzke et al., 2014), we found that the AAV5 resulted in less retrograde infection than AAV-

2/1-CAG-Channelrhodopsin-2-Venus in sections immunostained with anti-GFP antibody (number of

retrogradely infected neurons per mm2 in 20-mm-thick V1 sections, 0.49 ± 0.20; fraction of NeuN+

V1 neurons, 1 in 7009 ± 3434, n = 3 mice). None of the recorded looped IT neurons displayed early

EPSC onset with AAV5 (n = 11, Figure 2—figure supplement 2). Despite the significantly lower

density of retrogradely infected cells expressing ChR2 in AAV5 compared to AAV2/1 (AAV2/1-AAV5

density ratio = 5.6, p=0.0465, t-test), the relative strength of V2M!V1 inputs in looped vs. non-

looped L6 IT neurons was similar using the two AAVs (Figure 2—figure supplement 2; total SRI,

AAV2/1, �0.39 ± 0.36; AAV5, �0.52 ± 0.39, p=0.476). We conclude that local collaterals from the

small number of neurons retrogradely infected with AAV2/1-ChR2 do not contribute significantly to

the measurement of CC input strength.

Data analysis
In electrophysiological recordings, the boundaries between layers were established as L1: pia�90

mm; L2/3: 90–350 mm; L4: 350–450 mm; L5: 450–650 mm; L6 650–950 mm. To correct for differences

in cortical thickness due to variability in slicing angle of brain sections, the fractional cortical depth

of each recorded neuron was positioned on a reference cortical slice with a thickness of 950 mm.

Only pairs of cells with an intersomatic distance of <200 mm were included in analyses. In cases

where multiple cells were recorded in the same slice, cells nearest each other were paired. Traces

were baseline-substracted (baseline period: 50 ms before laser onset) and averaged across succes-

sive sCRACM maps. Average responses at each location were calculated as the mean EPSC 0–75 ms

after laser onset and are therefore a measure of charge (D’Souza et al., 2016; Petreanu et al.,

2009). In Figure 3 and Figure 3—figure supplement 1, sCRACM maps were aligned by pia and

soma position, respectively, and linearly interpolated for display. To calculate input strength, input

at responsive locations (EPSC amplitude >5 standard deviations above baseline) was summed across

the entire map or within the perisomatic or apical regions. The sign was flipped so that stronger

inputs resulted in larger values. Pairs in which neither cell showed detectable input (total sCRACM

input <20 pA) were discarded. To calculate the SRI, we required at least one cell with summed

inputs >5 pA in the region of interest. The SRI was calculated as follows:
P

Responsesof non loopedneuron �
P

responsesof loopedneuron
P

Responsesof non looped neuronþ
P

responsesof looped neuron

For inclusion in fraction-to-apical analyses, both cells in the pair required detectable input. Periso-

matic and apical responses in neurons of different layers were calculated by summing inputs within a

given cortical depth (L2/3: perisomatic 150–650 mm, L1: 0–50 mm; L5: perisomatic: 400–900 mm, L1:

0–150 mm for FB inputs, apical: 0–300 mm for FF inputs; L6: perisomatic: 600–950 mm, apical: 0–500

mm). For L5 datasets, pairs with any cut apical dendrites were discarded. Since many L2/3 neurons

were located in upper L2/3, apical and perisomatic dendrites may be intermingled in L1 in some

cases. Thus, responses in L1 could include inputs made on perisomatic and apical dendrites. We

therefore refer to these as ‘inputs in L1’. As the resolution of sCRACM is ~60 mm (Petreanu et al.,

2009), to better distinguish inputs in L1 from those in L2/3, we removed responses in the two rows

flanking the L1–L2/3 boundary when analyzing inputs in L1 and the perisomatic area of L2/3 neurons.

For L6 neurons, we could not always verify the integrity of apical dendrites, thus when no difference

in apical input is observed across cell types, this may be due to incomplete arbors. To compute
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average traces in Figures 4–6, Figure 4—figure supplement 1, Figure 5—figure supplement 1,

Figure 5—figure supplement 4 and Figure 6—figure supplement 1, EPSCs at all locations in a

given region of interest (perisomatic, apical, L1, or total) were averaged for each neuron, regardless

of whether the location had a detectable light-evoked response, and subsequently averaged across

neurons of the same projection class. To visualize the average subcellular distribution of inputs (Fig-

ure 3), only cells with sCRACM input >10 pA for at least one location were included.

To quantify relative synaptic strength in the current-clamp experiments (Figure 8C), we calculated

the CRI as follows:

EPSPamplitude innon loopedneuron�EPSPamplitude in looped neuron

EPSPamplitude innon loopedneuronþEPSPamplitude looped neuron

SRI and CRI values were tested using the two-tailed Student’s t-test, and fraction of inputs in the

apical region were tested using the two-tailed Wilcoxon signed-rank test for paired samples. Data in

the text is mean ± standard deviation. No statistical tests were used to predetermine the number of

cell pairs, but our sample sizes are comparable to those in similar studies (D’Souza et al., 2016;

Kinnischtzke et al., 2016; Mao et al., 2011; Morgenstern et al., 2016; Yamawaki et al., 2016;

Yang et al., 2013). All statistical analyses were performed with Matlab.

Simulations of passive dendritic filtering of L1 inputs
Traced dendrites of L5 neurons in V1 were imported into the NEURON simulation environment

(Hines and Carnevale, 1997). We set the diameter of the somata, apical trunks, and apical tuft

branches for the different projection neurons using manual measurements from biocytin-stained

arbors (Figure 5—figure supplement 2). For each cell belonging to a given projection type, seg-

ments from the same dendritic compartment were assigned the same diameter value (apical trunk

width, mm: SC-projecting, 1.7, V2M-projecting, 1.14; V2L-projecting, 1; apical tuft branch width, mm:

SC-projecting, 0.7, V2M-projecting, 0.4, V2L-projecting, 0.43). The biophysical properties used for

simulations were as follows: cytoplasmic resistivity, Ra = 35.4 cm; specific membrane capacitance,

Cm = 1 F/cm2; resting conductance, gpas = 1/20,000; resting potential, Epas=–65 mV. We applied a

synaptic density of 0.2 synapses per mm of apical dendritic segment when distributing passive synap-

ses over the apical tree. The location of synapses along individual dendritic segments was randomly

determined, and synaptic conductance was approximated by an alpha function, with parameters

t=0.1 ms and gmax = 1 mS. For each neuron, we then simulated responses to apical tuft inputs under

single-electrode voltage-clamp at the soma (�70 mV, 10 MW resistance), assuming no axonal selec-

tivity for postsynaptic cell types. We conducted 100 simulations for each neuron and quantified the

mean charge or amplitude measured at the soma (Figure 5—figure supplement 3). To measure

input resistance (Figure 5—figure supplement 3E), we simulated somatic voltage-clamp recordings

and measured input resistance using a �5 mV voltage step.
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Takahashi N, Ebner C, Sigl-Glöckner J, Moberg S, Nierwetberg S, Larkum ME. 2020. Active dendritic currents
gate descending cortical outputs in perception. Nature Neuroscience 23:1277–1285. DOI: https://doi.org/10.
1038/s41593-020-0677-8, PMID: 32747790

Tasic B, Yao Z, Graybuck LT, Smith KA, Nguyen TN, Bertagnolli D, Goldy J, Garren E, Economo MN,
Viswanathan S, Penn O, Bakken T, Menon V, Miller J, Fong O, Hirokawa KE, Lathia K, Rimorin C, Tieu M, Larsen
R, et al. 2018. Shared and distinct transcriptomic cell types across neocortical Areas. Nature 563:72–78.
DOI: https://doi.org/10.1038/s41586-018-0654-5, PMID: 30382198
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Figure 1. Cortical neurons projecting to different areas are intermingled and accessible to feedforward (FF) and feedback (FB) axons. (A) Distribution of

retrogradely labeled projection neurons in primary visual cortex (V1) after injection of a red-fluorescent tracer in lateral visual areas (V2L) and an

Figure 1 continued on next page
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Figure 1 continued

infrared-fluorescent tracer in either medial visual areas (V2M), superior colliculus (SC), or visual thalamus. Left, experimental configuration; center,

representative fluorescent histological section, with infrared fluorescence shown in green; right, colored traces show the mean laminar distribution of

the different projection neurons binned in 50 mm increments, while the black trace shows the percentage of retrogradely labeled neurons that are

double-labeled at each depth (n = 3 animals per group). Error bars, standard error; dashed lines, approximate layer boundaries. (B) Distribution of

retrogradely labeled projection neurons in V2L after injection of a red-fluorescent tracer in V1 and an infrared-fluorescent tracer in either V2M, SC, or

visual thalamus (n = 3 animals per group). (C) Distribution of anterogradely labeled V2L FB axons in V1. Left, representative fluorescent histological

section; right, axonal fluorescence across cortical depth binned in 50 mm increments. Individual mice, thin gray traces; average, thick green trace (n = 3

animals). (D) Distribution of anterogradely labeled V1 FF axons in V2L (n = 3 animals).
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Figure 1—figure supplement 1. Histological and in vivo verification of lateral visual (V2L) and medial visual (V2M) area injection sites. (A) Example

coronal sections of a brain injected in V2L and V2M. (B) Example injections in V2L and V2M visualized in vivo. Top, image of the brain vasculature and

injection sites. Middle, injection sites and area borders overlaid on the azimuth map determined by intrinsic signal imaging. Bottom, elevation map.

White circles, injection sites.
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Figure 2. Measuring the strength and dendritic distribution of cortico-cortical (CC) inputs to different projection neurons. (A) We probed the strength

of CC inputs to looped and non-looped neurons in different cortical layers. (B) Example experiment configuration. Retrograde tracers are injected in

two areas to label different projection neurons. One cortical area is also co-injected with adeno-associated virus (AAV)-channelrhodopsin-2 (ChR2) to

express ChR2 in a specific CC projection. (C) Example of subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM) experiment. Pairs of

neighboring retrogradely labeled neurons in the same cortical layer were sequentially recorded. During each recording, a laser beam was scanned over

the dendrites of the cell at different locations in a grid pattern. (D) Brightfield image of an acute coronal cortical slice showing the recording pipette

and photostimulation grid. (E) Excitatory postsynaptic currents (EPSCs) recorded from a pair of neighboring L5 neurons, evoked by photostimulating

ChR2+ V2LfiV1 FB terminals on a grid. (F) Left, dendritic morphology staining of the recorded pair. Right, identity of the recorded projection neuron

was confirmed by fluorescence in the soma of both a retrograde tracer and a different-colored dye introduced from the internal patch pipette solution.

(G) sCRACM maps of the recorded pair overlaid on their reconstructed dendrites. Responsive locations are color-coded to represent mean amplitude.
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Figure 2—figure supplement 1. Total input vs. laminar depth across different projections and projection neuron classes. (A) Total

subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM) input per neuron as a function of cortical depth for both feedforward (FF)

projections. Circles, individual cells. Triangles, mean values per projection class for each experiment. Averages from paired data are joined by a line.

Color indicates projection class. (B) Total sCRACM input per neuron as a function of cortical depth for both feedback (FB) projections.
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Figure 2—figure supplement 2. Analysis of the incidence of retrograde infection of projection neurons by adeno-associated viruses (AAVs). (A)

Example of subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM) traces from individual neurons (data from L2/3 looped

intratelencephalic [IT] neurons). Each trace corresponds to the average excitatory postsynaptic current (EPSC) in the location eliciting the largest

amplitude. Blue tick, laser pulse. The arrowhead indicates a single neuron (trace in blue) in which the laser pulse evoked an early-onset EPSC,

suggestive of a non-synaptic response. Ten neurons with early-onset EPSCs were detected in the entire dataset and removed from further analysis. (B)

Anti-green fluorescent protein (GFP) immunostained section of primary visual cortex (V1) showing fluorescent medial visual area (V2M) axons in an

animal injected with AAV2/1-CAG-ChR2-Venus. (C) Higher magnification image of a region in (B). The arrow indicates an example of a

retrogradely infected neuron in V1. (D) Configuration of experiment comparing strength of V2M feedback (FB) input to pairs of L6 looped and non-

looped IT neurons in V1 using AAV5-CaMKIIa-hChR2(H134R)-EYFP. (E) sCRACM traces from 11 looped IT neurons recorded in L6 from the experiment

in (D). (F) Left, paired comparisons of total FB input to looped vs. non-looped IT neurons from the experiment in (D). Inset traces represent group

averages for each projection class. Blue tick, light pulse. Right, sCRACM Response Index (SRI) of the same data. *, p=0.0116.
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Figure 3. Dendritic distribution of feedforward (FF) and feedback (FB) inputs to different projection neuron

classes. (A) Left, group averages of subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM)

Figure 3 continued on next page
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Figure 3 continued

maps aligned by pia position showing primary visual cortex (V1) FF input to the different cell types (combining

V1fiV2L and V1fiV2M inputs in the case of intratelencephalic [IT] neurons). Triangles, soma position. Right,

vertical profiles of input strength. Error bars, s.e.m.; n, number of neurons; N, number of mice. (B) Group averages

and vertical profiles of sCRACM maps showing FB input to the different cell types in V1 (combining V2LfiV1 and

V2MfiV1 inputs in the case of IT neurons).
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Figure 3—figure supplement 1. Soma-aligned dendritic distribution of feedforward (FF) and feedback (FB) inputs

to different projection neuron classes. (A) Left, group averages of subcellular channelrhodopsin-2 (ChR2)-assisted

circuit mapping (sCRACM) maps aligned by soma position showing primary visual cortex (V1) FF input to the

different cell types (combining V1fiV2L and V1fiV2M inputs in the case of intratelencephalic [IT] neurons).

Triangles, soma position. Right, vertical profiles of the mean distribution of inputs as a function of distance to

soma. Error bars, s.e.m.; n, number of neurons; N, number of mice. (B) Group averages and vertical profiles of

Figure 3—figure supplement 1 continued on next page
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Figure 3—figure supplement 1 continued

soma-aligned sCRACM maps showing FB input to the different cell types in V1 (combining V2LfiV1 and V2MfiV1

inputs in the case of IT neurons).
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Figure 4. Most feedforward (FF) and feedback (FB) inputs are stronger in looped intratelencephalic (IT) neurons than in neighboring non-looped IT or

corticothalamic (CT) neurons in L6. (A) Configuration of experiments comparing strength of primary visual cortex (V1) FF input to pairs of L6 looped and

non-looped IT neurons in lateral visual area (V2L) or medial visual area (V2M). (B) Example pair of subcellular channelrhodopsin-2 (ChR2)-assisted circuit

mapping (sCRACM) maps overlaid on reconstructed dendrites showing monosynaptic V1 FF inputs to a looped IT neuron (left) and an adjacent non-

looped IT neuron (right) recorded in V2L. (C) Left, paired comparisons of perisomatic FF input to looped vs. non-looped IT neurons (n, number of cell

pairs; N, number of mice); black dots, V1fiV2L inputs; gray dots, V1fiV2M inputs. Traces were generated by averaging the mean perisomatic excitatory

postsynaptic current (EPSC) of each neuron across all neurons in the same projection class. Colors correspond to (A). Blue tick, laser pulse. Scale bars in

all panels, 2 pA and 20 ms. Right, sCRACM Response Index (SRI) of the same data. Number of cell pairs and animals are the same as in the left plot

unless otherwise specified. Horizontal line, mean. *, p<0.05, see text for exact value. (D) Same as C for apical inputs (SRI: V1fiV2L, n = 7, N = 6;

Figure 4 continued on next page
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Figure 4 continued

V1fiV2M, n = 7, N = 6). (E) Configuration of experiment comparing strength of V1 FF input to pairs of L6 looped IT and CT neurons in V2L. (F) Example

pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V1 FF inputs to a looped IT neuron (left) and an adjacent CT neuron

(right) recorded in V2L. (G) Paired comparisons and SRI of perisomatic FF input to looped IT vs. CT neurons. (H) Paired comparisons and SRI (n = 5,

N = 5) of apical FF input to looped IT vs. CT neurons. (I) Configuration of experiments comparing strength of V2L or V2M FB input to pairs of L6 looped

and non-looped IT neurons in V1. (J) Example pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V2L FB inputs to a

looped IT neuron (left) and an adjacent non-looped IT neuron (right) recorded in V1. (K) Paired comparisons and SRI of perisomatic FB input to looped

vs. non-looped IT neurons. Dark green dots, V2LfiV1 inputs; light green dots, V2MfiV1 inputs. (L) Paired comparisons and SRI (V2LfiV1, n = 5, N = 5;

V2MfiV1, n = 4, N = 4) of apical FB input to looped vs. non-looped IT neurons. (M) Configuration of experiment comparing strength of V2L FB input to

pairs of L6 looped IT and CT neurons in V1. (N) Example pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V2L FB

inputs to a looped IT neuron (left) and an adjacent CT neuron (right) recorded in V1. (O) Paired comparisons and SRI of perisomatic FB input to looped

IT vs. CT neurons. (P) Paired comparisons and SRI (n = 8, N = 7) of apical FB input to looped IT vs. CT neurons.
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Figure 4—figure supplement 1. Total subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM)

input to L6 neurons. (A) Configuration of experiments comparing strength of primary visual cortex (V1)

feedforward (FF) input to pairs of L6 looped and non-looped intratelencephalic (IT) neurons in lateral visual areas

(V2L) or medial visual areas (V2M). (B) Left, paired comparisons of total FF input to looped vs. non-looped IT

neurons. Black dots, V1fiV2L inputs; gray dots, V1fiV2M inputs. Traces were generated by averaging the mean

excitatory postsynaptic currents (EPSC) of each neuron across all neurons in the same projection class. Blue tick,

Figure 4—figure supplement 1 continued on next page
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Figure 4—figure supplement 1 continued

laser pulse. Scale bars in all panels, 2 pA and 20 ms. Right, sCRACM Response Index (SRI) of the same data.

Number of cell pairs and animals are the same as in the left plot. Horizontal line, mean. *, p=0.0002. (C)

Configuration of experiment comparing strength of V1 FF input to pairs of L6 looped IT and corticothalamic (CT)

neurons in V2L. (D) Paired comparisons and SRI of total FF input to looped IT vs. CT neurons. *, p=1.2�10�5. (E)

Configuration of experiments comparing strength of V2L or V2M FB input to pairs of L6 looped and non-looped IT

neurons in V1. (F) Paired comparisons and SRI of total FB input to looped vs. non-looped IT neurons. Dark green,

V2LfiV1 inputs; light green, V2MfiV1 inputs. *, p=0.0311. (G) Configuration of experiment comparing strength of

V2L FB input to pairs of L6 looped IT and CT neurons in V1. (H) Paired comparisons and SRI of total FB input to

looped IT vs. CT neurons. * p=0.0032.
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Figure 5. Feedforward (FF) and feedback (FB) inputs are stronger in looped intratelencephalic (IT) neurons than in neighboring non-looped IT or

pyramidal tract (PT) neurons in L5. (A) Configuration of experiments comparing strength of primary visual cortex (V1) FF input to pairs of L5 looped and

non-looped IT neurons in lateral visual (V2L) or medial visual (V2M) areas. (B) Example pair of subcellular channelrhodopsin-2 (ChR2)-assisted circuit

mapping (sCRACM) maps overlaid on reconstructed dendrites showing monosynaptic V1 FF inputs to a looped IT neuron (left) and an adjacent non-

looped IT neuron (right) recorded in V2L. (C) Left, paired comparisons of perisomatic FF input to looped vs. non-looped IT neurons; black dots,

V1fiV2L inputs; gray dots, V1fiV2M inputs. Traces were generated by averaging the mean perisomatic excitatory postsynaptic current (EPSC) of each

neuron across all neurons in the same projection class. Blue tick, laser pulse. Scale bars in all panels, 2 pA and 20 ms. Right, sCRACM Response

Index (SRI) of the same data. Number of cell pairs and animals are the same as in the left plot unless otherwise specified. Horizontal line, mean. *,

p<0.05, see text for exact value. (D) Same as C for apical inputs (SRI: V1fiV2L, n = 12, N = 8; V1fiV2M, n = 11, N = 7). (E) Configuration of experiment

comparing strength of V1 FF input to pairs of L5 looped IT and PT neurons in V2L. (F) Example pair of sCRACM maps overlaid on reconstructed

dendrites showing monosynaptic V1 FF inputs to a looped IT neuron (left) and an adjacent PT neuron (right) recorded in V2L. (G) Paired comparisons

and SRI of perisomatic FF input to looped IT vs. PT neurons. (H) Paired comparisons and SRI (n = 11, N = 7) of apical FF input to looped IT vs. PT

Figure 5 continued on next page
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Figure 5 continued

neurons. (I) Configuration of experiments comparing strength of V2L or V2M FB input to pairs of L5 looped and non-looped IT neurons in V1. (J)

Example pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V2L FB inputs to a looped IT neuron (left) and an adjacent

non-looped IT neuron (right) recorded in V1. (K) Paired comparisons and SRI of perisomatic FB input to looped vs. non-looped IT neurons. Dark green

dots, V2LfiV1 inputs; light green dots, V2MfiV1 inputs. (L) Paired comparisons and SRI (V2LfiV1, n = 11, N = 10; V2MfiV1, n = 11, N = 10) of FB input

in L1 to looped vs. non-looped IT neurons. (M) Configuration of experiment comparing strength of V2L FB input to pairs of L5 looped IT and PT

neurons in V1. (N) Example pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V2L FB inputs to a looped IT neuron (left)

and an adjacent PT neuron (right) recorded in V1. (O) Paired comparisons and SRI of perisomatic FB input to looped IT vs. PT neurons. (P) Paired

comparisons and SRI (n = 12, N = 9) of FB input in L1 to looped IT vs. PT neurons.
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Figure 5—figure supplement 1. Total subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM) input to L5 neurons. (A)

Configuration of experiments comparing strength of primary visual cortex (V1) feedforward (FF) input to pairs of L5 looped and non-looped

Figure 5—figure supplement 1 continued on next page
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Figure 5—figure supplement 1 continued

intratelencephalic (IT) neurons in lateral visual areas (V2L) or medial visual areas (V2M). (B) Left, paired comparisons of total FF input to looped vs. non-

looped IT neurons. Black dots, V1fiV2L inputs; gray dots, V1fiV2M inputs. Traces were generated by averaging the mean excitatory postsynaptic

current (EPSC) of each neuron across all neurons in the same projection class. Blue tick, laser pulse. Scale bars in all panels, 2 pA and 20 ms. Right,

sCRACM Response Index (SRI) of the same data. Number of cell pairs and animals are the same as in the left plot. Horizontal line, mean. *, p=0.0015.

(C) Configuration of experiment comparing strength of V1 FF input to pairs of L5 looped IT and PT neurons in V2L. (D) Paired comparisons and SRI of

total FF input to looped IT vs. PT neurons. *, p=0.0028. (E) Configuration of experiments comparing strength of V2L or V2M FB input to pairs of L5

looped and non-looped IT neurons in V1. (F) Paired comparisons and SRI of total FB input to looped vs. non-looped IT neurons. (G) Configuration of

experiment comparing strength of V2L FB input to pairs of L5 looped IT and PT neurons in V1. (H) Paired comparisons and SRI of total FB input to

looped IT vs. PT neurons.
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Figure 5—figure supplement 2. Dendritic morphology of the different L5 projection neuron types in primary visual cortex (V1). (A) Reconstructed

dendritic morphologies of the three different L5 projection neurons recorded in V1. Top and middle, intratelencephalic (IT) neurons projecting to lateral

visual (V2L) or medial visual (V2M) areas; bottom, pyramidal tract (PT) neurons projecting to superior colliculus (SC). (B) Brightfield image showing

representative example of apical shaft segments from a pair of biocytin-stained IT and PT L5 neurons. The apical dendrites of SC-projecting PT neurons

Figure 5—figure supplement 2 continued on next page
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Figure 5—figure supplement 2 continued

were of larger diameter than those of same-layer V2L- and V2M-projecting IT neurons. (C) Average normalized dendritic length density of the three cell

types, aligned by soma position (white triangle). (D) Mean vertical profiles of dendritic length density (error bars, s.e.m). (E) Total apical tuft dendritic

length for the three cell types. Apical tuft branches of SC-projecting PT neurons are more extensive than those of V2L- and V2M-projecting IT neurons

(Kruskal-Wallis test followed by Tukey-Kramer honestly significant difference (HSD) post-hoc test, SC-projecting vs. V2L-projecting, p=0.0006; SC-

projecting vs. V2M-projecting, p=0.0168; V2L-projecting vs. V2M-projecting, p=0.8044).
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Figure 5—figure supplement 3. Simulations of the dendritic filtering of distal apical inputs. (A) Example simulations of L5 neurons. Reconstructed

dendritic arbors were imported into the NEURON environment. Synapses were randomly placed with constant density along apical tuft dendritic

segments. (B) Simulated excitatory postsynaptic current (EPSC) at the soma evoked by L1 input under voltage-clamp conditions for the three example

neurons shown in A. (C) Mean somatic charge per cell (based on 100 simulations) resulting from apical tuft input across the three projection neuron

populations. Apical inputs lacking cell-type selectivity and exhibiting equal synaptic density across the different cell types generate larger somatic

currents in superior colliculus (SC)-projecting neurons vs. medial visual area (V2M)- or lateral visual area (V2L)-projecting neurons (Kruskal-Wallis test

followed by Tukey-Kramer HSD post-hoc test, SC-projecting vs. V2L-projecting, p=0.0001; SC-projecting vs. V2M-projecting, p=0.0325; V2L-projecting

vs. V2M-projecting, p=0.3626). (D) ESPC amplitude resulting from apical tuft input across the three projection neuron populations. EPSC amplitudes are

larger in pyramidal tract (PT) neurons than in V2L-projecting neurons (Kruskal-Wallis test followed by Tukey-Kramer HSD post-hoc test, SC-projecting vs.

V2L-projecting, p=0.0262; SC-projecting vs. V2M-projecting, p=0.1495; V2L-projecting vs. V2M-projecting, p=0.8753). (E) Input resistance measured

from a voltage step during simulated somatic voltage-clamp in the model L5 cells. PT neurons have lower input resistance than V2L-projecting neurons

(Kruskal-Wallis test followed by Tukey-Kramer HSD post-hoc test, SC-projecting vs. V2L-projecting, p=0.0003; SC-projecting vs. V2M-projecting,

p=0.2082; V2L-projecting vs. V2M-projecting, p=0.1356).
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Figure 5—figure supplement 4. Feedforward (FB) input to looped L5 intratelencephalic (IT) neurons vs. pyramidal

tract (PT) neurons in the presence of Ih blockers. (A) Configuration of experiment comparing strength of lateral

visual area (V2L) feedback (FB) input to pairs of looped IT and PT neurons in primary visual cortex (V1) L5. ZD7288

was added to the bath solution to block Ih currents. (B) Left, paired comparisons of FB inputs to L1 apical

dendrites of looped IT neurons vs. PT neurons in L5. Traces represent group-averaged excitatory postsynaptic

currents (EPSCs) in L1. Right, sCRACM Response Index (SRI) of the same data (n = 5, N = 5). *, p=0.0009.
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Figure 6. Feedforward (FF) and feedback (FB) connections are similar or weaker in looped L2/3 neurons. (A) Configuration of experiments comparing

strength of primary visual cortex (V1) FF input to pairs of L2/3 looped and non-looped intratelencephalic (IT) neurons in lateral visual area (V2L) or

medial visual area (V2M). (B) Example pair of subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM) maps overlaid on reconstructed

dendrites showing monosynaptic V1 FF inputs to a looped IT neuron (left) and an adjacent non-looped IT neuron (right) recorded in V2L. (C) Left,

paired comparisons of perisomatic FF input to looped vs. non-looped IT neurons; black dots, V1fiV2L inputs; gray dots, V1fiV2M inputs. Traces were

generated by averaging the mean perisomatic excitatory postsynaptic current (EPSC) of each neuron across all neurons in the same projection class.

Blue tick, laser pulse. Scale bars in all panels, 2 pA and 20 ms. Right, sCRACM Response Index (SRI) of the same data. Number of cell pairs and animals

are the same as in the left plot unless otherwise specified. Horizontal line, mean. *, p<0.05, see text for exact value. (D) Same as C for inputs in L1 (SRI:

V1fiV2L, n = 11, N = 7; V1fiV2M, n = 7, N = 5). (E) Configuration of experiments comparing strength of V2L or V2M FB input to pairs of L2/3 looped

and non-looped IT neurons in V1. (F) Example pair of sCRACM maps overlaid on reconstructed dendrites showing monosynaptic V2L FB inputs to a

looped IT neuron (left) and an adjacent non-looped IT neuron (right) recorded in V1. (G) Paired comparisons and SRI of perisomatic FB input to looped

vs. non-looped IT neurons. Dark green dots, V2LfiV1 inputs; light green dots, V2MfiV1 inputs. (H) Same as G for inputs in L1 (SRI: V2LfiV1, n = 11,

N = 10; V2MfiV1, n = 12, N = 11).
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Figure 6—figure supplement 1. Total subcellular channelrhodopsin-2 (ChR2)-assisted circuit mapping (sCRACM)

input to L2/3 neurons. (A) Configuration of experiments comparing strength of primary visual cortex (V1)

feedforward (FF) input to pairs of L2/3 looped and non-looped intratelencephalic (IT) neurons in lateral visual area

(V2L) or medial visual area (V2M). (B) Left, paired comparisons of total FF input to looped vs. non-looped IT

neurons. Black dots, V1fiV2L inputs; gray dots, V1fiV2M inputs. Traces were generated by averaging the mean

excitatory postsynaptic current (EPSC) of each neuron across all neurons in the same projection class. Blue tick,

laser pulse. Scale bars in all panels, 2 pA and 20 ms. Right, sCRACM Response Index (SRI) of the same data. (C)

Configuration of experiments comparing strength of V2L or V2M FB input to pairs of L2/3 looped and non-looped

IT neurons in V1. (D) Paired comparisons and SRI of total FB input to looped vs. non-looped IT neurons. Dark

green dots, V2LfiV1 inputs; light green dots, V2MfiV1 inputs.
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Figure 7. Summary of relative input strength across all experiments. The sCRACM Response Index (SRI) of

feedforward (FF) and feedback (FB) inputs to the different cell types is represented by arrow thickness. The top

and bottom arrows to L5 neurons indicate inputs to apical and perisomatic domains, respectively. Inputs to

looped intratelencephalic (IT) cells in each cortical layer are assigned an SRI of 0 (medium arrow thickness). *

signifies significant difference (p<0.05) from the looped IT population.
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Figure 8. Feedback (FB) inputs in L6 can selectively modulate activity in looped intratelencephalic (IT) neurons. (A) Experiment configuration. In the

absence of channel blockers, V2MfiV1 FB axons were photostimulated using an LED during current-clamp recordings of looped and non-looped IT

neurons in L6. (B) Example of excitatory postsynaptic potentials (EPSPs) from an example pair. Blue shade, light pulse. (C) Left, paired comparisons of

EPSP amplitudes evoked in looped vs. non-looped IT neurons. Inset traces represent group averages for each projection class. Blue shade, light pulse.

Right, CRACM Response Index (CRI) of the same data (n = 10, N = 7). (D) Example traces of FB modulation in a looped IT neuron. Cells were driven by

a sustained positive current injection. Black traces, LED OFF trials; blue traces, LED ON trials. Blue bar, duration of the LED light pulse. Gray shading,

time period used to analyze spiking activity in (E). (E) Spike rate difference between LED-ON and LED-OFF trials in looped and non-looped IT neurons

as a function of the amount of current injected during the depolarization step. *, p=0.0273, paired t-test with Bonferroni correction for seven

comparisons.
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Chapter 3 

	

“In	case	anyone	thinks	I’m	at	all	complacent	about	area	17	being	

well	in	hand,	let	me	reassure	you;	there	are	still	problems	enough	even	

to	keep	all	5000	(or	whatever	the	number	is)	area-17	physiologists	

busy.	One	has	only	to	think	of	apical	dendrites	and	that	crowning	

mystery,	layer	1.	Or	if	that	leaves	you	cold,	there	are	those	reciprocal	

connections	–	18	to	17,	17	to	the	lateral	geniculate	–	which,	along	with	

every	other	reciprocal	connection	in	the	nervous	system...are	utterly	

ununderstood.”	

Hubel (1982) 
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3 
EXTENDED DISCUSSION 

3.1 Summary 

The	purpose	of	this	project	was	to	establish	whether	or	not	

feedforward	(FF)	and	feedback	(FB)	cortico-cortical	(CC)	

connections	showed	specificity	with	respect	to	their	target	neurons.	

To	this	end,	we	measured	the	connectivity	strength	of	different	FF	

and	FB	projections	between	higher	order	visual	areas	and	primary	

visual	cortex,	and	found	that	synaptic	organization	of	these	

projections	differs	across	superficial	and	deep	layers.	Specifically,	we	

found	that	FF	and	FB	projections	generally	form	stronger	

connections	onto	projection	neurons	in	layers	5/6	that	loop	back	to	

the	source	of	those	projections	when	compared	to	other	projection	

neurons	that	send	axons	to	other	cortical	or	subcortical	targets.	In	

contrast,	we	did	not	find	such	specificity	for	looped	layer	2/3	

neurons,	which	suggests	distinct	organizing	principles	for	superficial	

and	deep	layers	of	the	cortex.	We	shall	now	discuss	how	these	results	

compare	to	rabies	tracing	studies,	whether	they	accord	with	

predictive	coding	and	error-backpropagation	models,	possible	

alternative	sources	of	input	to	CT	and	PT	neurons,	limitations	of	our	

method,	and	future	avenues	of	research.	
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3.2 Rabies virus studies of looped connectivity 

Of	particular	relevance	to	this	project	are	two	recent	studies	by	

Siu	et	al.	(2020)	and	Kim	et	al.	(2020)	using	monosynaptic	rabies	

tracing	in	the	primate	and	mouse,	respectively,	to	examine	FB	loops	

in	visual	cortex.	Rabies	virus	tracing	is	a	technique	that	has	been	

widely	adopted	in	cortical	connectivity	studies	to	retrogradely	and	

monosynaptically	label	presynaptic	cells,	though	it	is	not	yet	

understood	how	it	spreads	transynaptically	and	how	successfully	it	

infects	all	presynaptic	cells	(Beier,	2019;	Luo,	Callaway,	&	Svoboda,	

2018).	

The	first	study	by	Kim	et	al.	(2020)	found	that	L2/3	V1	cells	

projecting	to	either	PM	or	AL	received	more	of	their	higher	visual	

area	(HVA)	inputs	from	the	area	that	they	projected	to.	While	the	

HVAs	in	this	study	are	not	entirely	the	same	as	ours,	the	results	

nevertheless	contrast	with	our	findings	in	that	we	did	not	find	

evidence	for	preferential	monosynaptic	loops	in	L2/3.	Using	

transgenic	mouse	lines	expressing	Cre	in	either	L2/3	or	L5,	they	

retrogradely	infected	V1→PM	or	V1→AL	cells	by	injecting	AAVretro-

FLEXloxp-Flp	in	PM	or	AL,	respectively,	and	also	injected	AAV8-

FLEXfrt-oG/TVAmCherry	in	V1.	This	resulted	in	V1→PM	or	V1→AL	

cells,	in	either	L2/3	or	L5,	expressing	the	receptor	TVA	for	the	

envelope	protein	EnvA	and	the	rabies	glycoprotein	oG	(TVA	allows	

the	rabies	virus	to	enter	and	infect	the	cell,	and	oG	allows	the	G-

deleted	rabies	virus	to	spread	transsynaptically).	After	enough	time	

elapsed	for	expression	of	TVA	and	oG	in	these	V1	projection	neuron	
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populations,	the	EnvA	pseudotyped,	G-deleted	rabies	virus	

expressing	eGFP	(EnvA+RVdG-eGFP)	was	subsequently	injected	in	

V1	to	fluorescently	label	direct	monosynaptic	inputs	to	V1→PM	or	

V1→AL	neurons	in	either	L2/3	or	L5.	

The	authors	then	counted	the	number	of	eGFP+	rabies-labeled	

FB	neurons	in	each	of	the	HVAs,	and	found	that	both	V1→PM	and	

V1→AL	L2/3	neurons	received	a	greater	percentage	of	HVA	inputs	

from	the	area	they	projected	to	when	compared	to	other	areas	(41%	

for	V1→PM,	51%	for	V1→AL).	This	bias	for	looped	connectivity	was	

also	observed	for	V1→PM	L5	neurons,	which	received	54%	of	their	

HVA	inputs	from	PM.	This	last	result	shows	similarity	to	our	finding	

that	V2M	FB	projections	preferentially	target	looped	L5	neurons	in	

V1	(via	their	apical	dendrites),	since	our	V2M	injections	included	PM.	

Additionally,	the	authors	found	that	V1	L5	neurons	projecting	to	AL,	

which	we	did	not	include	in	our	study,	instead	received	more	HVA	

inputs	from	LM	compared	to	AL	(41%	versus	28%).	Thus,	they	find	

evidence	for	selective	looped	connectivity	that	is	consistent	across	

FB	projections	in	L2/3,	rather	than	in	L5.	

Such	specificity	of	FB	inputs	may	be	layer-dependent.	When	the	

authors	used	AAVretro-Cre	viruses	rather	than	Cre	transgenic	mice	

and	applied	input	tracing	to	V1	neurons	across	all	cortical	layers	

rather	than	from	an	individual	layer,	only	V1→PM	projection	

neurons	received	more	inputs	from	the	HVA	they	projected	to,	while	

V1→AL	and	V1→P/POR	neurons	received	more	inputs	from	area	LM	

and	areas	LM,	M	and	PM,	respectively.	It	is	interesting	to	note	that	
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only	FB	projections	from	PM	consistently	displayed	preferential	

looped	connectivity	across	all	their	experiments,	since	we	also	found	

evidence	that	V2M	selectively	engages	looped	neurons	in	V1.	It	may	

be	that	FB	projections	from	other	HVAs	not	measured	in	our	study	

exhibit	different	connectivity	patterns	with	looped	V1	neurons.	

Nevertheless,	given	that	V1→PM	L2/3	neurons	were	found	to	

receive	FB	selectively	from	the	same	area	to	which	they	project,	how	

can	we	account	for	the	differences	between	these	results	and	ours?	

Firstly,	it	may	be	worth	noting	that	monosynaptic	rabies	tracing	

measures	the	number	of	presynaptic	neurons,	rather	than	

presynaptic	strength.	Recently,	for	example,	a	study	using	both	

sCRACM	circuit	mapping	and	rabies	tracing	reported	large	

discrepancies	between	the	two	methods,	with	the	proportion	of	

rabies-labelled	presynaptic	neurons	being	a	poor	predictor	of	

functional	input	strength	(Galloni,	Ye,	&	Rancz,	2021).	Areas	

identified	by	rabies	tracing	as	strong	inputs	were	found	to	provide	

weaker-than-expected	sCRACM	input,	and	vice	versa.	

Secondly,	as	with	other	AAV	vectors,	AAV8	causes	both	

retrograde	and	anterograde	infection	(Castle,	Gershenson,	Giles,	

Holzbaur,	&	Wolfe,	2014;	Löw,	Aebischer,	&	Schneider,	2013),	as	it	

can	transduce	axon	terminals.	This	may	have	contributed	to	the	

presence	of	more	GFP-positive	cells	in	the	target	HVA	of	V1→PM	and	

V1→AL	L2/3	cells,	since	FB	cells	with	axon	terminals	in	V1	could	

have	become	infected	with	both	the	AAV8	virus	and	retrograde	

rabies	virus	and	thus	expressed	TVA	and	GFP.	Unfortunately,	due	to	
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the	high	sensitivity	of	the	EnvA-TVA	interaction,	only	a	very	small	

amount	of	TVA	is	necessary	for	successful	rabies	infection	

(Federspiel,	Bates,	Young,	Varmus,	&	Hughes,	1994;	Seidler	et	al.,	

2008),	such	that	GFP-positive	cells	in	HVAs	could	express	GFP	but	

not	the	mCherry	fluorophore	associated	with	the	TVA,	making	it	

difficult	to	distinguish	unintended	starter	cells	that	have	been	

retrogradely	labelled	from	genuine	presynaptic	GFP-positive	cells	

that	have	been	transynaptically	labelled.	While	starter	cells	in	HVAs	

would	be	unlikely	to	cause	transsynaptic	spread	(since	this	would	

require	high	levels	of	the	glycoprotein	oG),	they	would	nevertheless	

lead	to	artificially	elevated	levels	of	GFP-positive	cells	in	the	target	

HVA,	particularly	as	the	AAVretro-FLEXloxp-Flp	used	to	target	the	

specific	V1	projection	neuron	population	was	not	injected	in	any	

other	HVA.	

The	authors	control	for	this	artefact	by	omitting	injection	of	the	

glycoprotein	oG,	which	enables	transsynaptic	spread.	Unfortunately,	

it	is	not	clear	from	their	control	experiments	to	what	extent	this	

potential	confound	did	or	did	not	apply	to	the	GFP-positive	cell	count	

in	HVAs.	Given	that	we	used	AAV-mediated	transfection	of	ChR2	in	

our	own	experiments,	we	also	had	to	contend	with	retrograde	

infection	(Chapter	2,	Figure	2,	figure	supplement	2).	Our	

electrophysiological	recordings	made	it	possible	to	detect	early-

onset	(<2	ms)	responses,	suggestive	of	a	retrogradely	infected	cell,	

and	we	removed	these	cells	from	the	dataset.	Using	sections	stained	

for	the	neural	marker	NeuN,	we	estimated	that	the	number	of	such	

cells	comprised	1	out	of	every	~1300	NeuN+	V1	neurons,	indicating	
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minimal	retrograde	infection.	We	also	repeated	recordings	in	

animals	injected	with	AAV5-ChR2,	which	is	less	prone	to	retrograde	

infection	than	AAV2/1-ChR2	(Kinnischtzke,	Simons,	&	Fanselow,	

2014),	and	obtained	similar	results.	Together,	these	findings	suggest	

that,	at	least	in	our	own	experiments,	cells	retrogradely	infected	with	

AAV2/1-ChR2	did	not	significantly	contribute	to	our	measurements,	

though	it	could	potentially	be	an	unaccounted	factor	that	

overestimates	looped	connectivity	in	rabies	tracing	experiments.	

Finally,	other	factors	associated	with	the	monosynaptic	tracing	

method,	such	as	differential	spread,	may	have	contributed	to	the	

apparent	differences	between	this	study	and	ours.	Since	rabies	

tracing	labels	only	a	fraction	of	presynaptic	inputs	(Callaway	&	Luo,	

2015),	there	may	be	biases	in	labelling	such	that	certain	presynaptic	

contacts	are	more	likely	to	be	labelled	than	others.	For	example,	

synaptic	inputs	to	basal	dendrites	may	be	more	likely	to	be	

transynaptically	infected	than	inputs	to	apical	dendrites,	or	vice	

versa.	Indeed,	the	subcellular	location	of	synaptic	inputs	has	already	

been	speculated	to	influence	likelihood	of	labelling	(Callaway	&	Luo,	

2015).	Given	that	preferential	innervation	of	looped	deep-layer	

neurons	often	involved	specific	dendritic	compartments,	and	could	

not	be	detected	when	comparing	total	input	(e.g.	Chapter	2,	Figure	5,	

figure	supplement	1),	the	lower	incidence	of	looped	connectivity	in	

L5	relative	to	L2/3	reported	by	Kim	et	al.	(2020)	may	be	a	

consequence	of	such	biases	in	labelling.	Indeed,	because	of	these	and	

other	possible	biases,	Callaway	&	Luo	(2015)	recommend	that	rabies	

tracing	be	complemented	by	ChR2-assisted	circuit	mapping,	to	
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identify	and	measure	the	connection	strength	of	presynaptic	

contacts,	respectively.	

The	second	study	by	Siu	et	al.	(2020)	used	rabies	tracing	in	the	

macaque	visual	cortex	to	identify	direct	presynaptic	inputs	to	V1→V2	

projection	neurons.	They	first	injected	AAV9-CAG-FLEXTVAmCherry	

and	AAV9-CAG-FLEX-oG-WPRE	in	V1,	followed	by	CAV2-CMV-Cre	in	

V2,	so	that	only	V1→V2	projection	neurons	would	express	the	Cre-

dependent	TVAmCherry	and	oG	necessary	for	initial	rabies	infection.	

The	EnvA-pseudotyped,	G-deleted	rabies	virus	carrying	the	eGFP	

gene	(EnvA-RVdG-eGFP)	was	subsequently	injected	in	V1,	in	order	to	

label	the	starter	cells	and	the	cells	that	directly	synapse	onto	them.	

Similar	to	some	of	the	projections	in	the	previous	study	and	our	

own,	the	researchers	found	that	V1→V2	projection	neurons	receive	

more	direct	input	from	cells	in	the	area	they	project	to,	V2,	than	from	

any	other	higher	area.	However,	the	specificity	of	this	FF-FB	

interareal	loop	was	far	greater,	with	almost	all	presynaptic	neurons	

being	located	in	V2.	Interestingly,	they	found	that	most	of	the	V1	

starter	cells	were	located	in	L2/3,	suggesting	that	superficial	V1	cells	

receive	more	FB	from	the	area	they	project	to,	in	contrast	to	the	

findings	reported	here.	Several	observations	support	these	results.	

First,	unlike	in	the	mouse,	as	much	as	96–98%	of	V1→V2	projections	

arise	from	L2/3	(Federer	et	al.,	2009;	Sincich,	Jocson,	&	Horton,	

2010)	which	is	consistent	with	the	predominance	of	starter	cells	

reported	in	L2/3,	and	second,	the	majority	of	V1	FF	projection	

neurons	in	the	macaque	do	not	bifurcate	their	long-range	axons	and	
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only	project	to	a	single	higher	area	(Bullier,	Kennedy,	&	Salinger,	

1984;	Ferrer,	Kato,	&	Price,	1992;	Sincich	&	Horton,	2003),	which	

suggests	that	FB	axons	in	the	macaque	may	also	show	a	similar	

degree	of	specificity.	

Indeed,	perhaps	surprisingly,	in	two	of	the	three	animals	

studied,	presynaptic	cells	in	HVAs	other	than	V2	(including	MT,	V3,	

V4,	and	V6	which	all	send	FB	projections	to	V1)	were	completely	

absent,	and	in	the	third	animal,	just	0.6%	of	presynaptic	cells	were	

located	in	extrastriate	cortical	areas	other	than	V2.	This	indicates	

that	the	specificity	of	FB	axons	is	absolute	rather	preferential,	and	

greater	than	that	of	FF	axons,	at	least	5–10%	of	which	bifurcate	

(Sincich	&	Horton,	2003).	

Thus,	while	looped	connectivity	appears	to	be	a	prominent	

feature	of	cortico-cortical	communication	in	both	rodents	and	

primates,	there	may	well	be	important	biological	differences	in	how	

such	loops	are	implemented.	As	with	the	previous	rabies	tracing	

study,	it	is	possible	that	GFP-positive	cells	in	V2	were	retrogradely	

infected	by	both	the	TVAmCherry-encoding	AAV	and	GFP-encoding	

rabies	virus	injected	in	V1.	In	fact,	starter	cells	in	V2	expressing	both	

mCherry	and	GFP	were	found	in	two	of	the	three	macaques	studied.	

While	these	double-labelled	cells	can	be	easily	discarded	from	the	

GFP-positive	cell	count,	given	that	only	a	minuscule	amount	of	

TVAmCherry	is	necessary	for	initial	rabies	infection,	V2→V1	cells	

could	potentially	express	low	amounts	of	TVA	without	having	visible	

mCherry	fluorescence.	As	a	result,	some	GFP-positive	cells	in	V2	may	
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have	arisen	from	retrograde	infection	rather	than	from	transsynaptic	

spread.	Repeating	the	experiment	without	injecting	the	rabies	

glycoprotein	oG,	which	enables	transsynaptic	labelling,	would	help	

determine	to	what	extent	retrograde	infection	contributed	to	the	

GFP-positive	cell	count	in	V2.	

3.3 CT cells, “mysterious creatures of the deep” 

The	relative	paucity	of	CC	inputs	to	CT	neurons	observed	in	this	

study	contradicts	the	conventional	wisdom	that	these	cells	are	

recipients	of	long-range	cortical	input,	though	our	study	is	not	the	

first	to	report	weak	CC	input	to	CT	cells	relative	to	IT	cells	

(Kinnischtzke,	Fanselow,	&	Simons,	2016).	Harris	&	Shepherd	(2015)	

cite	three	studies	as	support	for	the	view	that	CT	neurons	are	

innervated	by	higher-order	cortical	areas.	However,	it	may	be	noted	

that	2	of	these	studies	(Vélez-Fort	et	al.,	2014;	Zhang	&	Deschênes,	

1998)	do	not	attempt	to	distinguish	between	CT	and	IT	neurons	in	

L6.	While	the	majority	of	cortico-thalamic	projections	emanate	from	

L6	and	this	layer	is	often	regarded	as	being	cortico-thalamic,	studies	

in	the	cat	visual	cortex	(Gilbert	&	Kelly,	1975)	and	in	the	rat	primary	

somatosensory	cortex	estimate	that	CT	cells	constitute	just	50%	of	

L6	neurons.	As	a	result,	the	findings	that	L6	in	the	primary	

somatosensory	area	of	the	rat	receives	strong	CC	input	from	deep	

layers	of	the	motor	and	secondary	somatosensory	cortices	(Zhang	&	

Deschênes,	1998),	or	that	frontal	brain	regions	such	as	secondary	

motor	cortex	and	orbital	cortex	provide	prominent	CC	input	to	

pyramidal	neurons	in	L6	of	mouse	motor	cortex	(Hooks	et	al.,	2013),	
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does	not	mean	that	these	CC	projections	make	strong	synapses	with	

L6	CT	cells.	It	is	possible	that	such	projections	instead	primarily	

target	neighboring	IT	cells	within	the	same	layer.	

The	third	study	by	Vélez-Fort	et	al.	(2014)	does	distinguish	

between	IT	and	CT	neurons	in	L6,	and	reported	that	CT	cells	in	

mouse	V1	receive	more	than	20%	of	their	presynaptic	inputs	from	

areas	V2L,	V2M	and	retrosplenial	cortex	(RSC),	in	contrast	to	IT	cells	

that	receive	less	than	5%	of	their	input	from	these	same	areas.	In	this	

study,	the	authors	used	modified	rabies	virus-based	input	tracing	of	

individually	recorded	cells	and	genetically	targeted	populations	to	

measure	the	presynaptic	inputs	to	CT	and	IT	neurons	in	L6	of	V1.	

These	results	may	nevertheless	still	be	consistent	with	ours	if	a	

dissociation	exists	between	the	number	of	presynaptic	neurons	and	

connection	strength,	such	that	CC	synapses	in	L6	of	V1	are	more	

numerous	and/or	stronger	in	IT	neurons	than	in	CT	neurons,	despite	

originating	from	relatively	fewer	neurons.	

It	has	been	noted	that	there	appear	to	be	two	types	of	CT	cells	

in	L6,	those	in	upper	L6	that	project	to	primary	sensory	thalamus	

and	those	in	lower	L6	that	project	to	both	primary	sensory	thalamic	

nuclei	as	well	as	to	association	thalamus	and/or	interlaminar	nuclei	

(Thomson,	2010).	Given	that	thalamocortical	axons	arborize	mostly	

in	L4	and	upper	L6,	and	that	the	lower	L6	CT	cells	have	apical	

dendrites	terminating	in	L5	(in	contrast	to	the	upper	L6	CT	cells	that	

have	apical	dendrites	terminating	in	L4),	it	has	been	proposed	that	

the	principal	synaptic	drive	for	lower	L6	CT	cells	is	CC	rather	than	
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thalamo-cortical	(Zhang	&	Deschênes,	1998).	Thus,	since	our	

recordings	of	CT	cells	are	distributed	across	both	upper	and	lower	L6	

of	V1	and	V2L	(Chapter	2,	Figure	2,	figure	supplement	1),	it	is	

possible	that	our	measurements	underestimate	CC	input	strength	to	

CT	cells.	However,	in	the	V2L	dataset	in	which	lower	L6	CT	cells	

outnumbered	upper	L6	CT	cells,	all	CT	cells	still	received	weaker	V1	

FF	input	than	their	partner	IT	cells.	Thus,	it	seems	that	we	have	yet	to	

definitively	establish	the	principal	source(s)	of	inputs	to	CT	neurons,	

and	much	remains	unknown	about	this	class	of	neurons,	described	as	

“mysterious	creatures	of	the	deep”	by	Harris	&	Shepherd	(2015).	

3.4 PT cells, “awareness neurons”? 

Perhaps	one	of	the	more	surprising	results	of	this	study	is	that	

the	elaborate,	dense	apical	tufts	of	PT	cells	receive	relatively	little	FB	

from	V2L.	Given	the	energy	costs	associated	with	developing	and	

maintaining	these	rich	apical	branches,	they	likely	receive	long-range	

inputs,	albeit	from	other	sources.	This	begs	the	question:	what	might	

these	other	sources	be?	

Using	monosynaptic	rabies	tracing,	Kim	et	al.	(2015)	reported	

that	both	IT	and	PT	neurons	in	L5	of	mouse	V1	received	more	input	

from	HVAs	than	from	any	other	structure.	Indeed,	for	both	IT	and	PT	

neurons,	the	greatest	proportion	of	presynaptic	neurons	was	found	

in	area	V2L	(40%	and	25%	of	all	presynaptic	neurons,	respectively).	

Thus,	if	these	results	and	ours	are	to	be	believed,	it	appears	that	V2L	
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selectively	avoids	the	apical	dendrites	of	PT	neurons	in	V1,	despite	

being	their	greatest	source	of	long-range	input.	

The	authors	also	reported	the	RSC	and	V2M	as	being	prominent	

sources	of	long-range	input	to	PT	neurons	(23%	and	11%	of	all	

presynaptic	neurons,	respectively),	along	with	a	small	fraction	of	

inputs	(<2%)	emanating	from	the	basal	forebrain.	Thus,	it	is	possible	

that	the	apical	tufts	of	PT	neurons	receive	stronger	innervation	from	

these	areas.	Moreover,	if	the	principal	role	of	PT	neurons	is	to	

broadcast	the	final	output	of	cortical	computations,	then	the	RSC	and	

V2M	may	be	more	likely	to	innervate	the	apical	dendrites	of	PT	cells	

than	area	V2L,	since	they	are	both	higher	up	the	cortical	hierarchy.	

Interestingly,	a	recent	sCRACM	study	revealed	an	unlikely	

candidate	for	long-range	inputs	to	the	apical	dendrites	of	PT	neurons	

located	in	V2M	(Galloni	et	al.,	2021).	Axons	from	V1	were	found	to	

strongly	innervate	their	apical	tufts,	more	so,	on	average,	than	other	

dendritic	regions,	despite	the	fact	that	V1→V2M	axonal	projections	

were	densest	in	L2/3	and	L5	and	sparse	in	L1.	Other	regions	

providing	>50%	of	their	input	to	the	apical	tufts	of	PT	neurons	

included	the	anterior	thalamic	nuclei	and	lateral	posterior	nucleus	of	

the	thalamus,	which	is	more	consistent	with	their	dense	axonal	

projections	to	L1	of	V2M.	The	authors	also	used	rabies	tracing	to	

identify	presynaptic	inputs	to	PT	neurons	in	V2M,	and	found	that	the	

RSC	provided	nearly	30%	of	all	input,	similar	to	the	study	by	Kim	et	

al.	(2015),	though	unlike	that	study,	V2L	provided	much	weaker	

inputs	(<5%	of	all	input).	In	sCRACM	recordings,	RSC	did	indeed	
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innervate	the	apical	dendrites	of	PT	cells,	but	to	a	lesser	degree	than	

other	input	areas	such	as	V1	and	the	secondary	thalamic	nuclei.	

Since	PT	cells	target	predominantly	subcortical	areas	rather	

than	cortical	ones,	their	apical	dendrites	may	serve	as	antennae	for	

non-looped	cortical	communication	and	enable	them	to	more	

effectively	broadcast	the	output	of	cortical	computations	to	deep	

brain	structures	involved	in	movement	and	behavior.	Indeed,	our	

simulations	showed	that,	all	else	being	equal,	inputs	arriving	on	the	

more	extensive	apical	dendrites	of	PT	neurons	(Chapter	2,	Figure	5,	

figure	supplement	2)	generate	a	larger	response	at	the	soma	

compared	to	the	thin-tufted	IT	cells	(Chapter	2,	Figure	5,	figure	

supplement	3).	Furthermore,	their	intrinsic	bursting	firing	patterns	

and	dense	coding	properties	may	make	PT	neurons	ideally	suited	for	

relaying	the	results	of	these	computations	to	subcortical	areas	

related	to	action	selection	and	motor	control	(Harris	&	Mrsic-Flogel,	

2013;	Harris	&	Shepherd,	2015).	This	is	because	a	burst	discharge	

may	be	more	likely	to	initiate	action	potentials	in	the	postsynaptic	

neuron	through	significant	temporal	summation	and	amplification	of	

EPSPs	(Williams	&	Stuart,	1999).	

In	this	study,	PT	cells	were	defined	by	their	projections	to	the	

superior	colliculus,	which	has	been	implicated	in	the	regulation	of	

spatial	attention	(Krauzlis,	Lovejoy,	&	Zénon,	2013).	Interestingly,	a	

recent	study	of	PT	neurons	in	mouse	primary	somatosensory	cortex	

found	that	activation	of	PT	apical	dendrites,	but	not	IT	apical	

dendrites,	is	critical	for	tactile	detection	(Takahashi	et	al.,	2020).	The	
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authors	reported	that	whisker-based	perceptual	detection	was	

correlated	with	Ca2+	currents	in	the	apical	tufts	of	PT	neurons,	but	

only	when	the	tactile	stimulus	carried	behavioral	relevance.	

It	has	been	proposed	that	the	apical	dendrites	of	cortical	L5	

pyramidal	neurons	and	their	Ca2+	currents	may	mediate	not	just	

tactile	perception,	but	conscious	perception	more	generally	

(Bachmann,	2015;	K.	Meyer,	2015;	Suzuki	&	Larkum,	2020).	Over	a	

quarter-century	ago,	in	their	essay	titled	‘Some	Further	Ideas	

Regarding	the	Neuronal	Basis	of	Awareness’,	Koch	&	Crick	posited	

that	PT	neurons	may	play	a	pivotal	role	in	conscious	awareness	

(Koch	&	Davis,	1994).	They	wrote	that	“If	at	any	given	point	in	time	

only	1%	of	all	the	neurons	in	cortex	fire	significantly,	about	one	

billion	cells	in	sensory,	motor,	and	association	cortices	would	be	

active	and	we	would	never	be	able	to	distinguish	any	particular	event	

out	of	this	vast	sea	of	active	nerve	cells.	We	strongly	expect	that	the	

majority	of	neurons	will	be	involved	in	doing	computations,	while	

only	a	much	smaller	number	will	express	the	results	of	these	

computations.	It	is	probably	that	we	become	aware	of	only	the	

latter”.	

This	accords	with	previous	proposals	that	the	content	of	

consciousness	is	composed	of	the	output	of	neural	computations	

rather	than	the	computations	themselves	(Johnson-Laird,	1988).	

Since	PT	neurons	convey	the	results	of	cortical	computations,	Koch	&	

Crick	speculated	that	awareness	may	arise	from	these	bursting	cells:	

“Thus	a	very	simplistic	answer	to	the	question	‘Which	neurons	fire	in	
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such	a	way	that	they	correlate	with	awareness?’	would	be	‘The	large	

pyramidal	cells	in	layer	5	that	fire	in	bursts	and	project	outside	the	

cortical	system!’	It	would	be	marvelous	if	this	were	true	but	the	

answer	is	unlikely	to	be	as	simple	as	that”.	

Intriguingly,	this	proposed	property	of	PT	cells	formed	part	of	

Koch	&	Crick’s	“lower-layers	hypothesis”	in	which	neural	correlates	

of	visual	awareness	occur	in	the	deep	layers	of	the	cortex,	L5	and	L6,	

while	L2/3	and	L4	are	mainly	associated	with	unconscious	

processing.	This	hypothesis	stemmed	from	their	observations	that	

burst-generating	cortical	output	neurons	reside	in	L5	and	that	

neurons	in	cat	V1	that	fire	more	strongly	in	the	awake	state	

compared	to	slow-wave	sleep	are	predominantly	found	in	L5	and	L6	

(Livingstone	&	Hubel,	1981).	

Thus,	we	may	speculate	that	there	are	two	fundamentally	

different	types	of	CC	connections	in	lower	layers	of	visual	cortex.	The	

apical	dendrites	of	PT	cells	in	V1,	which	received	only	weak	inputs	in	

our	study,	may	instead	receive	CC	inputs	from	frontal	and	associative	

areas	(Kim	et	al.,	2015)	that	mediate	attention	and	awareness	of	

sensory	stimuli	(Manita	et	al.,	2015;	Takahashi	et	al.,	2020;	

Takahashi,	Oertner,	Hegemann,	&	Larkum,	2016;	Zhang	et	al.,	2014).	

Such	CC	connections	would	be	non-looped	since,	by	definition,	PT	

cells	project	outside	the	cortex	rather	than	within	it.	Meanwhile,	

other	looped	CC	connections	in	the	visual	hierarchy,	such	as	the	ones	

we	have	identified,	may	be	more	used	for	making	sense	of	the	world	
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through	feature	extraction	and	object	identification,	as	we	shall	

explore	further	in	the	next	section.	

3.5 Implications for predictive coding frameworks 

For	much	of	the	history	of	neuroscience,	the	representational	

framework	has	dominated	our	view	of	what	the	cortex	does.	This	

theory	posits	that	sensory	cortical	areas,	driven	mainly	by	FF	input,	

are	tasked	with	extracting	and	identifying	an	object	or	feature	from	

environmental	stimuli.	Thus,	sensory	neurons	act	as	“feature	

detectors”	that	enable	other	neurons	to	act	on	the	presence	(or	

absence)	of	the	detected	feature	(Marr,	1982).	From	simple	cells	in	

visual	cortex	(Hubel	&	Wiesel,	1959)	to	face	cells	in	the	temporal	

cortex	(Perrett,	Rolls,	&	Caan,	1982),	this	representational	

framework	has	been	a	cornerstone	in	how	we	think	about	

neocortical	function.	

However,	an	alternative	view	has	been	gaining	traction	in	the	

last	few	decades,	which	builds	on	ideas	first	put	forward	in	the	1860s	

(Von	Helmholtz,	1867),	that	the	brain	generates	an	internal	model	of	

the	outside	world,	based	on	past	experience,	in	order	to	make	

predictions	about	sensory	inputs	(Barlow,	1961;	Bastos	et	al.,	2012;	

Craik,	1952;	Dayan,	Hinton,	Neal,	&	Zemel,	1995;	Gregory,	1980;	

Keller	&	Mrsic-Flogel,	2018).	In	the	predictive	framework,	the	

predicted	and	actual	sensory	inputs	are	compared,	and	any	

difference	between	the	two,	termed	the	“prediction	error”,	updates	

the	prediction	or	internal	model.	
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Figure	3.1	Adelson’s	Checker-Shadow	Illusion:	squares	marked	A	and	

B	are,	in	fact,	exactly	the	same	shade	of	gray.	

Predictive	coding	theories	help	to	explain	optical	illusions,	such	

as	when	we	see	color	where	there	is	none	because	our	prior	

experience	tells	us	that	objects	seldom	change	color	(Foster,	2011),	

or	when	we	see	two	objects	as	being	different	colors	when	they	are	

in	fact	the	same	(Adelson,	1995).	For	example,	in	Adelson’s	famous	

checkerboard	shadow	illusion	(Figure	3.1),	the	color	of	square	A	

looks	very	different	to	the	color	of	square	B,	but	the	colors	of	these	

two	squares	are	actually	the	same.	Illusions	like	this	one	

demonstrate	that	our	visual	perception	of	the	world	is	not	a	faithful	

representation	of	reality.	Rather,	it	is	an	interpretation.	Our	brain	

assumes	that	a	shadow	darkens	the	surface	it	is	cast	upon,	so	it	

compensates	by	making	square	B	seem	lighter	than	it	really	is,	even	

though	these	two	squares	reflect	exactly	the	same	amount	of	light	to	
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our	eye.	Thus,	the	brain	is	not	a	camera,	and	does	not	passively	

record	the	world.	Instead,	it	actively	constructs	it	based	on	prior	

expectations.	For	this	reason,	perception	may	be	more	accurately	

described	as	“controlled	hallucination”	(Clark,	2015).	Presumably,	

predictive	internal	models	carry	evolutionary	advantages,	

anticipating	not	just	sensory	inputs	arising	from	our	own	actions,	but	

also	the	actions	of	others.	As	Donald	Hoffman	puts	it,	“Perception	is	

not	about	seeing	truth.	It’s	about	having	kids”	(Hoffman,	2016).	

Moreover,	internal	models	can	be	decoupled	from	their	sensory	

inputs	to	simulate	the	sensory	consequences	of	self-generated	

movements.	As	Keller	and	Mrsic-Flogel	point	out,	these	simulations	

“are	likely	what	we	refer	to	as	thinking”	(Keller	&	Mrsic-Flogel,	

2018).	

How	do	these	predictive	coding	theories	map	onto	the	cortical	

circuit?	L5	pyramidal	cells	in	higher	cortical	areas	are	thought	to	

send	predictions	of	bottom-up	input	to	lower	cortical	areas,	while	

L2/3	pyramidal	cells	in	lower	cortical	areas	are	thought	to	send	

prediction	errors	to	higher	cortical	areas.	Importantly,	a	predictive	

framework	suggests	specificity	in	both	FF	and	FB	connections:	in	

order	for	an	internal	representation	of	the	world	to	be	updated	by	

sensory	input,	higher	areas	would	be	expected	to	relay	FB	

predictions	to	the	same	lower	areas	that	they	receive	FF	prediction	

errors	from.	In	other	words,	predictive	coding	requires	looped	

connectivity.	
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Given	that	prediction	error	signals	in	L2/3	neurons	in	mouse	

V1	occur	in	precise	locations	of	the	visual	field	(Zmarz	&	Keller,	

2016),	and	that	V1	arborizations	in	higher	areas	are	retinotopically	

organized	(Wang	&	Burkhalter,	2007),	prediction	errors	may	be	

relayed	in	a	retinotopically	specific	manner	to	higher	areas.	Similarly,	

the	receptive	field	properties	of	LM	FB	inputs	in	L1	of	V1	were	found	

to,	on	average,	retinotopically	match	those	of	underlying	L2/3	

pyramidal	cells	in	their	vicinity	(Marques,	Nguyen,	Fioreze,	&	

Petreanu,	2018),	consistent	with	predictive	coding	models	in	which	

prediction	signals	reciprocally	target	the	same	cells	in	lower	areas	

that	they	receive	information	from	(Sacramento,	Bengio,	Costa,	&	

Senn,	2018).	

However,	although	we	measured	robust	FB	inputs	from	V2L	

and	V2M	to	looped	L2/3	neurons	in	V1,	which	may	be	involved	in	

predictive	processing	computations,	we	did	not	see	a	preference	for	

looped	connectivity	in	superficial	layers,	as	neighboring	non-looped	

L2/3	neurons	received,	on	average,	equal	input.	If	prediction	error	

responses	are	more	prevalent	in	L2/3	than	in	L5,	as	has	been	

reported	(Hamm,	Shymkiv,	Han,	Yang,	&	Yuste,	2021;	Jordan	&	

Keller,	2020;	Saleem,	Ayaz,	Jeffery,	Harris,	&	Carandini,	2013),	we	

might	expect	a	preference	of	FB	inputs	for	looped	neurons	in	

supragranular	layers	rather	than	in	infragranular	ones.	

Considering	that	FB	predictions	are	supposed	to	suppress	

prediction	errors,	their	overall	effect	on	cells	in	lower	areas	may	be	

inhibitory,	rather	than	excitatory.	This	is	consistent	with	studies	
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showing	enhanced	neural	responses	to	unexpected	stimuli,	which	

presumably	reflects	a	failure	of	FB	predictions	to	predict	bottom-up	

sensory	input	and	to	reduce	prediction	errors	(Garrido,	Kilner,	

Stephan,	&	Friston,	2009).	Considering	also	that	FB	axons	densely	

innervate	L1,	which	lacks	excitatory	neurons	and	contains	

interneurons	with	powerful	inhibitory	influences	on	L2/3	pyramidal	

cells	(Chu,	Galarreta,	&	Hestrin,	2003;	Wozny	&	Williams,	2011),	FB	

predictions	may	instead	suppress	prediction	errors	in	superficial	

cells	via	their	axon	terminals	in	L1.	Thus,	the	monosynaptic	

excitatory	FB	connections	we	measured	in	L2/3	cells	may	mediate	

other,	non-predictive,	processes	such	as	attentional	modulation	

(Hopfinger,	Buonocore,	&	Mangun,	2000).	

Alternatively,	if	FB	monosynaptic	inputs	in	L2/3	V1	cells	do	

indeed	convey	predictions,	then	the	lack	of	a	preference	for	looped	

connectivity	in	L2/3	may	not	be	so	surprising,	if	one	is	to	believe	

proposed	microcircuits	for	predictive	processing	(Figure	3.2)	(Keller	

&	Mrsic-Flogel,	2018).	Prediction	errors	may	take	one	of	two	forms:	

either	the	prediction	error	neuron	responds	less	strongly	than	

predicted	(negative	prediction	error),	such	as	when	a	stimulus	

unexpectedly	disappears,	or	it	responds	more	strongly	than	

predicted	(positive	prediction	error),	such	as	when	an	unexpected	

stimulus	suddenly	appears.	It	has	been	suggested	that	negative	and	

positive	prediction	errors	are	encoded	by	two	separate	populations	

of	neurons	(Keller	&	Mrsic-Flogel,	2018;	Rao	&	Ballard,	1999).	
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Figure	3.2	Proposed	microcircuit	for	predictive	coding.	Type	1	

neurons	(left)	encode	positive	prediction	errors,	while	Type	2	neurons	

(right)	encode	negative	prediction	errors.	In	Type	1	neurons,	FB	inputs	

are	inhibitory	and	bottom-up	inputs	are	excitatory,	and	in	Type	2	

neurons,	FB	inputs	are	excitatory	and	bottom-up	inputs	are	inhibitory.	

Triangles,	pyramidal	cells;	Circles,	interneurons.	Reproduced	from	

(Keller	&	Mrsic-Flogel,	2018).	

Indeed,	studies	have	uncovered	evidence	for	each	type	of	

prediction	error.	For	example,	some	L2/3	neurons	in	mouse	V1	

selectively	respond	to	the	absence	of	a	predicted	stimulus	(Fiser	et	

al.,	2016),	so-called	negative	prediction	error	neurons,	while	other	

neurons	selectively	respond	to	the	presence	of	an	unpredicted	

stimulus	(T.	Meyer	&	Olson,	2011),	so-called	positive	prediction	

error	neurons.		

Since	FB	inputs	are	theorised	to	excite	negative	prediction	

error	neurons	and	inhibit	positive	prediction	error	neurons	(Figure	

3.2),	stronger	FB	excitation	of	looped	negative	prediction	error	
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neurons	in	L2/3	of	V1	may	have	been	masked	in	our	recordings	by	

weaker	FB	excitation	of	looped	positive	prediction	error	neurons,	

assuming	that	these	two	populations	of	neurons	are	equally	

abundant	and	interspersed	with	one	another.	This	might	explain	why	

we	observed	no	predilection	of	FB	inputs	for	looped	neurons	in	L2/3.	

Of	course,	this	still	leaves	the	question	of	what	function	FB	inputs	to	

non-looped	L2/3	neurons	serve.	

While	the	symmetry	of	negative	and	positive	prediction-error	

circuits	is	appealing,	it	may	also	be	inefficient	and	biologically	

implausible,	since	it	necessitates	two	populations	of	prediction	error	

neurons	rather	than	one.	Thus,	like	a	gas-guzzling	sports	car,	it	might	

be	aesthetically	pleasing,	but	energetically	rather	expensive.	In	the	

dopaminergic	system,	for	example,	positive	and	negative	prediction	

errors	are	encoded	by	the	same	neurons	(Schultz,	Dayan,	&	

Montague,	1997).	Indeed,	it	is	not	immediately	obvious	what	the	

advantages	are	of	having	separate	circuits	for	signalling	the	

unexpected	absence	or	presence	of	a	stimulus.	They	may	well	be	two	

sides	of	the	same	coin.	After	all,	the	absence	of	an	expected	stimulus	

is	simply	the	presence	of	an	unexpected	stimulus	in	its	place.	

Thus,	a	neural	response	to	the	absence	of	a	predicted	sensory	

input	(“negative	prediction	error”)	may	instead	reflect	a	response	to	

the	presence	of	an	unpredicted	sensory	input.	In	other	words,	

negative	prediction	error	neurons	may	merely	be	positive	prediction	

error	neurons.	If	that	is	the	case,	excitatory	FB	inputs	to	L2/3	

pyramidal	cells	might	be	more	likely	to	mediate	attentional	
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enhancement,	as	previously	mentioned,	increasing	the	gain	of	

prediction	error	neurons,	and	overcoming	FB	suppression	of	

responses	to	predictable	stimuli.	In	this	way,	predictive	(inhibitory)	

and	attentional	(excitatory)	FB	signals	may	work	together	

synergistically	in	L2/3	to	enhance	the	precision	of	perceptual	

inference,	as	demonstrated	empirically	(Kok,	Rahnev,	Jehee,	Lau,	&	

De	Lange,	2012).	Therefore,	the	excitatory	FB	inputs	in	L2/3	cells	

that	we	have	measured	in	this	study	could	be	involved	in	top-down	

attentional	modulation	(which	does	not	require	looped	connectivity),	

leading	to	equal	inputs	in	looped	and	non-looped	neurons,	consistent	

with	our	results.	

3.6 Learning and error backpropagation 

Recently,	models	have	theorized	that	FB	inputs	to	apical	

dendrites	of	looped	FF	neurons	act	as	a	teaching	signal	to	optimise	

the	global	output	of	neuronal	circuits,	akin	to	the	way	

backpropagation-of-error	algorithms	train	artificial	neural	networks	

(Guerguiev,	Lillicrap,	&	Richards,	2017;	Lillicrap,	Cownden,	Tweed,	&	

Akerman,	2016;	Richards	&	Lillicrap,	2019;	Roelfsema	&	Holtmaat,	

2018;	Sacramento	et	al.,	2018).	Such	theories	posit	that	FB	inputs	

send	error	signals	that	adjust	the	synaptic	weights	of	bottom-up	

inputs	to	FF	cells	so	as	to	facilitate	learning	and	improve	the	

functioning	of	the	entire	network.	By	targeting	looped	FF	cells,	FB	

cells	may	modulate	the	information	they	receive	in	order	to	obtain	

the	desired	outcome.	
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For	decades,	the	idea	that	the	brain	implements	“backprop”	has	

been	deemed	biologically	implausible	(Crick,	1989;	Grossberg,	1987).	

Such	perceived	implausibility	stems	in	part	from	the	requirement	of	

the	backprop	learning	algorithm	that	neurons	must	know	the	

synaptic	weights	of	many	other	neurons,	and	that	FF	and	FB	

connections	must	exhibit	precise	symmetry.	However,	more	recently,	

this	idea	has	been	revisited	and	such	architectural	constraints	have	

been	lifted.	It	has	been	argued	that	only	a	modest	symmetry	between	

FF	and	FB	weights	is	required	for	rapid	learning,	and	that	even	

random	FB	weights	are	able	to	deliver	useful	teaching	signals	

(Lillicrap	et	al.,	2016).	

Several	attempts	have	been	made	to	develop	more	biologically	

realistic	models	for	how	backprop	could	be	implemented	by	neural	

circuits	(Guerguiev	et	al.,	2017;	Sacramento	et	al.,	2018).	By	

segregating	FF	and	FB	inputs	to	distinct	dendritic	compartments	–	a	

basal	compartment	for	bottom-up	sensory	information	and	an	apical	

compartment	for	top-down	feedback	information	–	these	models	

provide	dendritic	solutions	to	the	“credit	assignment	problem”	

(Richards	&	Lillicrap,	2019).	This	problem	refers	to	the	difficulty	in	

assigning	credit	or	blame	to	neurons	at	lower	hierarchical	levels	for	

errors	that	occur	several	synapses	away	at	higher	hierarchical	levels.	

For	example,	if	a	neuron	in	sensory	cortex	contributes	to	errors	in	

motor	cortex,	how	can	the	brain	correctly	change	the	synaptic	

connections	of	this	neuron	if	the	behavioural	effects	of	those	changes	

also	depend	on	intermediary	synaptic	connections	downstream	that	

link	this	sensory	neuron	with	the	final	output?	
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The	implications	of	these	more	biologically	feasible	models	

bear	relevance	to	our	own	findings,	since	the	distal	apical	dendrites	

of	looped	pyramidal	neurons	play	a	central	role	in	their	proposed	

solution	to	the	credit	assignment	problem.	Our	results	are	consistent	

with	these	models	in	that	we	observe	a	preference	for	looped	

connectivity	in	CC	projections,	and	these	models	predict	alignment	of	

FF	and	FB	synaptic	weights.	In	the	presence	of	weight	alignment,	

non-looped	neurons,	which	by	definition	have	zero	synaptic	weight	

with	the	source	of	CC	input,	would	be	expected	to	receive	less	CC	

input	relative	to	looped	neurons,	which	is	what	we	find.	Thus,	the	

prefential	innervation	of	looped	neurons	that	we	observe	may	

provide	a	biological	substrate	for	learning,	and	the	apical	dendrites	

of	looped	IT	neurons	may	be	specialised	for	this	purpose.	

However,	while	our	results	are	consistent	with	a	degree	of	

weight	alignment	in	cortical	circuits,	they	do	not	prove	the	existence	

of	symmetric	FF	and	FB	synaptic	weights	in	bidirectionally	

connected	pairs	of	neurons	located	at	different	hierarchical	levels.	

This	is	because	sCRACM	measures	the	strength	of	inputs	from	a	

presynaptic	population	rather	than	from	an	individual	presynaptic	

cell.	Consequently,	the	monosynaptic	connections	that	we	measure	

are	at	the	area-to-cell	level,	rather	than	at	the	cell-to-cell	level.	

Moreover,	we	cannot	know	whether	the	looped	cells	labelled	in	this	

study	contact	the	same	cells	that	they	receive	monosynaptic	inputs	

from.	
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3.7 Limitations of our study 

It	is	worth	mentioning	several	potential	limitations	of	our	

approach.	First,	it	is	possible	that	the	specificity	of	FF	or	FB	

connections	varies	across	projections.	Given	that	we	recorded	similar	

numbers	of	cells	across	different	projections,	nonsignificant	results	

could	therefore	reflect	underpowered	data	rather	than	lack	of	

specificity.	Such	variations	are	conceivable	given	that	the	HVAs	

targeted,	namely	LM	and	AM,	lie	at	opposite	ends	of	the	visual	

cortical	hierarchy,	with	LM	even	receiving	direct	thalamocortical	

projections	from	dLGN	(Antonini,	Fagiolini,	&	Stryker,	1999;	Oh	et	al.,	

2014).	Thus,	while	V1→V2L	L6	projection	neurons,	for	example,	did	

not	receive	stronger	FB	from	V2L	compared	to	non-looped	neurons,	

this	could	be	due	to	an	insufficient	number	of	cell	pairs	recorded.	

Another	potential	drawback	pertains	to	FF	connections.	Unlike	

FB	axons,	which	are	widely	distributed	across	V1,	FF	projections	

tend	to	be	restricted	to	a	narrow	column	(~200/250	microns	wide)	

of	the	HVA	that	they	target.	While	we	recorded	pairs	no	more	than	

200	microns	apart,	it	is	possible	that	in	some	cases,	cells	may	have	

received	less	input	than	their	partner	cell	because	of	being	located	

just	outside	of,	or	on	the	border	of,	this	FF	axonal	column.	In	

addition,	given	that	the	boundaries	we	used	to	define	cortical	layers	

are	approximate,	it	may	be	that	some	cells	with	somas	very	closely	

positioned	to	estimated	laminar	borders	were	incorrectly	assigned	to	

layers.	
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We	recorded	from	mice	~P40/P45,	almost	a	month	after	eye	

opening,	though	it	is	not	clear	if	full	maturation	of	FF	or	FB	axonal	

connectivity	has	occurred	by	this	time	point,	and	there	is	evidence	to	

suggest	that	interareal	CC	connections	continue	to	develop	several	

months	after	eye	opening	(Dong,	Wang,	Valkova,	Gonchar,	&	

Burkhalter,	2004).	Ideally,	our	recordings	would	have	been	carried	

out	in	older	mice,	though	whole-cell	patch	clamp	recordings	become	

increasingly	difficult	to	perform	with	age.	

Given	that	our	injections	in	V2L	and	V2M	may	have	in	some	

cases	targeted	more	than	one	HVA,	it	is	possible	that	this	added	noise	

to	our	FB	datasets	such	that	ChR2+ve	FB	inputs	to	a	V1	neuron	

labelled	as	looped	may	have	come	from	a	different	area	to	the	one	it	

projected	to.	This	would	be	expected,	however,	to	reduce	specificity	

of	FB	connections	rather	than	to	increase	it,	and	the	likelihood	of	a	

mismatch	between	looped	neurons	and	the	source	of	FB	was	reduced	

by	coinjecting	the	ChR2	and	retrobeads	in	the	same	pipette.	

Given	that	the	sCRACM	method	has	a	spatial	resolution	of	~60	

μm	(Petreanu,	Mao,	Sternson,	&	Svoboda,	2009),	specificity	of	FF	and	

FB	connections	for	looped	neurons	could	arise	from	stronger	

synapses,	more	synapses,	or	a	mixture	of	the	two,	and	we	cannot	

distinguish	between	these	scenarios.	Similarly,	given	that	ChR2	was	

expressed	in	many	cells	across	cortical	layers,	we	cannot	say	

whether	cells	presynaptic	to	looped	and	non-looped	neurons	differed	

in	either	quantity	or	identity.	
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3.8 Future directions 

Aside	from	the	potential	future	experiments	already	discussed,	

such	as	establishing	whether	or	not	deep-layer	FF-FB	loops	involve	

cell-to-cell	specificity	rather	than	simply	area-to-cell	specificity,	

several	other	interesting	lines	of	research	remain	to	be	investigated.	

For	example,	it	remains	to	be	determined	whether	or	not	FF-FB	loops	

involve	non-visual	areas	as	well,	and	how	prevalent	they	are	across	

the	cortex.	As	stated	by	Ungerleider	and	colleagues	(1994),	“…it	may	

be	that	the	rules	that	have	been	used	for	establishing	hierarchical	

relationships	within	both	the	visual	and	somatosensory	systems	do	

not	extend,	in	any	simple	way,	to	connections	with	frontal	lobe	

areas”.	Given	the	lack	of	selectivity	for	looped	neurons	observed	in	

various	CC	projections	to	the	somatosensory	and	motor	cortex	(Mao	

et	al.,	2011;	Suter	&	Shepherd,	2015;	Yamawaki,	Radulovic,	&	

Shepherd,	2016),	it	appears	unlikely	that	selective	targeting	of	

looped	cells	is	a	consistent	property	of	CC	connections	(though	it	is	

possible	that	in	these	studies,	separately	analyzing	apical	and	basal	

inputs	would	have	revealed	dendrite-specific	preferences	for	looped	

connectivity	in	some	cases).	As	of	the	time	of	writing,	work	in	the	lab	

suggests	that	L5	V1	neurons	projecting	to	RSC,	implicated	in	spatial	

and	episodic	memory	and	navigation,	receive	stronger	FB	inputs	

from	RSC	compared	to	adjacent	V2L-projecting	neurons	(Figure	3.3).	
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Figure	3.3	A)	sCRACM	maps	of	an	example	pair	of	V1	L5	neurons	

overlaid	on	their	reconstructed	dendrites.	Responsive	locations	are	

color-coded	to	represent	mean	amplitude.	The	looped	cell	projects	to	

the	retrosplenial	cortex,	the	source	of	FB,	while	the	non-looped	cell	

projects	to	V2L	B)	Paired	comparisons	of	total	FB	input	to	looped	vs.	

non-looped	neurons.	Unpublished	data	collected	by	Beatriz	Moura.	

It	is	likely	that	the	selective	modulation	of	looped	neurons	that	

we	have	identified	in	this	study	occur	in	other	long-range	projections	

arising	from	the	cortex.	For	example,	it	has	already	been	shown	that	

both	CT	and	PT	cells	in	the	primary	somatosensory	cortex	of	the	

mouse	preferentially	target	looped	over	non-looped	neurons	in	the	

thalamus	(Guo,	Yamawaki,	Barrett,	Tapies,	&	Shepherd,	2020).	

Indeed,	cortico-thalamo-cortical	loops	may	be	critical	for	

communication	in	hierarchical	models	of	cortical	organization	

(Shepherd	&	Yamawaki,	2021).	Further	cases	may	remain	to	be	

uncovered.	For	instance,	corticoclaustral	projection	neurons	have	

been	identified	in	L6	and,	rarely	for	L6	neurons,	have	apical	

A B
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dendrites	extending	to	L1	(Katz,	1987),	while	reciprocal	

claustrocortical	projections	strongly	innervate	L6	and	L1	(LeVay,	

1986).	

FF	and	FB	connections	may	also	show	specificity	with	respect	

to	local	inhibitory	neurons,	not	just	excitatory	neurons.	They	may,	for	

example,	preferentially	synapse	onto	inhibitory	neurons	connecting	

either	to	looped	neurons	or	to	other	interneurons	that	connect	to	

looped	neurons.	One	such	candidate	recipient	of	specific	CC	

connections	are	interneurons	expressing	the	vasoactive	intestinal	

polypeptide,	which	are	known	to	receive	considerable	long-range	

and	neuromodulatory	inputs	(Wickersham	et	al.,	2007;	S.	Zhang	et	

al.,	2014),	and	to	mainly	suppress	somatostatin-expressing	

interneurons,	leading	to	the	disinhibition	of	pyramidal	cells	(Kepecs	

&	Fishell,	2014;	Pfeffer,	Xue,	He,	Huang,	&	Scanziani,	2013).	

Understanding	the	precise	wiring	of	FB	axons	with	regard	to	

inhibitory	neurons	also	promises	to	inform	the	predictive	coding	

models	that	we	discussed	earlier,	in	which	FB	is	posited	to	suppress	

prediction	errors.	

Another	area	that	has	been	neglected	is	the	role	of	FB	

connections	targeting	the	basal	dendrites	of	cells	in	lower	areas.	We	

observed	that,	in	all	layers	including	L5,	FB	axons	strongly	

innervated	the	perisomatic	region.	Presumably,	these	inputs	amplify	

local	FF	input	and	increase	the	likelihood	of	action	potential	

initiation	in	the	axon	hillock	and	axon	initial	segment.	Using	full-field	

LED	illumination	to	activate	FB	inputs	(both	perisomatic	and	apical),	
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we	found	that	FB	does	indeed	induce	greater	spiking	activity	in	

infragranular	looped	neurons	with	concomitant	bottom-up	input	

(Chapter	2,	Figure	8).	However,	teasing	apart	the	contributions	of	

perisomatic	and	apical	FB	input	to	action	potential	generation	might	

shed	light	on	the	different	functions	they	likely	play.	Most	models	of	

cortical	computation	emphasize	the	part	played	by	apical	dendrites	

and	L1	in	FB	processing,	and	overlook	the	fact	that	FB	axons	may	

make	stronger	connections	to	basal	dendrites	than	to	apical	ones.	

Answering	these	questions	could	help	to	reveal	the	full	complexity	of	

long-range	connectivity	in	the	cortex,	which	will	likely	take	scientists	

many	decades,	if	not	centuries,	to	unravel.	
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