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Abstract—This paper proposes a synergistic approach that 
traverses the battery optimal size simultaneously against 
the optimal power management based on deep 
reinforcement learning (DRL). A fuel cell hybrid electric 
vehicle (FC-HEV) with the fuel cell/battery hybrid 
powertrain is used as the study case. The battery plays a key 
role in current transportation electrification, and the 
optimal sizing of the battery is critical for both system 
technical performances and economical revenues, especially 
in the hybrid design. The optimal battery design should 
coordinate the static sizing study against the dynamic power 
distribution for a given system, but few works provided the 
synergistic consideration of the two parts. In this study, the 
interaction happens in each sizing point with the optimal 
power sharing between the battery and the FC, aiming at 
minimizing the summation of hydrogen consumption, FC 
degradation and battery degradation. Under the proposed 
framework, the power management is developed with deep 
Q network (DQN) algorithm, considering multi-objectives 
that minimizing hydrogen consumption and suppressing 
system degradation. In the case study, optimal sizing 
parameters with lowest cost are determined. Leveraged by 
the optimal size, the hybrid system economy with 
synergistic approach is improved by 16.0%, comparing 
with the conventional FC configuration. 

Index Terms—deep reinforcement learning, fuel cell hybrid 
electric vehicle, hybrid energy storage system, power management, 
sizing study 

I. INTRODUCTION 

ITH the growing concerns on greenhouse gas emissions, 
the noise pollution related to engine operation, as well as 

the fossil fuel shortage, the global vehicle industry has been 
putting increasing efforts on vehicle electrification [1]. Some 
commercialized attempts include electric vehicles (EV), hybrid 
electric vehicles (HEV) and fuel cell electric vehicles (FCEV) 
[2]. Fuel cell (FC) has been regarded as a promising option to 
replace the internal combustion engine (ICE) [3]. Comparing 
with EVs, time consumed by hydrogen refilling is competitive 
with traditional gas refilling, and the stored energy in the FC 
can outperform batteries of similar size [4]. However, several 
drawbacks of FC have been the obstacle of taking it as the sole 
power source on vehicles: i) its response to power demand is 
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slow [5]; ii) its longevity is sensitive to  load variation [6]; iii) 
cold start is difficult [7]; iv) FCs cannot absorb energy, thus 
regenerative braking is impossible [8]. As the power demand of 
vehicle fluctuates drastically, FC-only energy storage system 
(ESS) would be oversized to satisfy the peak power demand [9], 
which is a waste during most of the operation time. Therefore, 
a hybrid energy storage system (HESS) combining the FC 
system with an auxiliary high-power device is more applicable 
under the complex and fast-changing vehicle working condition 
[10].  Li-ion battery can reach much higher power in vehicular 
application [11, 12], and FC/Li-ion battery HESS is discussed 
in this study. 

Power conversion in the FC-HEV powertrain has two stages: 
DC-DC conversion between the power sources and DC bus, and 
DC-AC conversion between DC bus and the motor. In the 
FC/battery HESS, FC power is usually controlled by a DC-DC 
converter, while battery may connect to the DC bus directly or 
also be controlled by a DC-DC converter. Fully-active topology 
denotes the configuration that both FC and battery power flow 
are actively controlled by DC-DC converters [13]. It is the most 
flexible configuration, but the hybrid system would bulkier and 
with lower efficiency because of the two DC-DC converters, 
and the cost would be higher. FC-active configuration keeps 
one DC-DC converter for FC controlling, and the battery is 
connected directly to the DC bus. It  requires less investment, 
and is widely used because it successfully facilitates the power 
split control between FC and battery [14]. To balance system 
investment and performance, the FC-active topology may be 
the optimal option, and it is selected for the hybrid power 
system in this study. In this architecture, FC is the active power 
source with the DC-DC converter between the FC and the DC 
bus, and the FC output power can be actively controlled. The 
Li-ion batteries directly connect to the DC bus, supplementing 
power demand or absorb excess power passively. As the battery 
responds passively without active control, its performance 
would be much dependent on its key size parameters, like 
capacity and maximum C-rate [15]. Battery size would 
influence its performance in system dynamic characteristics 
[16], regenerative braking endurance, and adjusting FC 
working conditions [8]. Thus, delicate battery sizing study 
would be indispensable to design a HESS with optimal 
performance and reasonable investment. 

Due to the heterogeneous type of the components, the power 

Advanced Low Carbon Propulsion Systems (C-ALPS), IFTC, Coventry 
University, England, UK (Corresponding Author: Jianwei Li Email: 
Jianwei.li@bath.edu; Jianwei.li@ieee.org) 

Battery Optimal Sizing under a Synergistic 
Framework with DQN Based Power Managements 

for the Fuel Cell Hybrid Powertrain 
Jianwei Li Member, IEEE, Hanxiao Wang, Hongwen He Senior Member IEEE Zhongbao Wei, Member IEEE 

Qingqing Yang Member, IEEE, Petar Igic Senior Member IEEE  

W 

Authorized licensed use limited to: COVENTRY UNIVERSITY. Downloaded on June 17,2021 at 13:49:33 UTC from IEEE Xplore.  Restrictions apply. 



2332-7782 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TTE.2021.3074792, IEEE
Transactions on Transportation Electrification

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

2 

management strategy (PMS) and component sizes are the key 
factors influencing the control performance and system 
economy of a hybrid powertrain [17]. The optimal system 
design should coordinate the static sizing study against the 
dynamic power distribution. However, the key difficulty lies in 
that the sizing study and the power management are coupling 
together, and its impractical to conduct PMS optimization 
without a specific size. Thus, few works have presented a 
synergistic consideration of the two parts. 

A. Sizing optimization methods 

Previous research of HESS sizing study includes different 
scenarios like microgrids [18] and charging systems [19] and 
transportation [3, 7, 20-28]. Among sizing study for HESS in 
transportation applications, some researchers used statistical 
description of driving cycles to determine the size of the power 
sources [21, 22]. Some scholars tried to conduct sizing study 
with global optimization algorithms [3, 20, 25], where the 
power between different components is simply split according 
to frequency. Eldeeb et al. [20] proposed a genetic algorithm-
based optimization method to minimize system cost of the 
HESS on a plug-in HEV (PHEV), where weight and volume 
were also investigated to decide the optimal battery unit and 
supercapacitor size. The sizing process is conducted with a 
developed hybrid Particle Swarm–Nelder–Mead algorithm in 
[25]. For FC/battery HESS sizing study, Ziaeinejad et al. 
proposed an iterative sizing method without analyzing the 
dynamics of power distribution [7]; while some researchers 
considered dynamic driving cycles in their proposed sizing 
methods, but failed to consider fuel cell degradation [26-28]. 
These sizing methods may be static analysis, neglecting the 
dynamics of PMS, or rely on global optimizations with heavy 
computational loads. 

B. Power management strategies 

Some of the existing PMS are based on either predefined 
rules or global optimization algorithms [29-31]. The rules are 
usually created by expert experience, well suited for real-time 
applications, but is generally not optimal [6]; while 
optimization-based approaches usually require the detailed trip 
information or accurate prediction, and may consume hours to 
obtain the optimization results. Reinforcement learning (RL) 
based PMS has attracted much research attention in recent years. 
Comparing with existing PMS, RL algorithms could reached 
near-optimal performance in fuel economy with much less time 
consumption comparing to global optimization algorithms. It is 
particularly suitable when the accurate system model or global 
information is not available [32]. Some researchers have 
applied RL-based algorithms in HEV/PHEV PMS issues [33-
37], but research of RL-based PMS for FC-HEV is not abundant 
[38-40]. Hsu et al. [38] applied Q-learning on the FCHEV, and 
designed two working modes with different reward functions, 
but fuel cell degradation is not considered in this PMS. Yuan et 
al. [40] proposed a Q-learning based hierarchical strategy for 
plug-in FCHEVs. The influence of FC start-stop on its 
degradation is considered, but other working conditions that 
might accelerate fuel cell degradation were not considered. Q-

learning is one of the most classic reinforcement learning 
algorithms, but its inherent drawback is that it can only deal 
with discrete problems. For multi-dimensional optimization 
problems like PMS for FC-HEV, the discretized state values in 
Q-learning would most likely lead to bad convergence ability 
and poor optimality. Deep Q network (DQN) is an effective 
deep reinforcement learning algorithm, which employs deep 
neural network to replace the discrete evaluation matrix in Q-
learning, and therefore is more suitable for handling such 
problems with high-dimensional or continuous state space. In 
above algorithm designs, although fuel economy is taken as an 
optimization objective, the cost analysis of component 
degradation during operation is barely comprehensively 
conducted. Also, the factors accelerating fuel cell degradation 
is not well evaluated.  

C. Contribution of this study 

As sizing study and PMS are coupled issues, they should be 
synergistically considered to realize best system performance. 
Nevertheless, in existing researches, the two parts are generally 
discussed separately. Sizing parameters of vehicle power 
system are usually determined in a static way, where the 
onboard power system is designed to meet static indicators like 
maximum power, energy requirement, etc. During PMS 
optimization, the sizes of components in the HESS are usually 
predefined and constant, which may not be the optimal one for 
system economy even if with an optimized PMS. While in 
sizing study, if statistical description of driving cycles is 
analyzed, the optimality of the PMS cannot be promised; if 
global searching algorithms are adopted, heavy computational 
loads would be required [41]. Sizing study and PMS should be 
considered as a whole: on the one hand, out of fuel cell's 
inherent need for stable operation, different battery sizes would 
decide the upper bound of the PMS performance; on the other 
hand, PMS would determine the possible score of each sizing 
point in aspects about component life and hydrogen 
consumption. To realize this, the static sizing parameters should 
be turned into optimization variables, and the dynamics of PMS 
should be fully recognized. Moreover, multiple objectives 
should be considered with high-efficiency optimization 
methods. 

Considering above issues, the following improvements are 
proposed in this study: 

First, a synergistic approach is developed to reach better 
overall system economy, where the sizing study on key 
parameters of the battery and PMS optimization are 
collaboratively considered and investigated. Under the 
synergistic framework, static sizing study as well as the 
dynamic power distribution is coordinated. 

Second, a multi-objective power management method is 
developed to find the optimal power distribution at each sizing 
point with minimal operation cost and component degradation. 
Meanwhile, a comprehensive cost analysis is established based 
on the results of power management, which is used to traverse 
and quantitatively label the whole sizing space. 

In addition, the DQN algorithm is applied in FC-HEV, for 
the first time, to realized multi-objective power distribution in 
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an open literature. In proposed multi-objective deep Q network 
(MDQN) based PMS framework, conditions accelerating fuel 
cell degradation are well considered. Comparing with global 
optimization methods, one of the advantages of proposed 
MDQN-based PMS is the control-strategies can be extracted 
from the trained RL agent and transferred into vehicle control 
unit for real-time application, after the optimal size and 
optimized PMS is derived. 

The remainder of this paper is organized as follows: Section 
II describes the FCHEV model; Section Ⅲ introduces the 
synergistic framework; Section Ⅳ illustrates the simulation 
results and Section Ⅴ gives the conclusion. 

II. FUEL CELL HYBRID ELECTRIC VEHICLE MODELING 

The control-oriented vehicle model is established in this 
section. 

A. Vehicle Configuration 

Most part of the power output from the HESS is to provide 
the vehicle with driving force. Here, the power required to 
overcome the driving resistance in longitudinal direction is 
considered as the power demand, and is calculated according to 
the longitudinal dynamic model of the FC-HEV described in 
[42] and the permanent magnet synchronous motor model 
according to [43]. The discussed FC-HEV is a commercial city 
bus, and its parameters are measured from the city bus produced 
by Yutong Bus Company [42]. Configuration and parameters 
of the FC-HEV are listed in Table 1. 

B. Fuel Cell Modeling 

Among the several types of fuel cells available in the market, 
proton exchange membrane fuel cell (PEMFC) has become one 
of the most adaptable fuel cells as a mobile power supply for 
vehicles due to its high-power output, simple structure, and easy 
operation [44]. Besides, PEMFC's best working temperature is 
80℃-90℃, but it also can operate normally at room temperature. 
In the presented study, PEMFC is employed as the main power 
source, and the PEMFC model is constructed as follows [45]: 
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where 𝑉ி஼ (V), 𝐼ி஼ (A) are the FC stack output voltage and 
current, respectively; 𝑅௢௛௠(Ω) is the internal resistance; 𝐸ை஼(V) 

is the open-circuit voltage; 𝑖଴(A) is the exchanged current; 𝑁 is 
the number of cells; 𝐴 is the Tafel slope; and 𝑇ௗ is the reaction 
time. 

Current output 𝐼ி஼  is controlled by DC-DC converter, and 
the output power 𝑃ி஼ can be calculated as: 

 𝑃ி஼ ൌ 𝑉ி஼ ∗ 𝐼ி஼ (2) 
An empirical equivalent fuel cell degradation model 

proposed in [46] is employed to quantify the operational 
degradation of fuel cell. According to this model, the working 
conditions that would accelerate fuel cell degradation can 
mainly be classified into four categories: load changing, startup 
and shutdown, idling, and high-power load. The empirical 
formula for the percentage voltage decline of a fuel cell stack is 
shown as follows: 

 1 1 2 2 3 3 4( )FC pk k t k t k t k n      (3) 

where Δ𝜙ி஼ (%) denotes the performance decline, defined as 
the percentage voltage drop in a fixed current; 𝑡ଵ, 𝑡ଶ, 𝑡ଷ  and 𝑛 
are duration of idling, duration of dynamic loading, duration of 
heavy loading, and start-stop count, respectively. The value and 
definition of parameters in (3) are summarized in Table. 2. 

With this degradation quantification model, the operational 
degradation of fuel cell in different scenarios or under different 
PMS can be evaluated and transformed into system cost. 

C. Fuel Cell Modeling 

Lithium-iron Phosphate battery is used as the other part of 
power source in the HESS to assist the FC, and the internal 
resistance battery model is adopted here to represent the 
dynamic characteristics of the battery [47]. During HESS 

operation, battery state is updated as follows: 

 
𝑆𝑜𝐶ሶ ൌ െ𝐼௕/𝑄௕ 

𝑈௕ ൌ ൜
𝑉ሺ𝑆𝑜𝐶ሻ െ 𝐼௕𝑟௖௛ሺ𝑆𝑜𝐶ሻ, 𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔

𝑉ሺ𝑆𝑜𝐶ሻ െ 𝐼௕𝑟ௗ௜௦ሺ𝑆𝑜𝐶ሻ, 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔
 (4) 

where 𝑉ሺ𝑆𝑜𝐶ሻ  is the open circuit voltage as a function of 
battery state of charge (SoC); 𝑟(Ω) is the internal resistance and 
is different in charging or discharging; 𝑄௕(Ah) is the battery 
capacity; 𝑈௕(V), and 𝐼௕(A) are the output voltage and current, 
respectively. 

In this study, battery SoC is limited between 0.3-0.8. An 
empirical equivalent battery degradation model proposed in [48] 
is employed to quantify the operational degradation of battery. 
Li-ion battery is considered to reach the end of its life when 20% 
of capacity has been lost, during which the battery can work 
about 5000 full cycles [49]. The life of the battery is also 
affected by the charge/discharge rate (C-rate). The fitting result 
of the relationship between the battery's cycle life correction 
factor and C-rate is presented as follows [48]: 

TABLE I  FCHEV PARAMETERS 

Component Parameter Value 

Traction Motor 
Maximum Power/kw 150 
Maximum torque/Nm 2000 

Fuel cell 
Type PEMFC 

Maximum power/kw 75 
DC-DC 

converter 
Maximum power/kw 75 

Battery type 
Type LiFePO4 

DC bus Voltage/V 576 

Vehicle 

Loaded mass/kg 14000 
Air resistance coefficient 0.55 

Rolling resistance 
coefficient 

0.0095 

Tire rolling radius/mm 473 
Transmission efficiency 0.93 

Windward area/m2 6.6 

TABLE Ⅱ  FC DEGRADATION MODEL COEFFICIENTS 

Coefficient Value Definition 

𝑘ଵ 0.00356(/h) 
Output power less than 10% of 

rated power 

𝑘ଶ 0.00126(/h) 
Power variations rate larger 

than 10% of max power 
𝑘ଷ 0.00147 (/h) Higher than 90% of max power 
𝑘ସ 0.00196(/count) One full start-stop count 

𝐾𝑝 1.47 
Modified coefficient for on-

road systems 
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 𝜉௕௔௧ ൌ 𝜉ଵ|𝐶𝑟𝑎𝑡𝑒|ଶ ൅ 𝜉ଶ|𝐶𝑟𝑎𝑡𝑒| ൅ 𝜉ଷ (5) 

where 𝜉ଵ , 𝜉ଶ , 𝜉ଷ  are the curve-fitting coefficients, and their 
values are 0.0023, -0.1014 and 1.1146, respectively. The model 
originates from rain-flow cycle counting algorithm [50], which 
reconstructs battery charging/discharging half cycles with 
different depth of discharge, and evaluates the loss of lifetime 
with the reconstructed cycles. Therefore, the aging effect of 
charging is considered in integration with discharging, and 
negative C-rate from regenerative braking is considered in the 
form of absolute value. 

The total energy that battery can release during its service life 
is constant. Therefore, the life degradation factor of a battery 
can be formulated as: 

 Δ𝜙௕௔௧ ൌ
׬ 𝑃௕௔௧_ௗ௜௦𝜉௕௔௧

ିଵ 𝑑𝑡
5000 ∗ 3600 ∗ 𝐸௕௔௧

 (6) 

where 𝑃௕௔௧_ௗ௜௦ (kW) is the discharge power during battery 
operation; 𝐸௕௔௧(kWh) is the capacity of the battery. 

III. SYNERGISTIC SIZING-PMS FRAMEWORK 

Energy management strategy and component sizing study are 
coupled issues, but are usually separately discussed in existing 
literatures. The synergistic sizing-PMS framework 
simultaneously deriving both optimized sizing parameters and 
the corresponding optimal PMS is introduced in this section.  

A. Synergistic Framework Structure 

As shown in Fig. 1, the framework includes the analysis part 
and the results part. The results of the proposed framework 
consist of both optimized sizing parameters and optimal PMS 
for this configuration. The PMS-sizing study interaction is the 
essential part in the proposed framework, and is illustrated in 
red cycle zones with the mutual linkages and labels as coupled 
issues. In this study, fuel cell stack size covers the power 
demand supporting vehicle cruising with maximum speed, and 
is set at 75kw. Thus, the sizing study mainly discusses battery 
key parameters and their influence on the system. The 
optimization space includes two variables: HESS system 
maximum power standard value  max

HESSP pu  and battery 

maximum C-rate. Taking the peak power demand in target 

driving cycle as standard value,  max
HESSP pu  represents the sum of 

FC maximum power and battery maximum power, and ranges 
from 1 to 1.4, with increment 0.1; battery maximum C-rate 
ranges from 1 to 5, with increment 1. The lower bound of 

 max
HESSP pu  is 1, because the hybrid power system must guarantee 

the peak power demand. Since battery is the assistant for fuel 
cell in the FCHEV, having too large battery pack is not 
necessary or practical with the limited space onboard. Besides, 
the results over  max

HESSP pu =1.4 is tedious and not valuable for 

further analysis, upper bound of  max
HESSP pu is 1.4. If the 

maximum C-rate is too low, battery would not be able to output 
high power. Under certain  max

HESSP pu  , large maximum C-rate 

means small battery capacity. When battery maximum C-rate is 
larger than 5, the degradation of battery would increase 
drastically, which would not be applicable in practical situation. 
As the battery voltage is set consistent with the vehicle bus 
voltage, these two parameters determine battery capacity and 
maximum power charging/discharging ability, and decides the 
initial investment on battery pack as well. Matching different 
values of the two variables, candidates (C-rate,  max

HESSP pu ) in the 

optimization space are generated and provided as the inputs for 
PMS optimization, as shown in the linkage (a) in Fig. 1. 

Simultaneously, the optimal PMS based on DQN algorithm 
would be designed for each candidate (as shown in linkage (b)). 
After this, different power distribution results would be 
evaluated in cost analysis (in linkage (c)), along with the 
corresponding size and investment information (in linkage (d)). 
To realize multi-objective optimization, hydrogen consumption 
and FC degradation is optimized in proposed PMS algorithm, 
while battery investment and operational cost are also taken into 
consideration in cost analysis part. 

As illustrated in green cycle zone, the operational cost in this 
study consists of three parts: equivalent hydrogen consumption 
cost, fuel cell operational cost and Li-ion battery operational 
cost. The cost analysis takes both the power distribution results 
of all candidates generated by their respective optimal PMS and 
component investment from the sizing study, and would 
simultaneously determine the results of optimized size and the 
corresponding optimal PMS eventually. 

 
Fig. 1. The Sizing-PMS Synergistic Framework.  
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As shown in the grey box zone, the target typical driving 
cycle is used as the power demand input and constraints on 
PMS optimization and sizing optimization space design. 
Widely adopted typical driving cycles includes Urban 
Dynamometer Driving Schedule (UDDS), the New European 
Driving Cycle (NEDC), etc. The input driving cycle is flexible, 
and should be determined according to target vehicle types and 
working scenarios. In this study, as the power system is 
designed for a fuel cell hybrid city bus, the Chinese typical 
urban driving cycle (CTUDC) is used to simulate city driving 
conditions. The details of the testing driving cycle is described 
in [51]. Component models as described in section Ⅱ are used 
in PMS optimization and cost analysis to calculate hydrogen 
consumption and operational costs. 

B. Comprehensive cost analysis Details 

Hydrogen consumption consists of the hydrogen consumed 
by fuel cell and the equivalent hydrogen transformed from 
battery output power, which can be described as: 

 Δ𝑚ுమିி஼ ൌ 𝑓ሺ𝑃ி஼ሻ (7) 

 Δ𝑚ுమି௕௔௧ ൌ Δ𝐸௕௔௧/𝜂௧௥௔௡௦𝐿𝐻𝑉 (8) 
where Δ𝐸௕௔௧(J) is the change of battery stored energy, 𝜂௧௥௔௡௦ is 
the efficiency factor, and 𝐿𝐻𝑉 (J/kg) is the low heat value of 
hydrogen. Hydrogen mass consumed by fuel cell is a function 
of its output power. 

Then the equivalent fuel cost can be derived as: 

 𝐶𝑜𝑠𝑡ுଶ ൌ ሺΔ𝑚𝐻2െ𝐹𝐶 ൅ 𝛥𝑚𝐻2െ𝑏𝑎𝑡ሻ𝑃𝑟𝑖𝑐𝑒𝑓𝑢𝑒𝑙 (9) 

Fuel cell operational cost includes quantified degradation 
cost and the average investment in DC-DC converter. The price 
of the DC-DC converter for FC is ¥300/kW[48]. In this study, 
fuel cell initial investment including the cost of DC-DC 
converter is regarded as distributed averagely through the 
whole service life and integrated into the degradation cost [52]. 
According to the fuel cell degradation quantification model (3), 
fuel cell operational cost can be calculated as follows: 

 𝐶𝑜𝑠𝑡ி஼ ൌ
Δ𝜙ி஼

10%
∗ 𝑃𝑟𝑖𝑐𝑒ி஼ ൅ 𝑃𝑟𝑖𝑐𝑒஽஼/஽஼ (10) 

where 𝑃𝑟𝑖𝑐𝑒ி஼  (¥) denotes fuel cell investment, and 10% is 
because of fuel cell is considered at its end when it reaches 10% 
of percentage voltage drop. 𝑃𝑟𝑖𝑐𝑒஽஼/஽஼ denotes the investment 
on the DC-DC converter. 

According to the battery degradation quantification model 
(5), (6), battery degradation cost can be calculated as follows: 

 𝑃𝑟𝑖𝑐𝑒௕௔௧ ൌ 𝑃𝑟𝑖𝑐𝑒௕௔௧_௨௡௜௧ ∗ 𝑄௕௔௧ (11) 

 𝐶𝑜𝑠𝑡௕௔௧ ൌ Δ𝜙௕௔௧ ∗ 𝑃𝑟𝑖𝑐𝑒௕௔௧ (12) 
where 𝑃𝑟𝑖𝑐𝑒௕௔௧_௨௡௜௧(¥/Ah) denotes battery unit price; 𝑄௕௔௧(Ah) 
is the battery capacity. 

𝑃𝑟𝑖𝑐𝑒௕௔௧ denotes the initial investment of the battery pack. 
As Δ𝜙௕௔௧ is the percentage drop of battery service life, battery 
initial investment is regarded as distributed averagely through 
the whole service life and integrated into the degradation cost. 
In this way, the operational cost of the battery would not only 
be related with degradation, but also be influenced with its 
initial investment. 

After the quantification of each part of cost is established, the 

overall operational cost of the HESS during certain driving 
cycle can be derived as the sum of each part: 

 𝐶𝑜𝑠𝑡௔௟௟ ൌ 𝐶𝑜𝑠𝑡𝐻2 ൅ 𝐶𝑜𝑠𝑡ி஼ ൅ 𝐶𝑜𝑠𝑡௕௔௧ (13) 
The prices of hydrogen, battery unit and fuel cell unit are set 

as ¥70/kg [53], ¥2000/Ah [54], and ¥3000/kW [55], 
respectively. 

C. MDQN based power management 

The proposed PMS in the framework is built with a deep 
reinforcement learning algorithm. RL defines any decision 
maker as an agent and anything outside the agent as an 
environment. The interactions between the agent and the 
environment are described via three essential elements: 1) state 
𝑠 ; 2) action 𝑎 ; and 3) reward 𝑟  [56]. Thereby, the agent 
examines stand performs a corresponding action 𝑎௧ . The 
environment then alters its state 𝑠௧  to 𝑠௧ାଵ  and provides a 
feedback reward 𝑟௧ାଵ  to the agent. A policy 𝜋  is a mapping 
function from any perceived state 𝑠 to the action 𝑎 taken from 
that state, and it determines the agent’s behavior in its 
environment. The goal is to find the best policy which gives the 
highest overall reward [57]. A value function is defined to 
evaluate how “good” of a certain state 𝑠  or a certain state–
action pair ሺ𝑠, 𝑎ሻ  is. Value function represents a kind of 
accumulated reward, which is related to current state and policy. 
Q learning is one of the most classic reinforcement learning 
algorithms, and has been applied in previous literatures about 
FCHEV PMS. In Q-learning, Q-value represents the evaluation 
of a certain state–action pair ሺ𝑠, 𝑎ሻ . As the state and action 
space are discretized, all the Q-values can be summarized as a 
Q table. 

Nevertheless, Q-learning may be insufficient to deal with 
problems with more state variables or continuous states. In 
these situations, deep Q learning (DQL) algorithm is a better 
adoption, where a deep neural network is built to approximate 
the Q value. Unlike the discretized table, any continuous change 
in state variables can be reflected in a DQN-based decision 
system, which allows a more accurate identification of the 
system state without increasing computational load. The 
algorithm can be described as in Fig. 2. 
1) States, actions, and immediate reward 

In this research, the battery state of charge 𝑆𝑜𝐶 , vehicle 
power demand 𝑃ௗ௘௠௔௡ௗ, fuel cell power output of last control 
step 𝑃ி஼, vehicle velocity 𝑣 and acceleration 𝑎𝑐𝑐 are set as state 
variables. 

  = , , , ,demand FCS SoC P P v acc  (14) 

Considering FC's power dynamics, its power increment value 
is set as the action variable. In this way, FC's power increasing 
rate can be effectively limited, and FC life can be protected. The 
action space includes: 

Fig.  2.  DQN algorithm.  
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  max max max1, 0, 1, 0.5 , , , 0Fc Fc FcA R R R set        (15) 

where max
FcR denotes FC max power increasing rate, so the 

actions include increasing 1kW, remain unchanged, decrease 

1kW, increase half of max
FcR , increase max

FcR , decrease max
FcR , 

and set 0. 
After the action is taken, the FC power output at each time 

step is always constrained as follows: 
 0 ൑ 𝑃ி஼

௧ ൑ 𝑃ி஼
௠௔௫ (16) 

The single-step reward function needs to be appropriately 
defined in accordance with the optimization objective, reward 
function is one of the key factors in determining the 
performance of the DQN. As the RL agent is always trying to 
maximize the reward, the reciprocal form is adopted in reward 
function to ensure the consistency. In this work, the 
optimization objectives include minimizing equivalent 
hydrogen consumption as well as suppressing FC degradation. 
The DQN-algorithm with this multi-objective reward function 
is named MDQN. According to (10)-(12), the reward function 
is defined as: 

 𝑟ଵ ൌ 𝜔ଵሺΔ𝑚𝐻2െ𝐹𝐶 ൅ 𝛥𝑚𝐻2െ𝑏𝑎𝑡ሻ (17) 

 𝑟ଶ ൌ 𝜔ଶΔ𝜙𝐹𝐶 (18) 

 𝑟 ൌ tanh ሺ
𝛼ଵ

𝜔ଵ𝑟ଵ ൅ 𝜔ଶ𝑟ଶ
൅ 𝜔ଷሺSoCሻሻ (19) 

where 𝛼ଵ is a factor, 𝜔ଵ, and 𝜔ଶ  are weight factors between 
two optimization objectives; 𝜔ଷ  is the punishment value to 
constrain battery SoC. When battery SoC is within 0.3-0.8, 
𝜔ଷ ൌ 0. 

It must be noted that, battery degradation cost is not included 
in the reward function of MDQN. Because of the distinct 
dynamics of the power components, adding battery degradation 
cost into reward function reduced battery's high C-rate 
discharging scenarios, but fuel cell would take more control 
steps to return to high-efficiency and stable operation after 
drastic variation in power output, which leads to fuel cell 
degradation and more hydrogen consumption. It did not help in 
reducing the overall cost. But the necessity of controlling 
battery degradation cost is still recognized, and this part of 
impact is put into overall system cost. 
2) MDQN structure 

In proposed MDQN-PMS, Q-network with multi-layer 
perceptron is designed to learn the relationship between 
environment states and optimal actions. The inputs of the Q-
network are the normalized continuous state variables, as 
defined in (14). The outputs are the Q-values of each action. 
Therefore, the third layer includes the Q values of each action 
level and the action with largest Q-value is selected for output. 
Besides, there are 2 hidden layers with 50 and 100 number of 
neurons, respectively, and all of them are fully connected Relu 
layers. 
3) MDQN training 

As the backpropagation and gradient decent in training the 
Q-network requires a loss, a target Q-network 𝑄∗ is built based 
on the evaluation Q-network. These two networks share the 
same structure, but the weights and biases 𝜃∗ in the target Q-
network are periodically copied from the evaluation Q-network 

parameters 𝜃 , and kept constant between the updates. 
According to the mathematical preconditions of machine 
learning, there will be issues if we train the network with these 
consecutive samples, owing to the strong correlations between 
the samples in a short time period. Therefore, an experience 
pool is built to store the state transition that would be used to 
train the Q-network, and the data saved in the experience pool 
would be quadruplets ሺ𝑠, 𝑎, 𝑟, 𝑠′ሻ that contains the current state 
𝑠, the action 𝑎, the immediate reward after executing the action 
𝑟, and the state at the next moment 𝑠’. A batch of data would be 
randomly selected from the experience pool each time the Q-
network is trained. The exact procedure of MDQN-PMS is 
demonstrated in Table 3, and the hyperparameters are listed in 
Table 4. 

IV. SIMULATION RESULTS AND DISCUSSION 

In this section, the results of comprehensive cost analysis are 
summarized and illustrated. In this study, models of the 
components in the hybrid power system and RL algorithms are 
programmed in Python. The performance of the different PMS 
is trained and then tested in Matlab/Simulink platform.  

A. Sizing study results 

With the optimized power distribution result of each 
candidate, comprehensive operational cost analysis is 

completed to search for the optimal system size. The results are 
illustrated in heat graphs. The two dimensions represents the 
two sizing parameters, battery maximum C-rate, and 
standardized maximum system power rating (pu), (C-rate,

 max
HESSP pu ). Each cube represents the result of one candidate, 

where the color would be darker if the value is smaller. 

TABLE III  MDQN-PMS FRAMEWORK 

Initialization: experience pool 𝑬; random parameters 𝜽 for 
evaluation Q-network; parameters 𝜽∗ for target Q-network,  𝜽∗ ൌ 𝜽  
1. For each episode: 
2.     𝑠௧ ൌ 𝑠଴ 
3.     For 1൑ t൑ (one CTUDC length): 
4.         𝜖௧ ൌ  𝑟𝑎𝑛𝑑𝑜𝑚 ሺ0, 1ሻ 
5.         If 𝜖௧< 𝜖 : 
6.             𝑎௧ ൌ 𝑎𝑟𝑔 max

௔೟
𝑄∗ሺ𝑠௧, 𝑎; 𝜃ሻ 

        Else: 
 𝑎௧ ൌ  𝑟𝑎𝑛𝑑𝑜𝑚ሺ𝑎ሻ 

7.         𝑠௧ାଵ ൌ 𝑓ሺ𝑎௧ሻ 
8.         𝑟௧ ൌ 𝑓′ሺ𝑠௧ାଵ, 𝑎௧ሻ 
9.         Store ሺ𝑠௧, 𝑎௧, 𝑟௧, 𝑠௧ାଵሻ in 𝐸 
10.         Randomly sample minibatch 𝐷 from 𝐸 
11.         𝑦௧ ൌ 𝑟௧ ൅ 𝛾 max

௔ᇱ
𝑄∗ሺ𝑠௧ାଵ, 𝑎′; 𝜃ሻ 

12.         train 𝑄's parameter 𝜃 with a gradient decent step, 
 𝑙𝑜𝑠𝑠 ൌ ൫𝑦௧ െ 𝑄ሺ𝑠௧, 𝑎௧; 𝜃ሻ൯

ଶ
  

13.         Every 50 steps update 𝜃∗ ൌ 𝜃 
14.    End for 
15. End for 

TABLE Ⅳ 
 MDQN HYPERPARAMETERS 

Parameters Value 
Discount factor (𝛾) 0.99 

Greedy possibility (𝜖) From 0 to 0.9 
Replace target iteration 200 

Memory pool size 2000 
Learning rate (𝛼) 0.0025 

Nodes in each layer 50, 100 
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1) Component degradation 
The quantified degradation of both components is 

summarized in Fig. 3. The x-axis of the graph represents battery 
maximum C-rate, while y-axis is the standardized maximum 
system power rating (pu). As the size of FC stack is set constant 
in this study, different  max

HESSP pu  and battery maximum C-rate 

would require a specific battery capacity. Under the same 
maximum C-rate, larger battery size is required with higher

 max
HESSP pu . 

Fuel cell degradation is shown in Fig. (3)(a). Under the same 
system power standard  max

HESSP pu , as battery maximum power 

charging/discharging ability is generally the same, there is no 
significant distinction in how the battery can protect the fuel 
cell. Besides, MDQN-based PMS considered both cutting down 
hydrogen consumption and suppressing fuel cell degradation. 
Rather than simply relying on battery as much as possible, the 
power distribution between fuel cell and battery tried to seek a 
balance between two objectives. Therefore, the relationship 
between FC degradation and different maximum C-rate cannot 

be concluded into a straight forward and unitary pattern. 
Basically, FC degradation is smaller with larger  max

HESSP pu , 

which is equal to larger battery size. Therefore, in FC-
protection aspect, larger battery power rating would be 
preferable. According to the battery degradation illustrated in 
Fig. 3 (b), with smaller maximum C-rate and larger system 
power rating, the output current would be restrained, and 
battery degradation would be smaller since battery degradation 
is directly related to C-rate. Therefore, in battery-protection 
aspect, larger battery size and the smaller maximum C-rate 
would be a better option. 
2) Operational cost analysis 

The results of comprehensive cost analysis for one CTUDC 
cycle are summarized in Fig. 4. According to the equivalent 
hydrogen cost shown in Fig. 4 (a), to realize minimal hydrogen 
cost, the best sizing parameters would be max C-rate=2, 

 max
HESSP pu =1.4. The pattern in Fig. 4(b) about FC operational cost 

is the same with Fig. 3(a), as the cost is derived according to 
quantified percentage degradation and FC investment, as well 
as DC-DC converter cost, and in this study, FC size is a constant 
value. Battery degradation cost is shown in Fig. 4(c). As battery 
investment is variable with different sizing parameters, larger 
battery size would require higher cost. Therefore, the battery 
cost pattern is not the same with battery degradation shown in 
Fig. 3 (b). To minimize battery operational cost, the optimal 
size would be max C-rate=3,  max

HESSP pu =1.1. There are different 

optimal points for each optimization objective alone, and may 
be controversial. The synergistic framework comprehensively 
considered cost in each part, and reached the final optimal point 
at max C-rate=4,  max

HESSP pu =1.4 as shown in Fig. 4 (d). 

The details of Fig. 4(d) are expanded according to different 
max C-rate, as illustrated in Fig. 5. Each subfigure in Fig. 5 
corresponds to the cost information under different max C-rate, 
as framed out in yellow dotted boxes. In each subfigure, x-axis 
shows different system max power(pu), and the y-axis in the 
left shows cost in three parts as scatter plot, while the y-axis in 
the right shows total cost in bars. The optimal point (max C-
rate=4,  max

HESSP pu =1.4) is framed out and marked in red dotted 

lines. 
Since the overall cost analysis is a non-linear optimization 

issue, the rules, or patterns of the fluctuation in results are not 
straightforward. The results can be expanded from every 
perspective or dimension, besides the further analysis of best 
configuration, power output curves of battery and FC under 
different  max

HESSP pu (max C-rate=2) are also summarized as an 

example. The period during 1220s-1310s is enlarged to show 
the details in Fig. 6. Their performance is influenced by system 

 
(a) Fuel Cell Degradation(%) (b) Battery Degradation(%) 

Fig.  3.  Component degradation.  

    
(a) Equivalent H2 cost (b) Fuel Cell Operational Cost (c) Battery Degradation Cost (d) Total Cost per CTUDC 

Fig.  4.  System cost in each part/RMB.  

Fig.  5.  Details of total cost in different max C-rate.  
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max power level, most significantly in peak power demand and 
large-power regenerative braking scenarios. With higher 

 max
HESSP pu  , which indicates larger battery capacity, battery could 

afford larger recharging power in regenerative braking, or 
higher power output to protect the fuel cell better and to 
improve fuel cell efficiency. However, as shown in Fig. 5, 
subfigure (C=2), battery degradation cost at this point (max C-
rate=2,  max

HESSP pu =1.4) is relatively high. This can be explained 

as large power charging/discharging would accelerate battery 
degradation, resulting in more operational cost. After 
comprehensive analysis, the total cost (when max C-rate=2) is 
not minimized at this point, but when  max

HESSP pu  =1.1, whose 

power curves are shown in the red lines in Fig. 6. This indicates 
the necessity of the comprehensive cost analysis in the 
synergistic framework. 

B. PMS performance 

The result of the final optimal sizing parameters (max C-
rate=4,  max

HESSP pu =1.4) is analyzed. The performance of 

proposed MDQN-PMS is evaluated and compared with the 
results from original DQN (considering only minimizing 
hydrogen consumption), Q-learning, and a rule-based strategy, 
as described in [58]. According to (17)-(19), the reward 
function of original DQN is: 

 𝑟௢௥௜௚௜௡௔௟ ൌ tanh ሺ
𝛼ଶ

𝑟ଵ
൅ 𝜔ଷሺSoCሻሻ (20) 

In Q learning, the state space is defined as 𝑆 ൌ  ሾ𝑠ଵ, 𝑠ଶሿ. 𝑠ଵ 
represents the state of charge (SoC) of the battery, and 𝑠ଵ ∈ 
[0,1], while 𝑠ଶ  stands for the speed level, 𝑠ଶ ∈  [0%,100%], 
between stopping and max speed. These two variables reflect 
the information of the power system and the vehicle dynamics. 
State 𝑠ଵ is discretized into five levels, [0-0.3, 0.3-0.5, 0.5-0.6, 
0.6-0.8, 0.8-1], and state 𝑠ଶ  is divided into five intervals 

according to speed level. Hence, the total number of all possible 
state combinations are 25 sets of finite state combination. 
Action space and reward function design is consistent with 
MDQN- PMS. According to (17)-(19), the reward function of 
Q-learning can be described as: 

 𝑟ொ ൌ tanh ሺ
𝛼ଷ

𝜔ଵ𝑟ଵ ൅ 𝜔ଶ𝑟ଶ
൅ 𝜔ଷሺSoCሻሻ (21) 

where  𝜔ଷ is the punishment value to constrain battery SoC, 
when battery SoC is within 0.3-0.8, 𝜔ଷ ൌ 0. 

The power distribution results for one CTUDC driving cycle 
under MDQN and original DQN algorithms are illustrated in 
Fig. 7, where the details during 1140s-1220s are enlarged. 
Under MDQN-PMS, the power output of FC is kept more stable, 
and the drastic fluctuation is better buffered by Li-ion battery. 
The results show that fuel cell degradation under MDQN-PMS 
is 3.8% lower than original DQN-PMS, and 12.8% lower than 
rule-based PMS. 

The power distributions under triple-objective PMS (TPMS), 
whose reward function included battery degradation cost, fuel 
cell degradation cost and hydrogen consumption cost are also 
investigated. According to (11), (12), (17)-(19), the reward 
function of TPMS can be described as: 

 𝑟௕ ൌ 𝜔௕Δ𝜙𝑏𝑎𝑡 (22) 

 𝑟௢௥௜௚௜௡ ൌ tanh ሺ
𝛼ସ

𝜔ଵ𝑟ଵ ൅ 𝜔ଶ𝑟ଶ ൅ 𝜔ୠ𝑟ୠ
൅ 𝜔ଷሺSoCሻሻ (23) 

Here are two examples of the power distribution results under 
proposed MDQN-PMS and triple-objective PMS. First 
comparison is under the configuration of max C-rate=1, 

 max
HESSP pu  =1.2; the second one is under configuration max C-

rate=3,  max
HESSP pu  =1.3. The power distribution results show that 

adding battery degradation cost into reward function reduced 
battery's high C-rate discharging scenarios, but increased fuel 
cell output power and introduced more fluctuation. The 
quantification comparisons are summarized in Table. 5.  

 

 
Fig.  7.  Power distribution results. (a) Under MDQN(b) Under original DQN 

 
Fig.  6.  Battery and fuel cell power curves (max C-rate=2). 

TABLE Ⅴ  COST COMPARISON BETWEEN MDQN-PMS AND TPMS 

Reward function 
design 

Battery maximum 
C-rate 

System power 
standard 

Equivalent Hydrogen 
consumption cost /RMB 

FC operational 
cost /RMB 

Battery operational 
cost /RMB 

Total Cost 
/RMB 

Multiple-objective 
1 1.2 

13.10 8.65 6.81 28.56 
Triple-objective 13.15 8.89 6.23 28.27 

Multiple-objective 
3 1.3 

12.48 8.89 7.07 28.44 

Triple-objective 12.87 9.22 6.61 28.71 
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According to the evaluation, the total cost under TPMS is not 
superior than MDQN-PMS, therefore battery degradation cost 
is not included in the reward function of proposed PMS design. 
Battery degradation cost was reduced, but the price is more cost 
from fuel cell degradation and hydrogen consumption, which 
indicated that the contents of reward function are in accordance 
with the optimization objectives, taking in battery degradation 
cost would shift the emphasis away from reducing hydrogen 
consumption and protecting the fuel cell. The main reason 
could be the distinct dynamics of the power components. The 
response of fuel cell is much slower than the battery, and the 
dynamic performance is worse. This feature is reflected in the 
model by restrained change rate and increment/decrement range 
of fuel cell possible output power. Unlike the battery, fuel cell 
would take more control steps to return to high-efficiency and 
stable operation after drastic variation in power output, which 
leads to fuel cell degradation and more hydrogen consumption. 

 
Fig. 10. (a) FC output under different algorithms    (b) FC roughness 

To illustrate the algorithm performance on fuel cell 
protection, the fuel cell output curves under different algorithms 
are summarized and illustrated in Fig. 10(a). Comparing the 
power profile of MDQN-PMS with Q-PMS and rule-based 
PMS, the power fluctuation is better suppressed. As the fast-
changing working conditions would significantly affect fuel 
cell life, the roughness of fuel cell output is used as an indicator 
to evaluate algorithm performance, and it is defined as follows: 

 max0
/

t
FC

FC

dP
S dt P

dt
   (24) 

The smaller the roughness is, the better is fuel cell's working 
condition smoothed. As shown in Fig. 10(b), fuel cell power 
output roughness is well suppressed by MDQN-PMS 
comparing with the other algorithms. 

Working point distribution of different algorithms are 
illustrated in Fig. 11. FC efficiency varies according to the 
power output, and the maximum efficiency occurs with 
relatively lower power output, about 20% of its maximum 
power rate. Under MDQN PMS, the working points of fuel cell 
were kept more in high-efficiency zone.  

 
Fig. 11. Fuel cell operation point distribution. (a) MDQN-PMS (b) Q-PMS (c) 
Rule-based PMS 

The profiles of accumulated reward in each episode under Q-
learning and proposed MDQN algorithm are illustrated in Fig. 
12. The reward curve of MDQN-PMS rises faster and is more 
stable than that of Q-PMS. MDQN-PMS reached convergence 
at 148 episodes of training with average reward at 862.25, while 
Q-PMS didn't reach convergence until 177 episodes, and the 
final average reward is 840.82. Therefore, the learning process 
of MDQN is 16.4% faster than Q-learning, and MDQN reached 
2.5% higher accumulated reward. 

 
Fig.  12.  Reward curve. 

The details of the optimal size and the comparison between 
discussed algorithms, as well as the comparison between HESS 

           

Fig.  8.  Power distribution results under different reward function design.( max C-rate=1,  max
HESSP pu =1.2) (a) MDQN-PMS (b) triple-objective PMS 

             
Fig.  9.  Power distribution results under different reward function design.( max C-rate=3,  max

HESSP pu =1.3) (a) MDQN-PMS (b) triple-objective PMS 
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and FC-only ESS are summarized in Table. 6. Under the 
synergistic framework, the system economy is increased by 
16.0% comparing with FC-only ESS.  

V. CONCLUSION 

In this study, we propose a synergistic framework of sizing 
and DRL-based PMS to simultaneously optimize the battery 
size and the power distribution of the fuel cell/battery HESS on 
a FCHEV. The power management in the framework is built 
with DQN algorithm, considering both minimizing hydrogen 
consumption and suppressing fuel cell degradation. The 
performance of proposed algorithm is also compared with the 
original DQN-PMS, Q-learning based PMS, as well as rule-
based PMS. The proposed algorithm outperforms other 
methods in suppressing fuel cell degradation, improving fuel 
cell efficiency, as well as algorithm convergence. MDQN-
based PMS decreased equivalent hydrogen consumption by 
23.3%, and suppressed FC degradation by 11% better 
comparing with rule-based PMS. The learning process of 
MDQN is 16.4% faster than Q-learning, and reached 2.5% 
higher accumulated reward. Battery degradation is also taken 
into consideration in the synergistic framework, as the sizing 
optimization space explores the optimal battery key parameters: 
max C-rate and battery capacity. The results show that when 
battery capacity is 43 Ah, and max C-rate is 4, the size-
optimized HESS with optimal PMS improves system economy 
by 16.0%, comparing with the fuel cell-only configuration.  
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