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1 |  INTRODUCTION

Various techniques have been applied for fault detection of 
centrifugal pumps regarding condition monitoring, such as 
analysis based on time1 and frequency domain, considering 
fast Fourier transform (FFT).2,3 Also, a technique known as 

wavelet that is multi- resolution and powerful in nature has 
been employed for detection of faults in rotating machinery. 
This technique also has the capability of non- stationary sig-
nal analysis in machines.3- 5

Wavelet transform (WT) is a method that has the abil-
ity to deal with non- stationary signals as it is known for its 
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Abstract
This paper explores artificial intelligent training schemes based on multilayer percep-
tron, considering back propagation and genetic algorithm (GA). The hybrid scheme 
is compared with the traditional support vector machine approach in the literature 
to analyze both fault and normal scenarios of a centrifugal pump. A comparative 
analysis of the performance of the variables was carried out using both schemes. The 
study used features extracted for three decomposition levels based on wavelet packet 
transform. In order to investigate the effectiveness of the extracted features, two 
mother wavelets were investigated. The salient part of this work is the optimization 
of the hidden layers numbers using GA. Furthermore, this optimization process was 
extended to the multilayer perceptron neurons. The evaluation of the model system 
performance used for the study shows better response of the extracted features, and 
hidden layers variables including the selected neurons. Moreover, the applied training 
algorithm used in the work was able to enhance the classifications obtained consider-
ing the hybrid artificial intelligent scheme been proposed. This work has achieved 
a number of contributions like GA- based selection of hidden layers and neuron, ap-
plied in neural network of centrifugal pump condition classification. Furthermore, 
a hybrid training method combining GA and back propagation (BP) algorithms has 
been applied for condition classification of a centrifugal pump. The obtained results 
have shown the good ability of the proposed methods and algorithms.
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time- frequency domain resolution. However, looking for a 
more advanced and automatic fault diagnosis method, then, 
artificial neural network (ANN) is a promising technique6,7 
that has proved its ability as a fault classifier. ANN has been 
employed for the automatic classification of fault diagnosis in 
centrifugal pumps in references.8- 10 The main concept of WT 
is based on presenting both the time and frequency domains, 
in which it possess the ability to analyze the non- stationary 
signals that are not easy to be analyzed using Fourier trans-
form. Besides, it is a multi- powerful resolution method that 
requires fast calculation process.11 Among the different WT 
methods, the wavelet packet transform (WPT) is one of the 
promising type that has been applied along with AI in ma-
chines fault diagnosis. Reference,12 used three different 
classifications, namely, multilayer feedforward perceptron 
(MLP), support vector machine (SVM), and radial basis 
function (RBF) to diagnose a fault of rub impact. WPT with 
db4 wavelet function is used for the feature extraction, and 
the classification rates are 82%, 99.3%, and 98.6% for MLP, 
SVM, and RBF, respectively.

For machinery components like gears and bearings,13,14 
genetic algorithm (GA) may be used and even extended to hid-
den layers of neuron numbers15 of MLP- ANN. Applications 
of GA for centrifugal pump have been analyzed with two WT 
methods; CWT with best classification rates of 99.5% and 
94.64%, using MLP and SVM, respectively in,16 and DWT 
with best classification rates of 100% and 99.8%, using SVM 
and MLP, respectively in.17 It is also applied in training MLP 
combined with back propagation (BP) using both CWT-  and 
DWT- based feature extraction, and the best rates are 88.5% 
and 89%, respectively. It is also concluded that MLP- BP and 
SVM in combination with WPT would help achieve classifi-
cation rates that are better than continuous wavelet transform 
(CWT).18

ANN and SVM have gained significant interest in the 
area of machine fault diagnosis due to the successful perfor-
mance and implementation by these classifiers.19 Moreover, 
there can be more algorithms and methods to be further ex-
amined in the future including the optimization algorithms. 
Though there are other optimization algorithms that have 
been recently implemented in engineering applications that 
are similar in  the area of condition monitoring, making them 
promising for future works regarding machinery fault diag-
nosis. Multi- strategies quantum- inspired differential evo-
lution (QDE) is an evolutionary algorithm that can be used 
for solving complex optimization problems as reported in.20 
Also, differential evolution (DE) was successfully applied to 
estimate the parameters of the photovoltaic (PV) models in.21

In this paper, the extracted features were based on WPT 
considering a three- level decomposition. The variables were 
decomposed considering both low-  and high- frequency- 
based approximations. The decomposition tree was used to 
obtain the detail coefficients of the schemes. Classification 

performance of the MLP- BP based on GA and conventional 
SVM scheme for both fault and normal conditions of a cen-
trifugal pump operation was considered as a case study. Data 
collection, data preprocessing based on feature extractions, 
and classification of faults are the three main stages employed 
in this work. The db4 and rbio1.5 were the two mother wave-
lets considered in this paper, for effective feature extraction 
considering WPT. Besides, the centrifugal pump working 
conditions were classified and diagnosed using both MLP 
and SVM artificial intelligent schemes. MLP was analyzed 
with respect to back- propagation algorithm and compared 
with MLP- GABP hybrid training algorithm. Manual selec-
tion was used for both the hidden layers network and neurons, 
in order to obtain an optimized GA performance. Figure 1 
shows the training algorithm and methods of fault diagnosis 
employed for the AI schemes in this study. The hidden layers 
numbers, neural network neurons, features extracted, training 
and kernel strategies were some of the metrics used to judge 
the performance of the system. The novel contribution of this 
work can be emphasized with the GA- based selection of hid-
den layers and neuron. This has been applied for the neural 
network of centrifugal pump condition classification; a hy-
brid training method combining GA and BP algorithms for 
condition classification of a centrifugal pump; signal decom-
positions (approximations and details) have also been investi-
gated based on features extracted from centrifugal pump data 
using DWT and WPT; and WPT has been applied for fea-
ture extraction from centrifugal pump data using two mother 
wavelet functions: db4 and rbio1.5. In this work, a number of 
contributions and innovations were realized and some of the 
main ones are a new rig has been designed, built, tested, and 
used to investigate mechanical and hydraulic faults in a cen-
trifugal pump; WPT has been applied for feature extraction 
from centrifugal pump data using two mother wavelet func-
tions of db4 and rbio1.5; and signal decompositions (approxi-
mations and details) have been investigated based on features 
extracted from centrifugal pump data using WPT.

The following are the sections of the paper. In Section 2, 
AI systems including MLP- NN, SVM classifiers, and GA 
brief overview were given. The experimental model em-
ployed in the work is given in Section 3. The applied strate-
gies and procedures considering WPT for extracted features 
were presented in Section 4. Section 5 presents the classifi-
cation methods. The evaluation of the system performance 
was carried out in Section 6, while a conclusion was drawn 
in Section 7.

2 |  BRIEF ON ARTIFICIAL 
INTELLIGENCE SYSTEMS

The use of computational system22 could help in mental 
abilities of replicating and automatic detection of fault in AI 
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schemes. References23,24 introduced artificial neural net-
work (ANN) and fuzzy logic techniques, respectively.

Artificial intelligence systems have been applied in the 
area of computational systems,22- 24 for centrifugal pump fault 
diagnosis,10,11 fast Fourier transforms (FFT),25- 28 and time- 
frequency method.29- 33 In reference,34 ANN and a fuzzy neu-
ral network were applied for faults diagnosis of a centrifugal 
pump, where statistical methods were used for extracting the 
features based on time and spectral analysis.

There are many categories of AI in the literature used for 
diagnosing faults automatically in various types of rotating 
machines. Back propagation artificial neural network (BP- 
ANN) or multilayer MLP,13- 16 and SVM,35- 40 were some of 
the common schemes considered in the reported works.

MLP consists basically of three neuron layers: input, hid-
den, and output. Between the input and output layers, there 
may be several hidden layers. While the generalizability of 

the system depends on the neuron numbers, its efficiency rely 
on the neurons and hidden layers. The training data could be 
over fitted with a larger number, leading to weak general-
ization of new data. Based on this fact, some strategies like 
genetic algorithm41 are imperative to effectively consider 
the appropriate layers that are hidden and also the neurons. 
Generally, based on the fault classifications, the output layer 
could be more than one layer. The role of each hidden layers 
with number of neurons is to determine the inputs weighted 
sum and execute it as an activation function. Back propaga-
tion algorithm is normally employed in the training of AI 
MLP scheme,42 and its performance has been proven via 
comparative studies with other ANN schemes.16,41 However, 
the MLP has shortcoming in the sense that it is slow in train-
ing and requires longer time of computation compared with 
other schemes.38,40 On the other hand, this weakness can be 
mitigated by reducing the number of input features.35

F I G U R E  1  Algorithm for diagnosis and training techniques
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SVM43 is another type of AI scheme, which utilizes a 
recognition based on pattern, as a new solution, using non- 
linear projections of features input relative to a much higher 
dimensional pattern area. The basic working principle and 
conditions of SVM are shown in Figure 2,17 to classify the 
various conditions of operation namely: class A and class B. 
The separator which is the optimal hyper plane separates a 
margin, between the two classes for better linear classifica-
tion. The hyper plane, which is a linear classifier, is expressed 
mathematically in Figure 2, where W is the weight vector and 
b is the bias.18

SVM has proven high efficiency in the literature over 
other AI schemes like MLP (ANN- BP)12,13,15 and RBF.37 
This paper uses SVM scheme and compares its performance 
with MLP, using MATLAB platform for data training and 
testing. Also, classification is implemented for the different 
conditions.

GA is a form of optimization technique applied to com-
plex functions44 and is another AI scheme that is based on 
the Darwinian- type fitness concept for survival, to enable 
individuals of the desired problem, for effective competi-
tion and matching of variables. This type of AI scheme has 
similarity with human chromosomes that are represented 
by linear strings.45 Figure 3 displays the concept of GA by 
initiating individual population known as chromosomes that 
are computed, evaluated, and ranked on the basis of fitness, 
according to survival rates. Crossover and mutation are the 
two main operators of this type of AI scheme, in order to 
help generate new chromosomes that are sent to the iteration 
process of healthy ones.45

This paper uses GA to optimize hidden layers numbers 
and neurons for optimal architecture of the selection of neural 
network using MATLAB platform. The range of constraints 
and parameters space from 1 to 4 layers is considered with 
about 30 neurons in each layer, to produce around 20 genera-
tions, based on a population size of 10 chromosomes, in order 
to avoid unnecessary time of computation. Furthermore, this 

AI scheme is used to train MLP based on BP employing 1000 
generations and size of population.

Practically, GA has been applied using MATLAB with a 
function handle code and a main one with “ga” function. The 
“ga” function has to be linked with the handle function to 
optimize the neural network (weights and biases) and then 
to minimize mean square error (MSE). The function handle 
code contains the objective function which represents MSE, 
where it returns MSE for the given variables (ie, weights, bi-
ases, and the network with its inputs and targets, and the main 
code has been identified with the GA's parameters such as the 
size of population and number of generations). Using “gaop-
timset” to produce genetic algorithm options structure, the 
following options have been selected and identified:

Number of generations, size of population, function tol-
erance “TolFun,” mutation option, and crossover option 
have been adjusted after many attempts/tests and found that 
optimization- based training are with good performance using 
the following values:

No. of generations = 1000;
Size of population = 1000;
TolFun = 1e−60; mutation option = using Gaussian func-
tion “mutationgaussian”; “which is a good option for the 
nonlinear problems.”
Crossover option = using function “crossoverscattered”; 
“which is also a good option for the nonlinear problems.”

For the optimization- based neural network hidden neu-
rons and layers selection with good performance the follow-
ing values were used:

No. of generations = 40; to avoid long computational time
Size of population = 10; to avoid long computational time
TolFun = 1e−60; mutation option = using Gaussian func-
tion “mutationgaussian”; “which is a good option for the 
nonlinear problems.” Crossover option = using function 
“crossoverscattered”; “which is also a good option for the 
nonlinear problems.”

3 |  EXPERIMENTAL SETUP

Figure 4 shows the experimental model system of study for 
the centrifugal pump with bearing and the faulty impeller, 
coupled to a motor of specifications as follows: (Saer com-
pany, Italy, model: NCBZ- 2P- 50- 125C, 2.2  kW, 3- phase, 
420 V, head 8- 17 m, and flow rate 500- 1000 L/M). The sys-
tem has control panel with speed controller (Schneider model 
VFD with speed controller and display screen, switch (OFF/
ON), and it is embedded with an emergency shutdown). There 
is a digital turbine flow meter with specifications; (USA- TM 
model, 2- inch diameter) pressure gauges, vacuum pump and F I G U R E  2  Working principle of support vector machine
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clear PVC pipes; and spare parts: a rolling element bearing, 
mechanical seal, gasket, and impeller. The model system 
uses data acquisition system (DAQ) that is made of SCXI- 
1000 and SCXI- 1530 models and National Instruments (NI) 
accelerometers IMI 621B40, having frequency range 3.4 Hz 
to 18 kHz for (±10%) and 1.6 Hz to 30 kHz for (±3 dB), and 
sensitivity of 10 mV/g.

Two conditions, healthy and faulty, were used to mea-
sure the vibration signals. During healthy conditions of 
the pump, the normal condition signal is acquired, without 
any faults. There are two categories of faulty conditions: 
mechanical faults (bearing, misalignment, unbalance, im-
peller, and looseness) and hydraulic fault (cavitation). The 
faults were created and simulated in this study, intention-
ally as real ones, and instrumentations including acceler-
ometer and data acquisition device (DAQ) with LabVIEW 

have been verified with different samples and acquired sig-
nals were compared with the norms/standards of the fre-
quency according to the previous works. An accelerometer 
mounted on its bearing housing is used for signals acqui-
sition from the pump. This sensor transfers the vibrational 
data to the DAQ, where the signals have to be amplified 
and noise filtered out and then moved to a computer which 
is equipped with a digital/analog converter card (D/A), in 
order to convert the analog signals to digital. In this study, 
the data acquisition sampling rate is 16 kHz and 2.4 sec-
onds as a sampling time with 38 400 number of samples. 
A LabVIEW software is used for capturing the signals, 
and the raw signals are saved in order to use them in the 
second stage for further processing. A speed of 20  Hz 
(1200 RPM) was considered in the data acquisition of the 
pump conditions. Moreover, such faults are found to be the 

F I G U R E  3  Flow chart of genetic algorithm

F I G U R E  4  Experimental model of the study



6 |   AL TOBI eT AL.

most common ones that occur with centrifugal pumps in 
industries (as per some references and interview with some 
engineers from industries). However, the main purpose was 
to test how AI classifiers work with different faults.

4 |  FEATURE EXTRACTION

Feature extraction is very important as the main aim is to 
extract from the vibration signals, some characteristics that 
the neural network would implement. If there is good feature 
extraction and selection, there is bound to be weak classifica-
tion performance in the system.46 Reference47 recommended 
that the extracted features have to be strongly relevant to the 
machine faults. However, for vibration signals having strong 
noise that conceals important information, feature extraction 
becomes difficult. This drawback gave rise to the application 
of wavelet transform analysis to achieve noise cancellation 
for feature extraction.48

WPT was introduced by49 and is a multi- stage filter-
ing method that decomposes a signal into packets or levels 
of approximation which are denoted with A, and details 
coefficients which are denoted with D, as illustrated in 
Figure 5.34,50,51 The WPT is defined as follows:

WPT is similar to DWT except WPT provides higher and 
finer decomposition tree, where both approximation (A) and 
detail (D) can produce pairs of packets (second level of ap-
proximation and detail), but DWT does not have such abil-
ity (ie, the next or second level of approximation and detail 
can be split by the approximation (A) only).52 WPT has been 
applied for other types of rotating machinery..46,51- 55 In this 
work, WPT using two mother wavelets (db4 and rbio1.5) is 
applied for the preprocessing and feature extraction. Three 
cases are considered, and they are as follows:

4.1 | Case 1

There are 60 features of both approximation and detail used to 
train the MLP- BP, where the desired number of features (60) 
are completed considering 14 features from each segment (ex-
cept the fifth segment, as the total number of 60 features are 
extracted and discarding the last 10 features from the fifth seg-
ment. It is also considered that the network is trained with the 
best three approximations per each segment, except the fifth 
segment (due to the intention of considering the required num-
ber of features only, discarding the unnecessary ones, where 
the first two approximations from the fifth segment are con-
sidered only to have in total, 14 features from each condition.

The decomposition of the signals is into 3 levels for the pur-
pose of feature extraction, where the approximation and detail 
coefficients are extracted from 7 different pump cases. A sig-
nal length of 38 400 samples was recorded in each case. These 
signals were each divided into five segments, of length 7680 
samples in order to have more divisions and segments extracted 
from the main one that will allow production of a number feature 
sets, which will then be used as inputs for the classifier. The five 
segments produced a total of 60 features. From these 60 features, 
6 parameters (Kurtosis, RMS, Peak, Crest Factor, Shape Factor 
and Impulse Factor) are computed for the signal from each case.

Figure 5 shows the description of the WPT tree decompo-
sition to three levels, where A denotes the approximation, and 
D refers to the detail. Figure 6 illustrates the third- level tree 
decomposition of imbalance condition using the db4 func-
tion, where the general sinusoidal pattern of the signals has 
better representation with the approximation decomposition, 
and it is also preserved in successive approximation levels 
(but not the detail levels).

It is also remarked that approximation reveals successively, 
less noisy signals by reducing the high- frequency information, 
which could be resulting in extracting better features than the 
ones from the detail. The best approximation decomposed sig-
nals (A1, AA2, and AAA3) are considered for this work, as they 
have successively less noise, and detail signals have been dis-
carded due to the best selection from the approximation ones.

4.2 | Case 2

The signals are also decomposed to 6 levels with db4 only, 
and from 5 segments of each signal, the first 3 approxima-
tion packets of each level are selected. The total features per 
condition and parameter are 30.

4.3 | Case 3

The signals are finally again decomposed in 3 levels, and 
each signal is divided into 8 segments with a length of 4800 

(1)W(j,k) (t) = 2
j

2 w
(

2
jx − k

)

j ∈ Z

F I G U R E  5  WPT tree decomposition to three levels: (A and D 
denote the approximation and detail, respectively)
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samples. The first 3 approximation packets of each level and 
each decomposed signal (segment) are selected. The total 
features per condition and parameter are 24. It is also consid-
ered that the network is trained with the best three approxi-
mations per each segment, except the fifth segment (due to 
the intention of considering the required number of features 
only while discarding the unnecessary ones, where the first 
two approximations from the fifth segment are considered 
only to have 14 features in total from each condition). These 
three cases are analyzed to determine the best number of fea-
tures and types of coefficients for classification accuracy.

For the SVM, one case is considered, using 2 parame-
ters and 14 features. The extracted features are normalized. 
The effectiveness (sensitivity) of each parameter is plotted in 
Figure 7, for all conditions. Normally, when healthy (blue +) 
is the lowest, it indicates the good effectiveness of the param-
eter. Therefore, peak and RMS are selected for SVM due to 
their ability in distributing and distinguishing the conditions 
effectively.

5 |  CLASSIFICATION METHODS

In this study, the neural network classifier and SVM were 
fed based on the features extracted as input vectors. The 
MLP has input, hidden, and output layers. There are 6 neu-
rons representing the features that are extracted and nor-
malized, for each of the parameters, considering the WPT 
pre- processed data. GA was used to select and optimize the 
hidden layers numbers and neurons. There are 7 neurons in 
the output layer: tested pump condition is one; healthy con-
dition is one neuron; and six different fault conditions for 
six neurons. The Levenberg- Marquardt (LM) function was 
used to train the network using algorithm based on back 
propagation, in order to update the weights and biases. As 
shown in section 4, there are three cases for the extracted 
features- based decomposition levels and number of signal 
segments, 60, 30, 24, and 14 features (60 and 14 features 
are used as normalized and non- normalized) per condition 
with a total of 420, 210, 168, and 98 input features for all 

F I G U R E  6  The third level tree decomposition of imbalance condition using db4 function
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conditions per parameter are forwarded to the MLP- ANN, 
which results in a matrix of size [6  ×  420], [6  ×  210], 
[6 × 168], and [6 × 98], respectively. There are three divi-
sions of the datasets (70% is training, 15% is test, and 15% 
is validation). The Boolean matrix of size [7  ×  420] (60 

features), [7 × 210] (30 features), [7 × 168] (24 features), 
and [7 × 98] (14 features); is the training target with 7 con-
ditions representing the rows: the digit represents the block 
size (1 × 60), (1 × 30), (1 × 24), and (1 × 14), respectively, 
given as follows:

F I G U R E  7  The effectiveness of each parameter against all conditions (db4 mother function)
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1. Healthy [1 0 0 0 0 0 0]

2. Bearing fault [0 1 0 0 0 0 0]

3. Cavitation [0 0 1 0 0 0 0]

4. Impeller fault [0 0 0 1 0 0 0]

5. Misalignment [0 0 0 0 1 0 0]

6. Looseness [0 0 0 0 0 1 0]

7. Imbalance [0 0 0 0 0 0 1]

Neural network details and structure are shown in Figure 8 
and Table 1, respectively.

SVM classification has been applied using 14 features 
(normalized) which are representing the best three- level 
approximations. The results using the considered seven 
conditions were classified, tested, and compared with each 
other.

The polynomial kernel was used to investigate the SVM. 
The width of the parameter C is set to 3, and the input data 
sets are randomly selected and the training and test data-
set divided. Both conditions used the RMS and peak pa-
rameters, because they are well distinguished based on the 
conditions.

6 |  RESULTS AND DISCUSSION

The strengths and drawbacks of the three considered AI 
schemes, in relation to the effect possessed by the selection 
of the mother wavelet, using approximation detail features, 
and normalized or non- normalized features were investigated 
in this section.

6.1 | MLP- BP

There are four layers that are hidden, having [24 21 24 23] 
neurons. Four layers were considered after many selection 
trials for the best number of layers, and through GA, 4 layers 
were identified as the best option with the best classification 
outputs. In addition, the number of neurons in each section 
affects the generalization ability of the system, while the 
number of neurons and hidden layers affects the efficiency 
of the system. With larger number, there is a possibility of 
over- fitting the training data and weak generalization of new 
data. Therefore, some methods might be used to select the 
proper number of hidden layers and neurons such as genetic 
algorithm. The rates of classifications for all the cases that 
have db4 mother wavelet are based on GA. Using 14 approx-
imation normalized and non- normalized features, presented 
overall classification rates of 100% and 98%, respectively. 
It is remarked that the test classification is successfully con-
ducted for 6 cases out of 7. To avoid such misclassification, 
higher number of features are used. Classification rates of 
75.5% using 60 normalized features, 71.2% using 60 non- 
normalized features, 97.6% using 30 normalized 6 level ap-
proximation features, and 100% using 24 normalized features 
were obtained. However, only 6 out of 7 cases are classified 
(test) with 14 approximation normalized features of 100, and 
14 approximation non- normalized features of 98%.

Based on the results obtained using db4, classification 
rates with rbio1.5 mother functions are conducted using 14 
and 24 approximation normalized features only, and classi-
fication rates are 100% for 6 out of 7 cases (validation) and 

F I G U R E  8  Network structure

T A B L E  1  Multilayer feed- forward perceptron neural network architecture parameters

MLP- ANN details

Transfer function

No. of input neurons
No. of hidden layers and neurons 
(GA- based selection)

No. of output 
neuronsHidden layer Output layer

Sigmoid Linear 6 4 layers: [24 21 24 23] 7

ANN training parameters

Training algorithm Learning rate Training stop criteria

LM (BP) & GA 0.56 Max. epoch MSE

1000 10E−20
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100% for all 7 cases, respectively. Therefore, the best accu-
racy rate is achieved using 24 approximation normalized fea-
tures; the overall confusion matrix for training, testing, and 

validation is illustrated in Figure  9. The overall classifica-
tion rates are shown by the right lower square in blue color. 
From Figure  9, there are 0% incorrect classifications, and 

F I G U R E  1 0  Overall classification accuracy rate using 24 normalized approximation features of GA- based hidden neuron and layer selection 
with MLP- GABP (WPT)

(A) db4 func�on (B) rbio1.5 func�on

F I G U R E  9  Validation of MLP- BP scheme

(A) The overall confusion matrices for 
classificaon accuracy rate

(B) Performance of MLP-BP using   24 normalized 
features (rbio1.5 mother wavelet)
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classifications in green color are 100%. Considering the indi-
vidual accuracy rate, which is known as the pump condition, 
the classification rates are (healthy), known as case 1, having 
100% accuracy rate, case 2 (bearing fault) with accuracy rate 
of 100%, case 3 (cavitation) has 100%, case 4 (impeller fault) 
with 100% accuracy, case 5 (misalignment) with 100% accu-
racy, case 6 (mechanical looseness) with 100% accuracy, and 
case 7 (imbalance) having 100% accuracy rate.

6.2 | MLP- GABP

Two cases of 14 and 24 approximations with db4 mother nor-
malized features were implemented using MLP- GABP. The 
rbio1.5 shows poor performance compared with MLP- BP re-
garding time of computation and overall accuracy rates, and 
number of classified cases, where using 14 features, overall 
rates of 100% for db4 and 98% for rbio1.5, but only 6 cases 
out of the 7 cases are classified with test and validation clas-
sifications using rbio1.5, and with test using db4. Although 
using 24 normalized features, accuracy rates with rbio1.5 
and db4 are presented an overall of 99.4% and 95.2%, respec-
tively, but only 6 cases out of 7 are classified in validation for 
both wavelets as shown in Figure 10.

The layers containing [24 21 24 23] neurons are the four 
hidden layers, and they are used in MLP, considering GA se-
lection and neural network weights were adjusted. In the case 
of using 14 features, GA- based optimization and training using 
db4 and rbio1.5 are terminated after 576 and 403 generations 
with best fitness functions of 0.020482 and 0, respectively. 
Whereas using 24 features, terminations with db4 and rbio1.5 

are 457 and 548 and with best fitness functions of 0.047619 
and 0.00595238, respectively, as shown in Figure 11. The best 
fitness function denotes the best minimized MSE.

6.3 | SVM

Classification accuracy rates using polynomial kernel func-
tion of the cases of db4 and rbio1.5 mother wavelets (ap-
proximation features) 14 normalized are 100% for both cases. 
Table 2 gives the overall performance of the AI methods em-
ployed in this work.

7 |  CONCLUSION

In this study, pump conditions classification and feature ex-
traction considering MLP- BP were conducted successfully 
for all 7 cases using WPT with normalized 60 and 30 fea-
tures of 75.3% and 97.6%, respectively. It has been observed 
that using 6 levels approximations only (30 features) rather 
than using all decomposed 3 levels approximations and de-
tails (60 features) provided a better classification rate. On the 
other hand, with reduced number of features, MLP- BP has 
successfully achieved training, validation of 100% for all the 
seven cases, but in test, 100% of accuracy is achieved for the 
classification of 6 cases out of the seven cases. It can be re-
marked that MLP- BP can loss its ability in classifying all the 
cases using insufficient features. Therefore, the number of 
features has to be carefully selected and reduced. However, 
it has been found that using 3 more level approximations (24 

F I G U R E  1 1  Best score and mean score values vs generation based on MLP- GABP with WPT using 24 normalized approximate features

(A) db4 func�on (B) rbio1.5 func�on
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features) achieved an overall accuracy rate of 100% by using 
both db4 and rbio1.5 for all 7 cases, which outperformed the 
6 level approximations (30 features). It was observed from 
the study that in the SVM, both db4 and rbio1.5 have reduced 
feature numbers, (14 normalized features) resulting in an 
overall classification rate of 100%. When the features were 
extracted as approximations, enhanced classification rates 
were achieved than approximation and detail. The good se-
lection of approximation features has a positive impact on 
the classification rate using all features. Both MLP and SVM 
gave better performance considering the features and fewer 
normalized parameters. GA has good optimization ability in 
hidden layers and neurons selection. This study showed that 
the use of 4 hidden layers having 24, 21, 24, and 23 neurons, 
gave the best performance. However, the drawback of GA is 
that the computational time is longer and in local minimum 
has the risk of been stuck. On the other hand, a combina-
tion of GA with BL MLP training- based, gave a good perfor-
mance, but slightly lower compared with MLP- BP, using 14 
approximate features of 100% and 98% as an overall rate with 
db4 and rbio1.5, respectively, based on 6 classified cases. In 
addition, MLP- GABP with 24 approximate features classi-
fied all 7 cases with an accuracy rate of 99.4% and 95.2%, 
using rbio1.5 and db4, respectively, but 6 cases only are clas-
sified with validation using both wavelets.

This study proved that the accuracy classification of 
MLP- BP can be achieved if the architecture of the neural net-
work is optimized using GA, and a suitable mother wavelet 
for wavelet transform- based feature extraction. Furthermore, 
a good selection for the approximation features is achieved in 
this study with fewer number of features.
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