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Abstract
Twitter is currently a popular online social media platform which
allows users to share their user-generated content. This publicly-
generated user data is also crucial to healthcare technologies be-
cause the discovered patterns would hugely benefit them in several
ways. One of the applications is in automatically discovering mental
health problems, e.g., depression. Previous studies to automatically
detect a depressed user on online social media have largely relied
upon the user behaviour and their linguistic patterns including
user’s social interactions. The downside is that these models are
trained on several irrelevant content which might not be crucial
towards detecting a depressed user. Besides, these content have a
negative impact on the overall efficiency and effectiveness of the
model. To overcome the shortcomings in the existing automatic
depression detection methods, we propose a novel computational
framework for automatic depression detection that initially selects
relevant content through a hybrid extractive and abstractive sum-
marization strategy on the sequence of all user tweets leading to
a more fine-grained and relevant content. The content then goes
to our novel deep learning framework comprising of a unified
learning machinery comprising of Convolutional Neural Network
(CNN) coupled with attention-enhanced Gated Recurrent Units
(GRU) models leading to better empirical performance than exist-
ing strong baselines.

CCS Concepts
• Information systems → Information retrieval; Retrieval
tasks and goals; Clustering and classification;

Keywords
depression detection, social network, deep learning, machine learn-
ing, text summarization

Figure 1: A sample of depressed user tweets.

1 Introduction
Major depressive disorder (MDD), also known as depression, is
among the most prevalent psychiatric disorders globally1 which
leads to a substantial economic burden to the government. The
problem also has a considerable impact on the living activities of an
individual. It is associated with functional impairment, thus proving
to be costly to society. Early determination and treatment of depres-
sion can help to improve the impact of the disorder on individuals.
Sometimes early detection of depression is even more crucial for ef-
fective policing and to security agencies because it could adversely
impact innocent citizens, e.g., mass shootings [27] whose cause
has been usually been attributed to mental health problems. As
depression is a disorder which requires self-reporting of symptoms
frequently, social media posts such as tweets from Twitter provide
a valuable resource for automatic depression detection.

People with depression often tend to hide their symptoms to
avoid revealing that they are afflicted [34] or they find it difficult
to consult a qualified diagnostician [38]. Many go to online social
media to express their underlying problems. One of the reasons is
that they are willing to share their problems within their friend net-
work thinking that they might offer help or advice. Sometimes they
also implicitly leave clues which could point towards a state of de-
pression or onset of early depression. Manually finding such users
online by scanning through their posts will be very time-consuming.
Therefore, the challenge is how we can propose effective computa-
tional techniques to automatically find such users online. Depres-
sion detection on Twitter is a promising and challenging research
problem. Building an approach that can effectively analyze tweets
with self-assessed depression-related features can allow individuals
1https://www.who.int/news-room/fact-sheets/detail/depression
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and medical specialists to understand the depression-levels of users.
Researchers have proposed unsupervised methods to automatically
detect depression online [44, 52] using computational techniques.
One of the shortcomings in existing methods is that they tend to
use every social media post of a user. We argue that this is not nec-
essary because it tends to make the automatic depression detection
system inefficient and even degrade the performance, e.g., dealing
with “curse-of-dimensionality” and that these irrelevant posts may
have a dominating impact more than depression-sensitive content.
It is common for every user to share a varied set of posts online not
just depression-related and we depict this user pattern through an
example in Figure 1 which shows a variety of posts which might
not be even relevant to depression. As a result, we need meth-
ods which could help dampen the impact of content which might
eventually not help the classifier. We also need an effective fea-
ture selection strategy so that we could detect patterns from users
which are implicit/latent which, unfortunately, cannot be modelled
well by adopting simple term-frequency mining or modeling the
surface-level features.

In single document automatic text summarisation [41], the goal
is to condense the document into a coherent content without los-
ing any semantic information. Our proposed a novel computa-
tional framework trains on the content obtained after performing
extractive-abstractive user-generated content summarization that
helps select the most useful features for the classifier. The reason
why we adopt the summarization approach is that it enables us
to preserve the most salient content for every user and condenses
them giving us a summary of the content. We use this summary
in our novel deep learning framework which is based on Convolu-
tional Neural Network (CNN) and Bidirectional Gated Recurrent
Units (BiGRU) with attention. Exploiting the capability of the CNN
network enables to model the features more faithfully. However,
CNN usually performs suboptimally to capture the long term de-
pendencies which are usually word order information. To mitigate
this shortcoming, we introduce a bidirectional GRU model which
belongs to the family of Recurrent Neural Network (RNN). We have
used BiGRU to learn long-term bidirectional dependencies from
backward and forward directions in our data because it has shown
to perform well than a unidirectional GRU model. To further cap-
ture the user patterns, we have introduced various user behavioural
features such as social network connections, emotions, depression
domain-specific and user-specific latent topic information, and ap-
plied stacked BiGRU. A stacked architecture is obtained by having
multiple BiGRUs runs for the same number of time steps which are
connected in such a way that at each step the bottom BiGRU takes
the external inputs. The higher BiGRU takes inputs externally as
the input state output by the one below it. As pointed in He et al.
[17] residual connections between states at different depth are also
used to improve information flow. Finally, we combine both user
behaviour and post summarization in our framework, which we call
DepressionNet, that consists of two shared hierarchical late fusion
of user behaviour networks and a posting history-aware network.
We conducted comprehensive experiments, and our model signif-
icantly outperforms existing approaches (+3% in Acc and +6.5%
F-Score); thus, our key contributions are as follows:

(1) We propose a novel deep learning framework (Depression-
Net) for automatic depression detection by combining user
behaviour and user post history or user activity.

(2) We apply a abstractive-extractive automatic text summariza-
tion model based on the combination of BERT-BART that
satisfies two major requirements:
• wide coverage of depression relevant tweets by condens-
ing a large set of tweets into a short conclusive description.
• preserving the content which might be linked to depres-
sion.

(3) To further make our prediction reliable, we have used infor-
mation about user behaviour. To this end, we have developed
a cascaded deep network that concatenates the behavioural
features in different layers.

2 Related Work
Social media is one the platforms which could help discover and
later propose ways to diagnose major depressive disorders. Re-
searchers studied the effects of social media to predict depression
since these platforms provide an opportunity to analyze individual
user and state of mind and thoughts [9–11]. Digital records of peo-
ple’s social media behaviours, such as Facebook and Twitter, can
measure and predict risks for different mental health problems, such
as depression and anxiety. Additionally, these websites have been
shown to allow machine learning and deep learning algorithms to
be developed.

2.1 Early Depression Detection
In the context of online social media, various studies have show-
cased that extracting relevant features from social media has helped
achieve some success for depression detection and mental illness
with the help of machine learning algorithms. These studies aim
to analyze emotion, user network, user interactions, user language
style and online user activities as features to identify depression on
social media [36, 37, 45, 51]. However, all these features are treated
as an individual measurable property in different machine learning
algorithms. For instance, to detect depressed users online [10] used
the records of user activities with support vector machine (SVM)
model for classifications and found the possibility to recognize de-
pression symptoms through examining user activities on Twitter. In
Nadeem [28] authors tried four different classifiers to classify user
activity and found naive Bayes’ model performed well. In Tsugawa
et al. [44] authors also used user activities online; however, they
determined that a detailed evaluation is needed to estimate the
degree of depression through user activity history on social media.

One of the important mental health issues for new mothers
is postpartum depression (PPD) [11, 26, 35]. According to Shatte
et al. [35], this depression could affect fathers too. The authors col-
lected social media posts from fathers. They used the SVM model
as a classifier and found that fathers could at risk of PPD. Other
researchers study some other symptoms of depression, such as suici-
dal thoughts at an early stage. The authors in [3] studied that people
with suicidal thoughts leave a note on social media; therefore, they
applied a classifier on posts, and the title on Reddit to differentiate
suicidal and non-suicidal notes. They used term-frequency and
inverse-document frequency (TF-IDF) as features and they found



2.2 SIGIR ’21, July 11–15, 2021, Virtual Event, Canada

Figure 2: Proposed Framework (DepressionNet) for Depression Detection on Social Media

that logistic regression to be the ideal classifier for detecting the
suicidal posts online.

Recently, some studies have started to target depressed user
online, extracting features representing user behaviours and classi-
fying these features into different groups, such as the number of
posts, posting time distribution, and number followers and followee.
In Peng et al. [31], they extracted different features and classified
them into three groups, user profile, user behaviour and user text
and used multi-kernel SVM for classification. In [36] the authors
proposed a multi-modalities depressive dictionary learning method
to detect depressed users on Twitter. They extracted features from a
depressed user and grouped these features into multiple modalities
and proposed a new model based on dictionary learning that is
capable of dealing with the sparse or multi-faceted user behaviour
on social media.

The above-mentioned works have some limitations. They mainly
focused on studying user behaviour than taking cues from user gen-
erated content such as the text they share which make it extremely
difficult to achieve high performance in classification. These models
also cannot work well to detect depressed user at user-level, and as
a result, they are prone to incorrect prediction. Our novel approach
combines user behaviour with user history posts. Besides, our strat-
egy to select salient content using automatic summarization helps
our model only focus on the most important information.

2.2 Deep Learning for Depression Detection
Use of a deep neural network (DNN) such as convolutional neu-
ral networks (CNNs) and long-short short-term memory (LSTMs)
Hochreiter and Schmidhuber [18] have made notable progress in
detecting mental illness on social media [7, 33, 39, 46]. Deep learn-
ing has obtained impressive results in natural language processing
(NLP) tasks such as text classification and sentiment analysis. Sev-
eral works in the literature have concentrated on analysing user
content and user textual information via deep learning models. For

instance, Shen et al. [37] explore a challenging problem of detecting
depression from two online social media platforms, Weibo and Twit-
ter; therefore, they introduced the cross-domain DNN model using
adaptive transformation & combination features. Their model can
address the heterogeneous spaces in various domains comprising of
several features. To incorporate the users’ behaviour, they extracted
various features from both domains and classified them into four
groups. Recently, different text classification models based on deep
learning have been developed to determine if a single tweet has a
depressive propensity.

In [43] the authors targeted at the early detection of anorexia and
depression on eRisk 2017 dataset, and in [42], the authors find that
CNN outperforms LSTM. They used the CNN model with GloVe
[32] and fastText [5] where for each record, they vectorized only
the first hundred words. They have also trained other models using
a broad range of features such as linguistic metadata and LIWS,
and they found that linguistic metadata and word embeddings pre-
formed well. This work inspired other researchers to classify posts
on online forums to identify depression-related suicides [50]. For
this task, they proposed a large-scale labelled dataset containing
more than 116,000 users and proposed a model based on CNN ar-
chitecture to identify depressed users concentrating on learning
representations of user posts. Due to a large number of posts of
each user, they created posts selection strategy to select which posts
they used to train their model (earlier, latest and random posts),
and among these three selection strategies, selection random posts
gave better performance. On the other hand, RNN showed poten-
tial when it is applied to identify depression online. To classify
depressed and healthy speech among patients screened for depres-
sion, Al Hanai et al. [2] utilize an RNNmodel. They combined LSTM
based model to concatenate the sequence and audio interviews of
the patients. Gui et al. [15] fused two different data inputs, instead
of text and audio. They observed that with the consideration of
visual information of a post on Twitter, the meaning of that post
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is easy to determine. Shen et al. [36] proposed a model to detect
depression using fusing images and the posts of a user in social
media. To compute continuous representations of user sentences,
they used Gated Recurrent Unit (GRU), and for images, they used
16-layer pre-trained Visual Geometry Group (VGGNet).

2.3 Automatic Text Summarization
Sequence-2-sequence models have been successfully applied to
many tasks in NLP including text summarization [22, 29, 40]. Re-
cently, transformer [47] model has become popular for automati-
cally summarising text documents. Liu and Lapata [23] proposed a
model that can hierarchically encode multiple input documents and
learn latent relationships across them. Recently, pre-trained lan-
guage models have been commonly integrated into neural network
models, such as BERT [13] and BART [21]. For tasks in NLP such
as text summarization, these trained models have achieved state-
of-the-art performance. In essence, the BERT model is based on
an encoder-decoder network transformer. BERT has been adopted
in the medical field as an extractive summarization approach, to
summarise patients medical history [48]. Recently the other pre-
trained language model BART has attracted many researchers since
it obtained new state-of-the-art performance in summarization task.
BART contains a two-part bidirectional encoder and auto-regressive
decoder. The robust of BART model lead [16] construct a corpus
for text summarization in the Russian language, and they utilize a
pre-trained BRT model for Russian language summarization. And
their BART works extremely well, even though it was not originally
intended for Russian language text summarization.

In this paper, we propose a novel depression detection model
called (DepressionNet) using online user behaviours and summa-
rization of his posting history. Our motivation for applying auto-
matic text summarisation mainly comes from the fact that sum-
marisation can aid our model to primarily focus on those content
that is condensed and salient. To the best of our knowledge, we are
the first ones to use automatic text summarization for depression
detection on online social media.

3 Our Novel DepressionNet Model
In this section, we present our proposed novel framework, Depres-
sionNet for the task of automatic depression detection by fusing
the user behaviour and the user post history. Figure 2 depicts the
full model components. User posts can be abundant, redundant
and may contain irrelevant information that might not give useful
information to the computational model. This poses a significant
challenge to effectively employ the knowledge learned from a user
on social media which is already characterised by short and noisy
content. Consider that a user𝑈𝑖 has posts [𝑇1,𝑇2, ......,𝑇𝑛] from the
user activity history, where the total number of posts is 𝑛. Each
𝑇𝑖 is the 𝑖th user-generated content. Our goal is to assign a label
𝑦𝑖 ∈ {depressed, non depressed} to the user 𝑈𝑖 signifying a binary
assignment whether the user is depressed or not depressed. To
realise our goal, we have fused the user behaviour and user post
history of each user𝑈𝑖 . The abstractive-extractive summarization
can be defined as extracting and summarizing the user generated
content 𝑇𝑚 from user history of 𝑇𝑛 tweets such that 𝑇𝑚 ≤ 𝑇𝑛 . Be-
sides, we incorporate user behavioural information social network,

BERT K-means

Embedding Clustering

Extractive Abstractive

Tn Tm BART

Figure 3: Diagram to illustrate the process of user posts sum-
marization

(a) A depressed user posts before (b) A depressed user posts after

(c) Non-depressed user posts
before

(d) Non-depressed user posts after

Figure 4: A word cloud depicting words from depressed and
non-depressed users before and after extractive summariza-
tion. We show qualitatively that summarisation helps in se-
lecting the most salient or focused content.

emotions, depression domain-specific and topic modelling denoted
as𝑀𝑆 , 𝑀𝐸 , 𝑀𝐷 , and𝑀𝑇 , respectively.

3.1 Extractive-Abstractive Summarization
User post history plays a vital role in observing the progression of
depression, thus, we considered the problem of depression detection
by analyzing depressed user posts history to better understand the
user behaviour for depression. Single-user post history summariza-
tion is the task of automatically generating a shorter representation
of user historical post while retaining the semantic information.
Figure 4 depicts the importance of text summarisation on a real
user-generated content. We notice that a user who is depressed,
the module distills the redundant and non-informative content, e.g.,
“still”, “eleven” have been removed after summarisation from a de-
pressed user and salient words such as “sick”, “mental” have become
prominent. We also observe the same pattern for non-depressed
user where the focus only remains on most non-redundant patterns
after summarisation. We argue that adopting summarisation tech-
nique is useful for the model to remove many irrelevant content so
that we could focus on the most important information associated
with a user.

We present a framework that incorporates an interplay between
the abstractive and extractive summarisation. The reason why our
model is based on extractive and abstractive framework is that
extractive model helps automatically select the user generated con-
tent by removing redundant information. Abstractive framework
further condenses the content while preserving the semantic con-
tent. Given that we might have a large amount of tweets associated



3.2 SIGIR ’21, July 11–15, 2021, Virtual Event, Canada

with each user, this approach mainly helps reduce the amount
of redundant information and noise in data. Our model relies on
BERT-BART summarisation model which is a strong automatic text
summarisation model based on contextual language models, which
are very popular models for modeling text.

On the user posts (𝑇𝑛), we have applied extractive tweets sum-
marisation to select the most important tweets (𝑇𝑚) from full set
of user posts. The unsupervised extractive summary takes a pre-
trained BERT model to perform sentence embedding [25]. Figure
3 depicts the design of our extractive-abstractive automatic sum-
marization. As the BERT is trained as masked-language model, it
gives us a vector representation ([𝑊1,𝑊2 ....,𝑊𝑗 ]𝑇𝑖 ) for each tweet
as the output which is grounded to tokens instead of sentences.
We then perform 𝑘-means clustering on high dimensional vector
representing semantic centers of text, the cluster centres are se-
lected to extract most important tweets 𝑇 ′

𝑖
. For example, user 𝐴

posts 𝑛 tweets 𝑇 = [𝑇1,𝑇2,𝑇3, ....,𝑇𝑛], the extractive summarization
will return𝑚 tweets 𝑇 ′ = [𝑇1,𝑇2,𝑇5 ....,𝑇𝑛−1] whereas 𝑇 ′ ⊆ 𝑇 , i.e.,
in Figure 1, 𝑇3 and 𝑇𝑛 are depression irrelevant tweets, extractive
summarization excludes tweets 𝑇3 and 𝑇𝑛 .

Once, we have summarised the posts (𝑇 ′𝑚) for each user (𝑈𝑖 ) using
the extractive summarisation, we can further condense the remain-
ing redundant information that might gone undetected during the
extractive summarisation phase. To this end, we apply the BART
model which perform abstractive text summarisation. BART is de-
noising sequence-to-sequence autoencoder that uses transformer
structure. The BART structure consists of two components: an en-
coder and a decoder. The encoder component is a bi-directional
encoder compliant with the BERT architecture and the decoder
component is an auto-regression decoder that follows GPT settings.
We have used BART-large model [21] which has originally been
fine-tuned on CNN/DM dataset as abstractive summarization.

BART produces word embeddings that represents the summary
of user posts at the word level. The word embeddings are then used
as input to the stacked Convolutional Neural Network (CNN) and
Bidirectional Gated Recurrent Units (BiGRU) with attention model
to capture sequential information, such as the context of a sentence.
The attention mechanism is advantageous in this scenario because
the model helps focus on relevant words. The summary can be ex-
pressed as 𝑆 = {𝑤1,𝑤2, ..,𝑤𝑁 }, where 𝑆 ∈ RV×N , 𝑁 represents the
summary length,𝑉 represents the size of the vocabulary. Each word
𝑤𝑖 in S is transformed to a vector of word 𝑥𝑖 using Skipgram model
available in word2vec library. We have used the pre-trained with
300-dimensional2 embeddings. The embedded summary sentence
can be represented as:

𝑋 = {𝑥1, 𝑥2, .., 𝑥𝑁 } (1)
A weighted matrix of word vector will be utilized as embedded

layer output and is input to the convolutional neural network (CNN)
followed with layer of max-pooling and ReLU. The goal of CNN is
to extract the most relevant embedded summary sentence features.
The word vector representation of a tweet is typically complex, thus,
the word vector dimension is regularly taken by the CNN layer with
kernel dimensions which extract important features by learning the
spatial structure in summarized text through pooling. Finally, we

2https://github.com/mmihaltz/word2vec-GoogleNews-vectors

add a fully connected (FC) layer which serves consolidated features
to the BiGru.

3.1.1 The Bidirectional Gated Recurrent Unit (BiGRU) Layer The
resulting features from CNN layer are passed to the BiGRU, which
is a RNN that can capture sequential information and the long-term
dependency of sentences. Only two gate functions are used which
are reset and update gates. Update gate has been used to monitor
the degree with which the previous moment’s status information
has transported into the current state. The higher the update gate
value, the more the previous moment’s status information is carried
forward. The reset gate has been used to monitor the degree with
which the previous moment’s status information is overlooked.
The smaller the reset gate value, the more neglected the context
will be. Both the preceding and the following words influence the
current word in the sequential textual data, so we use the BiGRU
model to extract the contextual features. The BiGRU consists of a
forward GRU and a backward GRU that are used, respectively, to
process forward and backward data. The hidden states obtained by
the forward GRU and the backward GRU for the 𝑥𝑡 input at time 𝑡
are forward( ℎ𝑡 ) and backward( ℎ𝑡 ), respectively.

forward( ℎ1) =𝐺𝑅𝑈 (𝑥𝑡 , forward( ℎ𝑡−1)) (2)
backward( ℎ𝑡 ) =𝐺𝑅𝑈 (𝑥𝑡 , backward( ℎ𝑡−1)) (3)

The combination of the hidden state that is obtained from the
forward GRU and the backward GRU

−→
ℎ𝑡 and

←−
ℎ𝑡 is represented as ℎ𝑡

as the hidden state output at time 𝑡 , and the output of the 𝑖𝑡ℎ word
is ℎ𝑡 = ((forward(ℎ𝑡−1) ⊕ (backward(ℎ𝑡−1)).

The attention mechanism helps the model to assign different
weights to each part of the input and to reflect the correlation
between features and performance results. Let 𝐻 be a matrix con-
sisting of output vectors [ℎ1, ℎ2, ℎ3, ..., ℎ𝑁 ] which we obtain from
BiGRU layer, where 𝑁 here is the length of the summary sentence.
The target attention weight 𝑢𝑡 at timestamp 𝑡 is calculated using
the vectors ℎ𝑡 vector 𝑢𝑡 = tanh(ℎ𝑡 ).

We can get the attention distribution 𝑎𝑡 , computed using a soft-
max function as 𝑎𝑡 = exp(𝑢𝑡 )

𝑚∑
𝑡=1

exp(𝑢𝑡 )
. A user summarized posts attention

vector 𝑠𝑖 is calculated as the weighted sum of posts summarization
features, using the dot product to sum products of 𝑎𝑡 and ℎ𝑡 as
follows: 𝑠𝑖 =

∑𝑚
𝑡=1 𝑎𝑡 • ℎ𝑡 , where 𝑠𝑖 is the learned features for the

summary.

3.2 User Behaviour Modelling
We have also considered user behaviour features and grouped all
features into four types which are user social network, emotions,
depression domain-specific and topic features obtained using a
probabilistic topic model, Latent Dirichlet Allocation (LDA). We
have shown more details in Table 1. These four feature types are
also used in [36]. However, we have not considered User Profile
feature and Visual feature types due to missing values. We have
extracted these feature-types for each user that are described as
below:
I- Social Network Features: We extracted several features related
to user social interactions such as the number of followers and
friends (followee). We have also considered user posting behaviour
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Table 1: Summary of User Behaviour features
Modality Features Description

Social
1-Posting time distribution for each user.
2-Numeber of followers and friends (fol-
lowee).

Network 3-Number of tweets, re-tweets and tweets
length.

Emotional
1-Number positive, negative or neutra emo-
jies.
2-(valance, arousal, dominance) score for
each tweet
3-Calculate first person singular and plural
from each tweet.

Domain Specific
1-Count of depression symptoms occurring
in each tweet
2-Count of antidepressant words occurring
in each tweet

Topic 1-Using the LDA model

such as the number of tweets, retweets, and the length of tweets.
Besides, we have extracted the posting time distributions as features,
i.e., the number of tweets in an hour per day by user𝑈𝑖 .
II- Emotional Features: User emotion plays important role in
depression detection. We have considered emotional features such
as valence, arousal, and dominance (VAD). The lexicon includes
a list of English words and their valence, arousal, and dominance
scores as features [6]. We create a dictionary with each word as a
key and a tuple of its (valance, arousal, dominance) score as value.
We then parse each tweet and calculate VAD score for each tweet
using this dictionary. We then add the VAD scores of tweets for
a user, to calculate the VAD score. Tweets are rich in emojis and
carry information about the emotional state of the user. Emojis can
be classified as positive, negative or neutral, and can be specified
as Unicode characters. For each of positive, neutral, negative type,
first, we count their appearance in all tweets by user𝑈𝑖 .
III- Domain-Specific Features: The features which are often
domain-dependent produce faithful classification results. We have
considered two different types of domain-specific features which
are depression symptoms and antidepressant related. For depression
symptoms, we count the number of times any of the nine depres-
sion symptoms for DSM-IV criteria for a depression diagnosis [14]
is mentioned in tweets by user 𝑈𝑖 . The symptoms are specified
in nine lists, each containing various synonyms for the particular
symptom. For each depression symptom, we count the number of
times a symptom 𝑆 𝑗 appeared tweets by user𝑈𝑖 . For antidepressant,
we created a separate list of antidepressant medicine names from
Wikipedia3, and count how many times the antidepressant name is
mentioned by user𝑈𝑖 .
IV- Topic related Features: Topic modelling uncovers the salient
patterns (represented as distributions over the words in a tweet) by
user 𝑈𝑖 under the mixed-membership assumptions, i.e., each tweet
may exhibit multiple patterns. The frequently occurring topics plays
a significant role for depression detection. We first consider the
corpus of entire tweets of all depressed users and split each tweet
into a list of words followed by assembling all words in decreasing
order of their frequency of occurrence. We have removed stop
words from the data. We applied unsupervised Latent Dirichlet
Allocation (LDA) [4] to extract the latent topic distribution. For

3https://github.com/hzogan/DepressionNet/blob/main/domain_specific

each user𝑈𝑖 , we compute, how many times each of words occurs
in user’s tweets separately.

To obtain fine-grained information, we have applied stacked
BiGRU for the each of multi-modal features. In our experiments,
we have considered two BiGRU that capture the behavioural se-
mantics in both directions backwards and forward for each user
followed by fully connected layer as shown in Figure 2. Suppose
the input which resembles a user behaviour be represented as
𝑈𝑖=[𝑚1,𝑚2,𝑚3, ...,𝑚𝑁 ] for 𝑖𝑡ℎ user. The outcome of behaviour
modelling is the high-level representation that captures the be-
havioural semantic information and plays critical role in depression
diagnosis (see ablation study section 4.4).

3.3 Fusion of User Behaviour and Post History
Figure 2 shows that the overall network consists of two asymmetric
parallel networks (user post history network and user behaviour
network) that consists of two shared hierarchical late fusion net-
works and a posting history-aware network that is combined with
fully connected (FC) layer. The hierarchical temporal-aware net-
work coalesces multiple fully connected layers to integrate user
behavioural representation and user posting (history-aware posting
temporal network). For example, for user 𝑈𝑖 , we have extracted
a compact feature representing both behaviour and user posting
history followed by a late fusion. The resulting framework models
a high-level representation that captures the behavioural seman-
tics. Similarly, the user post history comprises of representations
extracted from user history that represent the gradual growth of
depression symptoms. We have concatenated both representations
to generate a feature map that considers both user behaviour and
reflection of user historical tweets. The output of the DepressionNet
network is a responsemap that denotes the similarity score between
the depressed user and non-depressed user. As the network coa-
lesces multiple hierarchical fully connected convolutional layers,
thus, the network may have a different spatial resolution. To over-
come this challenge, we exploit the max-pooling to down-sample
the shallow convolutional layer to the same resolution as the deep
convolutional layer. The hierarchical integration of user behaviour
network results in a significant improvement of performance (see
ablation study Section 4.4).

4 Experiments and Results
In this section, we will describe our experimental setup in detail
followed by comparisons with the state-of-the-art models.

4.1 Baseline Methods
We compare our proposed method with various strong compar-
ative methods. Our comparative methods range from those that
have been proposed for depression detection and for general text
classification models because our setting also resembles that of
binary text classification. For user behaviour features, we have used
methods that have been applied for detection of mental illness.
Multi-modal Dictionary Learning Model (MDL) has been proposed
to detect depressed users on Twitter [36]. They used a dictionary
learning to extract latent data features and sparse representation of
a user. Support Vector Machines (SVM), is a popular and a strong
classifier that has been applied on a wide range of classification
tasks [19] and it still remains a strong baseline. Naïve Bayes (NB)
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Table 2: Summary of labelled data used to train depression
model

Description Depressed Non-Depressed
Numer of users 2159 2049
Number of tweets 447856 1349447

is a family of probabilistic algorithms based on applying Bayes’
theorem with the “naive” assumption of conditional independence
between instances [1, 12]. Given the popularity of contextual lan-
guage models trained using modern deep learning methods, we
have also investigated three popular pre-trained models, which
are, BERT [13], RoBERTa [24] and XLNet [49] for summarization
sequence classification. We fine-tuned the models on our dataset.
We also compare with GRU+VGG-Net with cooperative misoper-
ation multi-agent (COMMA) [15], where the authors proposed a
model to detect depressed user through user posts (text) and images.
They constructed a new dataset that contains users tweets with the
images, based on the tweet ids [36].

4.2 Dataset
We have used a large-scale publicly available depression dataset
proposed by Shen et al. [36]. The tweets were crawled and labelled
by the authors. The dataset contains three components: (1) De-
pressed dataset D1, which comprises of 2558 samples labelled as
depressed users and their tweets, (2) Non-depressed dataset D2,
which comprises of 5304 labelled non-depressed users and their
tweets. (3) Depression Candidate dataset D3. The authors con-
structed a large-scale unlabeled depression-candidate dataset of
58810 samples. In our experiments, we used the labelled dataset:D1
and D2. We preprocess the dataset by excluding users who have
their posting history comprising of less than ten posts or users
with followers more than 5000, or users who tweeted in other than
English so that we have sufficient statistical information associated
with every user. We have thus considered 4208 users (51.30% de-
pressed and 48.69 % non-depressed users) as shown in Table 2. For
evaluation purpose, we split the dataset into training (80%) and test
(20%) sets.

4.3 Experimental Settings
We have reported our experimental results after performing five-
fold cross-validation. For summarization classification model (CNN-
BiGRU with attention), the convolution layer, the window of size
is set as 3, and the poling size for the max-pooling layer is set
as 4. For BiGRU layer, we set the hidden layer to 32. For user be-
haviours representation model (stacked BiGRU), we used two layers
of bidirectional GRU, and we set hidden neurons of each layer to
64. All models are trained using the Adam optimizer Kingma and
Ba [20] using the default parameters: 𝛽1 = 0.9, 𝛽2=0.999, epsilon
= 1e-7 and the learning rate = 0.001. We implement the extrac-
tive summarization through the clustering model based on Bert
Extractive Summarizer 4. The number of topics in the topic model
was set to 5 and from each topic 5 top words were chosen, which
gave an overall better performance in our experiments after tuning.
During the training phase, we set the batch size and epoch to 16

4https://github.com/dmmiller612/bert-extractive-summarizer

Table 3: Effectiveness comparison different methods to de-
tect depression via user behaviours.

Model Prec. Rec. F1 Acc.

SVM 0.724 0.632 0.602 0.644
NB 0.724 0.623 0.588 0.636
MDL 0.790 0.786 0.786 0.787
GRU 0.743 0.705 0.699 0.714
BiGRU 0.787 0.788 0.760 0.750

Stacked BiGRU 0.825 0.818 0.819 0.821

Table 4: Comparison of different models for summarization
sequence classification.

Model Prec. Rec. F1 Acc.

BiGRU (Att) 0.861 0.843 0.835 0.837
CNN (Att) 0.836 0.829 0.824 0.824
CNN-BiGRU (Att) 0.868 0.842 0.833 0.835
XLNet (base) 0.889 0.808 0.847 0.847
BERT (base) 0.903 0.770 0.831 0.837
RoBERTa (base) 0.941 0.731 0.823 0.836

and 40, respectively. To evaluate the performance of the models,
we have used accuracy, precision, recall, and F1 measure. In our
framework, the depressed user classification was performed using
dual-phased hybrid deep learning model (BiGRU + CNN-BiGRU
with Attention)5 for two attributes user behaviours and user posts
summarization. To study the impact of different components in our
model, we conduct ablation analysis.

4.4 Results
We evaluate the performance of user behaviour (Section 3.2) using
stacked BiGRU model. We have used four different feature-types,
social network, emotions, depression domain-specific and topic
modelling, excluding user profile feature and visual feature due to
missing values. Table 3 shows the comparative results. We notice
that behavioural features play an important role in the classifica-
tion of depression. MLD achieved the second-best performance
after Stacked BiGRU; however, stacked BiGRU performs the best
to classify diverse features of user behaviours on social media. It
outperforms the MLD model in precision by 4%, recall, F1-score
and accuracy, by 3%, 3% and 3%, respectively.

For extractive summarization, we have used BERT and performed
𝑘-means clustering to select important tweets. We then applied the
distilled version of BART (DistilBART) to extract abstract repre-
sentation from these selected tweets. We used Distilbart provided
by Hugging Face6. To conduct abstractive summarization, we used
different architectures such as XLNet, BERT, RoBERTa, BiGRU with
attention and CNN-BiGRU with attention. From Table 4, we see
that BiGRU-Att outperforms other models w.r.t recall, however,
XLNet performs best among all the other models w.r.t accuracy and
F1-score.

Tables 3 and 4 show that using only user posts summarization
achieves a significantly better performance than using behaviours
online. Consequently, using all attributes together further increases
the performance of depression detection.

We have combined both summarization and user behaviour rep-
resentation to capture various features using a hybrid deep learning
model. Table 5 shows that our DepressionNet (Stacked_BiGRU +
5Code: https://github.com/hzogan/DepressionNet
6https://huggingface.co/transformers/model_doc/distilbert.html

https://huggingface.co/transformers/model_doc/distilbert.html
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Table 5: Comparison of depression detection performances in social media whence of four selected features.

Feature Model Precision Recall F1-score Accuracy

User Behaviours

SVM (Pedregosa et al. [30]) 0.724 0.632 0.602 0.644
NB (Pedregosa et al. [30]) 0.724 0.623 0.588 0.636
MDL (Shen et al. [36]) 0.790 0.786 0.786 0.787
GRU (Chung et al. [8]) 0.743 0.705 0.699 0.714
BiGRU 0.787 0.788 0.760 0.750
Stacked BiGRU 0.825 0.818 0.819 0.821

posts + Image GRU + VGG-Net + COMMA (Gui et al. [15]) 0.900 0.901 0.900 0.900

Posts Summarization

XLNet (base) (Yang et al. [49]) 0.889 0.808 0.847 0.847
BERT (base) (Liu et al. [24]) 0.903 0.770 0.831 0.837
RoBERTa (base) (Liu et al. [24]) 0.941 0.731 0.823 0.836
BiGRU (Att) 0.861 0.843 0.835 0.837
CNN (Att) 0.836 0.829 0.824 0.824
CNN-BiGRU (Att) 0.868 0.843 0.848 0.835

Summarization + User Behaviures

CNN + BiGRU 0.880 0.866 0.860 0.861
BiGRU (Att) + BiGRU 0.896 0.885 0.880 0.881
CNN-BiGRU (Att) + BiGRU 0.900 0.892 0.887 0.887
BiGRU (Att) + Stacked BiGRU 0.906 0.901 0.898 0.898
CNN (Att) + Stacked BiGRU 0.874 0.870 0.867 0.867
DepressionNet (Our Model) 0.909 0.904 0.912 0.901

CNN-BiGRU_Att) model that show the best results compared with
other models. Therefore, our proposed model can effectively lever-
age online user behaviour and their posts summarization attributes
for depression detection. We further conducted a series of experi-
ments and shown the performance of our model considering both
qualitative and quantitative analyses. We have also compared the
performance of our proposed framework with the state-of-the-art
methods such as those based on user behaviour as shown in Table 3,
post summarization as shown in Table 4 and user selection of posts
with images. Table 5 describes the comparative quantitative re-
sults. We can observe that the proposed framework DepressionNet
performs better in comparison with comparative methods.

DepressionNet outperforms and improves by a percentage of
(↑ 6.4%) on depression classification performance and achieves a
score of 0.912 (F1-score) in comparison with comparative methods
considering both user behaviour and post summarization which is
shown in Table 5. Gui et al., [15] showed that using images along
with user posts plays an important role in depression detection.
Similarly, the content of URLs may also be very helpful in the de-
tection of depression as the patient often shares the link about the
disease, and its medications among others. In the future, we plan to
investigate the images as well as URLs along with post summariza-
tion and user behaviour. Our model also showed a slightly better
performance in comparison to the model proposed in Gui et al. [15].
The improvement mainly comes from the interplay between the im-
ages the depressed user tweeted learnt jointly with text which helps
give extra multi-modal knowledge to the computational model.

Table 5 further shows comparative analysis. We can observe that
not only DepressionNet but individual components of the proposed
framework show a better performance in comparison to compar-
ative methods. It is noticeable that our stacked BiGRU utilising
the behavioural features, the social network, emotions, depression
domain-specific and topic modelling outperformed the compara-
tive methods based on leveraging just user behavioural patterns.
Stacked BiGRU achieves a score of 0.819 (F1-score) in compari-
son to MDL and BiGRU. Table 3 shows the detailed comparison of
methods that comprise of the user behavioural patterns. We can
derive similar conclusion considering accuracy, precision and recall.
Similarly, our proposed extractive-abstractive summarization with

BiGRU-attention showed better performance with 0.848 (F1-score)
in comparison to 0.847, 0.831, 0.823, 0.835, 0.824 by XLNet, BERT,
RoBERTa, BiGRU with attention and CNN with attention.

As depression is a gradually deteriorating disease, we considered
the user historical tweets to better understand the user behaviour.
As the depressed status intensifies, we can observe the evolving
trajectory, however, such minor depression reflection could not be
easily detected at early stage of depression, in comparison advanced
stage. The selection of depression-related tweets and deep analysis
of user history helps diagnose the patient at early stage. Based on
experimental results, we have the following observations.

(1) The consideration of user temporal tweet history helps detect
the patient suffering from early-stage of depression.

(2) Extractive summarization selecting only important tweets
results in not only improving the detection performance but
also considerably reducing the computational complexity by
filtering out unrelated tweets.

(3) The hierarchical cascaded temporal-aware network coalesces
multiple layers by integrating the user behavioural repre-
sentation along with user tweets summary (history-aware
temporal post summarization) which further can be used
to analyze the progression of the disease and plan manage-
ments.

To further analyze the role played by each feature-type and
contribution of the user behavioural attributes and user post sum-
marization attribute, we removed the social network feature and
denote this model as Our Model - S, emotion feature and denote as
Our Model - E, domain-specific feature and denote as Our Model - D
and topic feature which we denote as Our Model - T. We have also
studied the performance of each attribute from our hybrid model
separately. Specifically, we first removed the user behavioural multi-
feature attribute (Our Model - All Feature) and then removed user
post summarization attribute (Our Model - seq).

We can see in Figure 5(b) that our model performance deteri-
orates as we remove all the multi-features representing user be-
haviour attributes and degrades more without the post summa-
rization. To understand the effectiveness of sequence attribute, we
denote them respectively as following: Seq+S, Seq+E, Seq+D and
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(a) - Effectiveness of summarization sequence with features (b) - Effectiveness of our model with features

(c) - Model vs Text length. (d) -BART (e) - DistilBART
Figure 5: Experimental results: (a) Comparing the performance of ourmodel by concatenating sequenceswith different feature
types. (b) Showing the performance of our model by omitting different features. (c) our model performance vs Text length,
with different inputs of data. (d) and (e) T-SNE visualization of Bart andDistilBart Summarization, where 1 represent depressed
users posts and 0 represent non-depressed users posts

Seq+T. As shown in Figure 5(a), the combined sequence with topic
feature contributes to depression detection slightly better than
other features.

To further analyze the effectiveness of proposed summariza-
tion, we have also examined the DepressionNet model with four
different data inputs such as first𝑚 tweets (𝑈 𝐹

𝑖
= [𝑇1, ......,𝑇20]),

last 𝑚 tweets (𝑈 𝐿
𝑖

= [𝑇𝑛−20, ......,𝑇𝑛]), random 𝑚 tweets (𝑈𝑅
𝑖

=

𝑅𝑎𝑛𝑑𝑜𝑚20 [𝑇1, ......,𝑇𝑛]) and all set of tweets (𝑈𝑖 = [𝑇1, ......,𝑇𝑛]).
We can notice the significant superiority and stability of summa-
rization approach over different input data as shown in figure 5(c).
In addition, we have also used t-SNE visualization to evaluate the
abstractive summarization. We observe from Figure 5(d) and (e)
that we can see the distinct separation between the depressed sum-
marization documents and non-depressed for both BART and Dis-
tilBART.

5 Conclusion
We have proposed a novel hierarchical deep learning network
that coalesces multiple fully connected layers to integrate user
behavioural representation and user posting (history-aware post-
ing temporal network). Our framework for depression detection
works on online social media data which is characterised by first
summarising relevant user post history to automatically select the
salient user-generated content. Automatic summarization leads to a
natural advantage to our computational frameworkwhich enables it
to focuses only on themost relevant information duringmodel train-
ing which significantly helps reduce the curse-of-dimensionality
problem. Automatic summarization also introduces an additional

benefit that there are no arbitrary design choices underlying our
feature selection, e.g., discarding sentences with with certain pre-
defined words or sentences within a certain length. As a result,
our CNN-GRU model learns more discriminative attributes from
data than the comparative models. The interplay between auto-
matic summarization, user behavioural representation and model
training helps us achieve significantly better results than existing
state-of-the-art baselines. In the future, we will go beyond social
media contents and use URLs, images as well as a mix of short and
long user-generated content with traditional web pages. This would
help give more contextual knowledge to the model that will help
us focus on a task where our model not only detects depression but
also automatically suggests possible diagnosis.

6 Ethical Considerations
This research intends to consider the needs of people who suffer
from depression or depression-like symptoms on social media. This
study does not require IRB/ethical approval.
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