Molecular dynamics simulation of liquid argon flow in a nanoscale channel
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Abstract

The convective heat transfer in the Micro/ Nanoscale channel is of significant importance in engineering applications,
and the classical macroscopic theory is invalid at depicting its physical processes and mechanisms. In this study,
molecular dynamics (MD) simulations are conducted to investigate the heat transfer of liquid argon flow through
a nanoscale channel. The results show that the fully developed bulk temperature agrees with the continuum based
solution of the analytical energy equation at channel height 24 nm, while this agreement reduces with the decrease
of the height due to the nanoscale features. At height 6 nm, velocity slip exists around the hydrophobic wall, and
enhanced near-wall viscosity of liquid and reduced velocity slip length are observed at larger fluid-wall interaction
strength. A region around 2 A wide without liquid atoms is formed at the hydrophilic wall, leading to a zero velocity
in this hollow domain and a no-slip boundary condition. Most importantly, the thermal slip length is remarkably
dependent on the liquid density layering in the proximity of the wall and inversely proportional to the first peak value
of liquid adjacent to the interface. This observation provides a new idea to tune the heat dissipation properties at the
fluid-wall interface by controlling the liquid density layering.
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1. Introduction

The forced convective heat transfer in hydrodynami-
cally developed and thermally developing laminar flow
is also named as the Graetz problem, existing widely
in macroscale heat exchangers and nanoscale devices.
For example, the miniaturization and the ultra-high pro-
cessing speed of chips can cause a very high-heat flux,
and the temperature of the hotspots resulted from such
high heat flux is dramatically higher than the average
temperature of the chip [1]. These hotspots pose a
thermal bottleneck for the overall reliability of chips,
which increases the demand for cooling by using fluid
or gas flow through channels [2]. Moreover, nanoflu-
ids generated by mixing very small solid particles with
the base liquid show fascinating features such as high
thermal conductivities and high stability, and have great
potential as the heat transfer enhanced fluids can be em-
ployed in novel biomedicine and electronic applications
[3]. Also, nanopore membranes and nanotube attracting
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many researchers’ attention have high water permeabil-
ity and solute exclusion, and can be used to reduce the
size of the desalination system and improve the energy
efficiency by imposing a small temperature difference

[4].

The heat transfer in these applications has been sys-
tematically investigated based on the continuity hypoth-
esis from the view of energy conservation with no-slip
condition on the solid surface for velocity and tempera-
ture in the macroscale realm [5]. At Micro/ Nanoscale,
however, the forced laminar convective heat transfer
shows considerably different physical mechanisms with
the macroscale one [6]. For example, a series of inves-
tigations [7, 8] demonstrated that the no-slip velocity
wall boundary condition commonly applied in macro-
level simulations becomes less valid at microscale and
nanoscale where wall surface structures dominate the
flow and heat transfer behaviors. Similarly, the temper-
ature discontinuity or thermal slip phenomenon at the
fluid-wall interface can yield noticeably deviated physi-
cal behaviors from that at the macro-level [9]. Besides,
a series of distinct molecular layers form the density
layering in the vicinity of the fluid-wall interface and
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Nomenclature:

A constant parameter Zn variable in confluent hypergeometric function
A, summation coefficients Greek symbols

a coefficients in confluent hypergeometric function a thermal diffusivity

B constant parameter B eigenvalues

Br Brinkman number 01,0, height of the small region
b, coefficients in confluent hypergeometric function (6u*) mean squared displacement about lattice site
cp specific heat at constant pressure energy character parameter
Dy,D,,D; domains n dimensionless coordinate
Dy hydraulic diameter (Dy = 4H) u dynamic viscosity

d shortest distant between an atom and its neighbour v kinematic viscosity

fx body force Jol density

Gz Graetz number o collision diameter

H half height of the channel 0 non-dimensional temperature
k thermal conductivity 3 dimensionless coordinate
K spring constant Subscripts

L channel length Ar argon

L, velocity slip length Ag silver

Ly thermal slip length ave average value

Lyo reference value of the thermal slip length a analytical solution

N number of atoms b bulk value/region

Pe Péclet number C critical value

Pr Prandtl number f fluid properties

Re Reynolds number fb first bin

r distance between two arbitrary particles i inlet properties

re cut off distance in LJ potential [ density layering

T temperature m mean value

u velocity component )4 peak value

U potential energy w wall properties

Vv volume of the channel Superscript

w channel width * dimensionless quantity
X,V,2 cartesian coordinate

produce the non-uniform density [10] and viscosity [11]
profiles.

It should be pointed out that although tremendous ef-
fort [12] has been devoted to investigating the Graetz
problem using the continuum-based energy equations
with velocity and thermal slip wall boundary conditions,
the applied slip model contains constant momentum and
thermal accommodation coefficients, which, unfortu-
nately, strongly depend on materials of fluids and the
wall, local pressure, velocity and the mean direction of
the local flow [13]. Consequently, all these factors may
lead to the breakdown of the continuum-based model
in depicting the Graetz problem at Micro/ Nanoscale.
The molecular dynamics (MD) simulation has become
an effective alternation to study the nanoscale fluid and
heat transfer characteristics as it does not introduce any
postulation except the potential functions describing the
interforce of particles, and it has been used successfully

to calculate the transport parameters ( i.e., thermal con-
ductivity) [14, 15]. However, MD studies of the forced
convective behaviors and the underlying mechanisms of
nanochannel flow are merely explored.

In this work, fluid and heat transfer in a nanoscale
channel is investigated by both MD simulations and
the analytical solution of the continuum-based energy
equation where the accuracy has been fully validated
[12]. Results from the two approaches are compared
to evaluate the validity of the continuity assumption and
to reveal the physical characteristics of molecular-level
forced convective heat transfer. Technical details per-
taining to MD simulations are illustrated in Section 2,
and the results and discussions are presented in Sec-
tion 3 and Section 4. Finally, conclusions are drawn
in Section 5.




2. Methodology of molecular dynamics simulations
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Figure 1: Sketch of the MD simulation system. The modelling domain
includes three sub-domains: forcing region Dy, thermostat region D>
and sample region D3. Open circles denote liquid argon atoms. The
outermost wall atoms (brown circles) are frozen to their initial posi-
tions, and the other wall atoms (blue circles) are constrained to corre-
sponding initial locations via virtual springs.

2.1. Governing equations

As shown in Fig. 1, the liquid argon atoms are de-
livered along the x direction in a parallel plate channel
composed of solid silver atoms with the face-centered
structure (FCC) and lattice constant 4 A. Periodic
boundary conditions are applied in x and z directions.
The motions of particles are governed by

fii=-VU(ry), (1a)
Nin
miz=fi= > fij, (1b)
j=1,j#i

where U(r;;) is the potential energy function, r;; is the
magnitude of the distance between two arbitrary parti-
cles, fi; is the force that atom j exerts on atom i, m is the
atomic mass, r; is the position of the particle i, f; is the
total force and N,, is the total number of particles in the
simulation system. Herein, the 12-6 Lennard-Jones (LJ)
pair-wise potential in previous works [16, 17] is used
to model the interaction forces for argon-argon, silver-
silver and argon-silver atoms

o2 o\
U(rij) = 4e [(r_) - (r_) ] , (2)
ij ij

where € is the well-depth of the Lennard-Jones poten-
tial and o is the collision diameter. For argon and silver

atoms, there are €4,_4, = 0.0104 ev, 04,_a, = 3.405A,
€rg-ag = 0.4080ev and ags, = 2.551A, respec-
tively [18]. €4,-4, and 0 4,_4, can be obtained from the
Lorenz-Bertholot rule [19, 20]

EAr-Ag = \EAr—Ar Epg-Ag = 0.0651 ev, (321)
Tar—aAr + T g .
O prong = —20 8788 _ 9 978 A (3b)

2

In the following text, we vary €4,_4, With fixed 04,_4¢
to tune the wetting ability of the wall. For brevity, di-
mensionless €, _, ¢ defined as €s,—sq/€ar-ar is applied.
To reduce the computational cost, the Lennard-Jones
potential is truncated using a typical cut-off distance
r. = 2.50 [21]. Interactions of two arbitrary atoms are
not considered if the distance between them is greater
than this cut-off value. Throughout this work, atoms’
velocities are updated via the verlet algorithm and 1 fs
is chosen as the time step. The first 0.5 ns is used to
reach an equilibration phase in the NVT ensemble [22]
to thermally relax the MD system before applying arti-
ficial forces to drive liquid atoms flow and performing
Langevin thermostat. The following 2.5ns is for the
MD system to achieve the steady state and then another
5 ns to collect data.

To drive liquid argon atoms to flow in the x direction,
Markvoort et al. [23] artificially added a force f, for
each atom in the D, region after resetting the temper-
ature T of atoms in domain D; to T; to meet the inlet
temperature boundary condition. However, this force
may increase energies of atoms to drive their real tem-
peratures to deviate from desired values, since the exter-
nally forced region is located upstream of the thermostat
domain. Hence, the order of forcing and thermostat do-
mains is changed herein. Every atom in D; moves in
x direction driven by the external force f,. Then, an
average velocity u, is subtracted from each atom’s x ve-
locity component before using the Langevin thermostat
algorithm [24] to control the temperature in D;.

2.2. Definition of physical quantities

The local dimensionless temperature of argon atoms
is defined as

T, () - i cpumT & nydn

O (&) = with T,, (§) =
T - Tw Iy cputnydn

“

where T, and T; are wall temperature and inlet tempera-
ture of liquid argon, respectively. & and n are dimension-
less coordinates in streamwise and spanwise directions,



respectively, defined as € = x/(Pe- H) andn =y/H. H
is the half height of the channel.

As aforementioned, there can be velocity and tem-
perature slip on the surface of the wall at the nanoscale.
The velocity slip length (L,) is related with the fluid be-
haviour including the slip flow magnitude and the po-
tential effects of surface advection, and is given by

Auwf

L, = )

ou
N ly=H

where Au,, is the difference between the wall velocity
and the fluid velocity at the wall, and g—;‘ Y is the ve-
=

locity gradient of fluid at the interface.

The thermal slip length (L) reveals the importance
of discontinuity of fluids temperature at the wall, and
can be written as

AT, r

Ly = —""~. (6)

Oy |y=p

Similarly, AT, is the discrepancy between wall temper-
T

ature and fluid temperature at the interface, and 3 |y
y=

is the temperature gradient of argon at the wall.
Moreover, the local dynamic viscosity of liquid atoms
can be evaluated from [11]

Txy

H=—, (7
Y

where 7,, is the shear stress vector, and ¥ is the shear

rate. For the planar Poiseuille flow, ¥ = du(x)/dy, and
Ty is determined by the method of planes [25].

2.3. Details of geometrical models

Table 1: Physical parameters for liquid argon at 100K.

Thermal conduc- Dynamic viscosity  Specific heat

tivity [w/(m - K)] (Pa-s) [V/(Kg - K)]

101.24 x 1073 1201 0.2 x 1073271 1.165 x 103 1281

110.00 x 1073 1291 0.18 = 0.027) x  1.156 x 103 B1
1073 [27.30]

102.70 x 1073 321 0.194 x 1073 33

The length of the channel is determined by the in-
verse Graetz number Giz = # = 0.4 in order to en-
sure that the hydrodynamically developed laminar flow
is achieved in the channel [34, 35]. Further, considering
the numerical terms introduced in D and D, and the pe-
riodic boundary condition used in the streamwise direc-

tion which induces nonphysical phenomena around the

outlet part of D3, these three sections will be discarded
when collecting data samples, as similarly performed
in references [9, 35, 36]. Consequently, a larger in-
verse Graetz number which is proportional to the chan-
nel length is chosen

1 L
GZ_DHPeN

L, ®)

where Pe is the Péclet number and Pe = RePr = pcp /.

Another key input is the dimensionless density (o™).
We choose p* =~ 0.8 and the initial temperature T is
set to 100K which corresponds to the liquid state of ar-
gon [33, 37]. The geometrical dimensions of the chan-
nel and the number of argon atoms inside the channel
should satisfy the following equation

N N
p* = Vo—ir—Ar = mo—f\r—Ar ~038. (9)

Moreover, Haji-Sheikh et al. [38] and Haddout et al.
[39] stressed that the axial conduction (see Eq. (A.2))
influence needs to be considered when the Péclet num-
ber (Pe) is less than 10 after applying the series anal-
ysis solution approach to study the temperature distri-
butions in parallel plate channels or circular ducts, re-
spectively. Further, Hennecke [40] stated that axial con-
duction might be neglected at Pe > 20. To fully clarify
the limitation of analytical models in various situations,
Pe within the following three intervals was tested in this
work: Pey € (0, 10), Pe; € (10,20) and Pe; € (20, +00).

Similar to reference [41], physical parameters for the
liquid argon are postulated as constant as shown in Ta-
ble 1. Considering Egs. (8) and (9), and the geometri-
cal dimensions of the channel, the total number of fluid
atoms and average velocities are selected (shown in Ap-
pendix B for clarity).

In the entire simulation process, the outmost silver
atoms are frozen to their respective FCC lattice sites
to prevent losing wall atoms, and the remaining silver
atoms are constrained to their initial lattice sites via
using the virtual harmonic spring. This mimics wall
atoms’ real motions as it allows these particles to os-
cillate [42]. The following factors should be consid-
ered when choosing the value of the spring constant:
(1) maintaining well-defined wall boundary structures
with a computationally acceptable number of particles;
(2) ensuring that the distance between wall atoms is
small enough to prevent fluid particles leaking through
the wall [43]; (3) preventing solid wall particles from
being over-constrained during the process of molecu-
lar dynamics simulations [42]. Based on these con-
straints, Thompson et al. [44] argued that this parameter



can be evaluated according to the Lindemann criterion:
<6u2> /d* < 0.023. <6u2> is the mean squared displace-
ment about the lattice site and d is the nearest-neighbour
distance. However, it is complex to determine the spring
constant through the Lindemann criterion as some pa-
rameters in this rule have to be obtained from neutron
scattering experiments. Khare R et al. [45] proposed
another straightforward method to estimate the spring
constant

500e
-

K, = (10)

(o

Based on this criteria, the spring constant is 502 N/m as
will be used throughout this work.

2.4. Validation
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Figure 2: Velocity profiles at 7\, = 190K and H = 12nm. For the
analytical result, u* = u/u, = 3/2(1 — 7%).

The variation of streamwise velocity u on three cross
sections (¢ = 0.4, 0.6 and 0.8) obtained from MD sim-
ulations is illustrated in Fig. 2. The parabolic velocity
profile predicted by the analytical solution is duplicated
by the MD simulation in all the three cross-sections.
Hence, flow in the plane parallel channel driven by the
approach introduced in Section 2.1 can be treated as hy-
drodynamically developed laminar flow [9, 23, 35, 36].
Moreover, one interesting observation is that there is no
velocity slip (similarly, no velocity slip is observed for
H = 3 or 6 nm, and the corresponding velocity profiles
are not reported here for brevity). It will be illustrated
later that this is owing to the large value of energy pa-
rameter (€4,-4¢) calculated from the Lorenz-Bertholot
rule.

Also, two cross-sections are chosen and the corre-
sponding temperature profiles along the channel height
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Figure 3: Dimensionless temperature profile at mean velocity u, ~

33.5m/s, €;,_4, = 626, H = 12nmand T,, = 190 K.

direction are shown in Fig. 3. One can see that the tem-
perature calculated from the MD simulation and analyt-
ical solution coincide with each other.
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Figure 4: Effects of wall wettability on the dynamic viscosity of the
liquid argon at H = 6 nm, T\, = 150 K and u, =~ 33.5m/s.

In addition, the local viscosity profiles are also cal-
culated. As shown in Fig. 4, the bulk viscosity shows
good agreement with experiment data marked by the
black line (the relative error is less than 5%). However,
the viscosity at the wall-fluid interface deviates from
the bulk value, and exhibits an upward trend at larger
wall-fluid interaction strength. These observations of
the velocity, temperature and viscosity validate the cor-
rectness of the calculations in this work.



3. Limitation of the continuum-based analytical
model in predicting temperature

As aforementioned in Section 1, the continuum-based
energy equation (see Appendix A) becomes less valid
when depicting nanoscale flow and heat transfer prob-
lems due to the violation of the no-slip boundary con-
ditions, the non-uniform density profile, etc. The con-
vective heat transfer in the nanoscale channel shown in
Fig. 1 is explored by both the MD simulation and the
energy equation.

3.1. Effects of viscous dissipation and axial conduction
on the temperature profile
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Figure 5: Effects of the viscous dissipation on the bulk mean temper-
ature distributions at Pe = 6.218.

1.0
1 Pe=6.218, MD
08; ——a—— Pe=12437, MD
- ———e—— Pe=124.874, MD
i Pe = 10°, analytical
0.6
®50.4;
0.2
0.0
-0.24— T

00 05 10 15 20

Figure 6: Effects of the axial conduction on the bulk mean temperature
distributions at Br = —0.044.

Fig. 5 shows the effect of the viscous dissipation
on the dimensionless bulk temperature of liquid argon.

Based on the analytical solution of the 2D energy equa-
tion, the effect of the viscous dissipation term shown in
Eq. (A.2) on heat transfer can be eliminated by setting
Br = 0. Then, one can find that the fully developed
bulk mean temperature is O (namely, fluid and wall tem-
perature are equal to each other). However, there is a
critical point £¢,, where the bulk temperature 6,, = 0 as
reported in a previous study [12]. The fluid temperature
will exceed wall temperature (we term this phenomenon
as “temperature overshooting”) after this critical point
when considering the viscous dissipation. Although an-
alytical solutions mentioned above tend to underesti-
mate the critical point, the temperature overshooting is
also observed in the MD simulations. This validates the
correctness of analytical solutions of the energy equa-
tion and the important role of viscous dissipation in heat
transfer of microscale channels.

The bulk temperature neglecting axial conduction ef-
fects is obtained from the analytical solution by setting
Pe = 10°, similar to references [12, 41]. Three cases in-
cluding Pe = 6.218, Pe = 12.437 and Pe = 24.874 are
simulated by the MD method. As shown in Fig. 6, the
impacts of axial conduction on fully developed or local
bulk mean temperature of the fluid can be eliminated at
Pe 2 12.437 or Pe 2 24.874, respectively.

The bulk non-dimensional temperature (6,,) of liquid
argon is shown in Fig. 7. Clearly, a higher energy pa-
rameter leads to lower dimensionless temperature over
the thermally undeveloped region, but this effect van-
ishes when reaching the fully developed region. The
analytical solution obtained by assuming the fluid dy-
namics is continuous and the density is constant (see
Appendix A) is also plotted. This analytical solution
predicts well the temperature at high enough energy pa-
rameter but at low values of &, it underestimates the di-
mensionless temperature. When the channel becomes
smaller, the discrepancy between the analytical and MD
solutions also increases as the continuity assumption be-
comes less valid. These two parameters, & and H, will
be further explored in the following section.

4. Results of MD simulations

The density oscillation, slip boundary conditions and
viscosity variation are not accounted in the continuum
based analytical model and are the significant features
of the Micro/ Nanoscale flow. Hence, the underlying
physical mechanisms of the non-uniform density, slip,
viscosity variation and their influences on the velocity
and temperature profiles are examined by MD simula-
tions in this section.
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Figure 7: Dimensionless bulk temperature profile at mean velocity
Uy, ~33.5m/sand T, = 190 K.

4.1. Effects of the well-depth of the LJ potential func-
tion on the wall wettability

As clarified in a previous study [46], the wall wetta-
bility can be adjusted by varying the energy parameter

200 200
150 150
= 100 = 100
= liquid argon >
50 50
silver wall
0 0
0 100 200 300 400 0 100 200 300 400
x (A) x (A)
. P
(@) €}y, = 0.1 (0) €}y, =02
200 200
150 150
=100 = 100
=) =
. () o @
0 0
0 100 200 300 400 0 100 200 300 400
X (A) x (A)
. P
(©) €0, =03 @€, =04
200 200
150 150
= 100 =100
=) -
50 /_\ 50
0 0
0 100 200 300 400 0 100 200 300 400
x (A) x (A)
. .
(©) €4,_py = 05 ®) €},_4, =06
200 200
150 150
= 100 = 100
=) >
50 50
0 0
0 100 200 300 400 0 100 200 300 400
x (A) x (A)
. P
(®) € pe =07 )€y, =08

Figure 8: Snapshots of the liquid argon droplet at various €;,_, .

of the LJ potential describing the interactions between
liquid argon atoms and the wall. Herein, we show the
contact angle of the liquid argon droplet on the silver
wall by performing MD simulations, and the snapshots
of the droplet can be seen in Fig. 8. One can observe that
the wall changes from the hydrophobic to hydrophilic
one at larger €, Ag- Therefore, in the following text, the
effects of the wall wettability on the Micro/ Nanoscale
flow features mentioned above are investigated by vary-
inge;,_, ¢ with fixed 0 4,-4, to tune the wall wettability.
Besides, the contact angles at various €}, , o are mea-
sured, as shown in Fig. 9. Clearly, the cosine of the
contact angle is almost a linear function of €, _, ¢ over
the parameters studied.
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Figure 10: Density profile at mean velocity u, ~ 33.5m/s, T,, =
150K, H = 3nm and €2r—Ag = 6.26. Blue and brown circles represent
wall atoms, and the other circles denote liquid argon atoms.

4.2. Density profile

Fig. 10 schematically shows the density distribution
obtained from MD simulations. Similar to reference
[47], a clear stratification in the y direction can be ob-
served and in the literature it has been linked to the os-
cillatory force curve [48] or the energy scale [49]. There
are no liquid argon atoms in an extremely thin layer
around 2 A adjacent to the wall denoted as ¢, in agree-
ment with a previous observation that the thickness of
the hollow layer is is typically less than a nanometer
[50]. Then, argon atoms form a high density layer fol-
lowed by another low density region §,. The further
inwards layers are less notable and the profile becomes
more uniform.

As the channel height results in strong differences be-
tween the MD and analytical solutions, its influence on
the density profile is studied, as shown in Fig. 11a. Re-
sults agree with the expectations that the length of the
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Figure 11: Dimensionless density p* profile at the cross section
with ¢ = 0.13 for varying (a) channel height H (4, ~ 33.5m/s,
€1 Ag = 6.26, and T, = 150 K) and (b) interaction strength €} .
(ug ~33.5m/s, T,, = 150K, and H = 6 nm).

—-Ag

density fluctuation zone declines for increasing channel
heights, confirming that the density fluctuation is only
prominent in small scale channel flows. Fig. 11b shows
that the dimensional density peak values increase with
€1rn ¢ [6, 51]. However, the peak location of the density
and the length of the density fluctuation region are al-
most unaffected by the wall wettability. In addition, the
wall temperature has no significant effects on the den-
sity fluctuation profile over the parameters considered
(the corresponding figure is not shown here for brevity).

One interesting observation is that the total number
of argon atoms in the density layering region denoted
as D; in Fig. 12 at various €}, Ag is almost a constant
value. The larger magnitude of oscillation at higher
€4,-4, Indicates some argon atoms move from the first
and other bins to the second bin, as schematically shown
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Figure 12: Density profile in bins in the proximity of the wall at H =
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model is shown due to symmetry. Blue and brown circles represent
wall atoms, and the other circles denote liquid argon atoms. Dj and
D, represent the density bulk and layering regions, respectively.

in Fig. 12.

4.3. Velocity and thermal slip lengths

After clarifying the density layering phenomenon, the
hydrodynamic and thermal slip lengths as another two
factors causing the violation of the continuum-based
model are then investigated based on the MD simula-
tions to illustrate microscopic mechanisms.

Based on simulation results, the velocity slip length
over the range of mean velocity studied (27.2m/s <

u, < 100m/s)is 0.61 + 0.046 nm, agreeing with that in
reference [52]. Similarly, the thermal slip length is also
observed to remain relatively constant at 9.34+1.185 nm
at various mean velocity, in agreement with reference
[35]. Also, the velocity and temperature slip lengths at
various channel height are shown in Fig. 13. Similar
to reference [53], the slip length converges to almost a
constant value at a larger H.
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Figure 13: Velocity and temperature slip lengths at €, P
0.45,T,, = 150 K and u, ~ 33.5m/s. The red and black curves denote
the temperature and velocity slip lengths, respectively.

Then, effects of the non-dimensional energy parame-
ter €,,_,, in the LJ potential function characterising the
wall wettability on the two slip lengths are studied. A
significant decrease in velocity slip length from 0.62 to
0 nm is obtained by increasing the dimensionless energy
parameter from €, ag = 0.45t0 €, Ag = 1.00, as can
be seen in Fig. 14a. The reduction of L, can also be
observed intuitively from the velocity profile along the
channel height direction in Fig. 14b. Meanwhile, one
can find that the dimensionless density in the first bin
ijb drops dramatically at larger €}, Ag and reaches 0 at
€4,-ag = 3-16. This indicates all liquid argon atoms are
ejected from the hole region closest to the hydrophilic
wall as schematically plotted in Fig. 12 and therefore
no velocity slip phenomenon is observed.

The effect of the liquid density layering on the ther-
mal slip length (L7) is further investigated as it is closely
related to the layering or the density peak of liquid adja-
cent to the wall [54-56]. We again tune the wall wetting
ability and the interfacial density profile of argon by ad-
justing €4,_ag With fixed o 4,_4¢ for the LJ potential en-
ergy function. To quantify the difference of liquid argon
density at various €, Ag > ATEW variable is defined as
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Figure 14: Effects of wall wettability on the velocity slip length and
density profile of the first bin at H = 6nm, T,, = 150K and u, »~
33.5m/s.
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Figure 15: Effects of wall wettability on the temperature slip length
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where p), is the first peak value of density and pj, is the
bulk argon density far away from the interface. It is seen
in Fig. 15 that Ly varies from 10.53 nm for a hydropho-
bic wall (€}, _,, = 0.45) to 3.80 nm for a hydrophilic
wall (e;,_,, = 6.26). This observation aligns with pre-
vious reports [57, 58] that the wall wettability has a
noticeable effect on Ly. Furthermore, the thermal slip
length is found to be correlated with pj,: the higher the
first density peak of liquid argon, the lower the thermal
slip length. This coincides with the previous experiment
result [59] and molecular simulations [56] where water
molecules confined by two graphene layers with differ-
ent constant temperatures vibrate freely. Also, all of the
simulation data are fitted by the following function
Lr = _A , (12)
Lo p; +B

where Ly is the thermal slip length at €}, _, , = 6.26 cal-
culated from the Lorenz-Bertholot rule in Section 2.1.
The correlation factor for the fit is 0.986 and the stan-
dard deviations is about 5.74% by setting A = 1.14 and
B = —1.04. However, the mechanism underpinning this
correlation is unclear and further study is expected.

5. Conclusions

The liquid argon flow through a nanoscale channel
is investigated by MD simulations and analytical mod-
elling. The solution of the MD simulation deviates from
the analytical one, which is based on the continuum as-
sumption, as the height of the channel reduces. Then
the nanoscale features violating this assumption are ex-
amined.

When considering the viscous dissipation that is gen-
erally neglected in macroscale heat transfer, the fully
developed temperature of the fluid is higher than the
constant wall temperature even if the inlet temperature
of the fluid is lower than the wall temperature.

The wall material changes from a hydrophobic to hy-
drophilic one at larger interaction parameters. More
specifically, the cosine of the contact angle is almost a
linear function of the interaction parameter.

The density profile of argon atoms is found to exhibit
a strong oscillation in the proximity of the fluid-wall in-
terface named as the density layering regions, and then
converges to the bulk value (p* =~ 0.8) in the bulk do-
main further from the interface. The effect of wall wet-
tability on p* mainly concentrates on the density lay-
ering domain and the peak value of p* next to the in-
terface increases at the hydrophilic wall surface. The
non-dimensional density layering region widens consid-
erably at smaller channel height.



A dramatic reduction of the velocity slip length is ob-
served when moving from hydrophobic to hydrophilic
surfaces. For the super hydrophilic wall, the formation
of a thin layer without liquid atoms at the wall-fluid in-
terface weaken and even impede the velocity slip. The
thermal slip length is noticeably affected by the liquid
argon atoms layering in the proximity of the wall and
more specifically by the first peak value of argon atoms
adjacent to the fluid-wall interface. Hence, the thermal
slip length can be tuned via varying the wall wettability
to change the first density peak value. These findings
offer a new understanding of velocity and thermal slip
at the interface, which can be applied to study the flow
and heat dissipation at the nanoscale.
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Appendix A. Analytical solution of the 2D energy
equation

Assuming that fluid density, thermal conductivity,
specific heat and dynamic viscosity are constant, and
defining four non-dimensional quantities as

£=— =2
*“Re-Pr-H T W N
T-T, i @1
6= , Br = ,
Ti_Tw k(Ti_TW)

the dimensionless energy equation including axial con-
duction and viscous dissipation, and corresponding
boundary conditions for the liquid argon flow through
a 2D parallel plate channel (see Section 2) can be writ-
ten as

1,06 1 6% 0% o \*

1p00_ 100 06 o A2

3“5~ Peoz Top " (an) (A-2)
———— —————

axial conduction viscous dissipation
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6= at £=0, (A.3a)
06
— =0 at n=0, (A.3b)
on
6=0 at n=1, (A.3¢)
where the non-dimensionless velocity u* is
3

= —=—(1- A4

w= =3 (1), (A4)

After utilizing the separation of variables and the
variable substitution approach, the infinite series solu-
tion of the 2D non-dimensional energy equation can be
expressed as

QmBr(—r] + ) ZA
= (3

where a,, b, as parameters of the confluent hypergeo-
metric function and z,, are

(A.5)
(@)™ (z2)"

(b exp ().

-B3 - 3PB, + \/§Pe2

4 \/§Pe2

l (A.6)

2
3 2
in = \/;ﬂnn .

The summation cnstants A,, can be determined from
the boundary condition via applying the Gram-Schmidt
orthogonal procedure which is illustrated detailedly in
appendix of another our work.

The dimensionless bulk temperature of liquid argon
is given by

1
O (&) = fo W' () 8(&.m) dn. (A7)

In this appendix, we only outline the process of ad-
dressing the 2D energy equation for convective heat
transfer in parallel plate flow with non-slip boundary
condition. The accuracy validation about the energy
equation solution can be found in anther our work [12].
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Figure A.16: Dimensionless bulk temperature profile obtained from
CFD simulations and analytical solutions at Pe = 10, Br = —1,Kn =
0.1.
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Besides, the temperature and velocity slip boundary
conditions shown in Eq. (A.8) are implemented based
on the OpenFOAM (the implementation details can be
seen in our previous work [60]). Then, a case is tested
by the open-source code and the aforementioned ana-
lytical solution, and the outcome is shown in Fig. A.16.

or
T_TW=LT6_;
n
) . ou (A.8)
U—=uy =Ly—,
on

where T, is the wall temperature and u,, is the wall ve-
locity. Ly and L, are the temperature and velocity slip
lengths, respectively. 07 /0n and Ou/dn are the thermal
and velocity gradients on the liquid side, respectively.
One can observe that the dimensionless bulk temper-
ature computed from these two methods coincide with
other. All comparisons, therefore, indicate that our non-
dimensional analytical solution has sufficient accuracy.

Appendix B. Details of geometrical models

Table B.2: Geometrical dimensions of the parallel plate channel and
control parameters for €4,_ag = 0.0651 ev and o 4,_ag = 2.978A.

Ug 2H L w Tw Pe Nf LDI LD2
(m/s) (nm) — (nm)  (nm)  (K) (nm) — (nm)
3350 24 1069.2 3.2 150 24.874 16640211.2 2

3350 24 1069.2 3.2 190 24.874 16640211.2 2

3350 12 2672 32 150 12.437 207924 1.6 1.6
3350 12 2672 32 190 12.437 207924 1.6 1.6
3350 6 66.8 32 150 6.218 25990 1.6 1.6
3350 6 66.8 32 190 6.218 25990 1.6 1.6
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