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Abstract 

Facial composites produced using traditional feature-based 

systems are notoriously hard to recognise. We have been 

developing a new more recognition-based system called 

EvoFIT that is performing better than other computerised 

approaches. In the current work, potential ways of improving 

performance even further were explored. It was found that 

asking the same person to construct two composites of a 

target face was successful in improving target identification. 

The data also found that composites constructed second were 

as identifiable as those constructed first, suggesting that the 

system does not appear to be interfering with a user’s memory 

of a target face. The work also indicated that switching from a 

monochrome to a colour face model produced a slight 

decrement in performance. Lastly, the work replicated a 

previous finding that constructing a composite of a distinctive 

face produces a more identifiable rendition than a composite 

of a more average-looking face. 

1 Introduction 

Witnesses of serious crime are often asked to construct a 

facial composite, a visual likeness of a suspect. There are 

three broad approaches available for their production: sketch 

artists, who use pencils or crayons to draw the face by hand; 

computerised ‘feature’ systems, such as E-FIT and PRO-fit in 

the UK, where witnesses select individual facial features from 

a kit of parts; and so-called third generation recognition-based 

systems, such as EigenFIT or EvoFIT in the UK, where 

witnesses select complete faces from an array of alternatives 

and a composite is ‘evolved’ over time (see [7,16] for a more 

detailed summary of the systems). When working from a 

photograph of a face, essentially a copying exercise, all 

approaches appear to produce good likenesses, but this 

situation changes when construction relies on a person’s 

memory of a face. For the feature-based systems, research in 

several laboratories report that when participant-witnesses 

attempt construction within a few hours of inspecting a target 

face, their composites are named only about 20% of the time 

[2,3,8,13,14]. Performance falls off even further following a 

longer delay [14,15,24] and, in this case, both sketch artists 

and EvoFIT have been found to be somewhat better than UK 

feature systems [14,15]. 

There have been several recent attempts to improve the 

quality of composites. These can be broadly divided into 

studies that have changed the technology [14,17], improved 

the procedures used at construction [18], or involved the 

production of more than one composite of the same target 

[1,3]. This final pair of studies has demonstrated that target 

identification can be improved if different ‘witnesses’ 

construct a composite of the same face. In such a situation, 

the composites produced may be presented together for 

identification or combined into a single morphed image. The 

current work explores whether an identification benefit may 

be similarly observed if the same person constructs more than 

one composite. 

 

Computerised systems like E-FIT and PRO-fit are 

deterministic in nature, and so repeatedly using the same 

system is likely to produce the same composite. However, 

faces within EvoFIT start as random points within a 

multidimensional face space [11,17]. The witness selects 

those faces closest to the target, which are then bred together 

to form a new generation.  By repeatedly selecting and 

breeding, the faces gravitate towards the desired target. As the 

initial faces are random, and the face space very large, 

repeated use produces different-looking composites. In spite 

of this inherent variability in performance, EvoFIT 

composites have been found to be more identifiable than UK 

contemporary computerised feature systems [16,17]. We 

argue that asking a witness to construct more than one 

composite with EvoFIT is therefore likely to improve the 

chances of producing a recognisable rendition.  

 

Research and development on EvoFIT to date has been 

carried out using a face model in monochrome. However, the 

two other recognition-based approaches that we are aware of, 

EigenFIT [19] and ID [29], are colour-based; there has also 

been a promising attempt to produce an early feature-based 

system in colour for the UK [5]. Might it be beneficial for 

EvoFIT to follow suit? In general, research suggests that 

while the recognition of faces in colour and monochrome is 

very similar [6,23,27], a benefit of colour has been found for 

briefly presented familiar faces [26] and for the recall 

(descriptions) of faces [6]. As EvoFIT appears to contain an 

element of both recall and recognition [14,17], and since 

colour may provide an additional cue to facilitate a less than 

accurate representation (i.e. a composite), colour may be a 

useful modality to consider for EvoFIT.  
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In the following sections, we describe a recent study which 

employs EvoFIT to construct more than one composite of the 

same target face by the same person. It was expected that 

such multiple attempts would serve to improve the 

identification of the target face. The work also compared a 

colour and a monochrome version of EvoFIT. 

2 The EvoFIT composite system 

At the heart of the EvoFIT system is a face generator, a 

software module that can produce a large number of realistic-

looking human faces [11,17,20]. The face generator was built 

using Principal Components Analysis (PCA) of 72 

monochrome photographs of faces taken in a front view and 

under controlled lighting. Faces were also clean shaven and 

were not wearing glasses. About 250 coordinate points were 

first manually located around key facial landmarks of each 

face. PCA of these coordinate points was then carried out to 

provide a ‘shape’ model that describes the shape and position 

of facial features. Randomisation of the shape coefficients 

from the PCA allows a face to be generated with random 

shape properties.  

 

In order to render faces with varying skin tone, the faces in 

the model were morphed to a standard average shape and 

their pixel intensities for the inner face region subjected to a 

second PCA. Randomising these coefficients then provides 

plausible facial ‘textures’, which can be morphed to a random 

shape given by the shape model. Note that some approaches 

for generating a PCA face model explicitly combine shape 

and texture information, for example [4,19]. In practice, 

witnesses select a set of external features – hair, face shape 

and neck – at the start of the session and the texture is 

blended into this template to provide a realistic-looking face. 

These external features were extracted from the 72 faces used 

to construct the PCA model. 

 

For the current project, a texture model was also constructed 

in colour. Three separate PCA models were run on colour 

versions of the 72 image face set for the red, blue and green 

channels that make up a colour image. Generation of faces 

thus involved three sets of texture PCA coefficients and, 

while production of each face was slower by about 60%, 

performance on a modern PC was sufficient for a screen of 18 

faces to be produced in about 5-10 seconds. 

 

To construct a composite with EvoFIT, witnesses first select a 

set of external features, as mentioned above, to be shown on 

all faces. Witnesses are then presented with a series of arrays 

each containing 18 faces. They are initially shown 72 face 

shapes, and select six; 72 face textures, and select six; and 

then choose the best combination of these preferred shapes 

and textures. After identifying the best overall likeness, the 

chosen faces are bred together to produce more faces, and 

witnesses similarly select from this set. Repeated three or four 

times, the faces become more similar to each other and more 

similar to the target. Ultimately, the face with the best 

likeness to the target is saved to disk as the ‘composite’. The 

software also has the ability to improve the likeness of the 

best face on demand, by allowing shape changes such as 

making the eyebrows bigger or moving the mouth closer to 

the nose. Note that, in an attempt to maintain a good 

representation of the target face, users are also asked to form 

a mental image of it prior to inspecting each set of faces. 

3 Composite production and evaluation 

The aim of the current work was to evaluate the use of colour 

and the effectiveness of constructing more than one 

composite of the same target face. To do this, two stages were 

required: (1) the construction and (2) the evaluation of a set of 

composites. Famous faces were used as targets in the first part 

to allow the resulting composites to be evaluated by naming 

in the second part. The design was within-subjects for both 

construction attempt (first / second) and image mode 

(monochrome / colour): one user constructed all four EvoFIT 

composites for each target.  

3.1 Target set 

Eight good quality colour photographs of well-known 

celebrities in the UK were located via an extensive search on 

the Internet. These images were taken in a front view, with a 

neutral expression and without facial hair or spectacles. The 

celebrities included sportsmen (David Beckham, Stephen 

Hendry, Tim Henman and Michael Owen), pop singers 

(Ronan Keating, Robbie Williams and Will Young), and a TV 

presenter (Anthony ‘Ant’ McPartlin). 

3.2 Composite construction 

To construct the composites, an experienced user looked at a 

photograph of one of the celebrity faces for 1 minute and then 

constructed four composites using the EvoFIT procedure 

detailed in section 2 above. The first two used one image 

modality, colour or monochrome, the second pair the other 

(the order was fully counterbalanced). In addition, prior to 

constructing the second pair of composites, the target face 

was inspected again for 1 minute to provide the same memory 

conditions as for the first pair. The user also chose which of 

the two composites produced from each image type 

represented the best likeness. Each composite took about an 

hour to complete and four composites were constructed each 

day of the same target face. Therefore, 32 EvoFIT composites 

were constructed (8 targets x 2 composites x 2 image modes). 

Example images can be seen in Figure 1. 

 

To allow comparison with a standard feature system, a further 

set of composites of these target faces was also constructed 

using the PRO-fit system. This was also carried out by the 

same user, who first practiced with PRO-fit for a couple of 

days, the same as for EvoFIT. As before, she looked at each 

celebrity photograph for 1 minute, then constructed a 

composite. To do this, the description of each face was used 

to locate appropriate features within the system, and each of 

these choices was then resized and repositioned as necessary 

in order to create the best likeness. This procedure also took 

about an hour per composite. 

 



        

 
Figure 1. Composites produced of the UK footballer Michael 

Owen. Along the top row are the EvoFITs (in the order of 

construction). The first pair of images (on the left) were 

constructed using the normal monochrome face model, the 

second pair using the colour one. Underneath is the PRO-fit. 

3.3 Composite evaluation 

Three evaluations were carried out on the composites. In 

3.3.1, the 40 composites were named individually to allow 

analyses by image mode and best likeness (which of the pairs 

was thought best by the user). In 3.3.2, naming of pairs and 

individual composites was compared. Finally, an analysis by 

facial distinctiveness is presented in 3.3.3. 

3.3.1 Naming of individual composites  

In this part, the 32 EvoFIT and the eight PRO-fit composites 

were each printed (at approx. 6cm wide x 8cm high) on a 

single sheet of A4 paper in either colour or monochrome as 

appropriate (note that PRO-fit produces only monochrome 

images). These images were named by 17 participants. Each 

person was tested individually, told that the composites were 

constructed of well-known celebrities and asked to provide a 

name where possible. Participants were also informed to 

expect more than one composite of the same identity. The 

composites were then presented sequentially and participants 

attempted to name them. Once all the composites had been 

presented, naming was repeated for the target photographs. 

The order of presentation of composites and targets was 

randomised for each person. 

 

Naming of the target photographs was very high, at 93.4% 

correct, and suggests that participants were appropriately very 

familiar with the target set. Overall, the EvoFIT composites 

were correctly named 26.7% of the time, and this was 

considerably higher than for the PRO-fit composites, at 1.5%; 

this increase was significant using a two-tailed paired-

subjects t-test (t16 = 11.7, p < .001). Therefore, the EvoFITs 

were of much better quality than the PRO-fits. 

 

An analysis by image mode was conducted next. In addition, 

to explore whether performance either improved with 

practice, or declined after having seen many faces, the 

analysis was extended to explore the quality of composites 

constructed first and second. This analysis revealed that 

composites constructed in monochrome (mean, M = 29.4%) 

were slightly better named than those in colour (M = 23.9%), 

but there was little difference between composites constructed 

first (M = 27.6%) and second (M = 25.7%). The participant 

data were then subjected to a two-way repeated-measures 

Analysis of Variance (ANOVA). This indicated that 

composite quality did not differ significantly by order of 

construction (F1,16 = 0.4, p > .1) nor image mode (F1,16 = 2.4, 

p > .1); the interaction between these factors was also not 

significant (F1,16 = 1.8, p > .1). Therefore, neither image mode 

nor construction order significantly influenced composite 

quality (though refer to the Discussion for a re-analysis which 

suggests that the monochrome model is marginally better). 

 

Finally, the data was partitioned, for each pair of composites, 

into best and worst groups as judged by the user. Composites 

in the ‘best’ group were correctly named at 31.3% and this 

was appreciably higher than those in the ‘worst’ group, at 

22.1%; this difference was very large (d = 0.83) and 

significant using by-subjects (t16 = 3.2, p < .01) and by-items 

(t15 = 2.4, p < .05) analyses. This suggests that there is benefit 

for users to construct a pair of composites and to select the 

one considered to be the best.  

3.3.2 Naming of pairs of composites 

In this part, the identification of individual and pairs of 

composites was compared. The design was within-subjects 

for presentation type (individual / pairs) and three booklets 

were assembled with each containing EvoFITs presented as 

either an individual composite or as a pair. Each booklet 

contained a total of 16 individual or pairs of composites; 

items were rotated around the booklets so that each composite 

appeared once on its own and once as part of a pair. 

 

Twenty-seven additional participants were randomly 

assigned, with equal sampling, to one of the three testing 

booklets and named the composites therein using the 

procedure of 3.3.1.  

 

0

10

20

30

40

50

Constructed first Constructed second Pairs

Composite type

N
a

m
in

g
 (

p
e

rc
e

n
t 

c
o

rr
e

c
t)

 
Figure 2. Improving target identification by displaying pairs 

of composites. 

 

Naming of the target photographs was as before very high, at 

91.7% correct. As illustrated in Figure 2, composites shown 

on their own, either those constructed first (M = 24.3%) or 

second (M = 22.9%), were named similarly to 3.3.1. 



However, presenting composites as pairs substantially 

improved performance (M = 35.4%, d > 0.72). An ANOVA 

was significant for composite type (F2,50 = 7.8, p =.001) and 

simple-contrasts confirmed the equivalence of the individual 

composites (p > .1) and the superiority of the pairs (p < .005). 

Thus, there is a clear advantage for presenting pairs of 

composites for identification as opposed to an individual 

rendition. 

3.3.3 Distinctiveness 

An additional analysis was carried out to explore whether 

target distinctiveness might influence composite quality. It is 

established in the literature – for example [28] – that face 

recognition is facilitated when faces are unusual or distinctive 

in appearance relative to more average-looking examples. 

Similarly, a recent study also confirmed that composites were 

better named when constructed of a more distinctive target 

[16].  

 

For the current work, the eight target photographs were given 

to a further group of 15 participants for them to rate for 

distinctiveness (1 = average / 7 = very distinctive). This 

enabled the naming data to be grouped into those constructed 

of a distinctive target (David Beckham, Ronan Keating, 

Anthony McPartlin and Robbie Williams; M = 5.7) and those 

of an average one (Stephen Hendry, Tim Henman, Michael 

Owen, Will Young; M = 2.9). 

 

The naming data strongly favoured composites of highly 

distinctive faces (M = 40.1%) over those of average targets 

(M = 13.2%), and the effect size was very large (d = 1.22). 

An ANOVA confirmed the superiority for composites of 

distinctive targets (F1,16 = 78.4, p < .001) and also that this 

effect was consistent in both monochrome and colour (F1,16 = 

1.2, p > .1). A similar effect was not found for the PRO-fits, 

arguably due to low overall naming rates (t16 = 1.5, p > .1). 

Therefore, EvoFIT composites again appear to be superior 

when a target face is distinctive. 

3.4 Discussion 

EvoFIT differs from traditional feature-based systems in that 

a different composite is produced each time the system is 

employed. This situation emerges due to the inherent 

randomness of the procedure. While this may seem a little 

risky for such a system to be used with real witnesses and 

victims, the data collected so far [16,17] suggests that a more 

identifiable composite is produced compared with the more 

traditional approaches. 

  

In the current work, we explored whether further benefit may 

be observed if more than one composite is constructed of the 

same target face, or if colour was used instead of 

monochrome. These possibilities were investigated by an 

experienced system user looking at a photograph of a famous 

face and constructing a pair of composites with EvoFIT, first 

in one image mode and then the other. The work found that 

composites constructed first were named statistically the same 

as those constructed second, but that presenting either both 

composites together, or just the one judged better by the user, 

produced similar improved recognition. Also it was found 

that composites constructed in colour were named statistically 

the same as composites constructed in monochrome, and that 

target distinctiveness was an important factor. 

 

An important finding from the study was that constructing 

two composites with EvoFIT was beneficial. Naming between 

presenting pairs of composites (M = 35.4%) was slightly 

higher than presenting the single composite that the user 

thought best (M = 31.3%); these data also approach 

significance (t15 = 1.7, p = .1). Interestingly, the correlation is 

very high between these data (r42 = 0.94, p < .001), further 

suggesting that the benefit of presenting both images derives 

mainly from the presence of the best. In practice, it may be 

better to publish a single image for identification in the media 

as this is the current police procedure.  

 

The construction of a composite with this system involves 

searching two PCA face spaces (i.e. shape and texture) using 

a small number of initially random points. Due to the 

complexity of the search space, a different solution is 

produced each time, and clearly some of these solutions are 

better than others. The work has also found that it is possible 

for a user to identify which composite produced is likely to be 

more identifiable, even after having perceived about 1000 

faces, which is the norm for constructing two composites with 

EvoFIT. Current work is looking into reducing the 

complexity of the face space, by using smaller more target-

specific face models, which should further improve the 

effectiveness of locating a good likeness. 

 

A second key finding was that the use of colour did not 

improve target identification. However, if the naming data 

collected for both the individual (section 3.3.1) and pairs of 

composites (section 3.3.2) are combined to increase statistical 

power, there is weak evidence in favour of the monochrome 

format (t42 = 1.8, p < .1) with a medium level effect size (d = 

0.42). Therefore, it would appear best to continue using the 

monochrome version of EvoFIT. 

 

Why then should a colour version of EvoFIT produce a less 

identifiable composite than a monochrome version? The 

design attempted to build a colour face model that was as 

similar to the monochrome one as far as possible (including 

using the same faces); and the construction of the composites 

was the same in monochrome and in colour. Indeed, the 

established literature suggests in general that performance 

would be, at worst, the same across image formats (for 

example [6]). We now believe that rather than providing 

additional cues for identification, colour is in fact adding an 

extra layer of complexity. In other words, colour is increasing 

the complexity of the search space and making it more 

difficult to locate an identifiable representation!  

 

Such a notion resonates well with current work that has 

sought to increase the range of faces that may be constructed 

with EvoFIT [13]. This has involved photographing a wider 



range of faces to enable the development of new models. 

However, the performance of the new models appears to be 

somewhat worse than the monochrome version used here. It 

turns out that the new faces were photographed with greater 

care, and the shape model refined somewhat to improve 

image clarity, and so the quality of the resulting face models 

were better. Consequently, we appear to have unwittingly 

increased the complexity of the search problem and decreased 

performance. We are actively exploring ways to overcome 

this effect: one possibility might be to actually reduce the 

image quality, perhaps by simply turning down the image 

contrast level and thereby make the faces appear a little 

blander. 

 

A third finding was that performance was very similar for 

composites constructed first and second. If one also combines 

data across experiments, the same as above for image mode, 

one still finds that construction order does not influence 

composite quality (t42 = 1.0, p > .1). Therefore, there does not 

appear to be either a practice effect with EvoFIT, where a 

user might get better constructing the same target face, nor a 

decrement in performance due to interference caused by the 

construction process. It turns out that about 500 faces are 

presented during the construction of an EvoFIT and so one 

might expect a user’s memory of a target might suffer 

interference (for example [9]). However, given that naming 

did not significantly change for composites constructed first 

or second, it would appear that such interference was not an 

issue. We believe that such interference may be avoided, at 

least in part, since users are asked to form a mental image of 

the target at regular intervals throughout construction. 

 

A final key finding was that EvoFIT was able to produce 

considerably more identifiable composites for targets rated 

consistently as distinctive: there was a three fold 

improvement in naming. Past research has found a 

distinctiveness effect for a range of composite systems [16], 

including an early version of EvoFIT. While the performance 

of EvoFIT has improved considerably in the past couple of 

years, a distinctiveness effect remains. 

 

We acknowledge that the target faces used in this study were 

familiar to the user, and that there was also no delay to 

construction, and so the composites were not constructed as 

realistically as possible in the laboratory. This design was 

chosen to elevate naming above floor levels, which tend to be 

quite low with longer delays, and to allow appropriate 

statistical analyses. In spite of this, the data appear to be 

sensible, with naming levels overall equivalent (or even a 

little higher) to those found in similar designs [2,3,8,13,14]; 

there is  also a distinctiveness effect. The use of famous faces 

might especially affect the finding that second composites are 

as good as first ones, since a famous face will already have an 

internal representation and should therefore stay in the 

memory better than an unfamiliar one. We note that ongoing 

work with a more realistic design (i.e. unfamiliar faces, a 2 

day delay and different participant-witnesses) has also found 

that composites constructed second were of similar quality to 

those constructed first.  

In summary, the current work has demonstrated that target 

identification can be improved by allowing a constructor to 

produce more than one composite with EvoFIT. The work has 

also shown that it is somewhat better to construct in 

monochrome rather than in colour, a result that designers of 

the other recognition-based systems might find useful. 
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