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The non-local spin valve (NLSV) enables unambiguous study of spin transport, owing to its 10 

ability to isolate pure spin currents. A key principle of NLSV operation is that the ‘spin signal’ 11 

is invariant under application of in-plane magnetic fields (above the ferromagnetic contact 12 

saturation field). Yet, for certain ferromagnet/normal metal pairings in NLSVs, an unexpected 13 

field enhancement of the spin signal occurs, presenting a challenge that has, thus far, been 14 

difficult to resolve with existing models. By correlating the extracted spin transport parameters 15 

with material, temperature and field dependencies, in this work we identify field-quenching of 16 

magnetic impurity scattering as the origin of this effect, confirmed by excellent agreement 17 

between our results and field-dependent Kondo theory. In addition to addressing this long-18 

standing mystery, our findings highlight a potential systematic underestimation of spin 19 

transport parameters. By identifying signature field and temperature dependencies, we provide 20 

here a relatively simple means to isolate and quantify this additional relaxation mechanism. 21 

*Corresponding author: lobrien@liverpool.ac.uk22 
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I. INTRODUCTION 1 

The controlled transport and manipulation of spins in metals offers the prospect of various 2 

technological advances in sensing, logic, and data storage. As an example, the problematic 3 

resistance scaling at low dimensions1–3 of magnetic tunnel junctions in hard disk drive read 4 

head sensors provides a clear motivation to develop all-metal-based alternatives. Efforts to 5 

further understand the flow of spins between, and relaxation within, ferromagnetic (FM) and 6 

non-magnetically-ordered metals (NM)4–22, thus continue to gather pace. Despite this concerted 7 

effort, key fundamental questions remain open. Among these, the impact of specific scattering 8 

sources on spin relaxation in NMs is a recurring theme11,21,23–25, as are the origins of several 9 

field-dependent magnetoresistive effects.6,26–28 Light metals, such as Cu and Al, offer an 10 

excellent testing ground to understand such issues. In essence, the low resistivity and spin-orbit 11 

coupling (SOC) in such metals result in relatively long spin lifetimes, 𝜏𝑠, where specific 12 

relaxation mechanisms can be intentionally introduced, e.g., through tuning disorder;29 doping 13 

with high SOC30 or magnetic impurities;13 or manipulation of interfaces31 and surfaces.8,22,23  14 

The non-local spin valve (NLSV) geometry offers a particularly simple, versatile means to 15 

probe spin transport in light metals with long 𝜏𝑠.5 Fig. 1(a) shows a scanning electron 16 

microscope (SEM) image of a typical nanoscopic metallic NLSV device. In the NLSV 17 

geometry, a NM channel is contacted by two FM nanowires, FMinj and FMdet, separated by a 18 

distance, d. A charge current, 𝐼, flowing from 𝐼+ to 𝐼− (see Fig. 1(a)) becomes spin-polarized 19 

in FMinj, thus injecting spins into the NM, which subsequently diffuse along the NM channel 20 

in the form of a pure spin current. The resulting spin-accumulation reaching FMdet can be 21 

detected via the potential difference, 𝑉𝑁𝐿, that develops between FMdet and the NM, i.e., 22 

between 𝑉+ and 𝑉−, which can then be normalized by 𝐼 to give a non-local transimpedance, 23 

𝑅𝑁𝐿 = 𝑉𝑁𝐿/𝐼. Inevitably, in addition to the spin-accumulation signal, the measured 𝑅𝑁𝐿 also 24 

contains contributions from spurious effects, including finite current spreading32 and 25 
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thermoelectric voltages.33–36 To mitigate their impact on measurements, the standard approach 1 

is to toggle the magnetization of the FM contacts, from parallel (P) to anti-parallel (AP), with 2 

the difference between the two states, Δ𝑅𝑁𝐿 = 𝑅𝑁𝐿
𝑃 − 𝑅𝑁𝐿

𝐴𝑃, theoretically isolating only the ‘spin 3 

signal’. Equivalently, one can explicitly calculate the background contribution from the 4 

average of the two states, as 𝑅𝑏 = (𝑅𝑁𝐿
𝑃 + 𝑅𝑁𝐿

𝐴𝑃)/2. The spin signal is then given by 𝑅𝑠𝑝𝑖𝑛 =5 

𝑅𝑁𝐿
𝑃 − 𝑅𝑏, as is the approach taken here. We note that these two approaches are mathematically 6 

equivalent, save for a factor of 2, i.e., Δ𝑅𝑁𝐿 = 2𝑅𝑠𝑝𝑖𝑛. 7 

An example of the in-plane magnetic field, 𝐻||𝑦, dependence of 𝑅𝑁𝐿(𝐻) is shown in Fig. 8 

1(b) for a Cu/Fe NLSV with 𝑑 = 750 nm, over a moderate 𝐻 range (up to 100 mT) and at a 9 

measurement temperature, 𝑇 = 5 K. Both forward and reverse sweeps are shown, and 𝑅𝑁𝐿
𝑃 , 10 

𝑅𝑁𝐿
𝐴𝑃 and 𝑅𝑏 are clearly visible as the two FMs switch relative orientation. By measuring 𝑅𝑠𝑝𝑖𝑛 11 

in devices with varying 𝑑, and fitting 𝑅𝑠𝑝𝑖𝑛(𝑑, 𝑇) using a suitable model,15,37 key spin transport 12 

parameters may be extracted for the NM channel under investigation, particularly the 13 

characteristic NM spin diffusion length, 𝜆𝑁, and so 𝜏𝑠, via the usual diffusion relation (𝜆𝑁 =14 

√𝐷𝜏𝑠, where 𝐷 is the electron diffusivity).  15 

These underlying principles of operation have been essential in establishing a consistent 16 

picture of spin relaxation in NLSVs. Efforts have now largely confirmed that in nanoscopic 17 

NLSVs based on low SOC metals, relaxation is dominated by the Elliot-Yafet (EY) 18 

mechanism:38,39 for a scattering source 𝑖 (e.g., phonons, grain boundaries, impurities, etc.), 19 

1 𝜏𝑠,𝑖⁄ = 1/𝛽𝑖𝜏𝑒,𝑖, where 𝜏𝑒,𝑖 represents the momentum relaxation time due to defect type 𝑖, 20 

and 𝛽𝑖 is the corresponding EY parameter.40 Empirically, these rates can be summed using 21 

what is essentially Matthiessen’s rule for spin transport, to give the total rate:  22 

1

𝜏𝑠
= ∑

1

𝛽𝑖𝜏𝑒,𝑖
 .

𝑖

(1) 23 
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While a general consensus has emerged supporting this relationship, deconvoluting 1 

contributions from specific mechanisms, i.e., determining each 𝛽𝑖, has been a considerable 2 

challenge, with, for example, an order of magnitude variation in measurements of the phonon 3 

contribution (𝛽𝑝ℎ = 500 − 3570) extracted from Cu NLSVs.13–15,41 4 

A primary source of difficulty in this regard is the surprising non-monotonicity of 𝑅𝑠𝑝𝑖𝑛(𝑇) 5 

[or equivalently Δ𝑅𝑁𝐿(𝑇)] at low 𝑇, particularly in Cu-based NLSVs.7,8,10,19,21,36 In such 6 

devices the extracted 1/𝜏𝑠 is found to unexpectedly increase at low 𝑇, despite 1/𝜏𝑒 remaining 7 

essentially constant, i.e., a striking departure from naïve application of the EY model. Recent 8 

works, by ourselves and others, have shown clear evidence that this is a manifestation of the 9 

Kondo effect, originating from the presence of magnetic impurities (MIs) in the NM 10 

channel,6,13,41–46 even at very low (< 100 ppm) concentrations. Additionally, we have shown 11 

that the measured spin polarization, 𝛼, is suppressed from its intrinsic value by MIs near the 12 

FM/NM interface.44 Systematic investigation has shown that the increase in 1/𝜏𝑠 and 13 

suppression of 𝛼 follow the expected MI concentration scaling13,42,47–49 and logarithmic T 14 

dependence of the Kondo effect, with a characteristic temperature in good agreement with the 15 

known Kondo temperature (𝑇𝐾) of the Cu/FM pairing.46 More recently, we have also shown 16 

that Kondo spin relaxation can, surprisingly, be subsumed into an EY form, with an extremely 17 

low effective 𝛽𝐾  = 3/2,43,44 making MI spin relaxation highly efficient. [cf. phonon 𝛽𝑝ℎ =18 

(740 ± 200) and grain boundary 𝛽𝐺𝐵 = (240 ± 50) in MI-minimized NLSVs41].  19 

Interestingly in the context of the above, there is surprisingly clear evidence that a (high) 20 

field enhancement of 𝑅𝑁𝐿 exists in certain (e.g., Ag/NiFe6,26 and Cu/Fe46) metallic NLSVs at 21 

low 𝑇. These indications of a non-constant 𝑅𝑠𝑝𝑖𝑛(𝐻) are significant as they risk undermining 22 

much of the previously established knowledge of spin transport in NLSVs. Specifically, a key 23 

tenet of NLSV operation is that 𝑅𝑠𝑝𝑖𝑛 (or Δ𝑅𝑁𝐿) reliably measures only the spin signal and is, 24 
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for example, field-independent (when the magnetizations of the contacts are parallel to the 1 

field). Understanding the origin of this field enhancement is the main focus of this work. As an 2 

example, Fig. 1(c) shows 𝑅𝑁𝐿(𝐻), taken under identical conditions to that of Fig. 1(b), but now 3 

over a larger applied field range of ±9 T. The field steps used here (~ 100 mT) are larger than 4 

the FM coercivities (< 60 mT), so the low 𝐻 switching seen in Fig. 1(b) is no longer visible. 5 

The low coercivity ensures that both contacts are parallel over the entire measurement span, so 6 

we designate this curve 𝑅𝑁𝐿
𝑃 (𝐻). 𝑅𝑁𝐿

𝑃  is clearly not constant, however, with a monotonic 7 

increase found on increasing |𝐻|. 𝑅𝑠𝑝𝑖𝑛 is indicated schematically in Fig. 1(c), from which it 8 

is apparent that the field enhancement is substantial compared to the original low-field spin 9 

signal, in many cases exceeding 𝑅𝑠𝑝𝑖𝑛 in Cu/Fe devices. We define this field enhancement, 10 

𝛿𝑅𝑁𝐿(𝐻) as the difference between 𝑅𝑁𝐿
𝑃  at zero field and at a given field 𝐻: 11 

𝛿𝑅𝑁𝐿(𝐻) = 𝑅𝑁𝐿
𝑃 (𝐻) − 𝑅𝑁𝐿

𝑃 (0). (2) 12 

A rigorous explanation of this low 𝑇 effect has remained largely elusive. Multiple works have 13 

investigated qualitatively similar observations, but none can consistently explain all trends. The 14 

most directly comparable studies,6,26 using all-metal Ag/NiFe NLSVs, ascribe the field 15 

dependence to screening of scattering from paramagnetic MIs or magnetic clusters, due to 16 

alignment with an applied field. Correlating this picture with the 𝑇 and 𝐻 dependence of 17 

𝑅𝑁𝐿(𝐻) has been problematic, however, with a lack of ideal agreement between data and 18 

models based on 𝑆 = 1/2, Brillouin-like scaling with temperature and field.  19 

In this work we perform an extended investigation into the field-dependence of 𝑅𝑁𝐿 in 20 

metallic NLSVs. By varying the FM (Fe, Co, Ni80Fe20) and NM (Cu, Al) pairings, we 21 

demonstrate that the magnitude of 𝛿𝑅𝑁𝐿(𝐻) is clearly linked to the ability of the NM to host 22 

MIs. In Al, where local magnetic moments are not supported on 3d transition metal 23 

impurities,47–49 no high-field dependence of 𝑅𝑁𝐿 is found. In Cu, where the effect is strong, 24 
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measurements of 𝛿𝑅𝑁𝐿 as a function of 𝑑, 𝑇 and 𝐻 reveal an isotropic field dependence with a 1 

complex 𝑇 and 𝑑 relationship. However, taking the critical step of linking 𝛿𝑅𝑁𝐿 to 2 

enhancement of 𝑅𝑠𝑝𝑖𝑛 allows us to extract values for 𝜆𝑁(𝐻, 𝑇) and 𝜏𝑠(𝐻, 𝑇) using standard 3 

spin diffusion theory. Extending spin transport models to incorporate Kondo 4 

magnetoresistance theory, we then demonstrate excellent quantitative agreement between the 5 

experimental 1/𝜏𝑠(𝐻, 𝑇) and Kondo spin relaxation theory. A physical picture thus prevails 6 

where the application of 𝐻 suppresses MI scattering, restoring the expected 𝑇 dependence and 7 

magnitude of the non-local spin signal. As well as solving the long-standing mystery as to the 8 

origin of this low-𝑇 field enhancement effect, this high field signature therefore acts as a 9 

convenient method to distinguish spin relaxation due to MIs in metals. We also note that failure 10 

to account for this effect can potentially significantly impact spin transport measurements and 11 

conclusions, particularly in Hanle spin precession experiments, and should thus be 12 

incorporated into future analyses.  13 

 14 

II. SAMPLE FABRICATION AND EXPERIMENTAL DETAILS 15 

NLSV devices were fabricated using multi-angle electron beam evaporation through a 16 

suspended shadow mask. The masks consisted of a polymethylglutarimide (PMGI)/ 17 

polymethyl methacrylate (PMMA) bilayer resist stack and were written using a Vistec 18 

EPBPG5000+ electron beam lithography tool, on Si/Si-N (2000 Å) substrates. FM materials 19 

were deposited at an angle of 49° normal to the plane of the device at a rate of 0.5 Å/s. NM 20 

materials were deposited normal to the plane of the device at a rate of 1.0 Å/s. Nominal purities 21 

of the FM and NM materials were 99.95% and 99.999% respectively. All materials were 22 

deposited in the same vacuum system, with a base pressure of the order of 10-10 Torr. 23 

Deposition pressures were in the range 8 × 10-10 to 4 × 10-8 Torr. Thicknesses were calibrated 24 
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using grazing incidence x-ray reflectivity and monitored during growth using quartz crystal 1 

monitors. A nucleation pad on one of the FM contacts in each device was used to assist domain 2 

wall nucleation, reducing the coercivity of that contact, making the antiparallel state more 3 

readily achievable. NM and FM thicknesses were 200 nm and 16 nm, respectively, for all 4 

devices, and widths (~200 nm and ~100 – 150 nm respectively) were obtained directly from 5 

SEM measurements. All devices were annealed at 80°𝐶 during processing.42 6 

Local resistivity measurements were first used to obtain the FM and NM resistivities, 𝜌𝐹𝑀 7 

and 𝜌𝑁, and verify the transparent interface limit at the FM/NM interface. Momentum 8 

scattering rates due to defects 1/𝜏𝑒,𝑑𝑒𝑓 and phonons 1/𝜏𝑒,𝑝ℎ were calculated from these 9 

resistivity measurements using 𝜌𝑁
−1 =

1

3
𝑒2𝑁(𝜀𝐹)𝑣𝐹

2𝜏𝑒, where 𝑒 is the electron charge, 𝑁(𝜀𝐹) 10 

the Cu density of states at the Fermi energy, and 𝑣𝐹 the Fermi velocity, with 𝜌𝑑𝑒𝑓 estimated 11 

from the 5 K data. Transport measurements were taken using a 13 Hz AC supply at bias currents 12 

from 100 μA to 1 mA. A 3 μΩ noise floor was present in the 𝑅𝑁𝐿 measurements. At high 13 

temperatures (> 200 K) and large 𝑑 (> 1500 nm), the 𝑅𝑁𝐿 signal was dominated by this noise 14 

floor. An 8% uncertainty in device dimensions was also present.  15 

 16 

III. RESULTS 17 

A. Material dependence of 𝜹𝑹𝑵𝑳 18 

To-date, only limited combinations of FM and NM materials (Cu/Fe46 and Ag/NiFe6,26) have 19 

been tested in all-metal NLSVs at relatively high fields. Here, we expand this parameter space 20 

through NLSVs fabricated using Fe, Co and Ni80Fe20 as the FM, and Cu or Al as the NM. The 21 

field dependence of 𝛿𝑅𝑁𝐿  for different material combinations is shown in Fig. 2 and represents 22 

a key result of our work. Data are shown here for devices with 𝑑 = 250 nm, at 𝑇 = 5 K and, 23 

for direct comparison, they are normalized by 𝑅𝑠𝑝𝑖𝑛 in order to compensate for differences in, 24 
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e.g., FM current polarization, 𝛼, and FM (NM) resistivity, 𝜌𝐹𝑀 (𝜌𝑁), etc. We first highlight the 1 

Cu/Fe case (red squares). These are the equivalent data to those in Fig. 1(c), once again showing 2 

a monotonic increase in 𝛿𝑅𝑁𝐿/𝑅𝑠𝑝𝑖𝑛 up to the largest fields accessible (𝜇0𝐻 = 9 T). Inspection 3 

across all other samples shows an approximately similar curve shape to these Cu/Fe data, with 4 

𝛿𝑅𝑁𝐿 monotonically rising, well beyond the saturation magnetization, 𝑀𝑠, of the respective 5 

FMs (𝑀𝑠 < 2 T in all cases, ruling out FM contact rotation as a contributing factor). Comparing 6 

devices, however, clear differences in the normalized magnitude of 𝛿𝑅𝑁𝐿 are evident. Looking 7 

first at the Cu/Co, Cu/Fe and Cu/Ni80Fe20 devices, it is clear that a large variation in 8 

𝛿𝑅𝑁𝐿/𝑅𝑠𝑝𝑖𝑛 occurs across the choice of FM materials. Equally, considering Cu/Fe and Al/Fe, 9 

a noticeable dependence on the choice of NM material is found: whereas a large 𝛿𝑅𝑁𝐿/𝑅𝑠𝑝𝑖𝑛 10 

is seen in Cu/Fe devices, almost no field dependence is observed for Al/Fe. The 𝛿𝑅𝑁𝐿/𝑅𝑠𝑝𝑖𝑛 11 

behavior is thus dependent on both the FM and NM material choices. 12 

Similar field-dependent trends are also found in other spintronic devices, including three 13 

terminal spin valve measurements of semiconductors,50 hydrogenated graphene NLSVs,51 and 14 

heavy metal magnetoresistance measurements,52 attributed to precession from inhomogeneous 15 

magnetostatic fields, local moment exchange interactions, or Hanle precessional 16 

magnetoresistance, respectively. In the case of light metal NLSVs, the non-local measurement 17 

(limiting the impact of contact relaxation), metallic nature of the transport, extended field 18 

dependence (>9 T), and low SOC (and spin Hall angle) rules out each of these explanations. 19 

Instead, as with earlier work on MI effects in spin transport, we return to the stark correlation 20 

between the ability of the host NM to support MIs arising from the FM, and (in this case) the 21 

magnitude of 𝛿𝑅𝑁𝐿(𝐻). Specifically, Cu readily hosts local magnetic moments on dissolved 22 

3d transition metal impurities, whereas Al (primarily due to its high Fermi level) does not,47–49 23 

a trend that is precisely reflected in the magnitudes observed in Fig. 2. This is further supported 24 
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by 𝛿𝑅𝑁𝐿/𝑅𝑠𝑝𝑖𝑛 in Al interlayer (Al-IL) devices, where a thin (~5nm) layer is deposited between 1 

the Cu and Fe layers. Due primarily to the low diffusivity of Fe in Al, the Al-IL greatly reduces 2 

the concentration of Fe impurities in the channel. As a consequence, Cu/Al-IL/Fe devices 3 

exhibit a weak (but non-zero) high field dependence.  4 

B. Determining the origin of 𝜹𝑹𝑵𝑳 5 

A natural implication of this correlation between local moment formation and the high field 6 

dependence is that 𝛿𝑅𝑁𝐿 arises from a spin transport effect, related to MI-driven spin 7 

relaxation. Before continuing with a MI-based analysis, including detailed comparison between 8 

datasets, we first consider other potential phenomena, unrelated to spin transport, as the 9 

potential origins of 𝛿𝑅𝑁𝐿(𝐻), e.g., field-dependent thermoelectric33,34,53 or current spreading32 10 

effects. In such cases, 𝛿𝑅𝑁𝐿 would be expected to correlate broadly with the field-independent 11 

background 𝑅𝑏 = (𝑅𝑁𝐿
𝑃 + 𝑅𝑁𝐿

𝐴𝑃)/2, in sign, magnitude, 𝑑 or 𝑇 dependence.  12 

To test this, in Fig. 3(a) and (b), we show the temperature evolution of 𝛿𝑅𝑁𝐿 and 𝑅𝑏 for 13 

Cu/Fe NLSVs of varying 𝑑, and provide a direct comparison of the two in Fig. 3 (d). Examining 14 

Fig. 3(a) and (b), we note that the magnitude of 𝛿𝑅𝑁𝐿 is relatively large, at times exceeding 15 

that of 𝑅𝑏 and 𝑅𝑠𝑝𝑖𝑛 [shown in Fig. 3(c)]. Field-dependent corrections to 𝑅𝑏 from current 16 

spreading, of order 𝜔𝑐𝜏𝑒 (where 𝜔𝑐 is the cyclotron frequency)32, are weak in comparison [at 17 

most of the order 10-2 at 9 T for our longest measured 𝜏𝑒 ≈ 50 fs (𝑇 = 5 K)]32, ruling out current 18 

spreading as the origin of 𝛿𝑅𝑁𝐿. Further examining Fig. 3(a) and (b), it is also clear that there 19 

is no correlation between the evolution of 𝛿𝑅𝑁𝐿 and 𝑅𝑏: Whereas 𝛿𝑅𝑁𝐿 decreases with both 20 

increasing 𝑇 and 𝑑 (Fig. 3(a)), 𝑅𝑏 appears largely independent of these parameters in Cu/Fe 21 

(Fig. 3(b)). Comparing different materials pairings (as shown in Supplemental Material Fig. 22 

S154) yields further inconsistencies in the signs and magnitudes of 𝛿𝑅𝑁𝐿 and 𝑅𝑏, which are 23 

incompatible with the possibility that 𝛿𝑅𝑁𝐿 arises from current-spreading or thermoelectric 24 
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effects. Thus, we can convincingly rule out contributions from conventional (non-spin) 1 

transport phenomena, which otherwise determine 𝑅𝑏.  2 

We next consider magnetothermoelectric (e.g., a field-dependent spin-Seebeck 3 

contribution), or weak (anti)localization effects, which are anisotropic with respect to the 4 

applied field direction.27 Comparing 𝑅𝑁𝐿(𝐻) for different field directions, as in Fig. 3(f), 5 

𝛿𝑅𝑁𝐿(𝐻) is found to be isotropic with respect to the direction of the applied field. Here, we 6 

compare 𝑅𝑁𝐿(𝐻) for in-plane (𝐻𝑦) and out-of-plane (𝐻𝑧) magnetic fields at 𝑇 = 5 K (other 7 

temperatures are shown in Supplemental Material Fig. S254). Out-of-plane measurements are 8 

shown for initial parallel and anti-parallel alignment of the FM contacts, and are essentially 9 

Hanle effect measurements: the oscillations in 𝑅𝑁𝐿 thus arise from Larmor precession of 10 

conduction electron spins about 𝐻𝑧, decaying as the magnetizations of FMinj and FMdet rotate 11 

to align with the field. These in-plane and out-of-plane measurements were taken at different 12 

times, and inevitably there is a small difference in the zero-field offset to 𝑅𝑁𝐿. For ease of 13 

comparison, the offset in the in-plane measurements has been shifted (by ~30 μΩ), to match 14 

that of the parallel, out-of-plane measurement at zero field. Beyond the saturation field of the 15 

FM contacts (1.8 T), the out-of-plane 𝑅𝑁𝐿 for both parallel and anti-parallel orientations 16 

increase exactly as the in-plane 𝑅𝑁𝐿 does. This is to say that 𝛿𝑅𝑁𝐿(𝐻) is independent of the 17 

direction of applied field, and therefore does not originate from magnetothermoelectric, weak 18 

(anti)localization effects, nor current spreading, which would all have an anisotropic 19 

dependence on field direction.27,28 20 

In contrast, for a given NM/FM pairing, we find that 𝛿𝑅𝑁𝐿(𝜇0𝐻 = 9 T) broadly scales with 21 

the magnitude of 𝑅𝑠𝑝𝑖𝑛 (see Figs. 3(a), (c) and (e) for Cu/Fe, and Supplemental Material Fig. 22 

S154 for Cu/Co, Cu/Ni80Fe20 and Al/Fe). While the specific dependence of 𝛿𝑅𝑁𝐿(𝑇, 𝑑) is 23 

complex, and 𝛿𝑅𝑁𝐿/𝑅𝑠𝑝𝑖𝑛 varies between pairings, for a given FM and NM, 𝛿𝑅𝑁𝐿(𝐻) 24 
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decreases on reduction of 𝑅𝑠𝑝𝑖𝑛, either through increasing 𝑇 or 𝑑 (Fig. 3(e)). From this we 1 

conclude that 𝛿𝑅𝑁𝐿(𝐻) has a similar dependence on the spin-dependent parameters of each 2 

material, and indeed arises from a pure spin transport effect. 3 

We next examine the 𝑇 dependence of 𝛿𝑅𝑁𝐿(𝐻). Cu/Fe offers one of the largest field 4 

enhancements, and so we focus on this pairing. (Cu/Fe also provides a convenient pairing for 5 

testing Kondo-related contributions, due to its relatively high miscibility and an easily 6 

accessible 𝑇𝐾 = 30 K47). Fig. 4 displays 𝛿𝑅𝑁𝐿(𝐻) for a Cu/Fe device with 𝑑 = 250 nm, across 7 

a 𝑇 range of 5-250 K. As well as increasing with field, 𝛿𝑅𝑁𝐿 clearly decreases with increasing 8 

𝑇. Qualitatively, such scaling is commensurate with the saturation of paramagnetic MI 9 

moments under increasing field or decreasing temperature. However, plotting the normalized 10 

𝛿𝑅𝑁𝐿 vs. 𝜇𝐵𝜇0𝐻/𝑘𝐵𝑇 (inset) fails to collapse the data onto a single functional form, as might 11 

be anticipated for the response of free moments under field. Furthermore, 𝛿𝑅𝑁𝐿 shows a 12 

𝜇𝐵𝜇0𝐻/𝑘𝐵𝑇 dependence that is not only far stronger than expected for 𝑆 = 1/2 MIs, (for all 13 

but the lowest 5 K data) but is also poorly described by a classical Langevin expression, where 14 

the fitted 𝐽 varies dramatically with 𝑇 (see Supplemental Material Fig. S355). A similar 15 

observation was made in references 6 and 26, and was attributed to the finite magnetic shape 16 

anisotropy energy of clustered MIs. In our devices similar 𝛿𝑅𝑁𝐿(𝐻) is observed across 17 

different material pairings, therefore analysis based on magnetic shape anisotropy would 18 

require similar clustering of MIs across these pairings. However, the range of thermodynamic 19 

solubilities are unlikely to produce identical distributions and precipitations of (potentially 20 

clustered) MIs, seeming to disfavour such a model, and suggesting a fundamentally different 21 

mechanism is at play. 22 

 23 

 24 
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C. Extracting spin transport characteristics 1 

Acknowledging that 𝛿𝑅𝑁𝐿 arises from a spin transport effect, we must accept that any changes 2 

in 𝛿𝑅𝑁𝐿(𝑇)  are manifestly convolved with the 𝑇-dependent variation of the key relevant NLSV 3 

material parameters, particularly 𝜏𝑠(𝑇), 𝛼(𝑇), 𝜌𝑁(𝑇) and 𝜌𝐹𝑀(𝑇). Given that all other key 4 

parameters are either constant (𝑑, and the NM thickness, 𝑡𝑁) or have a weak 𝐻 dependence 5 

(𝜌𝑁, 𝜌𝐹𝑀, 𝜆𝐹), we proceed by considering the (MI) scattering contribution to 𝜏𝑠 and 𝛼, which 6 

are now anticipated to depend on 𝐻, as well as 𝑇. To extract these terms, a comprehensive 7 

study of 𝑅𝑁𝐿(𝐻) in Cu/Fe NLSVs was performed at various 𝑑 (250-2000 nm) and 𝑇 (5-250 8 

K).  9 

Reasoning that the field dependence of 𝑅𝑁𝐿 can be subsumed into 𝜏𝑠 and 𝛼 is equivalent to 10 

defining a field-dependent NLSV spin signal, 𝑅𝑠𝑝𝑖𝑛(𝐻) = 𝑅𝑠𝑝𝑖𝑛(0) + 𝛿𝑅𝑁𝐿(𝐻), where 11 

𝑅𝑠𝑝𝑖𝑛(0) = 𝑅𝑁𝐿
𝑃 (0) − 𝑅𝑏 as defined earlier. This model is based on the assumption that 𝑅𝑏 is 12 

independent of the magnetic field, which is easily verified following our discussion in Sec. III. 13 

B. To calculate 𝑅𝑠𝑝𝑖𝑛(𝐻), we obtained 𝛿𝑅𝑁𝐿(𝐻) data for a range of 𝑇 and 𝑑 values, via 14 

equation 2. Because it is convenient to be able to represent the data as a continuous function of 15 

𝐻, we adopt for now a purely empirical fitting function: 16 

𝛿𝑅𝑁𝐿(𝐻) = | 𝐴1 (coth 𝑥 −
1

𝑥
)| − 𝐴2|𝜇0𝐻| (3) 17 

where 𝑥 =  𝜇0(𝐻 − 𝐻0)/𝑏, and 𝐴1, 𝐴2, 𝑏 and 𝐻0 are constant fitting parameters. We 18 

emphasize that our use of equation (3) is solely as a representation of the data, and offers little 19 

physical insight. The fitted curves (shown by the solid lines in Fig. 4) are combined with 20 

measurements of 𝑅𝑠𝑝𝑖𝑛(0) to obtain 𝑅𝑠𝑝𝑖𝑛(𝐻) for any given field within ± 9 T, and at selected 21 

𝑑 = 250-2000 nm and 𝑇 = 5-250 K.  Representative values of 𝑅𝑠𝑝𝑖𝑛(𝑑, 𝐻)  are shown in Fig. 22 

5(a) for 𝜇0𝐻 = 0, 1, 3, 5 and 9 T, at 𝑇 = 5 K. Despite the varying magnitude of 𝛿𝑅𝑁𝐿vs. 𝐻, 𝑇 23 
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and 𝑑, 𝑅𝑠𝑝𝑖𝑛(𝑑, 𝐻) assumes the expected functional form for all 𝐻: a simple exponential decay 1 

at high 𝑑 with the deviation at low 𝑑 that is a hallmark of NLSV spin diffusion in the low 2 

interface resistance limit. Encouraged by this 𝑑 dependence, we fit these data using a standard 3 

1-D magnetoelectronic circuit theory solution for 𝑅𝑠𝑝𝑖𝑛(𝐻), applied to the NLSV geometry in 4 

the transparent interface limit:56  5 

𝑅𝑠𝑝𝑖𝑛(𝐻) = 2
𝛼eff

2𝑅𝐹
2

(1 − 𝛼eff
2)2𝑅𝑁

 
exp (−

𝑑
𝜆𝑁

)

[1 +
2𝑅𝐹

(1 − 𝛼eff
2)𝑅𝑁

]
2

− exp (−
2𝑑
𝜆𝑁

)

 . (4) 6 

Here, 𝑅𝑁  =  𝜌𝑁𝜆𝑁/𝑤𝑁𝑡𝑁 and 𝑅𝐹  =  𝜌𝐹𝜆𝐹/𝑤𝐹𝑤𝑁 are the NM and FM spin-resistances, with 7 

𝜌𝑁 (𝜌𝐹) and 𝑤𝑁 (𝑤𝐹) the respective resistivities and widths; and 𝑡𝑁 the NM thickness. In 8 

equation (4) we employ an effective spin polarization, 𝛼eff, to account for the presence of MI-9 

induced depolarization at the NM/FM interfaces42 and to distinguish it from the intrinsic FM 10 

polarization, 𝛼. To constrain the fitting, we experimentally measure 𝜌𝑁 on the same NLSVs, 11 

and 𝜌𝐹 on nanowires of identical cross-sectional dimensions. All dimensions were measured 12 

using SEM for each device, and 𝜆𝐹 was constrained to a value of 4 nm through empirical 13 

scaling with 𝜌𝐹.46,57 Only 𝜆𝑁 and 𝛼𝑒𝑓𝑓 thus remain as fitting parameters, and these two are 14 

readily separable through the high-𝑑 exponential dependence, which is determined only by 𝜆𝑁. 15 

Extracted values of 𝜆𝑁(𝑇) for selected field values are shown in Fig. 5(b), along with the 16 

corresponding 1/𝜏𝑠(𝑇) (through the diffusion relation, 𝜆𝑁 = √𝐷𝜏𝑠) in Fig. 5(c). In Fig. 5(d) 17 

the relevant 𝛼𝑒𝑓𝑓(𝑇) are displayed. 18 

D. Temperature and field dependence of spin transport 19 

Looking first at the zero-field 𝜆𝑁(𝑇) data in Fig. 5(b), an initial increase in 𝜆𝑁  with decreasing 20 

𝑇 is observed from 250 K to 40 K, as phonon scattering is progressively frozen out. Below 40 21 

K a noticeable downturn is then observed, producing a peak in 𝜆𝑁(𝑇). This peak, widely seen 22 
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in other works7,8,11,21, and clearly contrasting with the naïvely expected (monotonic) EY-like 1 

behaviour,40,58 is qualitatively similar to that seen in low-purity Cu/Fe NLSVs.41,42,46 There, it 2 

is attributed to Kondo relaxation arising from dilute MIs, present throughout the channel (even 3 

in initially high-purity NM materials, NM/FM interdiffusion will inevitably introduce MIs into 4 

the channel if the solubility is high enough). We note that, at low 𝑇, 𝜆𝑁 should approach a 5 

constant value due to the unitary limit of Kondo relaxation. As shown in our previous work, 6 

this is readily observed in our devices when 𝑇 ≪ 30 K,46 and is particularly prevalent in devices 7 

with high MI concentrations and/or higher Kondo temperatures42,45. Indeed this effect is also 8 

evident here, although the coarser 𝑇 steps limit quantitative comparison. 9 

Although on first inspection the downturn in  𝜆𝑁(𝑇) is a seemingly weak effect, we emphasize 10 

that the full impact of MI relaxation can only be assessed from the departure from conventional 11 

spin relaxation due to phonon and 𝑇-independent defect scattering alone. To demonstrate this, 12 

we estimate the expected 1/𝜏𝑠(𝑇) and 𝜆𝑁(𝑇) for EY-type scaling, using equation (1) for 13 

phonon and defect scattering. 1/𝜏𝑒,𝑑𝑒𝑓 and 1/𝜏𝑒,𝑝ℎ are calculated as described in Sec. II, and 14 

we use typical values for phonon and defect EY parameters, 𝛽𝑝ℎ = 740 and 𝛽𝑑𝑒𝑓 = 240, 15 

respectively, previously determined from devices in which MI effects were minimized.41 16 

(Under such conditions, grain boundaries were found to dominate defect scattering, and so we 17 

use 𝛽𝑑𝑒𝑓 = 𝛽𝐺𝐵.) 𝜆𝑁 values were then calculated from 1/𝜏𝑠 using the diffusion relation 𝜆 =18 

√𝜏𝐷, where 𝐷 is the diffusivity taken from local resistivity measurements. The corresponding 19 

curve, represented by the black dashed line in Fig. 5(b), demonstrates the stark impact of MI 20 

spin relaxation, which results in ~30% suppression of 𝜆𝑁 at 5 K. In this context, the impact of 21 

applying 𝐻 becomes clearer. Specifically, examining 𝜆𝑁(𝑇) with increasing 𝐻 we find a simple 22 

trend where 𝜆𝑁(𝑇) steadily rises until it approaches the very same monotonic dependence 23 

expected in Kondo-minimized devices. We conclude, therefore, that the field acts to quench 𝑇-24 

dependent MI (i.e., Kondo) scattering. 25 
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Equivalent behavior is observed in 1/𝜏𝑠, as shown in Fig. 5(c), where the 𝐻 = 0 scattering 1 

rate initially decreases with 𝑇, down to 90 K, before unexpectedly increasing on further 2 

cooling. Both the magnitude and 𝑇 dependence of this behaviour are in good agreement with 3 

the 1/𝜏𝑠 seen in other Cu/Fe devices41,42,46, but once again strongly contrasts with expected EY 4 

theory (black dashed curve). At this point we note that in the Kondo model, 𝑇𝐾 determines a 5 

characteristic temperature scale about which the scattering rate becomes enhanced, rather than 6 

any critical temperature. The increase in 1/𝜏𝑠 about 𝑇~ 25 K is therefore consistent with the 7 

onset of the Kondo effect in Cu/Fe (𝑇𝐾 = 30 𝐾).46,47,59 While this upturn in 1/𝜏𝑠 at low 𝑇 has 8 

now been widely observed, the restoration of 1/𝜏𝑠 under increasing 𝐻 is new here and is stark. 9 

Under application of the field, 1/𝜏𝑠 approaches the expected EY dependence, which is nearly 10 

restored by 𝜇0𝐻 = 9 T. Despite the action of 𝐻 in quenching Kondo scattering, a noticeable 11 

shoulder remains at low 𝑇, even at 𝜇0𝐻 = 9 T. As we will detail below, this shoulder is a 12 

hallmark of such MI scattering, and is produced by the competition between different energy 13 

scales in the system, notably the Kondo singlet, thermal and Zeeman energies.  14 

We next consider these observations further by comparing Cu/Fe with other NM/FM 15 

combinations. While we do not make in-depth quantitative comparison, we do examine the 16 

(normalized) residual scattering rate, 1/𝜏𝑠,𝑟𝑒𝑠 = 1 𝜏𝑠
𝑧𝑒𝑟𝑜 𝑓𝑖𝑒𝑙𝑑⁄ − 1 𝜏𝑠

ℎ𝑖𝑔ℎ 𝑓𝑖𝑒𝑙𝑑⁄ , for Cu/Co, 17 

Cu/NiFe and Cu/Fe, where “high field” refers to the highest field available (4.5 T for Cu/Co, 9 18 

T otherwise).54 From the preceding discussion, in essence, 1/𝜏𝑠
ℎ𝑖𝑔ℎ 𝑓𝑖𝑒𝑙𝑑

 corresponds to the 19 

relaxation rate under the near-complete quenching of MI scattering, but without any changes 20 

to 1/𝜏𝑠,𝑝ℎ. Defined in this way, 1/𝜏𝑠,𝑟𝑒𝑠(𝑇) can therefore provide an estimate of the 𝑇-21 

dependence of MI scattering, although it cannot give insight into its overall magnitude. 22 

Additionally, the absolute value of 1/𝜏𝑠,𝑟𝑒𝑠 is dependent on the material properties of the 23 
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FM/NM pairings, and so, for suitable comparison between pairings, we normalize the data to 1 

their maximum value.  2 

The normalized 1/𝜏𝑠,𝑟𝑒𝑠(𝑇) data are shown in Fig. 6, on a logarithmic temperature scale. In 3 

all cases, as expected, 1/𝜏𝑠,𝑟𝑒𝑠 decreases with temperature. Significantly, Cu/Fe shows a clear 4 

logarithmic 𝑇 dependence about a temperature range consistent with 𝑇𝐾 = 30 K. As this data 5 

set is quite complete, we fit the data using the phenomenological Goldhaber-Gordon expression 6 

for Kondo scattering60:  7 

1

𝜏𝑠,𝑟𝑒𝑠
= 𝐺0 [

𝑇𝐾
′ 2

𝑇2 + 𝑇𝐾
′ 2]

𝑠

(5) 8 

where 𝑇𝐾
′ = 𝑇𝐾/√21/𝑠 − 1  and 𝑠 = 0.22 for spin-1/2 MIs46,60. Since the data are normalized, 9 

we fix 𝐺0 = 1 and 𝑇𝐾 remains as the only free parameter. The fit (solid line) models the data 10 

reasonably well, returning 𝑇𝐾 = (20 ± 8) K, in decent agreement with the expected 𝑇𝐾 = 30 K. 11 

Encouragingly, this Cu/Fe behavior is reproduced in Cu/Ni80Fe20 (Ni is not expected to show 12 

any Kondo contribution due to the prohibitively high 𝑇𝐾 ~ 1000 K, thus only Fe moments 13 

should contribute for Cu/Ni80Fe20). In contrast, Cu/Co has a response which is clearly shifted 14 

to higher 𝑇, appearing to reach the unitary limit at 𝑇 ~ 50 𝐾. This correlates well with the 15 

increased 𝑇𝐾 value for this pairing (Cu/Co has a 𝑇𝐾 of either 23 or 500 K depending on whether 16 

the MIs are surface or bulk, respectively46,61), further cementing the relationship between 17 

𝛿𝑅𝑁𝐿(𝐻), through 1/𝜏𝑠, and MI scattering. 18 

E. Fitting the spin relaxation rate, 𝟏/𝝉𝒔 19 

Given the success of Kondo scattering in qualitatively describing 1/𝜏𝑠(𝑇) for Cu/FM NLSVs, 20 

we continue this approach, now quantitatively accounting for the impact of 𝐻 on 𝜏𝑠,𝐾. Previous 21 

studies of the magnetoresistance of Cu1-xFex and similar alloys have shown that application of 22 

a magnetic field indeed suppresses Kondo scattering at low temperatures,62,63 and several 23 
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qualitatively similar models have been proposed64–66. Here, we use the model derived by 1 

Litvinov,64 which most accurately represents Fe impurities in a metallic host. (We have also 2 

performed analysis using the Abrikosov model65, which we present in the Supplemental 3 

Material Fig. S4; similar results are produced.67) In the Litvinov theory, the Kondo momentum 4 

scattering rate is given by: 5 

1

𝜏𝑒,𝐾
=

3𝜋𝑐𝐽2

32ℏ𝜀𝐹
×

2 tanh (
𝑄

𝑘𝐵𝑇
) − tanh (

𝑄
2𝑘𝐵𝑇

)

sinh (
𝑄

𝑘𝐵𝑇
)

× [1 +
3𝐽

4𝜀𝐹
ln (

𝑘𝐵𝑇𝐾
2

(2𝑘𝐵𝑇)2 + 𝑄2
)]

−2

 (6) 6 

where 𝑐 is the concentration of magnetic impurity atoms, 𝐽 is the exchange energy between the 7 

magnetic impurity and conduction electrons, and 𝜀𝐹 is the Fermi energy. 𝑄 =  𝜇0𝜇𝐵𝑔𝑖𝐻 is the 8 

Zeeman energy due to the magnetic field, where 𝑔𝑖  is the impurity g-factor (assumed to equal 9 

2). There are two energy scales at play in this equation: the first, which comprises the 10 

hyperbolic terms, describes the magnetization of the magnetic impurities and the competition 11 

between 𝑇 and 𝐻; the second, which is the modified Kondo term, acts to suppress the scattering 12 

rate, with contributions from the singlet and Zeeman energies.  13 

The data in Fig. 5(c) were fit using equations (1) and (6), considering terms from phonon, 14 

𝑇-independent impurities, and Kondo scattering explicitly. Here, 1/𝜏𝑒,𝑝ℎ  and 1/𝜏𝑒,𝑖𝑚𝑝 are 15 

known from local measurements of 𝜌𝑁, while 𝐽 = -0.91 eV and 𝜀𝐹  = 7.0 eV may be 16 

constrained for Fe;44,62 and 𝛽𝐾 = 3/2 is known at zero field.44,68 At 𝐻 ≠ 0, however, 𝛽𝐾 is 17 

expected to vary: the Zeeman energy of the magnetic field breaks the symmetry of spin-flip 18 

Kondo scattering, but not of spin-conserving Kondo scattering, resulting in different field 19 

dependencies and hence a non-constant 𝛽𝐾(𝐻)66,69,70. As discussed further below, the fits 20 

therefore remain underconstrained, with free parameters 𝛽𝑑𝑒𝑓, 𝛽𝑝ℎ, 𝑐 and 𝛽𝐾(𝐻). For 21 

simplicity, we have employed a constant, volume average impurity concentration in the model, 22 

although it is expected that c will vary with distance from the NM/FM interface.42 Since 23 
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𝛽𝐾(𝐻 = 0) = 3/2, the zero-field data were first fit, returning values of 𝛽𝑑𝑒𝑓 = 230, 𝛽𝑝ℎ =  470, 1 

and 𝑐 = 890 ppm. From the earlier discussion, these values are clearly physically reasonable, 2 

and fall among those from our prior work, and the work of others.9,11,15,18,41 As these parameters 3 

are expected to be invariant under 𝐻, they were then used as fixed values for the remaining fits, 4 

with only 𝛽𝐾(𝐻) allowed to vary, significantly constraining the fit. Best fit curves using this 5 

approach are shown at select fields by the solid lines in Fig. 5(c), and the variation of the 6 

extracted 𝛽𝐾(𝐻) is displayed in the inset.  7 

It can be clearly seen that this model represents the data well; in particular, the knee observed 8 

between 𝑇 = 5 and 50 K at higher fields is accurately reproduced. This is a strong indication 9 

that the magnetic field is indeed acting to suppress Kondo scattering in the NM channel, and 10 

that the high field dependence of 𝑅𝑠𝑝𝑖𝑛(𝐻) can be quantitatively understood through the 11 

quenching of the (𝑇-dependent) singlet scattering. The behavior of 𝛽𝐾  is of particular interest. 12 

𝛽𝐾  is expected to increase with increasing 𝐻, as the alignment of the magnetic impurities 13 

freezes out spin-flip Kondo scattering events.66 However, as far as we are aware, no prior work 14 

has experimentally examined this precise evolution. We thus consider this determination of 15 

𝛽𝐾(𝐻) an important dataset for the future understanding of the Kondo effect and its relationship 16 

with spin relaxation, and we believe it represents a new challenge to theory to accurately model 17 

this observed dependence. 18 

F. Field dependence of the effective current polarization, 𝜶𝒆𝒇𝒇 19 

Before concluding, as an additional consistency check we consider the behavior of the effective 20 

current-polarization, 𝛼eff(𝐻, 𝑇), as shown in Fig. 5(d). The 𝛼eff(𝑇) data for Cu/Al-IL/Fe are 21 

also shown here (green diamonds). In the absence of Kondo scattering, 𝛼eff should approach a 22 

constant on cooling, as in the Al-IL device. In the Cu/Fe device however, this is not the case at 23 

small fields: as in the 𝜆𝑁 data, a downturn in 𝛼eff is seen at low temperatures, due to Kondo 24 
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scattering through interdiffused MIs near the NM/FM interface, which is known to suppress 1 

the injected spin polarisation.44 Once again, however, the application of a magnetic field 2 

removes this suppression, as clearly shown in Fig. 5(d). By 𝜇0𝐻 = 5 T, 𝛼eff(𝑇) is in fact 3 

approximately restored to that in the Al-IL device. In reference 44, some of us showed that this 4 

𝛼eff suppression is described by: 5 

𝛼𝑒𝑓𝑓 =  𝛼 {1 − 𝑧 [
1 +

2
𝛽𝐾

𝜏𝑠
′

𝜏𝑒
′

𝜆𝑁
−

2
𝛽𝐾

𝜏𝑠
′

𝜏𝑒
′

𝜆𝑁 +
𝜌𝐹

(1 − 𝛼2)𝜌𝑁
𝜆𝐹

]
𝜏𝑒

′

𝜏𝑒,𝐾
} (7) 6 

where 𝑧 is the characteristic interdiffusion depth of the magnetic impurities in the NM channel, 7 

which is expected to be of the order of 10’s of nm for Cu/Fe,42 and 𝜏𝑒
′  and 𝜏𝑠

′  are the MI-free 8 

momentum and spin relaxation times, respectively. 1/𝜏𝑒
′  and 1/𝜏𝑠

′  were obtained using 1/𝜏𝑒
′ =9 

1/𝜏𝑒  − 1/𝜏𝑒,𝐾 and 1/𝜏𝑠
′  = 1/𝜏𝑠 − 1/𝛽𝐾𝜏𝑒,𝐾, where, 1/𝜏𝑒 and 1/𝜏𝑠 are determined from 𝜌𝑁 10 

and 𝜆𝑁, while 1/𝜏𝑒,𝐾 and 𝛽𝐾 are the best fit values shown in Fig. 5(c). This leaves 𝑧 and the 11 

intrinsic spin polarization, 𝛼, as the only free parameters in fits. The resulting best fit curves, 12 

shown by the solid lines in Fig. 5(d), reproduce the 𝛼eff data well. The extracted values of 𝛼 = 13 

0.4±0.04 and 𝑧 = 57±24 nm across the data set are also entirely plausible, and comparable to 14 

values obtained in reference 44.  15 

It is evident from these results that the field-dependent background effects in 𝑅𝑁𝐿 can be 16 

understood as the suppression of Kondo scattering in the NM channel. Moreover, by extracting 17 

1/𝜏𝑠 and 𝛼eff from the 𝑅𝑠𝑝𝑖𝑛(𝑑, 𝑇) data, the suppression of the Kondo scattering can be 18 

effectively modelled by the use of equations (6) and (7). This has clear implications for NLSV 19 

devices based on materials that host MIs and hence have 𝜏𝑠 and 𝛼eff reduced by Kondo 20 

scattering. This effect is also likely to be present in more complicated systems, such as those 21 

where MIs have been intentionally introduced, or in complex heterostructures of Kondo active 22 

pairings. Here, relaxation from MIs could dominate and obscure spin lifetime measurements, 23 
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e.g., through distortion of Hanle spin precession curves, due to the field dependence of both 1 

the saturation background and the spin lifetime. However, we have demonstrated in this work 2 

a simple means to quantify this effect, by application of a magnetic field large enough to 3 

saturate the moments.  4 

G. Exchange field model 5 

Due to the nature of our devices, which contain very low concentrations of dilute MIs, we 6 

discussed 𝑅𝑠𝑝𝑖𝑛(𝐻) above in terms of the physically relevant Kondo scattering regime. For 7 

completeness, however, we may also consider the impact of spin decoherence due to precession 8 

about a random exchange field, arising from MIs, such as those considered by McCreary et 9 

al.51 In such an exchange field model, the conduction electrons experience an exchange field 10 

from the impurity moments, with RMS fluctuations, Δ𝐵𝑒𝑥, about the average field 𝐵𝑒𝑥
̅̅ ̅̅̅, 11 

occurring on a timescale 𝜏𝑐, the correlation time. The spin relaxation rate due to this exchange 12 

field is given by:51,71  13 

1

𝜏𝑒𝑥,𝑠
=

(Δ𝐵𝑒𝑥)2

𝜏𝑐

1

(𝜇0𝐻 + 𝐵𝑒𝑥
̅̅ ̅̅̅)2 + (

ℏ
𝑔𝑒𝜇𝐵𝜏𝑐

)
2   (8)

 14 

where ℏ, 𝑔𝑒 and 𝜇𝐵 are Planck’s constant, the electron g-factor and the Bohr magneton 15 

respectively. Following the procedure in reference 51, we assume  𝐵𝑒𝑥
̅̅ ̅̅̅ is described by a 16 

Brillouin function, 𝐵𝑠, through 17 

𝐵𝑒𝑥
̅̅ ̅̅̅ =

𝑐𝐽𝑆

𝑔𝑒𝜇𝐵
𝐵𝑆(𝜉) (9) 18 

where 𝜉 ≡ 𝑄/𝑘𝐵𝑇, and 𝐵𝑆(𝑥) reduces to tanh (𝑥) for spin 𝑆 = 1/2 impurities. 19 

We reproduce the spin relaxation rate as a function of temperature in Fig. 7(a), and now 20 

attempt to fit it with this exchange field model. Δ𝐵 and 𝜏𝑐 are expected to be independent of 21 

the magnetic field, but should vary with 𝑇, and we therefore fit 1/𝜏𝑠(𝐻) at fixed 𝑇 using 22 
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equations (1), (8) and (9), with Δ𝐵 and 𝜏𝑐 as free parameters. (This is in contrast to the fitting 1 

procedure in Sec. III E, in which we fit 1/𝜏𝑠(𝑇) at fixed 𝐻.)  2 

Although the exchange model appears to fit the data well, the extracted Δ𝐵 and 𝜏𝑐 are 3 

revealing. These are shown in Fig. 7(b) and (c) respectively, for 𝑐 = 100 ppm and 1000 ppm. 4 

We choose 1000 ppm here as this is close to the upper limit of a dilute system, and higher 5 

concentrations would be expected to lead to phase separation of Cu and Fe. Concentrations of 6 

100 ppm and below are likely more representative of our devices, and we find that, at these 7 

concentrations, 𝑐 has negligible impact on Δ𝐵 and 𝜏𝑐, since 𝐵𝑒𝑥
̅̅ ̅̅̅ ≪  𝜇0𝐻 in equation (8). Note 8 

that the 250 K Δ𝐵 and 𝜏𝑐 data have been excluded in Fig. 7(b,c), due to anomalously low and 9 

high values, respectively, likely due to the large spread in the 1/𝜏𝑠 data at this temperature 10 

(Fig. 7(a)). 11 

Looking first at the 𝑐 = 100 ppm case, Δ𝐵(𝑇) is seen to fluctuate about a constant value of 12 

~1.2 T. Although possible, such a large magnitude of Δ𝐵 is unlikely. 𝜏𝑐 also exhibits a strong 13 

temperature dependence, increasing with decreasing 𝑇, indicative of what would occur at a 14 

spin glass transition, for example. It is generally expected that 𝜏𝑐 is constant in both NM and 15 

FM materials, changing dramatically only during a phase transition, e.g., spin glass 16 

freezing.47,72–74 Given the dilute nature of the MIs here, and so the weak inter-MI coupling, we 17 

do not believe that this 𝑇 dependence can be physically realistic, particularly as we are far from 18 

the concentrations required for a spin glass transition at this temperature (𝑐 ~ 1% for a 19 

transition at around 10 K in Cu1-xFex).
75,76  20 

Although unlikely, we nevertheless test the hypothesis of 𝜏𝐶(𝑇) indicating a spin glass 21 

transition using the conventional description for the critical slowing down of spin dynamics in 22 

a spin glass47,77: 23 
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𝜏𝐶 = 𝜏0 (
𝑇 − 𝑇𝑔

𝑇𝑔
)

−𝑧𝜈

(10) 1 

where 𝑇𝑔 is the spin glass transition temperature, 𝜏0 is a characteristic timescale and the 2 

exponent 𝑧𝜈 is a constant. We fit the data using equation (10), with 𝜏0, 𝑇𝑔 and 𝑧𝑣 as free 3 

parameters. The resulting fit, shown in Fig. 7(c), models the data reasonably, but fails to 4 

completely reproduce the form of 𝜏𝐶(𝑇). Moreover, the extracted parameters are 𝑇𝑔 ≈ 0 K and 5 

𝑧𝜈 = 0.25. Such a 𝑧𝑣 value is unfeasibly low,47 indicating that we are far from a transition at a 6 

(finite) 𝑇𝑔 near 0 K. It is therefore unlikely that such a spin glass transition is occurring in our 7 

devices.  8 

Moving to the behavior of Δ𝐵 and 𝜏𝐶 at 𝑐 = 1000 ppm, we find even less physical behavior, 9 

with Δ𝐵 increasing on cooling to a very large 2.7 T at 5 K, and 𝜏𝐶 varying non-monotonically 10 

with 𝑇. Such a strong temperature dependence of Δ𝐵, and large magnitude, is clearly 11 

unreasonable. Hence, although the exchange model is able to fit the 1/𝜏𝑠 data, it is not able to 12 

provide satisfying physical insight into the 𝑇 and 𝐻 variation of 1/𝜏𝑠 (and thus 𝛿𝑅𝑁𝐿), as 13 

evidenced by the unreasonable 𝑇 dependencies of Δ𝐵 and 𝜏𝐶. We therefore conclude that the 14 

exchange model is not a suitable description for the field enhancement of 𝑅𝑁𝐿 we observe in 15 

our devices. We do emphasize, however, that this does not rule out such a mechanism becoming 16 

active in devices where the NM is (intentionally) more heavily substituted with MIs (thereby 17 

introducing MI-MI interactions) or directly exchange-coupled to a FM.31 There, it is reasonable 18 

to assume such exchange field coupling could be active. Indeed, should the materials in these 19 

devices undergo a magnetic phase transition, e.g., FM ordering or spin glass freezing, then it 20 

is reasonable to expect this will also contribute to non-monotonicity in 𝑅𝑠𝑝𝑖𝑛(𝐻, 𝑇), potentially 21 

with comparable magnitudes to the Kondo scattering observed here. These could potentially 22 

be identified through the characterization of 𝑇𝑔 and 𝑧𝜈. 23 
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IV. CONCLUSION 1 

An increase in non-local resistance in NLSVs under the application of an external magnetic 2 

field has been previously reported,6,26 and is observed here. Through the experimental 3 

measurement of a wide range of metallic NM/FM combinations, we demonstrate that the effect 4 

is correlated with the ability of the NM metal to host dilute magnetic impurity moments. 5 

Considering the field dependence of 𝜆𝑁 and 1/𝜏𝑠, we have shown that this strong field 6 

dependence originates from Kondo scattering in the NM channel, and that application of an 7 

external magnetic field quenches this scattering. We have successfully applied a model for 8 

Kondo scattering in a magnetic field to describe the spin-flip scattering rate data, demonstrating 9 

quantitative agreement with experiment and providing the first measurements of the field 10 

dependence of the Kondo EY parameter, 𝛽𝐾(𝐻). This work thus resolves the long-standing 11 

mystery of the origin of this high field dependence, and points to a systematic underestimation 12 

of 𝜏𝑠 in NLSVs where MIs are present. Due to the low value of 𝛽𝐾~ 3/2, this effect is 13 

significant, and is likely to be measurable in a variety of all-metallic NLSVs. By application of 14 

a magnetic field, however, we have demonstrated a simple means to remove the suppression 15 

and restore the non-local resistance to its Kondo-free value, obviating the need for additional 16 

material considerations or the inclusion of a diffusion-limiting interlayer.  17 
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Figures 

 

Figure 1 (a) False color SEM image of a Cu/Fe NLSV, with the non-magnetic metal (NM) 

and ferromagnetic (FM) materials highlighted. In the non-local geometry, a current (I) is 

injected at FMinj and extracted from the far-left side of the NM channel, resulting in a non-

equilibrium spin accumulation, manifest as a voltage (𝑉𝑁𝐿), measured between the far right of 

the NM channel and FMdet. (b) In-plane magnetic field (𝐻𝑦) dependence of the non-local 

resistance, 𝑅𝑁𝐿  =  𝑉𝑁𝐿/𝐼, for a Cu/Fe NLSV with 𝑑 = 750 nm, for forward (red) and reverse 

(pink) sweeps. The magnetization direction of the FM contacts are indicated by the arrows. 

𝑅𝑏 = (𝑅𝑁𝐿
𝑃 + 𝑅𝑁𝐿

𝐴𝑃)/2 is indicated on the figure. (c) Same as (b) up to larger (9 T) magnetic 

fields. Red solid squares show the measured data for parallel alignment of the FM contacts. 

The anti-parallel response at zero field is also shown, and the definitions of  𝑅𝑠𝑝𝑖𝑛 and 𝛿𝑅𝑁𝐿 
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are indicated. 𝑅𝑁𝐿
𝑃  increases with field strength, beginning to saturate at sufficiently high 

fields, indicating a suppression of spin-flip scattering.  
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Figure 2 (Normalized) 𝛿𝑅𝑁𝐿/𝑅𝑠𝑝𝑖𝑛 as a function of in-plane applied magnetic field, for various 

materials. Devices shown have 𝑑 = 500 nm except for Cu/Co and Cu/Ni80Fe20 which have 

𝑑 = 400 nm. Measurements of Cu/Co were taken only up to an applied field of 𝜇0𝐻 = ± 4.5 

T. The effect of in-plane applied magnetic field is most prominent for Cu/Co and Cu/Fe. For 

Cu/Al IL/Fe and Al/Fe, the effect is almost negligible.  
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Figure 3 Temperature evolution of (a) 𝛿𝑅𝑁𝐿(𝜇0𝐻 = 9 𝑇), (b) 𝑅𝑏 and (c) 𝑅𝑠𝑝𝑖𝑛 for Cu/Fe 

NLSVs of various 𝑑. (d) Direct comparison of 𝛿𝑅𝑁𝐿(𝜇0𝐻 = 9 𝑇) and 𝑅𝑏, demonstrating no 

correlation between the two parameters, and hence ruling out background effects as the origin 

of 𝛿𝑅𝑁𝐿. (e) 𝛿𝑅𝑁𝐿(𝜇0𝐻 = 9 𝑇) as a function of 𝑅𝑠𝑝𝑖𝑛. A clear, consistent correlation exists 

between the two, highlighting that 𝛿𝑅𝑁𝐿 arises from spin-transport-related effects. (f) Field 

enhancement of 𝑅𝑁𝐿 for in-plane and out-of-plane (Hanle) measurements for a 𝑑 = 2000 nm 

Cu/Fe NLSV at 5 K. Beyond the saturation field (𝐻𝐾) of the FM contacts (vertical grey line) 

the in-plane and out-of-plane field responses of 𝑅𝑁𝐿 are identical, indicating that 𝛿𝑅𝑁𝐿 is 

independent of applied field direction. 
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Figure 4 𝛿𝑅𝑁𝐿 as a function of 𝜇0𝐻 for a Cu/Fe NLSV with 𝑑 = 500 nm, at various 

temperatures. Solid lines are fits using equation (3), in order to model the data as a continuous 

function of field. Inset shows 𝛿𝑅𝑁𝐿 normalized to 𝑅𝑠𝑝𝑖𝑛 as a function of 𝜇0𝜇𝐵𝐻/𝑘𝐵𝑇 for the 

same device. The 5 K data extends beyond the range of the plot. The data clearly do not collapse 

onto a single form, indicating that the field enhancement is not simply due to alignment of 

magnetic impurities.  
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Figure 5 Data from measurements of Cu/Fe devices. For clarity, only select field strengths are 

shown, although a continuous range was available to us. (a) Variation of 𝑅𝑠𝑝𝑖𝑛(𝐻) with 𝑑. 

Error bars are smaller than the symbol size. Solid lines are fits to the data using equation (4). 

(b) Spin diffusion length (𝜆𝑁) in the NM channel as a function of temperature. The dashed line 

is an estimate of the spin diffusion length from phonon and impurity scattering only. Error bars 

are smaller than the symbol size. (c) Same as (b) but for spin-flip scattering rate (1/𝜏𝑠). Solid 

lines are fits using equations (1) and (6). For clarity, error bars are only shown for the first data 

points and last data points. (Inset) Quasi-continuous variation of 𝛽𝐾 with field strength from 

fitting of data in (c). The light grey shaded area represents the uncertainty in the fit values. (d) 

Effective spin polarization, 𝛼𝑒𝑓𝑓 as a function of temperature. The zero-field and high-field (9 

T) data are shown for a Cu/Fe device. Data from a Cu/Al-IL/Fe device at zero-field are also 

shown for comparison. Both devices have 𝑑 = 500 nm. Under a high-field, 𝛼𝑒𝑓𝑓 for the Cu/Fe 

closely follows that of the Cu/Al-IL/Fe device, indicating that “normal” behavior has been 

restored. 
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Figure 6 Normalized residual spin relaxation rate (1/𝜏𝑠,𝑟𝑒𝑠 = 1/𝜏𝑠
𝑙𝑜𝑤 𝑓𝑖𝑒𝑙𝑑

− 1/𝜏𝑠
ℎ𝑖𝑔ℎ 𝑓𝑖𝑒𝑙𝑑

) as 

a function of temperature (log10 scale), for Cu/Co, Cu/Fe and Cu/Ni80Fe20. The Cu/Fe data are 

fit using the phenomenological Goldhaber-Gordon expression of equation (5) (solid, red line). 

The Cu/Co and Cu/Ni80Fe20 data sets are incomplete and so should be treated only qualitatively. 

For these data, a guide to the eye (dotted line) is given. For clarity, error bars for only the first 

and last data points are shown. 
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Figure 7 (a) The 1/𝜏𝑠 data (squares) for Cu/Fe NLSVs fit using equation (8) (solid lines), in 

order to test the applicability of the exchange model. The data are the same as in Fig. 5(c). A 

reasonable agreement between the data and the fit is achieved. Parameters (b) Δ𝐵 and (c) 𝜏𝑐 

extracted from the fitting in (a) for 𝑐 = 100 ppm and 1000 ppm, shown as a function of 

temperature. For 𝑐 = 100 ppm, Δ𝐵 is independent of temperature, whereas 𝜏𝑐 increases with 

decreasing temperature, possibly indicating a spin glass transition. Fitting using a conventional 

description for spin glass dynamics (equation (10); solid line) reveals an unreasonably slow 

transition rate, however, indicating that a spin glass transition does not suitably describe the 

system. 𝑐 = 1000 ppm yields an unreasonably large Δ𝐵 and non-trivial 𝑇 dependence of 𝜏𝑐. 

Anomalous 250 K data in Δ𝐵 and 𝜏𝑐 (likely arising from the large spread in 1/𝜏𝑠) have been 

removed. 


