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## Abstract

The multiplex network paradigm has proven very helpful in the study of many real-world complex systems, by allowing to retain full information about all the different possible kinds of relationships among the elements of a system. As a result, new non-trivial structural patterns have been found in diverse multi-dimensional networked systems, from transportation networks to the human brain. However, the analysis of multiplex structural and dynamical properties often requires more sophisticated algorithms and takes longer time to run compared to traditional single network methods. As a consequence, relying on a multiplex formulation should be the outcome of a trade-off between the level of information and the resources required to store it.

In the first part of the thesis, we address the problem of quantifying and comparing the amount of information contained in multiplex networks. We propose an algorithmic informationtheoretic approach to evaluate the complexity of multiplex networks, by assessing to which extent a given multiplex representation of a system is more informative than a single-layer graph. Then, we demonstrate that the same measure is able to detect redundancy in a multiplex network and to obtain meaningful lower-dimensional representations of a system. We finally show that such method allows us to retain most of the structural complexity of the original system as well as the salient characteristics determining the behaviour of dynamical processes happening on it.

In the second part of the thesis, we shift the focus to the modelling and analysis of some structural features of real-world multiplex systems throughout optimisation principles. We demonstrate that Pareto optimal principles provide remarkable tools not only to model real-world multiplex transportation systems but also to characterise the robustness of multiplex systems against targeted attacks in the context of optimal percolation.
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## Introduction

Several natural systems constantly amaze us for their impressive complexity. Even the simplest forms of life, such as bacteria or yeast, rely upon hundreds of biochemical reactions that allow them to perform their essential functions. Millions of cells interact with each other in larger organisms to achieve more complex tasks. A typical example is the human brain [8], made up of approximately $10^{15}$ connections [9] among 100 billions of neurons [10]. However, complexity does not pertain to biological systems only. Power grids, transportation systems, or urban areas are some examples of man-made systems that exhibit a non-trivial complex structure. These systems are all paradigmatic examples of what is nowadays known as a complex system [11, 12], i.e. a system whose collective behaviour cannot be derived from the mere knowledge of the system's components. The advent of Network Science has completely shaken our way of analysing and modelling real-world complex systems, by describing them in terms of networks, where nodes represent the individual units (or components), and two nodes are connected by a link if the two units interact with each other $[11,13]$.

The first analyses of real-world systems mostly mapped all these systems to binary networks (i.e. networks in which links are either present or absent), therefore providing a robust mathematical framework to study complex phenomena. Over the years, network scientists realised that such a description was not enough. They gradually included weights [14, 15], and time [16-18] into the network representation, which helped to characterise new and known phenomena [14, 19, 20],
such as epidemics [21], epileptic seizures in neuroscience [22, 23], social contagion [24], and to discover disease biomarkers in medicine and biology [25-27]. The evolution of the spreading models over the last few years gives us a clear example of the tremendous impact of network science on the analysis and prediction of the diffusion of epidemics around the world $[21,28,29]$. For example, this is the case of the Zika virus [30] and the current COVID-19 pandemic [31-35]. In this case, advanced numerical models are used to forecast how the virus would spread and therefore to organise possible countermeasures to prevent extensive and even more dangerous outbreaks.

Transportation, social, or ecological systems cannot however be characterised solely by weighted connections among the basic units of a network. These systems are intrinsically intertwined by several interactions that take place among their components. A clear example is given by social systems, where people can interact with their acquaintances throughout several communication channels including face-to-face interactions, phone calls, emails, Facebook, Instagram or Twitter. In transportation networks, we can distinguish between different means of transportation including bus, coaches, metro, and train. To properly model these systems, multilayer networks, or multiplex networks, have rapidly become popular over the last few years [36-38]. These are relational systems whose units are connected by different relationships, with links of distinct types occurring at comparable time scales embedded in different layers. In particular, by allowing to retain full information about all possible kinds of relationships among the elements of a system, the multiplex framework represents an unprecedented opportunity to unveil new emerging phenomena [39-46]. For instance, new investigation and analysis in economics [47-50], biology [51, 52], and neuroscience [53-55], as well as in transportation [56, 57] and social sciences [58, 59], have benefited from a multilayered representation.

Nevertheless, all that glitters is not gold. Most of the analyses and models relying on the multiplex representation require more memory and advanced algorithms when compared to the single-layer network representation. More importantly, not all the available levels of interaction
among the constituents of a complex system have the same importance and some of them might be irrelevant, redundant, or uninformative, with respect to the overall structure of the system [60]. Therefore, it is essential to find the trade-off between the insights attainable by preserving full information about a system and the resources required to process and store these data. Some recent studies have also shown that the multilayer version of some dynamical processes cannot be reduced to the corresponding single-layer process on any simple combination of the existing layers [41]. Nevertheless, determining whether a lower-dimensional multilayer network can exhibit the same structural and dynamical richness of the full multilayer graph is still an open question. The recent attempt to formalise multilayer dimensionality reduction in terms of a quantum information problem [60] represents a concrete step in that direction. However, such a method still suffers from numerous shortcomings: (i) it is not designed to reduce a multiplex network with several layers into just a single-layer network; (ii) there is no evidence that the structural and dynamical properties of the lower-dimensional representations identified by the method are similar to the properties of the original multilayer system; (iii) it is relatively difficult to pinpoint a specific graph property as responsible for changes in the results of the method; (iv) it is not possible to compare the amount of information encoded in two different multilayer systems having different number of nodes, edges, and layers. As a consequence, we still lack of a convincing method that solves all the aforementioned issues and, more importantly, quantifies the amount of information contained in a multilayer network model. As we shall detail in Chapter 3, we propose a new methodology which tackles most of the points mentioned above and represents one of the main contributions of this thesis.

At the same time, the mere analysis of data (and its relative importance) does not always provide a comprehensive overview of the phenomena under analysis. In this regard, models are crucial to understand the reality of systems and the processes that govern them [61]. Empirical data and real observations add constraints on the model and lead to identify the most important parameters and processes. Both these ingredients, data and models, are therefore essential guides
to speed up the process for a complete characterisation of a phenomenon. Some of the first mathematical models proposed in network science [62-64] aimed at reproducing certain structural properties observed in real-world systems, such as the presence of clustering, the small average distance between nodes, and the degree distribution [11, 65]. In particular, a class of these models relies on the rich gets richer principle [64, 66], which allows to obtain power-law degree distributions using the so-called linear preferential attachment mechanism in which newly arriving nodes select and link existing nodes with a probability linearly proportional to their degrees. By contrast, other models are based on the assumptions that the interactions among the basic units of many real-world systems are often subject to different types of concurrent, and sometimes competing, constraints and objectives, such as the availability of energy and resources, or the overall efficiency of the resulting structure. It is therefore reasonable to assume that the systems that we observe today are the result of a delicate balance between contrasting forces, which can be modelled by means of an underlying optimisation process under a set of constraints [67-71]. Even the emergence of scale-free networks can be explained by simple optimization mechanisms [7276], while it has been found that many of the properties of biological networks result from the simultaneous optimization of several concurrent cost functions [22, 77-83]. However, multiobjective optimisation theory has not yet been linked to any multilayer network representation of real-world systems. As a result, in Chapter 5.4.3, we fill this gap and provide the first multilayer network model, entirely based on multi-objective optimisation principles, which reproduces some of the structural measures observed in real-world transportation systems. We then proceed, in Chapter 6.3, to show how multi-objective optimisation tools provide an ideal framework in optimal percolation theory for multiplex networks and allow us to generalise existing single-layer targeted attack strategies in the context of multiplex systems.

## Main contributions

In this thesis, we propose an algorithmic information-theoretic method to assess if and when a multilayer network representation provides a qualitatively better model than the classical singlelayer aggregated network. We show through extensive numerical simulations that our new method accounts for most of the limitations found in existing methods, therefore providing a new state-of-the-art approach to quantify and compress the information within a multilayer network representation. In addition, we propose a new framework, based on optimality principles, which links multi-objective optimisation theory with multilayer networks. We first model the formation of multilayer transportation networks as a multi-objective optimisation process, and show that our model reproduces some of the structural patterns observed in real-world systems as diverse as airline, train, and bus networks. Finally, we provide evidence that the multi-objective optimisation tools can be further used in the context of optimal percolation in multiplex networks. In short, the contribution of this thesis to the field of complex systems is twofold.

On the one hand, we propose a definition of complexity for multiplex networks, rooted in algorithmic information theory, to quantitatively determine when the information content of a multilayer network is more informative than any of its layers or compressed single-layer representations. We then demonstrate, throughout numerical simulations, that our complexity measure can be used to (i) compare the complexity of different multiplex systems, (ii) obtain lowdimensional representations of multidimensional systems, (iii) cluster multilayer networks into a small set of meaningful superfamilies, and (iv) detect tipping points in the evolution of different time-varying multilayer graphs. In particular, in the context of obtaining low-dimensional representations of multidimensional systems, we show that our methodology outperforms the current state-of-the-art methods and provides, among other things, the first empirical evidence that the lower-dimensional representations, identified by our method, retain most of the structural and dynamical properties of the original multilayer system.

On the other hand, we revise the concept of Pareto optimality, which naturally emerges in multi-objective optimisation theory and evolution, in the context of multilayer networks. We introduce the first growth model, which links multi-objective optimisation tools with multilayer network theory, and show that such combination allows us to obtain simple but effective explanations for the evolution of real-world transportation networks. We further demonstrate how Pareto-optimal principles provide an extremely advantageous framework to characterise the robustness of many real-world multiplex systems against targeted attacks. In this regard, we propose new generalisations of existing single-layer targeted attack strategies for multiplex systems and show that these generalisations outperform all the state-of-the-art methods when applied to synthetic duplex networks.

## Outline

This thesis is composed of six chapters, divided in two parts.

## - Part one: Information theory and networks

- Chapter one provides an introduction and the background concepts of information theory and complexity. In particular, we give the formal definition of Shannon entropy, Jensen-Shannon divergence, and we introduce some important concepts related to algorithmic complexity;
- Chapter two gives a general overview of the recent framework of multilayer networks presenting the basic definitions and the main structural measures that we will consider throughout the chapters. We then revise some of the information-theoretic approaches recently proposed for single and multilayer networks, with a focus on the so-called "reducibility problem";
- Chapter three presents our main contribution to the field, by proposing a new mea-
sure of complexity for multiplex networks rooted in algorithmic information theory. We demonstrate that such a definition can not only be employed to characterise the complexity of real-world multiplex systems but also to obtain lower-dimensional representations of a multiplex network. This chapter is entirely based on our work of Ref. [2];


## - Part two: Optimisation in multiplex networks

- Chapter four contains a general overview of multi-objective optimisation problems and lays the basis for the concept of Pareto optimality, on which we will extensively rely in the subsequent chapters. We also revise some classical and evolutionary methods that are commonly employed to solve this class of problems, highlighting a few metrics of performance used to assess and compare the solutions found by distinct methods;
- Chapter five discusses different classes of multiplex models introduced in the last years, with a focus on null models, randomisation algorithms, and growth models. In the last section, we propose a new multiplex model based on Pareto optimality, which is able to reproduce quite accurately the structural properties of several transportation systems and provide novel efficient strategies for the formation of new routes. This section draws upon our work of Ref. [1];
- Chapter six provides a general overview of several recent findings on random percolation processes on multiplex networks. We then move on to optimal multiplex percolation, showing that Pareto-optimal principles provide an ideal framework to generalise single-layer optimal percolation strategies to the case of multiplex networks. As a proof of concept, we study the optimal percolation problem in correlated multiplex with overlap. This latter section is mostly based on our work of Ref. [3].


## Part I

## Information theory and networks

## Chapter 1

## Information theory $\&$ complexity

Since Shannon's seminal paper in 1948 [84], information theory has proven to be a revolutionary field with an enormous impact on a variety of different areas, including communication theory, mathematics, physics, cryptography, and engineering. The impact of information theory has been crucial not only for the invention of compact discs and lossless data compressions, but also for the development of mobile phones and the Internet. Nowadays, with the increasing availability of new detailed data sets, information-theoretic approaches provide unique tools to pre-process and investigate many real-world phenomena. In the field of complex networks, for instance, information-theoretic tools have been extremely beneficial in developing new synthetic descriptors to characterise the components of large systems, such as social, technological, and biological networks. At the same time, however, information theory has laid the foundation for more theoretical areas, such as the emerging field of complexity.

In this chapter, we first introduce some basic definitions of information theory and then provide a brief overview of the concept of complexity. Finally, we review some of the notions of algorithmic information theory that will be used later in this thesis.

### 1.1 Basic definitions

### 1.1.1 Shannon Entropy

The concept of uncertainty and how to formally measure it was rigorously analysed for the first time in the field of classical probability theory by Claude Shannon [84]. The original definition of entropy was conceived within his theory of communication and it represents a fundamental mathematical limit in the source coding theorem [84]. To introduce the formal definition, let us consider a discrete random variable $X$ defined in an alphabet or support $\mathcal{X}$ and a probability mass function $p(x)=\operatorname{Pr}\{X=x\}, x \in \mathcal{X}$.

## Definition 1.1.1 (Shannon entropy)

The Shannon entropy of a discrete random variable is defined as [85, 86]:

$$
\begin{equation*}
H(X)=-\sum_{x \in \mathcal{X}} p(x) \log p(x)=E\left[\log \frac{1}{p(x)}\right] \tag{1.1}
\end{equation*}
$$

where we denote expectation of a random variable by $E$.

If the base of the $\log$ function is 2 , then the Shannon entropy is measured in bits. Alternatively, if the base of the logarithm is $e$, the Shannon entropy is instead measured in nats. Observe that when $p(x)=0, H(X)$ is not defined. However, it is common to consider $0 \log 0=0$, which is justified by continuity (i.e employing l'Hospital's rule for indeterminate forms [87]). In particular, the Shannon entropy $H(X)$ of a random variable is a measure of the amount of information required to describe that random variable on average. As it is clear from Eq. (1.1), the Shannon entropy does not depend on the actual values of the discrete random variable $X$, but instead it only depends on the probability distribution $p(x)$ [85]. Remarkably, it is possible to axiomatically derive the functional form of the Shannon entropy by considering a small set of axioms that the entropy function of a random variable must satisfy (see [87-89] for several
axiomatic derivations and further discussions on this topic). Besides the direct interpretation in terms of expectation of a discrete random variable $X$, the Shannon entropy can also be regarded as the minimal expected number of binary questions ("yes" and "no") required to determine the value of the discrete random variable $X$.

The generalisation of the definition of entropy for two (or more) random variables comes naturally from Eq. (1.1). A number of useful definitions can be introduced when dealing with more than one random variable [85].

## Definition 1.1.2 (Joint entropy)

Let us consider the pair of discrete random variables $(X, Y)$, defined in the support set $\mathcal{X}$ and $\mathcal{Y}$ respectively, with joint probability distribution $p(x, y)$ [usually indicated by $(X, Y) \sim p(x, y)$ ]. We then define the joint entropy as:

$$
\begin{equation*}
H(X, Y)=-\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x, y) \log p(x, y)=-E[\log p(x, y)] \tag{1.2}
\end{equation*}
$$

It is also useful to define the conditional entropy [85], defined as:

## Definition 1.1.3 (Conditional entropy)

If $(X, Y) \sim p(x, y)$, the conditional entropy is defined as [85, 86]:

$$
\begin{equation*}
H(Y \mid X)=-\sum_{x \in \mathcal{X}, y \in \mathcal{Y}} p(x, y) \log \frac{p(x, y)}{p(x)} \tag{1.3}
\end{equation*}
$$

Alternatively, we can express the conditional entropy as [85]:

$$
\begin{align*}
H(Y \mid X) & =\sum_{x \in \mathcal{X}} p(x) H(Y \mid X=x) \\
& =-\sum_{x \in \mathcal{X}} p(x) \sum_{y \in \mathcal{Y}} p(y \mid x) \log p(y \mid x) \\
& =-\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x, y) \log p(y \mid x) \\
& =-E[\log p(Y \mid X)] \tag{1.4}
\end{align*}
$$

where $(X, Y) \sim p(x, y)$. In other words, the conditional entropy quantifies the amount of information requested to describe $Y$ when the value of the random variable $X$ is known. In general $H(X \mid Y) \neq H(Y \mid X)$ [85], but instead it is valid that $H(X)-H(X \mid Y)=H(Y)-H(Y \mid X)$. The latter relationship can be easily proven by considering the following identity:

$$
\begin{equation*}
\log p(X, Y)=\log p(Y \mid X) \log p(X)=\log p(X \mid Y) \log p(Y) \tag{1.5}
\end{equation*}
$$

and by taking the expectation on both sides in order to obtain:

$$
\begin{equation*}
H(X, Y)=H(X)+H(Y \mid X)=H(Y)+H(X \mid Y) \tag{1.6}
\end{equation*}
$$

From the definitions given above, it is also possible to derive some interesting properties that lay the foundations for more important results related to the independence bound on the Shannon entropy [85, 88, 90], such as:

- $H(X) \geq 0$
- $H(X, Y) \leq H(X)+H(Y)$
- $0 \leq H(X \mid Y) \leq H(X)$.

Let us now consider a collection of random variables $X_{1}, X_{2}, \ldots, X_{n}$ drawn according to the joint probability $p\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Then we have:

$$
\begin{equation*}
H\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\sum_{i=1}^{n} H\left(X_{i} \mid X_{i-1}, \ldots, X_{1}\right) \tag{1.7}
\end{equation*}
$$

which can be proven by considering the identity $p\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} p\left(x_{i} \mid x_{i-1}, \ldots, x_{1}\right)$, and
evaluating the relationship [85]:

$$
\begin{align*}
H\left(X_{1}, \ldots, X_{n}\right) & =-\sum_{x_{1}, x_{2}, \ldots, x_{n}} p\left(x_{1}, \ldots, x_{n}\right) \log p\left(x_{1}, \ldots, x_{n}\right) \\
& =-\sum_{x_{1}, x_{2}, \ldots, x_{n}} p\left(x_{1}, \ldots, x_{n}\right) \log \left[\prod_{i=1}^{n} p\left(x_{i} \mid x_{i-1}, \ldots, x_{1}\right)\right] \\
& =-\sum_{x_{1}, x_{2}, \ldots, x_{n}} \sum_{i=1}^{n} p\left(x_{1}, \ldots, x_{n}\right) \log \left[p\left(x_{i} \mid x_{i-1}, \ldots, x_{1}\right)\right] \\
& =-\sum_{i=1}^{n} \sum_{x_{1}, x_{2}, \ldots, x_{i}} p\left(x_{1}, \ldots, x_{i}\right) \log \left[p\left(x_{i} \mid x_{i-1}, \ldots, x_{1}\right)\right] \\
& =\sum_{i=1}^{n} H\left(X_{i} \mid X_{i-1}, \ldots, X_{1}\right) \tag{1.8}
\end{align*}
$$

With the previous relationships in mind, we can now provide a very important bound on the joint entropy [85], i.e.:

$$
\begin{equation*}
H\left(X_{1}, X_{2}, \ldots, X_{n}\right) \leq \sum_{i=1}^{n} H\left(X_{i}\right) \tag{1.9}
\end{equation*}
$$

where the equal sign holds if and only if the $X_{i}$ are statistically independent. In particular, we have that:

$$
\begin{equation*}
H\left(X_{1}, \ldots, X_{n}\right)=\sum_{i=1}^{n} H\left(X_{i} \mid X_{i-1}, \ldots, X_{1}\right) \leq \sum_{i} H\left(X_{i}\right), \tag{1.10}
\end{equation*}
$$

where the last inequality follows directly from the condition $H(X \mid Y) \leq H(X)$.

### 1.1.2 Mutual Information

We additionally introduce the mutual information or information gain, which is an informationtheoretic measure to quantify the reduction of uncertainty of a random variable $X$ due to the knowledge of $Y$.

Definition 1.1.4 (Mutual information)

The mutual information between two random variables is defined as [85, 91]:

$$
\begin{equation*}
I(X ; Y)=\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x, y) \log \frac{p(x, y)}{p(x) p(y)} \tag{1.11}
\end{equation*}
$$

where $p(x, y)$ is the joint probability mass function.

The mutual information can be rewritten as a function of the entropies of the random variables as [85]:

$$
\begin{align*}
I(X ; Y) & =\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x, y) \log \frac{p(x \mid y)}{p(x)} \\
& =-\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x, y) \log p(x)+\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x, y) \log p(x \mid y) \\
& =-\sum_{x \in \mathcal{X}} p(x) \log p(x)-\left(-\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x, y) \log p(x \mid y)\right) \\
& =H(X)-H(X \mid Y) . \tag{1.12}
\end{align*}
$$

In addition, the mutual information possesses a number of different relationships, which are often related to the Shannon entropy. Here, we just mention some of these properties without providing proofs (for a detailed discussion see Ref. [85]):

1. $I(X ; Y)=H(X)-H(X \mid Y)=H(Y)-H(Y \mid X)$
2. $I(X ; Y)=H(X)+H(Y)-H(X, Y)$
3. $I(X ; X)=H(X)$
4. $I(X ; Y) \geq 0$
5. $I(X ; Y)=I(Y ; X)$.

As mentioned earlier, the mutual information quantifies the reduction of uncertainty of a random variable due to the knowledge of another one. For instance, the mutual information between two independent random variables $X$ and $Y$ is $I(X ; Y)=0$, since knowing one of the two variables


Figure 1.1. Graphic representation of mutual information. Venn diagram representation of the relationships between entropy and mutual information.
does not give any information about the other and vice versa. We report a pictorial representation of the mutual information using Venn diagrams in Figure 1.1. Notice that the representation of mutual information in terms of the Venn diagrams is straightforward only when considering two random variables. Indeed, the natural generalisation of the mutual information with more than two random variables can lead to certain overlapping areas which may correspond to negative values [91-95]. This is one of the reasons why there is still no consensus on a general extension of information theory for characterising the structure of multivariate interactions, despite numerous attempts [92, 93, 96, 97]. Nevertheless, applications of the mutual information in real-world problems span different disciplines. We only highlight new methods for comparing the similarity between clusterings [98, 99], and features selection in the field of machine learning [100, 101].

### 1.1.3 Kullback-Leibler divergence

Another important quantity that will be used later in this thesis is the concept of relative entropy or Kullback-Leibler divergence [85, 102, 103].

Definition 1.1.5 (Kullback-Leibler divergence)
The Kullback-Leibler divergence (KL) between two probability distributions $p(x)$ and $q(x)$
is defined as [85, 91]:

$$
\begin{equation*}
K L(p \| q)=\sum_{x \in \mathcal{X}} p(x) \log \frac{p(x)}{q(x)} \tag{1.13}
\end{equation*}
$$

Depending on the context, the measure is also known under several other names, such as information divergence, cross entropy or Kullback-Leibler distance. This represents a measure of inefficiency when assuming that the distribution is $q$ when the true distribution is $p$ [85]. Here it is also common to assume the following conventions justified by continuity: (i) $0 \log \frac{0}{0}=0$, (ii) $0 \log \frac{0}{q}=0$, and (iii) $p \log \frac{p}{0}=\infty$. Two of the main properties of the KL divergence are:

1. $K L(p \| q) \geq 0 \quad \forall p, q$, while $K L(p \| q)=0$ iff $p(x)=q(x)$ (the proof of this property relies on Jensen's inequality [85, 104]);
2. $K L(p \| q) \neq K L(q \| p)$.

Although the KL divergence is often used for measuring the distance between two distribution, it is not a proper metric, since it does not satisfy the triangle inequality and the symmetric property [105]. Despite its simple definition, the usage of KL divergence has been steadily increasing in the last two decades in many practical contexts, assuming different connotations in a wide range of applications. For instance, it has been used to track "surprise" in cognitive science [106], visual search tasks [107, 108], study of language [109, 110], and text analysis [111-113]. However, KL divergence still lacks some useful properties we might desire for a measure, namely, symmetry and finiteness properties. For this reason, in some interesting applications discussed later in this thesis, it will be useful to consider the Jensen-Shannon divergence [114]. This is a measure that corresponds to a symmetrised and finite version of the KL divergence.

## Definition 1.1.6 (Jensen-Shannon divergence)

The Jensen-Shannon divergence (JSD) between two probability distributions $p(x)$ and $q(x)$ is defined as [85, 91]:

$$
\begin{equation*}
J S D(p \| q)=\frac{1}{2} K L(p \| m)+\frac{1}{2} K L(q \| m) \tag{1.14}
\end{equation*}
$$

where $m=\frac{1}{2}(p+q)$.
In general, for two probability distributions, the $\operatorname{JSD}(p \| q)$ is bounded between 0 and 1 when considering the base 2 logarithm, or between 0 and $\log (2)$ using the natural logarithm [114].

### 1.2 Complexity

With the advent of information theory, new interdisciplinary approaches aimed at investigating the structure and organisations of real-world systems started to take place at the crossroads of mathematics, physics, chemistry, biology, and computer science. The study of complex systems and their emergent "complex" behaviours represent a paradigmatic example. To date, we can intuitively describe the complexity of a system or dynamical process as the degree to which components engage in organized structured interactions. In particular, high values of complexity are usually associated with systems that show a mixture of order and disorder and, at the same time, are able to generate emergent phenomena [115].

But how can we formally define complexity? A satisfactory answer to this question, along with a unified theory, are still subject to debate. A nice quote from Melanie Mitchell [116] can clarify more on this: 'there is not yet a single science of complexity but rather several different sciences of complexity with different notions of what complexity means'. In the last eighty years, several contributions coming from a wide range of disciplines proposed consistent and formal definitions of complexity. One of the main underlying fundamental questions entails differentiating ordered from disordered systems. Along this line, in 2001 [117], Lloyd posed three different questions that a measure of complexity of an object should address [116, 117]:

- How hard is it to describe?
- How hard is it to create?
- What is its degree of organization?


Figure 1.2. Behaviour of a "good" complexity measure. Complexity as a function of order and disorder. Reprinted from [118].

More than 30 definitions of complexity currently exist [117]. However, a generally accepted quantitative measure linking complexity with order and disorder is still missing (see Fig. 1.2 for a pictorial representation of the property that a good complexity measure should possess). Interestingly, the behaviour presented in Fig. 1.2 somehow reflects our intuitive concept of complexity [116]. The most complex entities are not the most ordered or random ones but somewhere in between [116]. This is often confirmed by looking at several real-world systems, such as the organisation of the axons in the human brain or the distribution of the nucleotides in our genome. They are neither entirely random nor completely ordered. In the following, we review some of the definitions of complexity mainly coming from the fields of physics, computation, and information theory, trying to follow a chronological order rather than dividing them in macro-families.

Warren Weaver was one of the first scientists who preliminary addressed the concept of complexity. In one of his works [119], he formalised the conceptual distinction between systems made of large number of elements with high degree of freedom (called "disorganized complexity") and systems wherein the interactions between elements occur but are not random (named "organised complexity"). Phenomena belonging to the first class can be easily characterised by tools from


Figure 1.3. Example of complexity in natural ecosystems. Colony of nomadic army ants in Costa Rican forest. In this case, the emerging phenomena cannot be characterised by the mere knowledge of its single elements (Reprinted with permission of Daniel Kronauer, 2019 Wildlife Photographer of the Year).
probability and statistical mechanics, as for instance the temperature or the average velocity of particles in a perfect gas. By contrast, 'problems which involve dealing simultaneously with a sizeable number of factors which are interrelated into an organic whole are all problems of organized complexity' [119]. As a consequence, the behaviour of the whole cannot be merely studied by investigating average quantities or properties of single elements (see for instance Fig. 1.3). Examples in this category include the evolution of living organisms, as well as the functioning of the DNA and genome. In the context of biological systems, for instance, how can we characterise the complexity of a certain genome when looking at the complete collection of nucleotides (A, $\mathrm{C}, \mathrm{G}$, and T for DNA genomes)?

One way is to rely on the Shannon entropy [84], introduced in Section 1.1.1. In this case, by putting the object to be analysed as a form of message (of some kind), the Shannon entropy of that object can be seen as the average information content a message source has for the receiver [116].

However, the entropy function assumes its maximum value when the message is completely random (uniform probability). Thus, a completely random genome containing an equal number of nucleotides would be extremely "complex" according to this definition. As a consequence, the Shannon entropy cannot be considered a genuinely "good" measure of complexity. In fact, as mentioned before, we intuitively expect a complex object to be neither completely random nor ordered but rather lie somewhere in between.

In the context of algorithmic computation and information theory, one of the most famous definitions of complexity was provided by Kolmogorov [120] and Chaitin [121]. This definition relies on a suitable model of computation, i.e. the Turing machine [122]. This represents a mathematical model of computation, which can be conceptually regarded as the simplest universal computer [123, 124]. The Turing machine is formed by three elements: (i) an infinitely long tape, divided into cells, where symbols can be written or read from, (ii) a moveable "head" which reads/writes symbols from/to the tape, and (iii) a set of instructions that tells the machine what to do next $[85,116]$. In the late 1930 s, Turing proved that it is possible to design a special Turing machine, called Universal Turing Machine $(\mathcal{U})$, which is able to emulate the behaviour of any other Turing machine [122]. ${ }^{1}$ With the Turing machine as a model of computation, the Kolmogorov-Chaitin complexity of a string of symbols is then defined as the shortest computer program that generates that string. This definition provides a way to quantify the amount of "randomness" contained in strings and paves the way for many other measures of complexity. To provide a concrete example, let us consider the following two strings made of 32 lowercase letters:

## аеаеаеаеаеаеаеаеаеаеаеаеаеаеаеае

## gdsahjoashgjawhrhtsldfhglshgdlld

[^0]If we consider an English-like description, the first string can be simply represented as "Print ae 16 times", which has only 17 characters, while the second string does not have a simple description. Hence, the only way to represent it is by "Print gdsahjoashgjawhrhtsldfhglshgdlld", which has 38 characters. As a consequence, if we consider the shortest description length, the first string is less complex than the second one. However, the inconvenience of the Kolmogorov complexity is that of being a non-computable function [85, 129]. Formal proofs for this inconvenient feature can be found in Ref. [130]. We will provide an extensive discussion on algorithmic information theory and more details on the definition of Kolmogorov complexity in Section 1.3.

In the context of dynamical systems, one of the first measures used to quantify the complexity of an object is the fractal dimension $[131,132]$. Briefly, it represents the amount of copies of a self-similar object at each level of magnification of that object [116]. Or, put another way, how much detail you see at all scales when looking trough all the copies of a self-similar object. A non-trivial example is given by the fractal dimension of a Koch snowflake [133]. Besides the difficulty in applying this definition to a wide range of practical cases, the amount of copies in a self-similar object is not the only thing that we would like to quantify when employing a complexity measure.

In the same spirit of the Kolmogorov complexity, when quantifying the amount of randomness in an ensemble of patterns, one interesting quantity to look at is the effective measure complexity. This metric was introduced by Grassberger [134] in $1986^{2}$. Given a sequence of symbols, it is defined as the minimum amount of information contained in a given part of the sequence that is needed to predict (i.e. in the sense of minimal uncertainty) the next symbol [134]. A similar, yet distinct computation theoretic approach was provided by Crutchfield and Young [136] with the concept of statistical complexity. In a nutshell, the statistical complexity measures the minimum amount of information about a past configuration (i.e. a stream of consecutive symbols) of a system that, on average, is requested to reproduce the configuration assumed by the system in

[^1]the future $[116,136]$. Hence, to predict the behaviour of the future configuration, it is often necessary to construct a model that permits the emulation of the system's behaviour in a statistically indistinguishable way. Clearly, in the same spirit of the Occam's razor [85], a simpler computational class is always preferable over a higher level class. Within this definition, both completely ordered and completely disordered configurations would be identified as having low complexity. As an example, genomes made of either completely random or extremely periodical sequences of nucleotides hold a low value of statistical complexity. This is because the minimum amount of information required for describing these two configurations, namely, strings with the instruction "repeat pattern AT" or "random element from $\{\mathrm{A}, \mathrm{T}, \mathrm{C}, \mathrm{G}\}$ ", have a low information content. ${ }^{3}$ However, in many contexts this quantity is not easy to compute, especially when considering systems that cannot be directly mapped to configurations made of stream of consecutive symbols.

Related to the concept of Kolmogorov-Chaitin complexity, Bennett [137] introduced the definition of logical depth as a measure of complexity for individual strings. The measure is rooted in information theory and computational complexity. It is defined as the minimal amount of information (in terms of memory and time) requested to construct the string. Unsurprisingly, the definition of logical depth shares many features with the Kolmogorov complexity (e.g. the non-computability) and is also based on a proper model of computation, i.e. the Turing machine. When applying logical depth to a general object, the main idea is to convert it into a binary string and then construct a "suitable" Turing machine that is able to generate that string. The logical depth is then defined as the total number of steps carried out by such a Turing machine to reconstruct the string. However, among all the possible "suitable" Turing machines, Bennett identifies the one having the lowest number of states as the one to be selected. Here, again, the main issue with this definition is that it cannot be applied to a wide range objects, or more in general, to natural phenomena. For the latter, in fact, there are no practical ways of finding

[^2]suitable Turing machines.

In the context of biological systems and evolution, Adami and Cerf [138] proposed another intriguing complexity measure for sequences, called physical complexity, which again relies on Kolmogorov complexity. Here, the main hypothesis is that the complexity of a string cannot be considered in isolation (e.g. using the Kolmogorov complexity), but must instead be linked to the information content included within its environment. This is because a specific sequence might encode a high amount of information about one environment (niche) while being completely random when compared to another [139]. Hence, the physical complexity of a string is defined as the Kolmogorov complexity that is shared between the string under consideration and some description of the environment in which that sequence needs to be interpreted. Clearly, this case also inherits the main drawbacks of the Kolmogorov complexity (i.e. the non-computability). As a consequence, Adami [138] proposed to use the mutual information between the ensemble of sequences and their respective environment to approximate the physical complexity. As we shall see in the next Chapter, we extensively rely on some of the complexity measures discussed so far to introduce a novel measure to quantify the complexity of multiplex networks.

### 1.3 Algorithmic information theory

In line with the observations provided in the previous section, another interesting approach comes at the interface of computer science and information theory. More precisely, in the late '60s Kolmogorov [120, 140], Solomonoff [141, 142], and Chaitin [143] started investigating the relationship between computation and information of computably generated objects, like strings, which has recently inspired new theoretical and algorithmic approaches for the analysis of many complex systems [144-146]. Indeed, one of the main problem related to the definition of entropy is that it relies on the probability distribution and it therefore depends on the level of "granularity"
chosen. For instance, if we considered the bit string of length $n$ :

## 010101010101010101010101010101

which has a regular pattern, there exist $\binom{n}{i}$ possible substrings that we can consider [144], with $i \in\{1, \ldots, n\}$. In particular, the Shannon entropy is maximal [equal to 1 bit] at the level of individual bits, i.e. same number of 0 s and 1 s . Conversely, if we consider the pattern of two-block bits, we obtain a minimal complexity since it only contains one ( 01 ) of the 4 possible symbols (11, 10, 01, 00). More precisely, the Shannon entropy of the string presented above, when considering patterns of two-block bits, is equal to zero while the maximum value attainable is 2 bits. To mitigate this problem, a possible solution consists on considering all possible substring lengths. This quantity corresponds to the so-called block entropy [84, 147].

With the definition of Turing machine as a model of computation, Kolmogorov went further. He formally defined the Kolmogorov complexity [also named algorithmic complexity or algorithmic information content (AIC)] of a string $s$ as [85, 148]:

$$
\begin{equation*}
K C_{\mathcal{U}}(s)=\min \{|p|: \mathcal{U}(p)=s\} \tag{1.15}
\end{equation*}
$$

where with $\mathcal{U}(p)$ we denote the output of the computer $\mathcal{U}$ when presented with a program $p$, while $|p|$ is the length of the computer program $p$. The algorithmic complexity therefore represents the minimum description length over all programs that print $s$ and halt [85]. Notice that we can use $K C_{\mathcal{U}}(s)$ or $K C(s)$ interchangeably, since $K C_{\mathcal{U}}(s)$ depends on $\mathcal{U}$ up to a constant, thanks to the invariance theorem $[85,148]$. Formally, the latter theorem states that $\exists c$ such that $\left|K C_{\mathcal{U}}(s)-K C_{\mathcal{A}}(s)\right| \leq c$, where $c$ is a constant independent from the universal computer $\mathcal{U}$ and any other computer $\mathcal{A}^{4}$. Notice that the constant $c$ might result very big for short strings but, in general, we have convergence for the limit of long strings. Despite all these interesting

[^3]properties, the Kolmogorov complexity has the technical inconvenience of being a non-computable function [85, 149]. This is a consequence of the negative answer for the halting problem [122, 126]. Indeed, the unique way to find the shortest computer program is to test all the possible programs and find the one with the shortest description. However, when testing all the programs, we have no effective way of telling whether or not all the programs will halt. Thus, we are not able to find the shortest program to print a given string $s[85,130]$. In practice, an upper bound for the algorithmic complexity can be approximated by using compression algorithms. A common, yet debated approach [150] is to compress the string $s$ using a certain compression algorithm, and to consider the sum of the length of the compressed string $\bar{s}$ and the length of the decompression routine as an estimate of $K C(s)$. In fact, it is possible to obtain $s$ from the compressed string $\bar{s}$ by using the decompression routine $d$ (also called "inflate") corresponding to the compression algorithm used to obtain $\bar{s}$. Hence, the concatenation of $\bar{s}$ and the decompression routine (i.e., $\bar{s} \| d)$ is a program able to generate $s$, and its length is an upper bound for $K C(s)$. However, notice that the latter approach should be mainly used to estimate the KC of long strings since it essentially captures statistical redundancies [150]. Indeed, there exists a relationship between algorithmic complexity and entropy. It can be shown that the expected value of the algorithmic complexity of a generic random sequence is "close" to the Shannon entropy (the formal proof relies on the Jensen and Kraft inequalities [85]). The Kolmogorov Complexity of a string $s$ of length $n$ is smaller or equal than $n H(s)+\mathcal{O}(n)[151,152]$, where $H(s)$ is the Shannon entropy when considering the probability distribution obtained from frequencies of symbols in $s$. By contrast, it is necessary to rely on more refined approaches, such as the block decomposition method [153] or the coding theorem method [152], when accurately estimating the algorithmic complexity of short strings.

Closely related to Kolmogorov complexity is the concept of algorithmic probability or Solomonoff probability [85, 148]. First introduced in the '60s by Solomonoff [141, 142, 154], and further formalised by Levin [155], the idea is rooted in finding a mathematical formalisation for assigning
probability values to explain a given observation. Let us consider a random program $p$ or, equivalently, a program obtained from a series of fair coin flips. If $p$ is fed into a universal Turing machine, with a certain probability the program will output something meaningful. If so, will the output sequences look random? Interestingly, the probability distribution on the output strings is far from uniform. The universal probability of a string $s$ is defined as [85, 148]:

$$
\begin{equation*}
\mathcal{P} \mathcal{U}(s)=\operatorname{Pr}(\mathcal{U}(p)=s)=\sum_{p: \mathcal{U}(p)=s} 2^{-|p|} \tag{1.16}
\end{equation*}
$$

where again $|p|$ is the length of the computer program $p$, which is randomly drawn as a sequence of fair coin flips. Such probability measure therefore induces a distribution over programs producing the string $s$, so that shorter programs are much more probable than longer ones. As it is clear from the definition, this is also in line with the idea behind Occam's Razor [85]. Again, there exist a deep connection between universal probability and Kolmogorov complexity, which is formally expressed by the (algorithmic) coding theorem [85, 148, 156]:

$$
\begin{equation*}
2^{-K C(s)} \leq P_{\mathcal{U}}(s) \leq c 2^{-K C(s)} \tag{1.17}
\end{equation*}
$$

where $c$ is a constant independent from $s$. Hence, the universal probability of a string $s$ is determined essentially by its Kolmogorov complexity. Alternatively, we can also rewrite Eq. (1.17) as [144]:

$$
\begin{equation*}
\left|-\log _{2} P_{\mathcal{U}}(s)-K C(s)\right|<\mathcal{O}(1) \tag{1.18}
\end{equation*}
$$

## Chapter 2

## Information theory in single and

## multi-layer networks

In this chapter, we discuss how information-theoretic measures have been increasingly used in the field of network theory and complexity science, providing powerful tools to characterise realworld systems. We first provide a brief overview on the application of information theory in the context of single-layer networks. We then move on describing the salient aspects of the multilayer formulation, providing a general summary of some of the local and global properties introduced to characterise the units of multilayer systems. Finally, we review some of the recent information-theoretic techniques proposed in the context of multilayer system, focusing on the problem of finding lower-dimensional representations of a multiplex network that can exhibit the same structural and dynamical richness as the full multilayer graph.

### 2.1 Information-theoretic approaches in single-layer networks

The idea of measuring the information content of a graph was firstly explored in the '50s by Rashevsky, Trucco, and Mowshowitz [157-160]. Here, automorphism-based considerations relying on graph invariants, such as the number of nodes, links, or degree sequences, were examined to measure the information complexity of graphs. The graph invariants are properties that do not change under isomorphism. Within this context, for example, the automorphism-based metric developed in Ref. $[158,159]$ aims at evaluating the information content of a graph by looking at the Shannon entropy of its automorphism group (see the mathematical formulation in Ref. [159]). In other words, such measure tries to capture the symmetry structure of a graph. As a result, at one extreme there is the fully connected network, which has the full symmetric group and thus it holds zero information content. By contrast, graphs with only the identity carry the maximum information content according to this measure. With the advances in network science theory, a number of studies started investigating the information content of networks in terms of several topological features such as network regularity, the number of connected components, the shortest-path distance, and non-trivial symmetries in the graph [160-163]. On the one hand, these studies are at the foundation of ad-hoc entropy measures for characterising the relationship between disorder and complexity of networks [67, 164]. This implies being able to detect phase transitions [165] when the network topology changes. On the other hand, information theory techniques are extremely useful when we seek to quantify the similarities between networks in a meaningful manner [166-169]. This is because information-theoretic methods based on graph invariants are able to cope with networks having different size and number of links. Some of the most recent metrics are based on the Jensen-Shannon divergence [166-169] (introduced in Section 1.1.3) to quantify the dis/similarity among certain network-based distributions, as for instance, the shortest path length distributions, the spectrum of the adjacency or Laplacian matrix,
or on the communicability matrix [170]. Applications in this direction include the field of neuroscience [23], where the ability to compare the network structure of healthy and sick patients, or to distinguish the graph structure before and after a specific medical treatment is crucial. Other applications involve the process of classifying and distinguishing protein networks [171], or tracking the evolution of temporal networks [16].

Another popular approach comes from the field of statistical physics [172]. The original idea goes back to the 19th century with Maxwell, Boltzmann and Gibbs [173-175]. In this case, the statistical mechanics approach has been successfully employed to study gas theory as an alternative solution to the more difficult and complex kinetic theory models. In a similar fashion, statistical physics approaches are employed to investigate several real-world complex networks $[172,176]$. Here, the first step entails identifying a set of graph observables, or static properties, usually extracted from the empirical observation of real-world systems. Examples of these observables are the number of links in the network, the number of triangles, the degree distribution, and so forth. These quantities have a role which is similar to energy in statistical mechanics. Subsequently, by using the maximum entropy principle [177, 178], it is possible to construct maximal unbiased ensembles of random graphs that hold certain sets of properties, e.g. all the random graphs in the ensemble share the same degree distribution. The application of this ensemble is twofold. On the one hand, when the microscopic configuration of an empirical network is known, the corresponding ensemble of random graphs provides a null model for assessing the significance of features present in the empirical network. On the other hand, when the microscopic configuration is unavailable, the statical ensemble provides the most probable configuration with unbiased assumptions [172].

The mathematical formalism relies on exponential random graphs models (ERGM), first introduced in Ref. [179, 180], and later presented in physical terms using a complex network framework by Park and Newman [181]. By starting from a set of empirical observations $x_{i}$ of some realworld network $G^{\star}$, we can model the graph $G^{\star}$ by associating to it an ensemble of graphs $\mathcal{G}$ with
the same number of nodes, same type of links [172]. In addition, the ensemble $\mathcal{G}$ has to satisfy the constraints, which guarantee that all the graphs in the ensemble have the same specified properties of $G^{\star}$. Then, for each graph $G$ in the ensemble $\mathcal{G}$, a probability $P(G)$ defines the occurrence of that graph within the ensemble. With the tools of information theory and statistical physics [177], this problem can be solved in statistical terms. Indeed, the probability distribution that provides the most unbiased estimation of the empirical system $G^{\star}$ is the one that maximises the Shannon entropy (or alternatively, in physical terms, the Gibbs entropy) [172, 181]:

$$
\begin{equation*}
S=-\sum_{G \in \mathcal{G}} P(G) \ln P(G) \tag{2.1}
\end{equation*}
$$

subject to:

$$
\begin{equation*}
\sum_{G \in \mathcal{G}} P(G)=1 \tag{2.2}
\end{equation*}
$$

constrained to:

$$
\begin{cases}x_{i}(G)=x_{i} \quad \forall G \in \mathcal{G} & \text { hard constraint }  \tag{2.3a}\\ \sum_{G \in \mathcal{G}} P(G) x_{i}(G)=x_{i} & \text { soft constraint }\end{cases}
$$

where $x_{i}(G)$ represents the value of $x_{i}$ in $G$. The first equation [Eq. 2.2] represents the normalisation condition, while the second one includes two possible kinds of constraint (i.e. macroscopic properties) that can be enforced on the system, namely, the hard and soft constraints. While the hard constraints are met exactly by each graph in the resulting ensemble, the soft constraints are instead realised as ensemble averages [i.e. every graph of the ensemble satisfies the soft constraints on average (weighted by probability)]. Interestingly, starting from ERGM and depending on the nature of the constraints imposed, we obtain different network models. For instance, by imposing hard constraints [Eq. (2.3a)], we obtain the so-called microcanonical network ensemble, which corresponds to the classical configuration model [182] when fixing the exact degree sequence as constraint. The microcanonical ensemble lays the foundation for null models that


Figure 2.1. Statistical physics approach to obtain the microcanonical and canonical ensemble in complex networks. The observations of the empirical network $G^{\star}$ provide the constraints $x_{i}$ for the statistical ensemble obtained when maximising Eq. (2.1). In this representation, the degree sequence of the network $G^{\star}$ is imposed. The microcanonical ensemble is obtained as a results of imposing the exact degree sequence of $G^{\star}$ to each graph $G$ of the statistical ensemble $\mathcal{G}$, i.e. Eq. (2.3a). As a consequence, the probability $P(G)$ is not null only when the constraints are exactly enforced. The canonical ensemble is instead obtained by constraining the expected degree value of each graph $G$ within the ensemble $\mathcal{G}$ to be equal to the empirical observations $x_{i}$, i.e. Eq. (2.3b). Adapted from [172].
are vital when assessing the significance of empirical patterns found in real-world networks. By contrast, if soft constraints are imposed, i.e. fixing the expected values of certain observables [Eq. (2.3b)], the so-called canonical ensemble is obtained. For instance, the Erdös-Rényi (ER) random model [62] can be derived throughout the ERGM formalism by constraining the expected number of total links [181]. In the thermodynamic limit the two ensembles, namely, the microcanonical and canonical, turn out to be different [183-186], which does not match with the results of classical statistical physics. We shall consider this approach once more in Chapter 5.1.1 when introducing equilibrium models in multiplex networks.

Within the same framework, recent studies have also introduced several entropy measures (e.g. Shannon and Von Neumann entropy) associated with ensemble of networks to investigate the role of structural features in shaping a given real-world network [183, 184, 187, 188]. As an example,
the structural entropy introduced in Ref. [189] intuitively quantifies the entropy of an ensemble of uncorrelated undirected simple networks with given degree sequence, where with simple networks we refer to networks without self-links - links from a node $i$ to $i$ - or double links - two or more links between the same pair of nodes. This provides some insights into the role of degree distributions in networks. For instance, in Ref. [189], the author showed that, by using a statistical mechanics model, power-law degree distributions [11, 64, 190] are the more likely distributions associated with small values of structural entropy. By contrast, Poisson degree distributions are the most likely degree distribution of networks associated with high values of structural entropy.

At the beginning of the 21st century, another prolific line of research started focusing on quantifying the amount of information necessary to navigate in a network (e.g. between two streets in a city) [191, 192] and to send signals within a network [193]. To this end, the authors of Ref. [192] rely on random walks to examine the communication pathways within a complex network. More precisely, let us consider a graph $G$ and denote with $p(r, s)$ the shortest path between two nodes $r$ and $s$ in the graph. Then, the probability of following this path for a random walk can be expressed as:

$$
\begin{equation*}
P[p(r, s)]=\frac{1}{k_{r}} \prod_{j \in p(r, s)} \frac{1}{k_{j}-1} \tag{2.4}
\end{equation*}
$$

where $k_{r}$ is the degree of vertex $r$, while $j$ counts all the nodes of the path $p(r, s)$ with the exclusion of $r$ and $s$. Notice that the factor $k_{j}-1$ on the denominator keeps track of the information gained when following the path, hence why the reduction of the number of links by one. Thus, to characterise the difficulty of navigation in networks, the authors of Ref. [192, 193] introduced the search information $S$ defined as:

$$
\begin{equation*}
S(r, s)=-\log _{2} \sum_{\{p(r, s)\}} P[p(r, s)] \tag{2.5}
\end{equation*}
$$

where the sum runs over all the paths connecting nodes $r$ and $s$. This entropy measure represents
the total information required to identify one of the shortest paths between $r$ and $s$. Additionally, to characterise the overall complexity in navigating a network, the authors also introduced the average search information:

$$
\begin{equation*}
S=\frac{1}{N^{2}} \sum_{r, s} S(s, r) \tag{2.6}
\end{equation*}
$$

This metric has been used to show the difficulty in navigating city networks compared to their random counterparts [191]. The same authors have investigated other metrics to quantify the predictability of the message flow, and also to determine in which manner the organization of networks affects the navigability in complex topologies using analogous consideration [192, 194, 195]. More importantly, these works triggered new research directions aimed at quantifying the optimal navigability within complex networks with a limited amount of information [196198]. Also in community detection methods [199], the synergetic combination between random walks and information-theoretic approaches represents the core of one of the popular community detection methods, namely, InfoMap [200-202].

When referring to a network with community structure, we shall refer to a network where the nodes of the system can be grouped into modules (also called communities or clusters) [11, 65, 199], such that nodes within the same cluster are more tightly connected than nodes belonging to two different clusters. In such cases we say that the networks have a community or modular structure. In particular, finding the communities can be useful not only to group together the nodes with similar functions in a network, but also to coarse-grain a large network so that is possible to draw it in a meaningful way (for comprehensive reviews on the topic see Refs. [199, 203, 204]). In the last twenty years of research, several community detection methods have been proposed [205-208]. Here, we just mention the two algorithms that represent the state of the art in the analysis of community structure, i.e. the Louvain [209] and Infomap algorithm [201]. While the former algorithm uses a simple local scheme to optimise modularity [206], and allows the existence of modules at different scales to be revealed, the latter is not based on the modularity but on an information-theoretic framework. More precisely, Infomap is rooted in information-


Figure 2.2. Main steps of Infomap. The Infomap algorithm detects communities by compressing the description of information flows on networks. First, a random walker (orange trajectory) explores the system (a) and a unique code is given to every node in the network based on the number of times the walker has visited the node, i.e. the Huffman code (b). Then, such a code is compressed to obtain a coarse-grained description of the entire network (c). Adapted from [200].
theoretic considerations addressing the following question: what is the most parsimonious way to describe an infinitely long random walk on a graph? [202]. As seen in the previous chapter, the information content of any description is provided in terms of the total amount of bits required to describe the different steps (i.e. the description length) [204]. The simplest way to represent the random walk on a graph consists in sequentially reporting all the nodes visited by the walker, where distinct codewords unequivocally identify nodes. However, if the network has a community structure, there might exist more compact representations. One of these representations mimics the principles of of geografic maps, as mentioned in the original paper [202], or postcodes. For instance, most of the Italian cities/regions have unique names, but street names are reused from one city to the next, such that each city has a "Via della Libertá", "Via Cavour", "Via Garibaldi" and so forth. In other words, within the same country ${ }^{1}$ it is often the case that large-scale objects, such as cities, can be identified by a unique name, while fine-grain details, as streets, might have the same name across cities. The reuse of street names within a country rarely causes confusion, because most routes remain within the bounds of a single city [202]. Hence, in

[^4]the case of a network, each community is identified by a unique codeword (the city name in the city metaphor), while the ID of nodes could be reused among different communities (the streets in the city methapor). In other words, nodes with identical names are therefore distinguished by specifying the community they belong to (see Fig. 2.2). The two-level representation just described allows to create a map, which exploits the information-theoretic duality between (i) the minimisation of the description length of a random walker's movements on a network and (ii) the identification of community structure in the network. To provide a concrete example, let us consider a network where clusters are strongly separated from one another. In this case, transitions of a random walker between communities are rare. As a result, it is advantageous to describe the random walker's movements using a two-level description since the clusters' codewords will not be repeated multiple times, while there is a significant saving in the description due to the limited length of the codewords used to denote nodes [199]. The map equation defined in Refs. [201, 202] is the description length of an infinite random walk, and it consists of two terms representing the Shannon entropy of the movement between and within clusters. To obtain a community partition of a graph, Infomap finds the (best) partition yielding the minimum description length.

In the last few years, we have also witnessed a number of studies coming from the field of algorithmic information theory, which provide new approaches for studying the complexity of many complex systems. As mentioned in the previous section, algorithmic complexity, unlike entropy measures, remains unvaried under different descriptions of the same object. That feature is extremely useful when characterising mathematical properties of graphs and networks [144146, 210]. For example, using approximations of the Kolmogorov complexity, we can detect topological properties related to symmetry, connectedness, and density of a graph [210]. For instance, approximations of the Kolmogorov complexity have been used to track the emergence of the giant component in the ER random graph model [146], or to distinguish graphs generated from different network models [210]. Preliminary results have also shown that it is possible to
check the planarity of a graph by looking at the algorithmic complexity of that graph [146]. Some of these algorithmic information considerations will be used later on in the thesis to justify and present a novel measure of complexity for multiplex systems.

### 2.2 Multiplex networks

Let us consider the general case of a multiplex network $\mathcal{M}$ made of $N$ nodes interacting through $M$ layers. The network can be formally described by a set of adjacency matrices [36, 38]:

$$
\mathbf{A}=\left\{A^{[1]}, A^{[2]}, \ldots, A^{[M]}\right\}=\left\{a_{i j}^{[\alpha]}\right\}
$$

where the entry $a_{i j}^{[\alpha]}$ is equal to 1 if $i$ and $j$ are connected by a link at layer $\alpha$, while $a_{i j}^{[\alpha]}=0$ otherwise. Hereafter, we will use Greek superscripts to denote the layer index, while Roman subscripts will be used for node indexes. When connections among nodes are weighted, the mathematical representation relies on a set of weighted adjacency matrices $\mathbf{W}=\left\{W^{[1]}, W^{[1]}, \ldots, A^{[M]}\right\}=$ $\left\{w_{i j}^{[\alpha]}\right\}$, where the weight of the connection between node $i$ and node $j$ at layer $\alpha$ is expressed by $w_{i j}^{[\alpha]}[211]$. It is worth mentioning that within this formulation, replicas of the same nodes across layers are identified with the same unit, i.e. node $i$ at layer $\alpha$ and node $i$ at layer $\beta$ represent the same entity and not two different nodes. For instance, social systems can be modelled by means of a multiplex framework. Here, individuals (i.e. nodes) can interact using different communication channels (i.e. layers), including face-to-face interactions, phone calls, e-mail, Instagram, Facebook, Twitter and the like. And yet, the replica nodes represent the same individual across all the different communication channels. In network theory, edges belonging to each layer are often referred to as intra-links. The multiplex structure with intra-links can also be found in the mathematical literature under the name of edge-coloured graphs.

However, when it comes to modelling certain real-world systems - as in the case of airline
or urban transportation networks $[38,56,57]$ - it is often appropriate to take into account the cost of switching modes between the same replica nodes. For instance, when analysing urban transportation networks, it can take a certain amount of time - or even a monetary cost - to transit between bus and rail transportation at a given location [57]. In the airline transportation network, different companies can use two different terminals within the same airport, thus introducing a delay [56]. Hence, considering inter-layer links, or inter-links, comes in handy when we are interested in accurately describing these systems. Formally, for every node $i$ and pair of layers $\alpha$ and $\beta$, a coupling matrix $C_{i}=\left\{c_{i}^{[\alpha, \beta]}\right\}$ is often introduced to account for the inter-links between layers [212]. In general, the element $c_{i}^{[\alpha, \beta]}$ is a real number, representing the cost of switching layer from $\alpha$ to $\beta$ for node $i$. Consequently, a multiplex network with both intra-links and inter-links can be represented by the two vectors of matrices $\mathbf{A}$ and $\mathbf{C}$, or more precisely as [212]:

$$
\begin{equation*}
\mathcal{M}=\{\mathbf{A}, \mathbf{C}\}=\left\{A^{[1]}, \ldots, A^{[M]}, C_{1}, \ldots, C_{N}\right\} \tag{2.7}
\end{equation*}
$$

Alternatively, if all replica nodes are coupled with the same intensity $c$, a common representation is given by the $N \cdot M \times N \cdot M$ supra-adjacency matrix $\mathcal{A}_{S}$, whose block structure is given by [36, 38]:

$$
\mathcal{A}_{S}=\left[\begin{array}{c|c|c|c}
A^{[1]} & c I & \cdots & c I \\
\hline c I & A^{[2]} & \cdots & c I \\
\hline \vdots & \vdots & \ddots & \vdots \\
\hline c I & c I & \ddots & A^{[M]}
\end{array}\right]
$$

where $I$ represents the $N \times N$ identity matrix. This representation, however, is mostly examined when studying dynamical processes on multiplex networks, such as diffusion [40] or spreading [21, 213-215]. The main idea here is to compare the cost to navigate between nodes of the same layer with the cost of shifting between layers. In this way, there might be an incentive to move on the same layer (e.g. rail, metro or bus) compared to switching mediums [38].

Nonetheless, when it comes to storing the information of a multiplex network, the block structure of the supra-adjacency matrix is redundant. Hence, an edge-list representation based on the vector of adjacency matrices $\left\{A^{[1]}, \ldots, A^{[M]}\right\}$ is often preferred. In the general case, this consists of a list of quadruples $\left(\alpha, i, j, w_{i j}^{[\alpha]}\right)$ representing the strength of the connection $w_{i j}^{[\alpha]}$ between node $i$ and node $j$ at layer $\alpha$.

Notice that it is always possible to compress the information contained in a multiplex network into single-layer structures. For instance, the aggregate network or projected network $\mathcal{A}[38,216]$ represents the (binary) network obtained by disregarding the layered structure of the multiplex network, defined as:

$$
\mathcal{A}=\left\{a_{i j}\right\}= \begin{cases}1 & \text { if } \exists \alpha: a_{i j}^{[\alpha]}=1  \tag{2.8}\\ 0 & \text { otherwise. }\end{cases}
$$

In other terms, two nodes $i$ and $j$ are connected in the aggregate network if and only if they share at least one connection in the multiplex. See Fig. 2.3 for a pictorial representation of a multiplex network and the corresponding aggregate network. A more valuable single-layer description in terms of the information retained from the multiplex relies on the overlapping matrix $\mathcal{O}[216]$. This matrix is defined as $\mathcal{O}=\left\{o_{i j}\right\}=\sum_{\alpha} a_{i j}^{[\alpha]}$, such that each entry accounts for the total number of connections between a pair of nodes across all the layers.

The aggregate and overlapping matrix are both often used as a benchmark to identify genuine multiplex phenomena emerging from the multiplexity characterising interconnected systems $[38,56]$. Indeed, as we will show throughout this thesis, in many circumstances the singlelayer representation - based either on $\mathcal{A}$ or $\mathcal{O}$ - is not adequate to fully characterise the multilayer structure. Another important class of systems that can be described by the multiplex framework [i.e. Eq. 2.7] is that of temporal networks. Here, links generally change over time, so that connections may appear and disappear in time. Remarkably, thanks to the unprecedented availability


Figure 2.3. Schematic representation of a multiplex network with inter-links. Multiplex network with $M=3$ layers and $N=5$ nodes. Solid lines represent the intralayer links, while the dashed lines are the interlayer links (all the nodes are connected with their counterparts in each layer). The multiplex structure usually conveys more information than the collection of the layers taken in isolation (left panel) and of the aggregate network (right panel).
of high-resolution longitudinal data sets, it is now possible to accurately examine the evolution of many biological, social, and human networked systems. In the context of social dynamics, for instance, SocioPattern data [217] and the Copenhagen Networks Study [218] represent two exceptional examples of high-quality temporal data. In these data sets, physical proximity sensors (or Bluetooth strength signals) provide information about face-to-face interactions between individuals, while smartphones record the activity of text messages, phone calls communications, or even information regarding Facebook friendships. For all these temporal events, interactions might occur instantaneously or last for a certain amount of time (e.g. face-to-face interactions and phone calls). For this reason, when it comes to modelling, temporal networks are often represented using a sequence of adjacency matrices $\left(A^{[1]}, \ldots, A^{[\tau]}, \ldots A^{[\mathcal{T}]}\right)$, where each $A^{[\tau]}$ describes the network of interaction observed at 'time' $\tau$. In particular, each layer encodes instantaneous connections or, more generally, interactions that occurred over a specific time window of length
$\delta \tau$.

Notice that the temporal ordering between layers in this context is essential. When representing time-varying systems as multiplex networks, the matrices $A^{[\tau]}$ and $A^{[\tau+1]}$ represent the connections of the time-varying networks at two consecutive time measurements. Furthermore, when we are interested in considering inter-links between subsequent layers, the coupling matrix $C_{i}$ assumes a particular form. That is, for each node $i$ the matrix $C_{i}$ assumes the following form: $C_{i}=c_{i}^{[\alpha, \beta]}=\delta_{\alpha+1, \beta}$, where $\delta_{\alpha, \beta}$ represents the Kronecker delta. Such a particular form of $C_{i}$ is due to the fact that node $i$ at layer $\tau$ is only linked to the same node at layer $\tau+1$, i.e. replica nodes are only linked forward in time. For a formal discussion and detailed analysis of temporal networks, see Refs. [16-18, 219, 220].

A last point worth noting is that the vectorial description introduced for the multiplex network, along with the supra-adjacency matrix representation, can be framed within a more general tensorial formalism, first introduced in Ref. [221]. Here, all the possible connections between and across layers are encoded in a rank four (2-covariant, 2-contravariant) tensor $T=\left\{t_{i, j}^{[\alpha, \beta]}\right\}$. In particular, the entry $t_{i, j}^{[\alpha, \beta]}$ generally represents the (possibly weighted) interaction between node $i$ at layer $\alpha$ and node $j$ at layer $\beta$. Hence, the tensor $T$ perfectly describes interconnected and interdependent connections within the general multilayer framework. For instance, the supraadjacency matrix $\mathcal{A}_{S}$ corresponds to the "flattening" of the tensor $T$. The tensor $T$ describes a multiplex network with inter-links only when, for $\alpha \neq \beta$, the elements corresponding to the entries $t_{i, j}^{[\alpha, \beta]}$ are equal to zero with $i \neq j$. A rigorous classification of multiplex networks, and more generally multilayer networks, can be found in Refs. [37, 221]. However, notice that throughout this thesis, we will not use the tensorial representation. Instead, we will rely on the multiplex network formalism (i.e. the one based on the vectorial formulation) for the intrinsic simplicity in describing multilayer systems.

### 2.3 Structural measures of multiplex networks

When adopting a multiplex framework, many of the structural metrics proposed for single-layer networks must be adapted to properly take into account the distinct relationships within the multiplex structure. As a matter of fact, in the traditional single-layer approach, a simple scalar variable describes node features of a network, in stark contrast to the situation for multiplex systems, where node properties are generally encoded into vectorial variables. In this section, we provide an overview of the salient structural metrics recently proposed in the context of multiplex networks. We begin by introducing some of the local and global metrics associated with nodes and edges. We then present some of the layer-based metrics and, finally, we examine the main measures introduced to quantify the amount of correlations in a multiplex.

### 2.3.1 Node properties

Perhaps one of the simplest yet most effective measures to quantify the importance of a node in a network is based on its degree. For an unweighted and undirected multiplex network $\mathcal{M}$ with $M$ layers and $N$ nodes, we define the multiplex degree $[38,216]$ as $\mathbf{k}_{i}=\left(k_{i}^{[1]}, k_{i}^{[2]}, \ldots, k_{i}^{[M]}\right)$, where each element $k_{i}^{[\alpha]}$ represents the degree of node $i$ at layer $\alpha=1, \ldots, M$ defined as:

$$
\begin{equation*}
k_{i}^{[\alpha]}=\sum_{j}^{N} a_{i j}^{[\alpha]} . \tag{2.9}
\end{equation*}
$$

The multiplex degree $\mathbf{k}_{i}$ provides insights into how the number of connections are distributed across the layers around node $i$. Moreover, by examining this quantity for a specific node $i$ and by comparing it with all the other nodes, we can have a glance on how important is that node across the layers. Indeed, it is often the case that certain nodes have a lot of connections in only a few layers, while being isolated or holding few connections in the remaining layers. A compact structural measure is obtained when considering the total number of connections of node $i$. This
is known as the total degree or overlapping degree [38, 216], and it is defined as:

$$
\begin{equation*}
o_{i}=\sum_{\alpha=1}^{M} k_{i}^{[\alpha]} \tag{2.10}
\end{equation*}
$$

In other words, this measure accounts for the number of links incident on $i$ across all the layers. By analysing the distribution of the total degree, we can have a rough ranking related to the "importance" of nodes in the multiplex in terms of the number of incident edges. Unsurprisingly, a node with high number of connections is likely to have an important function in the multiplex. However, it is often crucial to characterise the importance of nodes across the layers, thus distinguishing nodes that appear to be hubs in single layers from nodes that are intrinsically multiplex (i.e. they have a certain amount of connections heterogeneously distributed across the layers). To quantify how heterogeneously the connections around nodes are distributed, the authors of Ref. [216] introduced the multiplex participation coefficient, defined as:

$$
\begin{equation*}
P_{i}=\frac{M}{M-1}\left[1-\sum_{\alpha=1}^{M}\left(\frac{k_{i}^{[\alpha]}}{o_{i}}\right)^{2}\right] . \tag{2.11}
\end{equation*}
$$

The multiplex participation coefficient $P_{i}$ takes values in the interval $[0,1]$ thanks to the normalisation factor $\frac{M}{M-1}$ (in the limit case when $\frac{k_{i}^{[\alpha]}}{o_{i}}$ is smallest for all $\alpha$, i.e. it is equal to $\frac{1}{M}$, the term inside the square brackets becomes $1-\frac{1}{M}$ ). In particular, $P_{i}=0$ when a node is active in only one layer, while $P_{i}=1$ when the links around node $i$ are equally distributed across the layers. In Ref. [216] the authors analysed several real-world multiplex networks, observing that the rank distribution of $P_{i}$ can be used to provide useful insights regarding the role of nodes in the multiplex. From this observation, they propose a way to classify nodes of multiplex systems by simultaneously looking at the z-score of the total degree $o_{i}$ and at the multiplex participation coefficient $P_{i}$. In other words, they created a cartography of nodes (in the spirit of Refs. [222, 223]), distinguishing nodes that are properly multiplex from nodes that are mainly active on single layers. More precisely, they introduce the z-score associated with the total degree
in order to remove the dependence of the multiplex size as:

$$
\begin{equation*}
z\left(o_{i}\right)=\frac{o_{i}-\langle o\rangle}{\sigma_{o}} \tag{2.12}
\end{equation*}
$$

where $\langle o\rangle$ and $\sigma_{o}$ represent the mean and standard deviation of the total degree $o_{i}$ respectively. They then classify nodes in two different classes according to the values of the z-score, namely, hubs [for which $z\left(o_{i}\right) \geq 2$ ], and regular nodes [for which $z\left(o_{i}\right)<2$ ]. They distinguish three classes when considering the values of the participation coefficient $P_{i}$ as following:

$$
\begin{cases}\text { if } 0 \leq P_{i} \leq \frac{1}{3} & \text { focused nodes }  \tag{2.13}\\ \text { if } \frac{1}{3}<P_{i} \leq \frac{2}{3} & \text { mixed nodes } \\ \text { if } P_{i}>\frac{2}{3} & \text { truly multiplex nodes. }\end{cases}
$$

As a consequence, the nodes of a multiplex can be mapped into six different classes of nodes in the plane $\left[P_{i}, z\left(o_{i}\right)\right]$, leading to the first example of multiplex cartography in the literature. As an example, we report in Figure 2.4 the cartography obtained for the real-world multiplex system of Top Noordin Indonesian Terrorists (where $M=3$ ) [216]. In particular, from this cartography, it is evident that certain nodes may have the same total number of links, yet have completely different roles in the multiplex [highlighted in Fig. 2.4(b)]. Notice that to quantify the heterogeneity of the distribution of the multiplex degree $\mathbf{k}_{i}$, an information-theoretic measure based on Shannon entropy can be likewise used [216]:

$$
\begin{equation*}
H_{i}=-\sum_{\alpha=1}^{M} \frac{k_{i}^{[\alpha]}}{o_{i}} \log \left(\frac{k_{i}^{[\alpha]}}{o_{i}}\right) \tag{2.14}
\end{equation*}
$$

When analysing real-world multiplex networks, it is common to find nodes that are active only in certain layers of the multiplex (i.e. their degrees are equal to zero in some layers). Based on this observation, in Ref. [224] the authors introduced the node activity vector, which describes


Figure 2.4. Multiplex carthography of a real-world multiplex system. (a) Roles of the nodes of the Top Noordin Indonesian Terrorists multiplex network ( $M=3$ ). The layers considered correspond to trust, operational, and communication. In particular, by mapping nodes in the plane $\left[P_{i}, z\left(o_{i}\right)\right]$, we can classify nodes according to their roles in the multiplex. For instance, despite nodes 34 and 16 have the same value of $z\left(o_{i}\right)$, they appear to have very different roles in the multiplex (reflected by the different values of the multiplex participation coefficient $P_{i}$ ). (b) The ego networks of the two nodes clearly show the connectivity patterns across layers. While the links of node 16 are homogeneously distributed in the multiplex, the edges around node 34 appears to be focused only in just one layer (blue links, operational layer). Adapted from [216].
the pattern of connection in the different layers or, in short:

$$
\begin{equation*}
\mathbf{b}_{i}=\left\{b_{i}^{[1]}, \ldots, b_{i}^{[M]}\right\} \tag{2.15}
\end{equation*}
$$

where $b_{i}^{[\alpha]}=1-\delta_{0, k_{i}^{[\alpha]}}$, so that $b_{i}^{[\alpha]}=1$ if node $i$ is active on layer $\alpha$, and zero otherwise. The node activity $B_{i}$ of node $i$ is then defined as the number of times the node $i$ is active across the layers of the multiplex:

$$
\begin{equation*}
B_{i}=\sum_{\alpha=1}^{M} b_{i}^{[\alpha]} \tag{2.16}
\end{equation*}
$$

so that, by definition, we have $o \leq B_{i} \leq M$. We will study this quantity later in the thesis when analysing and modelling multilayer transportation networks.

As seen in Section 2.1, shortest paths also play an important role in efficiently navigating singlelayer networks. A similar characteristic is present in the context of multiplex networks. This
is because the layered structure of a multiplex network influences the properties of the paths in critical ways. For instance, in a multiplex network, a path can span more than one layer and, as a result, the shortest paths on single layers are not always informative. To make the matter more complicated, the number of shortest paths between any couple of nodes exponentially increases as a function of the number of layers of a multiplex [216]. Moreover, if we construct a multiplex network with $M$ layers starting from a single isolated layer, the inclusion of more layers can only decrease the shortest path distance between any pair of two nodes [38]. For this reason, in a multiplex framework, nodes might be reached from any other location of the network in very few steps, compared to the corresponding single-layer aggregate. To capture the effect that the multiplex representation has on the reachability of each node of the system, the node interdependence has been introduced [225]. This quantity is defined as:

$$
\begin{equation*}
\lambda_{i}=\frac{1}{N-1} \sum_{\substack{j \in N \\ j \neq i}} \frac{\psi_{i j}}{\sigma_{i j}} \tag{2.17}
\end{equation*}
$$

In the expression, $\psi_{i j}$ is the number of shortest paths between $i$ and $j$ that span across more than one layer, while $\sigma_{i j}$ is the total number of shortest paths between $i$ and $j$ in the multiplex. If $\lambda_{i} \approx 1$ then $i$ fully exploits the multiplex structure of the system to reach other nodes, while if $\lambda_{i} \approx 0$ node $i$ reaches other nodes through shortest paths whose edges are on just one layer. By averaging $\lambda_{i}$ over all the nodes, we obtain the so-called interdependence, i.e.:

$$
\begin{equation*}
\lambda=\frac{1}{N} \sum_{i=1}^{N} \lambda_{i} . \tag{2.18}
\end{equation*}
$$

Finally, the authors of Ref. [226] introduced the node pairwise multiplexity $Q_{i j}$, which is defined as the fraction of layers where node $i$ and $j$ are simultaneously active, i.e.:

$$
\begin{equation*}
Q_{i, j}=\frac{1}{M} \sum_{\alpha=1}^{M} b_{i}^{[\alpha]} b_{j}^{[\alpha]} . \tag{2.19}
\end{equation*}
$$

### 2.3.2 Edge properties

One of the crucial signatures associated with multiplex networks is related to the configuration of links across layers. As a matter of fact, in a multiplex network the same pair of nodes can be connected through several edges across layers in a number of different ways. In a general multiplex with $M$ layers, the amount of edge overlap between any pair of nodes can be encoded in the overlapping matrix $O$, where the generic element is defined as $[36,216]$ :

$$
\begin{equation*}
o_{i j}=\frac{1}{M} \sum_{\alpha=1}^{M} a_{i j}^{[\alpha]} . \tag{2.20}
\end{equation*}
$$

The measure can be extended to the whole multiplex by averaging over all the pairs of nodes that share at least one edge in common [227]:

$$
\begin{equation*}
\omega=\frac{\sum_{\alpha} \sum_{i} \sum_{j>i} a_{i j}^{[\alpha]}}{M \sum_{i} \sum_{j}\left(1-\delta_{0, o_{i j}}\right)} . \tag{2.21}
\end{equation*}
$$

Alternative definitions charactering the overlap of links in a multiplex network were also considered in the literature [36, 228, 229]. For example, the local overlap (with a slight different notation from the original paper) of the links in layer $\alpha$ and layer $\beta$ counts the number of overlapping edges that are incident to node $i$ in both layers:

$$
\begin{equation*}
\nu_{i}^{[\alpha \beta]}=\sum_{j=1}^{N} a_{i j}^{[\alpha]} a_{i j}^{[\beta]} . \tag{2.22}
\end{equation*}
$$

In the case of an undirected network, the local overlap quantifies the similarity between the connection patterns of node $i$ in layer $\alpha$ and $\beta$. The edge overlap plays a crucial role in many real-world systems and, as we shall see in this chapter and the next, real-world multiplex systems exhibit a non-negligible amount of overlap.

However, most of the synthetic measures of overlap introduced above provide only a count of the number of links in overlap, but neglecting the pattern of connections across layers. One possible way to keep track of the pattern of all the connections is using the so-called multilinks $[58,230]$. For a multiplex network with $M$ layers, let us consider the following vector [38]:

$$
\begin{equation*}
\mathbf{m}=\left(m^{[1]}, \ldots, m^{[\alpha]}, \ldots, m^{[M]}\right) \tag{2.23}
\end{equation*}
$$

where $m^{[\alpha]} \in\{0,1\}$. Any pairs of nodes $i$ and $j$ are connected by a multilink $\mathbf{m}$ if and only if they are connected in every layer $\alpha$ in which $m^{[\alpha]}=1$, and they are disconnected in every layer $\alpha$ in which $m^{[\alpha]}=0[38]$. In other words, the vector $\mathbf{m}$ represents the pattern of connections in a multiplex with $M$ layers. In the case of an unweighted multiplex, every pair of nodes $i$ and $j$ is connected by a multilink $\mathbf{m}_{i j}$ of the form [38, 211]:

$$
\begin{equation*}
\mathbf{m}_{i j}=\left(a_{i j}^{[1]}, \ldots, a_{i j}^{[M]}\right) \tag{2.24}
\end{equation*}
$$

so that $\mathbf{m}_{i j}$ represents the pattern of connection of the edge $(i, j)$ across all the $M$ layers. Notice that whenever node $i$ and node $j$ are connected in at least one layer, i.e. $\mathbf{m}_{i j} \neq \mathbf{0}$, we say that they are connected by a non-trivial multilink. Multilinks are mutually exclusive, i.e., any pair of nodes $(i, j)$ can be linked only by one multilink $\mathbf{m}_{i j}$. Clearly, given a multiplex with $M$ layers, the total number of non-trivial multilinks is $2^{M}-1$. Figure 2.5 portrays a schematic illustration of the multilinks for a multiplex system with $M=2$ layers. In addition, with the concept of multilink in mind, we can define the multidegree $k_{i}^{[\mathbf{m}]}$ of node $i$ as the total number of multilinks $\mathbf{m}$ incident to node $i$. Formally, this is defined as [38, 230]:

$$
\begin{equation*}
k_{i}^{\mathbf{m}}=\sum_{j \neq i} \delta_{\mathbf{m}, \mathbf{m}_{i j}} \tag{2.25}
\end{equation*}
$$

where we have that $\delta_{\mathbf{m}, \mathbf{m}_{i j}}=1$ for $\mathbf{m}=\mathbf{m}_{i j}$, and $\delta_{\mathbf{m}, \mathbf{m}_{i j}}=0$ otherwise.


Figure 2.5. Schematic illustration of multilinks in a multiplex network. We report for a multiplex with $M=2$ layers the graphical representation of all possible multilinks of the form $\mathbf{m}=\left(m^{[1]}, m^{[2]}\right)$. Reprinted from [211].

### 2.3.3 Layer properties

As was the case with node activity $B_{i}$, it is possible to define the activity of a given layer $\alpha$ by considering the layer-activity vector:

$$
\begin{equation*}
\mathbf{d}^{[\alpha]}=\left\{b_{1}^{[\alpha]}, b_{2}^{[\alpha]}, \ldots, b_{N}^{[\alpha]}\right\} \tag{2.26}
\end{equation*}
$$

where, again $b_{i}^{[\alpha]}=1$ if node $i$ is active at layer $\alpha$, i.e. $k_{i}^{[\alpha]}>0$, and zero otherwise. We therefore define the layer activity of layer $\alpha[224]$ as the number $N^{[\alpha]}$ of active nodes in $\alpha$, which is equal to the number of nonzero elements of $\mathbf{d}^{[\alpha]}$ :

$$
\begin{equation*}
N^{[\alpha]}=\sum_{i} b_{i}^{[\alpha]} . \tag{2.27}
\end{equation*}
$$

By definition, we have $0 \leq N^{[\alpha]} \leq N$. We can now introduce some measures to characterise the similarities between layer activities in a multiplex network. For instance, the pairwise multiplexity $Q_{\alpha, \beta}$ of two layers $\alpha$ and $\beta$ is defined as [224]:

$$
\begin{equation*}
Q_{\alpha, \beta}=\frac{1}{N} \sum_{i} b_{i}^{[\alpha]} b_{i}^{[\beta]} \tag{2.28}
\end{equation*}
$$

In other words, this quantity corresponds to the fraction of nodes that are simultaneously active in both layers $\alpha$ and $\beta$, and it is such that $Q_{\alpha, \beta} \in[0,1]$. Clearly, the higher the pairwise multiplexity of the two layers, the more similar the activity pattern of the nodes across those layers.

In order to quantify the relative overlap between two layers at the level of node activity, the authors of Ref. [224] introduced the normalized Hamming distance, defined as:

$$
\begin{equation*}
H_{\alpha, \beta}=\frac{\sum_{i} b_{i}^{[\alpha]}\left(1-b_{i}^{[\beta]}\right)+\left(1-b_{i}^{[\alpha]}\right) b_{i}^{[\beta]}}{\min \left(N^{[\alpha]}+N^{[\beta]}, N\right)} \tag{2.29}
\end{equation*}
$$

In short, $H_{\alpha, \beta}$ corresponds to the total number of differences in the activities of layers $\alpha$ and $\beta$ divided by the maximum possible number of those differences. In particular, when $\mathbf{d}^{[\alpha]}=\mathbf{d}^{[\beta]}$ follows that $H_{\alpha, \beta}=0$, while $H_{\alpha, \beta}=1$ when all the active nodes at layer $\alpha$ are not active in the other layer, and vice versa.

### 2.3.4 Inter-layer degree correlation

After numerous studies in the network science community, it is now widely known that real-world single-layer networks are characterised by the presence of non-trivial degree correlations [231235]. For example, social and information networks often exhibit assortative degree correlation, meaning that nodes with a certain degree are usually connected with nodes having a similar degree. By contrast, biological and technological networks are characterised by disassortative
degree correlation, so that nodes of a low degree are preferentially attached with nodes having a high degree, or vice versa. However, in a multilayer formulation, beside the classical concept of intra-layer degree-degree correlations, the presence of correlation might appear across layers. For instance, it is often interesting to look at how a certain node property at a given layer is correlated with the same - or even other - node properties at another layer. Here, we shall follow the discussion presented in Ref. [38], trying to introduce the interlayer degree correlation measures that have been proposed in the context of multilayer networks, highlighting the pros and cons of each of these metrics.

Let us start with a multiplex network consisting of two layers $\alpha$ and $\beta$. We can define the probability of finding a node of degree $k^{[\alpha]}$ in layer $\alpha$ and with degree $k^{[\beta]}$ in layer $\beta$ as [38, 224]

$$
\begin{equation*}
P\left(k^{[\alpha]}, k^{[\beta]}\right)=\frac{\mathcal{N}\left(k^{[\alpha]}, k^{[\beta]}\right)}{N} \tag{2.30}
\end{equation*}
$$

where $\mathcal{N}\left(k^{[\alpha]}, k^{[\beta]}\right)$ represents the number of nodes with degree $k^{[\alpha]}$ in layer $\alpha$ and with degree $k^{[\beta]}$ in layer $\beta$. By definition, the presence of interlayer degree correlation in a multiplex network can be spotted when Eq. (2.30) does not factorise into the product of the probabilities, i.e. $P\left(k^{[\alpha]}, k^{[\beta]}\right) \neq P\left(k^{[\alpha]}\right) P\left(k^{[\beta]}\right)$. However, to quantitatively measure the interlayer degree correlations, the authors of Ref. [227] considered the pointwise mutual information between the degree sequences of the two layers, defined as:

$$
\begin{equation*}
I^{[\alpha, \beta]}=\sum_{k^{[\alpha]}, k[\beta]} P\left(k^{[\alpha]}, k^{[\beta]}\right) \log \frac{P\left(k^{[\alpha]}, k^{[\beta]}\right)}{P\left(k^{[\alpha]}\right) P\left(k^{[\beta]}\right)} . \tag{2.31}
\end{equation*}
$$

With this definition, $I^{[\alpha, \beta]}=0$ when the degree sequences of the two layers are uncorrelated, while the larger $I^{[\alpha, \beta]}$, the higher the correlation of the two degree sequences. However, depending on the size of the network, this quantity might become a less solid statistic, so that other correlation measures are usually preferred [38]. In particular, one of the alternative approaches is analogous to the one used to detect degree correlation in single-layer network [i.e. the one based on degree
correlation function $k_{n n}(k)$ ]. More precisely, we define the average degree of a node at layer $\alpha$ conditioned on the degree of the same node in layer $\beta$ as $[236,237]$ :

$$
\begin{equation*}
\left\langle k^{[\alpha]} \mid k^{[\beta]}\right\rangle=\sum_{k[\alpha]} k^{[\alpha]} P\left(k^{[\alpha]} \mid k^{[\beta]}\right)=\frac{\sum_{k^{[\alpha]}} k^{[\alpha]} P\left(k^{[\alpha]}, k^{[\beta]}\right)}{\sum_{k^{[\alpha]}} P\left(k^{[\alpha]}, k^{[\beta]}\right)} \tag{2.32}
\end{equation*}
$$

where $P\left(k^{[\alpha]} \mid k^{[\beta]}\right)$ denotes the conditional probability distribution, which corresponds to the probability of finding a node of degree $k^{[\alpha]}$ at layer $\alpha$ given that the same node has degree $k^{[\beta]}$ at layer $\beta$. Notice also that all the summations run over the degree classes. If $\left\langle k^{[\alpha]} \mid k^{[\beta]}\right\rangle$ does not depend on $k^{[\beta]}$, then the degree sequences of the two layers are uncorrelated. By contrast, an increase (or decrease) of $\left\langle k^{[\alpha]} \mid k^{[\beta]}\right\rangle$ as a function of $k^{[\beta]}$ reflects the presence of assortative (or disassortative) interlayer degree correlations between the two degree sequences. However, when such a function does not have a monotonic increase (or decrease), the interpretation of the results might become ambiguous.

Finally, we shall present three different coarse-grained correlations metrics based on the Pearson, Spearman, and Kendall correlation coefficients respectively. First, to quantitatively measure the presence of interlayer degree correlation in a multiplex network by relying on the Pearson's correlation coefficient we can consider the following quantity [224]:

$$
\begin{equation*}
r_{\alpha, \beta}=\frac{\left\langle k_{i}^{[\alpha]}, k_{i}^{[\beta]}\right\rangle-\left\langle k_{i}^{[\alpha]}\right\rangle\left\langle k_{i}^{[\beta]}\right\rangle}{\sigma_{k^{[\alpha]}} \sigma_{k^{[\beta]}}} \tag{2.33}
\end{equation*}
$$

where $\left\langle k_{i}^{[\alpha]}\right\rangle$ and $\sigma_{k[\alpha]}$ represent the mean and standard deviation of the multiplex degree sequence. Notice that for the computation of the correlation coefficient, only the nodes active on both layers are considered. Moreover, if the two degree distributions are broad, the Pearson's correlation coefficient might be strongly influenced by the correlation of the high-degree nodes [38]. Indeed, in this case, a large value of correlation coefficient does not always imply a high linear relationship between the two degree distribution.

Another coarse-grained measure was presented in Ref. [224], where the authors quantify inter-
layer degree correlations $\rho$ by using the Spearman's rank correlation coefficient. This is defined as:

$$
\begin{equation*}
\rho=\frac{\sum_{i}\left(R_{i}^{[\alpha]}-\overline{R^{[\alpha]}}\right)\left(R_{i}^{[\beta]}-\overline{R^{[\beta]}}\right)}{\sqrt{\sum_{i}\left(R_{i}^{[\alpha]}-\overline{R^{[\alpha]}}\right)^{2} \sum_{j}\left(R_{j}^{[\beta]}-\overline{R^{[\beta]}}\right)^{2}}} \tag{2.34}
\end{equation*}
$$

where $R_{i}^{[\alpha]}$ represents the rank induced by the degree of node $i$ at layer $\alpha$, while $\overline{R^{[\alpha]}}$ is the average rank of nodes at layer $\alpha$. Also in this case, the quantity is computed only considering nodes that are active in both layers. However, such a measure has some degree of degeneracy if ties (i.e. some nodes exhibit the same degree) are present in the degree sequences.

A measure that takes into account the existence of ties in the node ranks is obtained by using the Kendall's correlation coefficient. This is defined as [224, 237]:

$$
\begin{equation*}
\tau_{\alpha, \beta}=\frac{n_{c}^{[\alpha, \beta]}-n_{d}^{[\alpha, \beta]}}{\sqrt{\left(n_{0}-n^{[\alpha]}\right)\left(n_{0}-n^{[\beta]}\right)}}, \tag{2.35}
\end{equation*}
$$

where:

$$
n_{0}=\frac{1}{2} N Q_{\alpha, \beta}\left(N Q_{\alpha, \beta}-1\right)
$$

while the terms $n_{c}^{[\alpha, \beta]}$ and $n_{d}^{[\alpha, \beta]}$ represent the number of concordant pairs and the number of discordant pairs in the two rankings respectively. The nodes $i$ and $j$ are considered to be a concordant pair if the ranks of the two nodes in the two layers $\alpha$ and $\beta$ agree. In other words, if both $R_{i}^{[\alpha]}>R_{j}^{[\alpha]}$ and $R_{i}^{[\beta]}>R_{j}^{[\beta]}$ or, equivalently, if $R_{i}^{[\alpha]}<R_{j}^{[\alpha]}$ and $R_{i}^{[\beta]}<R_{j}^{[\beta]}$. Hence, two nodes $i$ and $j$ are a discordant pair, if they are not concordant. Finally, the two quantities $n^{[\alpha]}$ and $n^{[\beta]}$ represent the number of rank ties in the two layers respectively. In particular, when tied values occur, they are each given the average of the ranks that would have been given had no ties occurred.

As we shall see in Chapter 6, both interlayer degree correlation and overlap play a very critical role when analysing the robustness of multiplex systems against targeted attacks. In that context, we will provide a novel algorithm for simultaneously tuning the overlap and the degree
correlations between two layers of a multiplex network.

### 2.4 Information-theoretic approaches in multiplex networks

A multiplex network generally combines significantly more information than any of its layers or compressed single-layer representations. As an example, if we aim to understand the hidden mechanisms behind the performance of London transportation systems, we need to consider all the information of the different layers of interactions, which includes bus, coach, tube, and rail networks. For this reason, in recent years one of the most crucial challenges in multiplex networks [212] - and more generally in high-order interaction representations [238, 239] - is devising numerical methods and algorithms aimed at extracting relevant features from these complex systems. In this respect, a possible approach relies on exploiting the mesoscale structure, or even the structural correlations, that are observed in multiplex networks. Here, we revise some of the recent contributions in this regard, highlighting the importance of information theory in unveiling hidden structures.

In the context of characterising mesoscale structure, for instance, the authors of Ref. [240] propose an indicator $\tilde{\Theta}^{S}$ to quantify the similarity between the community structure of two layers ${ }^{2}$. Such an indicator is based on network entropy and information theory tools [183, 187, 241] mentioned in Chapter 2.1. More precisely, by considering a multiplex network $\mathcal{M}$, they consider $q_{i}^{[\alpha]}$ and $q_{i}^{[\beta]}$ to be the node community assignment of node $i$ at layer $\alpha$ and $\beta$ respectively. In this way, such node community assignment induces a block model, where nodes are divided into blocks according to the community label and degree. Using the entropy of network ensembles $\Sigma_{k^{[\alpha]}, q^{[\alpha]}}$ introduced in Ref. [230], they are able to evaluate the number of networks with the given block structure. To quantify the significance of the network partition with respect to the network structure, they considered the z-score between the network ensemble $\Sigma_{k^{[\alpha]}, q^{[\alpha]}}$ and the
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Figure 2.6. Pictorial representation of the method for characterising the mesoscale structure of a multiplex network. Firstly, (a) nodes in a layer $\alpha$ are divided into classes $\left(k^{[\alpha]}, q^{[\alpha]}\right)$ of nodes, where $k^{[\alpha]}$ indicates the node degrees and $q^{[\alpha]}$ the node community assignments on the layer $\alpha$. These classes induce a block structure specified by the number of connections between the vertices of each class and the number of links connecting the nodes in different classes. Afterwards, (b) the entropy $\Sigma_{k^{[\alpha]}, q^{[\alpha]}}$ is computed and compared with the ensemble of randomisation of the node characteristics $\Sigma_{k[\alpha]}{ }^{\left[\alpha\left(q^{[\alpha]}\right)\right.}$. After computing the mean and standard deviation of the entropy distribution, the indicator $\Theta_{k[\alpha], q[\alpha]}$ is calculated. Lastly, (c) given a second layer $\beta$, to obtain an unbiased indicator, $\Theta_{k^{[\alpha]}, q^{[\beta]}}$ is appropriately normalised to account for the amount of information of the structure in layer $\alpha$, carried by the node characteristics in layer $\beta$, i.e. $\tilde{\Theta}_{k^{[\alpha]}, q^{[\beta]}}$. A symmetrised measure is then used $\tilde{\Theta}_{k^{[\alpha]}, q^{[\beta]}}$ quantifies how similar are layer $\alpha$ and $\beta$ with respect to their community structure. Adapted from [240].
typical value $\Sigma_{k^{[\alpha]}, \pi\left(q^{[\alpha]}\right)}$ that one obtains when considering a random permutation $\pi(q)$ of the community assignment of the nodes (such an idea was originally proposed in Ref. [242]). This information theory quantity is defined as:

$$
\begin{equation*}
\Theta_{k[\alpha], q^{[\alpha]}}=\frac{\left|\Sigma_{k^{[\alpha]}, q^{[\alpha]}}-\left\langle\Sigma_{k^{[\alpha]}, \pi\left(q^{[\alpha]}\right)}\right\rangle\right|}{\sigma_{\pi}\left[\Sigma_{k^{[\alpha]}, \pi\left(q^{[\alpha]}\right)}\right]}=\frac{\left|\Sigma_{k^{[\alpha]}, q^{[\alpha]}}-\left\langle\Sigma_{k^{[\alpha]}, \pi\left(q^{[\alpha]}\right)}\right\rangle\right|}{\left\langle\Sigma_{k^{[\alpha]}, q^{[\alpha]}}^{2}\right\rangle-\left\langle\Sigma_{k^{[\alpha]}, \pi\left(q^{[\alpha]}\right)}\right\rangle^{2}} \tag{2.36}
\end{equation*}
$$

where $\left\langle\Sigma_{k^{[\alpha]}, \pi\left(q^{[\alpha]}\right)}\right\rangle$ is the expected value over random uniform permutations $\pi\left(q^{[\alpha]}\right)$ of the node community assignment $q^{[\alpha]}$ in layer $\alpha$, while $\sigma_{\pi}\left[\Sigma_{k^{[\alpha]}, \pi\left(q^{[\alpha]}\right)}\right]$ is the standard deviation of the distribution.

Considering this indicator measure, the authors of Ref. [240] propose to quantify the level of similarity between layers in a multiplex network. Indeed, the indicator $\Theta_{k^{[\alpha]}, q^{[\beta]}}$ measures the specificity of the layer $\alpha$ with respect to the particular community assignment $q_{i}^{[\beta]}$ derived from the mesoscale structure of layer $\beta$. Formally, the indicator measure is defined as:

$$
\Theta_{k^{[\alpha]}, q^{[\beta]}}=\frac{\left|\Sigma_{k^{[\alpha]}, q^{[\beta]}}-\left\langle\Sigma_{k^{[\alpha]}, \pi\left(q^{[\beta]}\right)}\right\rangle\right|}{\sigma_{\pi}\left[\Sigma_{k^{[\alpha]}, \pi\left(q^{[\beta]}\right)}\right]} .
$$

It is worth mentioning that such a quantity is typically normalised to obtain an unbiased estimator $\widetilde{\Theta}_{\alpha, \beta}=\Theta_{k^{[\alpha]}, q^{[\beta]}} / \Theta_{k^{[\alpha]}, q^{[\alpha]}}$, which is a measure of how the node community assignment in layer $\beta$ is reflected in layer $\alpha$ (see a pictorial representation of the steps of the method in Fig. 2.6). Finally, the indicator $\widetilde{\Theta}_{\alpha, \beta}^{S}$ symmetrises $\widetilde{\Theta}_{\alpha, \beta}$, i.e. $\widetilde{\Theta}_{\alpha, \beta}^{S}=\left(\widetilde{\Theta}_{\alpha, \beta}+\widetilde{\Theta}_{\beta, \alpha}\right) / 2$ and quantifies how similar are layer $\alpha$ and $\beta$ with respect to their community structure. In practice, this approach has been used to investigate the Multiplex Collaboration Network of scientists publishing in the American Physical Society journals. The main findings of this study reveal that the hierarchical organisation of physics knowledge is effectively perceived by scientists in a different way compared to the classical PACS (Physics and Astronomy Classification Scheme) ${ }^{3}$. Interestingly, the same

[^6]indicator has been further considered when analysing the CS-Aarhus Social Network [244]. An alternative method for comparing community partitions across layers leverages on the Normalised Mutual Information (NMI) [245]. For instance, in Ref. [246] it was shown that communities belonging to different layers might be significantly different from each other (in terms of NMI) despite having similar structural features.

Nevertheless, when investigating the structure of a multilayer network, one of the most intriguing approaches was proposed in Ref. [247]. This is based on a generalisation of the map equation [200], briefly mentioned in Chapter 2.1 for single-layer systems. The main idea in this case, again, relies on the synergetic application of random walks and information-theoretic approaches. But here, a diffusion parameter is associated with inter-links, so that walkers can jump from one layer to another. As was the case with single-layer networks, functional modules can be revealed by analysing the transient state of the random walk flow dynamic. More precisely, using a remarkable encoding scheme, random walk trajectories explore the multilayer network and assign a unique code to every node in the network (based on the Huffman code). Subsequently, the string encoding the dynamics of the random walks is compressed to reveal the regularities of the multilayer networks and obtain a coarse-grained description of the system. Crucially, this method identifies overlapping modules (i.e. the case where nodes may simultaneously belong to one or many communities) that cannot be accurately recognised when analysing aggregated structures. As a proof of concept, the authors analysed both synthetic and real-world multilayer networks, including ArXiv and Pierre Auger collaboration networks (see Fig. 2.7). Notice that a possible way to determine whether certain nodes belong to the "same" community across different layers is based on examining the similarities among the partitions of the different layers using similarity indicators, such as the Jaccard [248], Rand [249], and Adjsted Rand indices [250]. More details on the topic can be found in dedicated reviews [18, 199, 204].

The most thrilling part of using information-theoretic approaches, however, regards evaluating the structural similarities between layers or, even more significantly, finding lower-dimensional


Figure 2.7. Overlapping modules in synthetic and real-world multilayer networks. (a) A synthetic multilayer network with four nodes and three layers. (b) A random walker can either move within the same layer or randomly jump between the layers while exploring the system. (c) The random walker visits the replica nodes of the multilayer network identifying two overlapping modules with respect to flow. Indeed, walkers moving on the red and yellow links remain trapped in the upper triangle, while when crossing blue links, the walkers remain trapped in the lower triangle. In real-world multilayer networks, namely, the (d) Pierre Auger and (e) Arxiv collaboration networks, modules across layers are often in overlap with each other. The heat map reports the similarity between layers of the multiplex. This is measured as the fraction of replica nodes in different layers that are assigned to the same communities. Taken and adapted from [247].
representations of a multiplex system. Indeed, it is in this context that most of the new information-theoretic approaches were recently proposed. As a matter of fact, how much of the information present in a multiplex network do we really need? Ultimately, our goal is to keep track of the different nature of the links only if there is a benefit in doing so. In other words, if we aim at employing economical models, relying on a multiplex formulation should be the outcome of a trade-off between the level of information and the resources required to store it.

For this reason, measures aimed at quantifying the similarity between layers of a multiplex might help in this direction. In Ref. [251], for instance, two new metrics inspired by [167] and mainly
based on the Jensen-Shannon divergence were proposed to assess the node and layer diversity in a multiplex structure. With a similar argument, the network portrait divergence [169] allows comparing networks based on a graph invariants and, eventually, to compare layers of multiplex and temporal networks. Yet, whether a lower-dimensional multilayer network can exhibit the same structural and dynamic richness of the full multilayer graph is still an open question. Some concrete attempts in this direction were provided in Ref. [60], using a (quantum) informationtheoretic approach, in Ref. [252-254] with approaches relying on mesoscopic similarity between layers, or alternatively in Ref. [255] with the concept of functional reducibility. In particular, the method presented in Ref. [60] leverages on a formal parallel between density operators in quantum systems and Laplacian matrices in graph theory. In this way, the concept of the von Neumann entropy of a graph is extended to the case of multiplex networks.

For our purpose, let us introduce the main elements of this method more formally. First, we consider a multiplex network $\mathcal{M}=\left\{A^{[1]}, \ldots, A^{[M]}\right\}$ with $N$ nodes and $M$ layers. We then introduce the (rescaled) Laplacian matrix $\mathcal{L}^{[\alpha]}$ associated with the adjacency matrix $A^{[\alpha]}$ of layer $\alpha$ as:

$$
\begin{equation*}
\mathcal{L}^{[\alpha]}=\frac{1}{\sum_{i, j} A_{i j}^{[\alpha]}}\left[D^{[\alpha]}-A^{[\alpha]}\right] \tag{2.37}
\end{equation*}
$$

where $D^{[\alpha]}$ represents the diagonal matrix of the degrees of the nodes at layer $\alpha$. With these elements, and with the underlying assumption that each layer is statistically independent from one another, the authors extended the definition of the von Neumann entropy for multiplex network, i.e. $H(\mathcal{M})$, as the sum of the von Neumann entropies of all its layers $h_{A^{[\alpha]}}$, i.e. :

$$
\begin{equation*}
H(\mathcal{M})=\sum_{\alpha=1}^{M} h_{A^{[\alpha]}}=\sum_{\alpha=1}^{M}-\operatorname{Tr}\left[\mathcal{L}^{[\alpha]} \log _{2} \mathcal{L}^{[\alpha]}\right]=-\sum_{\alpha=1}^{M}\left[\sum_{i=1}^{N} \mu_{i}^{[\alpha]} \log _{2}\left(\mu_{i}^{[\alpha]}\right)\right] \tag{2.38}
\end{equation*}
$$

where $\mu_{i}^{[\alpha]}$ are the eigenvalues of the (rescaled) Laplacian matrix $\mathcal{L}^{[\alpha]}$ at layer $\alpha$. Notice that the (rescaled) Laplacian matrix is a semi-definite positive matrix with eigenvalues summing up to 1 , so that it has the same properties as density operators in quantum mechanics. In the case
of quantum systems, the Von Neumann entropy has a clear physical interpretation. Indeed, it is equal to zero when the system is in a pure state, while it is greater than zero when the system is in a mixed state. In the context of graph theory, the Von Neumann entropy of a graph has been interpreted as "the entanglement of the statistical ensemble of pure states where each pure state is one of the edges of the graph" [60]. In the case of multiplex networks, each of the layers represents one of the many possible states of the system, i.e. a network state. Notice, however, that the von Neumann entropy $H(\mathcal{M})$ actually depends on the size of the multiplex, i.e. the total number of layers. For this reason, when quantifying the von Neumann entropy of a reduced multiplex $\mathcal{C}=\left\{C^{[1]}, \ldots, C^{[X]}\right\}$ with $X \leq M$ layers, it is convenient to consider the entropy per layer of the multiplex $\mathcal{C}$ as:

$$
\begin{equation*}
\bar{H}(\mathcal{C})=\frac{H(\mathcal{C})}{X}=\frac{\sum_{\alpha=1}^{X} h_{C^{[\alpha]}}}{X} \tag{2.39}
\end{equation*}
$$

With all these elements, it is now possible to quantify how a multiplex network $\mathcal{C}$ is distinguishable from its corresponding aggregate network $\mathcal{A}$ [defined in Eq. (2.8)] as:

$$
\begin{equation*}
q_{V N}(\mathcal{C})=1-\frac{\bar{H}(\mathcal{C})}{h_{\mathcal{A}}} \tag{2.40}
\end{equation*}
$$

where $h_{\mathcal{A}}$ represents the von Neumann entropy of the aggregate network $\mathcal{A}$ associated with the (possibly) reduced multiplex $\mathcal{C}$. According to Eq. (2.40), $q_{V N}(\mathcal{C}) \geq 0$ since the Von Neumann entropy of a graph is expected to increase if the graph becomes denser [60]. As a consequence, the Von Neumann entropy of the aggregate graph $h_{\mathcal{A}}$ will always be greater or equal than $\bar{H}(\mathcal{C})$. More precisely, if all the layers of a multiplex are identical, then $q_{V N}=0$, since the aggregate and the multiplex encode the same network. By contrast, when $q_{V N}>0$, the multiplex system is distinguishable from its aggregate. Therefore, the multiplex structure is relevant and should be preserved [60]. Yet, the only missing piece of the procedure remains: how to quantify the similarity between layers in order to aggregate the most similar and reduce the system size? To
this end, the authors defined the Jensen-Shannon divergence between layers $\alpha$ and $\beta$ as:

$$
\begin{equation*}
J S D^{[\alpha, \beta]}=\sqrt{h\left(\frac{1}{2}\left[A^{[\alpha]}+A^{[\beta]}\right]\right)-\frac{1}{2}\left[h\left(A^{[\alpha]}\right)+h\left(A^{[\beta]}\right)\right]} . \tag{2.41}
\end{equation*}
$$

The JSD takes values in $[0,1]$ and satisfies all the properties of a metric if applied to qbit [60, 256]. Within this method, starting from a multiplex network $\mathcal{M}$ with $M$ layers, the optimal configuration of aggregated layers is obtained by maximising the relative entropy $q_{V N}(\bullet)$. However, such configuration requires the enumeration of all the feasible partitions of a set of $M$ elements (i.e. the layers), which is known to be a NP-hard problem [257]. As a consequence, the authors of Ref. [60] employed a greedy hierarchical clustering, which reduces the overall complexity to $\mathcal{O}\left(M^{2}\right)$. In particular, at each step of the aggregation procedure the pairs of layers yielding the smallest value of JSD are aggregated together, by taking the union of the edges of the two layers.

In short, starting from a multiplex network with $M$ layers, at each step of the method a greedy procedure, based on the JSD between layers, allows the identification of the most similar pair of layers. All the pairwise interactions are then used to create a dendrogram containing the subsequent aggregation between layers. Finally, the optimal multiplex representation is identified by looking at the maximum value of the distinguishability function $q_{V N}(\bullet)$, i.e. the $\operatorname{argmax}\left[q_{V N}(\bullet)\right]$ (see Fig. 2.8 for the salient steps of the method). Despite the intriguing formalism, notice that the method does not allow to reduce a multilayer representation with $M$ layers to just one layer, even if the aggregate and the multiplex encode the same network. This is because, for the way the distinguishability function is defined, a compressed multiplex network made of only one layer will always have $q_{V N}=0$, while all the other compressed representations with $1 \neq X \leq M$ layers will generally have $q_{V N} \geq 0$. In the extreme case of a multiplex made of identical layers, all the reduced multiplex networks $\mathcal{C}$ have a value of $q_{V N}(\mathcal{C})=0$ but, in this case, since the distinguishability function is identically zero, a maximum is not defined.

Nevertheless, one of the main findings of this study is that biological and social systems often show a high level of redundancy, so that these systems admit a low-dimensional representation made of only a few layers. By contrast, man-made systems such as transportation systems or technological networks purposedly avoid redundancies across layers, so that only some layers can be effectively compressed.


Figure 2.8. Diagram of the method proposed in Ref. [60] for reducing a multiplex network. (a) Starting from a multiplex network $\mathcal{M}$, all the pairwise JSD between the layers are computed (b). This similarity measure allows the construction of a hierarchical dendrogram describing all the subsequent aggregation between the layers. (c) The maximum value of the distiguishability function $q_{V N}(\bullet)$ is employed as quality function to determine the optimal (reduced) multiplex (d). Reprinted from [60].

Despite interesting results, the method proposed in Ref. [60] suffers from three shortcomings: first, it is not intended to reduce multilayer systems to low-dimensional representation made of only one layer (i.e., the aggregate network), second, it cannot be used for comparing the information content of different multilayer networks and third, there are no guarantees that the method finds low-dimensional representations that retain the same structural and dynamic behaviour of the original systems. To address the aforementioned aspects, we shall present in the
next Chapter a new method [2] to quantify the amount of information contained in a multilayer network model by using an algorithmic information theory perspective.

## Chapter 3

## Algorithmic complexity of

## multiplex networks

In this chapter, we shall present a new method, based on an algorithmic information theory perspective, to assess when the multilayer representation of a system provides a qualitatively better model than the classical single-layer aggregated network. First, we define the complexity of a multilayer network as the additional information contained in multiplex networks with respect to the corresponding single-layer graph representation. We then characterise the main properties of this complexity and show that it can be used to compare the information content of different multiplex networks. Finally, we demonstrate how our complexity measure can be used to obtain low-dimensional representations of multiplex systems, to cluster multilayer networks into a small set of meaningful super-families, and to detect tipping points in the evolution of different time-varying multilayer graphs. Notice that in the context of finding low-dimensional representations of multiplex systems, we provide extensive numerical evidence that our method outperforms the approaches described in the previous chapter. In particular, our approach overcomes some of the existing limitations of previous reducibility methods, so that it allows to:
(i) reduce a multiplex network with several layers into just a single-layer network; (ii) obtain lower-dimensional representations which retain most of the structural and dynamical properties of the original multilayer system; (iii) compare the amount of information encoded in two different multilayer systems having different number of nodes, edges, and layers; (iv) pinpoint some of the properties of the original multiplex as responsible for changes in the results of our method. As a consequence, our method represent the new state-of-the-art approach for compressing and reducing the information contained within a multiplex network. This chapter, extensively based on our work of Ref. [2], represents one of the contributions of the thesis to the field of complex networks.

### 3.1 Multiplex complexity

As discussed in Chapter 1.3, the concept of Kolmogorov complexity was proposed in the '60s as an algorithmic measure to quantify the complexity of a bit string. Here use the same concept to compute the algorithmic complexity of multiplex systems. In particular, we first propose a novel encoding scheme that allows us to convert a multiplex network into a bit string. Then, we quantify the complexity of a multilayer network as the ratio of the Kolmogorov complexity of the bit string associated with the multiplex and with the corresponding aggregate network.

Let us introduce in more detail all the steps of that method. As we have seen in Section 2.2, an unweighted multiplex network $\mathcal{M}$ with $M$ layers and $N$ nodes can be described by a set of adjacency matrices $A=\left\{a_{i j}^{[\alpha]}\right\} \in \mathbb{R}^{M \times N \times N}$. Here instead, we propose to encode the multiplex $\mathcal{M}$ in a single $N \times N$ real matrix, i.e., the prime-weight matrix $\Omega$, defined as:

$$
\Omega_{i, j}=\left\{\begin{array}{cl}
\prod_{\alpha: a_{i j}^{[\alpha]}=1} p^{[\alpha]}  \tag{3.1}\\
0 & \text { if } a_{i j}^{[\alpha]}=0 \quad \forall \alpha=1, \ldots, M .
\end{array}\right.
$$

The prime-weight matrix is constructed by assigning to each layer $\alpha=1, \ldots, M$ a distinct prime number $p^{[\alpha]}$, and then defining each entry of the matrix $\Omega_{i j}$ as the product of primes associated with the layers where the edge $(i, j)$ is present. Thus, by definition $0 \leq \Omega_{i, j} \leq \prod_{\alpha=1}^{M} p^{[\alpha]}$. Thanks to the unique factorization theorem (i.e., the product of prime numbers is unique, up to the order of the factors), the prime-weight matrix preserves the information about the nature of each tie in the multiplex. As a consequence, within this mathematical representation, the adjacency matrix of a certain layer $A^{[\alpha]}$ can be obtained from $\Omega$ by considering all the elements $\Omega_{i j}$ which are divisible by the corresponding prime $p^{[\alpha]}$. Although the choice of prime numbers does not have any impact on the definition of the prime-weight matrix, in practice it is convenient considering the smallest prime sequence $P=\{2,3,5, \ldots\}$. This is because the number of bits required to store the matrix $\Omega$ is $\mathcal{O}\left(N^{2} M \log _{2}\left[\max _{\alpha}\left\{p^{[\alpha]}\right\}\right]\right)$, therefore any mathematical operations, such as the Great Common Divisor (GCD) or simple divisions, might become computationally demanding when considering large primes.

Given a prime association to the $M$ layers, i.e. $P=\left\{p^{[1]}, \ldots, p^{[M]}\right\}$, the prime-weight matrix $\Omega$ is uniquely determined. However, given a certain prime sequence $P$, in principle any of the $M$ ! possible permutations could be considered for describing the same multiplex $\mathcal{M}$. In our case, we employ the particular prime association $\hat{P}$, which is the one that associates prime numbers to layers in increasing order of their total number of edges $K^{[\alpha]}=\frac{1}{2} \sum_{i, j} a_{i j}^{[\alpha]}$. In other words, we associate the prime number 2 to the layer with the smallest total number of edges $K^{[\alpha]}$, the prime 3 to the layer with the second-smallest total number of edges, and so on. This peculiar association, i.e. $\hat{P}$, as we will show in the next section, provides us with interesting properties when computing the complexity of multilayer networks. Unless specified, we will use $\hat{P}$ in all our numerical simulations, and we will refer to it as the canonical prime association. Notice that in presence of $L$ layers having the same number of links (i.e. ties in the ranking of number of edges), the canonical prime association $\hat{P}$ is constructed in a similar fashion as detailed above, yet accounting for ties. That is, $L$ subsequent primes of the sequence
$\hat{P}=\left\{p^{[1]}, \ldots, p^{[l]}, \ldots, p^{[l+L]}, \ldots, p^{[M]}\right\}$ are randomly assigned to the corresponding $L$ layers and we consistently rely on the same prime association when averaging numerical simulations. In the limit case of multiplex with the same number of links on each layer, we consider only one random prime association and use that for all the numerical simulations.

With the multiplex encoding provided by $\Omega$, we now have all the tools to map a multiplex network $\mathcal{M}$ to a bit string $s(\mathcal{M})$ [or interchangeably $s(\Omega)$ ]. This map is obtained by considering the bit string of the edge list associated with the prime-weight matrix $\Omega$, where the edges are listed in lexicographic order and each edge $(i, j)$ reports the corresponding entry $\Omega_{i j}$. In other words, all the $N$ distinct nodes of the multiplex are consecutively numbered from 0 to $N-1$, and the list of tuples $\left(i, j, \Omega_{i j}\right)$ is first sorted with respect to $i$ and then to $j$. Henceforth, we will refer to $s(\Omega)$ as the bit string representation of the matrix $\Omega$. Note, however, that such a bit string representation $s(T)$ can be used in principle for any matrix $T$. In particular, for any bit string $s$ we can rely on the Kolmogorov complexity $K C(s)$ as a measure of the information content contained in $s$. Again, because $K C(s)$ cannot be computed, it is usually approximated by means of a compression algorithm. With these elements, we define the complexity $\mathcal{C}(\mathcal{M})$ of a multilayer network $\mathcal{M}$ as the ratio between the Kolmogorov complexity of $\mathcal{M}$ and the Kolmogorov complexity of the single-layer aggregate graph $W$, i.e.:

$$
\begin{equation*}
\mathcal{C}(\mathcal{M})=\frac{K C(\Omega)}{K C(W)}=\frac{K C(s(\Omega))}{K C(s(W))} . \tag{3.2}
\end{equation*}
$$

where $W$ is obtained by considering the aggregate binary matrix multiplied by the largest entry of $\Omega$ :

$$
W_{i j}= \begin{cases}\max _{i, j}\left\{\Omega_{i j}\right\} & \text { if } \Omega_{i j} \neq 0  \tag{3.3}\\ 0 & \text { otherwise }\end{cases}
$$

In other terms, $K C(\Omega)$ represents the Kolmogorov complexity of the bit string representation $s(\Omega)$ of the prime-weight matrix $\Omega$, while $K C(W)$ is the Kolmogorov complexity of the bit string


Figure 3.1. Schematic illustration of the definition of multiplex complexity $\mathcal{C}(\mathcal{M})$. We define the complexity of a multiplex network $\mathcal{C}(\mathcal{M})$ as the ratio between the Kolmogorov complexity of the multiplex and the Kolmogorov complexity of the associated single-layer aggregated graph $W$. The multiplex $\mathcal{M}$ is mapped into a string of bits by means of the prime-weight matrix $\Omega$. Given the non-computability of the Kolmogorov complexity, we compute the size of the compressed string of bits associated with each object to obtain an upper-bound of the real algorithmic complexity value of the string. A common way to obtain an upper bound is by computing the length of the string compressed through the gzip algorithm.
representation $s(W)$ of the aggregate graph $W$ associated with $\mathcal{M}^{1}$. In our case, we consider the size of the compressed bit string representation of the two matrices (obtained by means of the gzip algorithm [258]) as an approximation of the true values of Kolmogorov complexity (see Fig. 3.1 for a diagram showing all the steps).

The measure of complexity $\mathcal{C}(\mathcal{M})$ effectively estimates the additional amount of information encoded in the multiplex $\mathcal{M}$ with respect to the amount required to describe the corresponding aggregate network. As a particular case, we obtain a value of $\mathcal{C}(\mathcal{M})=1$ when the multiplex $\mathcal{M}$ consists of identical layers. In this setting, in fact, the multiplex representation does not

[^7]provide any new information with respect to the single-layer graph. In the general case, the complexity $\mathcal{C}(\mathcal{M}) \geq 1$ since the number of possible configurations of edges across all the $M$ layers of a multiplex usually requires the encoding of more than just one symbol. More precisely, $\mathcal{C}(\mathcal{M}) \approx 1$ generally implies that the single-layer representation and the multiplex one are very similar, or equivalently, that the information encoded in the multiplex is not adding much to the one present in the aggregate graph. By contrast, $\mathcal{C}(\mathcal{M})>1$ describes a proper multilayer model, so that the eventual aggregations of layers into a single-layer graph might possibly discard some important information. Clearly, the larger the value of $\mathcal{C}(\mathcal{M})$, the greater the amount of information contained in the multiplex model.

The essential factors contributing to the complexity measure are related to the placement of edges and their pattern of connection across the layers of the multiplex. In fact, these two factors contribute to the number of distinct symbols actually present in the prime-weight matrix $\Omega$. Unsurprisingly, the greater the number of distinct symbols and of connected pairs of nodes in a multiplex, the larger the value of the complexity $\mathcal{C}(\mathcal{M})$. The number of symbols in $\Omega$ corresponds to the number of different multiplex motifs with two nodes [259], or alternatively to the number of different multilinks present in the multiplex [211, 230]. Notice that by using a binary representation, the amount of information needed to describe the multiplex network is actually lower than by using prime numbers. For instance, if a link appears in three layers, the amount of information required to encode such information using prime numbers is $2 \times 3 \times 5=$ 30, which requires 5 bits. By contrast, using the binary representation, the same information can be encoded as $1+2+4=7$ in just 3 bits. However, the prime number representation provides a number of interesting features that are not straightforward to obtain using the binary representation. That is, $(i)$ links with integer weights $w_{i j}$ at layer $\alpha$ can be easily represented in a unique way as exponent of primes (i.e. the links can be represented as $\left.\omega_{i j}=\left(p^{[\alpha]}\right)^{w_{i j}}\right) ;(i i)$ in a logarithmic space, the prime factorisation of a number can be seen as a "linear combination" and, as a result, each link of a multiplex having $M$ layers can be represented as a point in a $M$ -
dimensional space generated by the base $\left\{\log p^{[1]}, \log p^{[2]}, \ldots, \log p^{[M]}\right\}$. For the reasons detailed above, we have chosen to rely on the encoding using prime numbers rather than the binary representation.

### 3.2 Properties of multiplex complexity

### 3.2.1 Prime association

To support the choice of the canonical prime association $\hat{P}$, we report in Fig. 3.2 the distribution of complexity obtained when reshuffling the prime association of four different multiplex networks with $M=10$ ER layers having $N=1000$ nodes. While in the case of a multiplex network $\overline{\mathcal{M}}$ with layers having an increasing number of links $K^{[\alpha]}=1000+200 * \alpha$, with $\alpha=0, \ldots, 9$ (panel 3.2 a ), the canonical prime association is located in the rightmost tail of the distribution (z-score $Z_{\mathcal{C}_{\hat{P}}}=2.1349$ ). In a slightly different multiplex - same as $\overline{\mathcal{M}}$, yet obtained by replacing layers


Figure 3.2. Impact of prime relabelling on the multiplex complexity $\mathcal{C}$. Distribution of complexity $\mathcal{C}$ over $10^{5}$ random prime associations for four synthetic multiplex networks with $M=10$ independent $E R$ layers having $N=1000$ nodes and different number of links. Namely, a multiplex having $K^{[\alpha]}=1000+200 * \alpha$ links, with $\alpha=0, \ldots, 9$ (panel a), a multiplex as in panel (a) but with five layers having the same number of links (panel b), a multiplex with comparable amount of links between layers (each layer is sampled with the ER model with $p=0.005$-panel c), a multiplex with comparable amount of links and five layers having the same number of links (panel d). Remarkably, the canonical prime association (black diamond) is usually located above the average value of the multiplex complexity ( $z$-score greater than 0.5 ), yet in the case of a multiplex system with comparable number of links between layers and in presence of layers with the same number of links, the value of complexity for the canonical prime association is lower than the average ( $z$-score is negative).

| Multiplex | $\mathcal{C}_{\hat{P}}$ | $\mu$ | $\sigma$ | $s t e(\mu)$ | $c v$ | $\frac{\sigma}{\mu \cdot \sqrt{(N)}}$ | $Z_{\mathcal{C}_{\hat{P}}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| London Tube | 1.128292 | 1.115452 | 0.007446 | 0.000074 | 0.006675 | 0.000067 | 1.724483 |
| Barcelona Tube | 1.126812 | 1.119959 | 0.007222 | 0.000072 | 0.006448 | 0.000064 | 0.948881 |
| Beijing Tube | 1.120737 | 1.122686 | 0.010934 | 0.000109 | 0.009739 | 0.000097 | -0.178297 |
| Berlin Tube | 1.107717 | 1.098907 | 0.009024 | 0.000090 | 0.008212 | 0.000082 | 0.976258 |
| Airports North America | 1.263749 | 1.250040 | 0.014373 | 0.000144 | 0.011498 | 0.000115 | 0.953842 |
| Airports Europe | 1.416298 | 1.352806 | 0.020549 | 0.000205 | 0.015190 | 0.000152 | 3.089739 |
| Airports Asia | 1.634686 | 1.591643 | 0.030954 | 0.000310 | 0.019448 | 0.000194 | 1.390522 |
| Airports South America | 1.306878 | 1.266330 | 0.019676 | 0.000197 | 0.015537 | 0.000155 | 2.060841 |
| Airports Oceania | 1.191390 | 1.139328 | 0.015222 | 0.000152 | 0.013361 | 0.000134 | 3.420186 |
| Airports Africa | 1.264403 | 1.230097 | 0.016762 | 0.000168 | 0.013626 | 0.000136 | 2.046697 |
| EU airlines | 1.218266 | 1.200618 | 0.016453 | 0.000165 | 0.013704 | 0.000137 | 1.072666 |
| Train UK | 1.019208 | 1.029434 | 0.017487 | 0.000175 | 0.016987 | 0.000170 | -0.584796 |
| APS countries | 1.625382 | 1.590660 | 0.015224 | 0.000152 | 0.009571 | 0.000096 | 2.280844 |
| Aarhus network | 1.294118 | 1.284601 | 0.008598 | 0.000086 | 0.006693 | 0.000067 | 1.106912 |
| Terrorist network | 1.156780 | 1.145212 | 0.006786 | 0.000068 | 0.005925 | 0.000059 | 1.704832 |
| Pierre Auger collab. | 0.989371 | 0.997252 | 0.008041 | 0.000080 | 0.008063 | 0.000081 | -0.980117 |
| Arabidopsis | 1.015857 | 1.017097 | 0.005778 | 0.000058 | 0.005681 | 0.000057 | -0.214578 |
| Candida | 1.029647 | 1.033560 | 0.008517 | 0.000085 | 0.008241 | 0.000082 | -0.459470 |
| Celegans | 1.020054 | 0.999806 | 0.010128 | 0.000101 | 0.010130 | 0.000101 | 1.999236 |
| Drosophila | 1.008709 | 1.021645 | 0.011899 | 0.000119 | 0.011647 | 0.000116 | -1.087131 |
| Gallus | 1.049566 | 1.054286 | 0.012510 | 0.000125 | 0.011866 | 0.000119 | -0.377249 |
| Human Herpes-4 | 1.066253 | 1.065862 | 0.004286 | 0.000043 | 0.004021 | 0.000040 | 0.091231 |
| Human HIV-1 | 1.033686 | 1.029318 | 0.016341 | 0.000163 | 0.015876 | 0.000159 | 0.267315 |
| Mus | 1.039883 | 1.039828 | 0.006973 | 0.000070 | 0.006706 | 0.000067 | 0.007934 |
| Oryctolagus | 1.009524 | 1.014351 | 0.007962 | 0.000080 | 0.007850 | 0.000078 | -0.606175 |
| Plasmodium | 0.988591 | 0.991987 | 0.006902 | 0.000069 | 0.006957 | 0.000070 | -0.492102 |
| Rattus | 1.048545 | 1.033855 | 0.011312 | 0.000113 | 0.010942 | 0.000109 | 1.298544 |
| S. Pombe | 1.061032 | 1.063236 | 0.007830 | 0.000078 | 0.007364 | 0.000074 | -0.281524 |
| Xenopus | 1.053121 | 1.060337 | 0.006209 | 0.000062 | 0.005856 | 0.000059 | -1.162198 |

Table 3.1. Statistics of multiplex complexity $\mathcal{C}(\mathcal{M})$ for different real-world multiplex over 10000 prime-layer associations. From left to right, we report the complexity obtained using the canonical prime association $\mathcal{C}_{\hat{P}}$, the mean of the distribution when re-shuffling the prime association $\mu$, the standard deviation $\sigma$, the standard error of the mean ste $(\mu)$, the coefficient of variation $c v=\frac{\sigma}{\mu}$, and the coefficient of variation over the sample $\frac{\sigma}{\mu \cdot \sqrt{(N)}}$. The last column reports the z-score of the canonical prime association $\mathcal{C}_{\hat{P}}$. The real-world multiplex networks are the same used in Ref. [60].
with index $\alpha=4, \ldots, 8$ with ER graphs having $K^{[\alpha]}=2000$ links (i.e. the total number of links in the system is the same as in $\overline{\mathcal{M}})$ - the canonical prime association is only located in the right tail of the distribution with a z-score equal to $Z_{\mathcal{C}_{\dot{P}}}=1.2863$ (panel 3.2 b ). However, when the number of links in the multiplex are comparable (panel 3.2c), and some of the layers even have identical number of links (panel 3.2d), the z-score of the canonical prime association assumes far lower values. Yet, the distributions of complexity of the four synthetic multiplex networks analysed have a coefficient of variation $c v=\frac{\sigma}{\mu}$ which is smaller than $0.5 \%$, indicating that the distributions have a very low variance. In addition, we also report in Table 3.1 some statistics of the distribution of complexity $\mathcal{C}(\mathcal{M})$ over 10000 prime associations for all the real-


Figure 3.3. Impact of node relabelling on the multiplex complexity $\mathcal{C}$. Distribution of complexity $\mathcal{C}$ over 10000 random independent node labellings for three synthetic multiplex networks with $N=10000,\langle k\rangle=6, o \approx 0.6$, and different number of layers $[(a): M=8$, (b): $M=20$, (c): $M=32]$. The values of $\mathcal{C}(\mathcal{M})$ are normally distributed, as confirmed by the Anderson-Darling and Cramer Von Mises tests (resp. $p \approx 0.79$ and $p \approx 0.71$ for $M=8$, $p \approx 0.97$ and $p \approx 0.93$ for $M=20, p \approx 0.75$ and $p \approx 0.76$ for $M=32$ ). In addition, it is worth mentioning that the coefficient of variation for all these distributions is approximately $0.2 \%$, indicating a very low dispersion around the mean.
world multiplex analysed in Ref. [60]. As expected, the prime-weight matrix encoding depends on the chosen assignment of primes to layers. Nevertheless, it is worth noting that the distribution of complexity for all the multiplex considered is quite peaked around the mean (very small standard deviation), and has a coefficient of variation $c v=\frac{\sigma}{\mu}$ which is smaller than $1 \%$ for almost all the distributions. In particular, in presence of multiplex with distinct number of links, the value of complexity obtained using the prime canonical association $\mathcal{C}_{\hat{P}}$ is usually greater than the average value of the corresponding distribution, with some exceptions given by multiplex networks having several layers with the same number of links.

### 3.2.2 Node relabelling

Here we study the effect of node relabelling on the value of complexity $\mathcal{C}(\mathcal{M})$, by computing the distribution of complexity over 10000 independent random node labellings for both synthetic and real-world multiplex networks. In Figure 3.3 we report the distribution of complexity for three synthetic multiplex networks having the same number of nodes and different number of layers (resp. $M=8,20,32$ ). In all the three cases, we find that the distribution of complexity is normally distributed (confirmed by the Anderson-Darling and Cramer Von Mises tests [260]) and has a coefficient of variation $(c v)$ less than $0.2 \%$, indicating that the distribution is indeed

| Multiplex | $\mu$ | $\sigma$ | $s t e(\mu)$ | $c v$ | $\frac{\sigma}{\mu \cdot \sqrt{(N)}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Synthetic 8 layers | 1.238824 | 0.001007 | 0.000010 | 0.000813 | 0.000008 |
| Synthetic 20 layers | 1.373632 | 0.001465 | 0.000015 | 0.001067 | 0.000011 |
| Synthetic 32 layers | 1.623441 | 0.002087 | 0.000021 | 0.001285 | 0.000013 |
| London Tube | 1.125283 | 0.009110 | 0.000091 | 0.008096 | 0.000081 |
| Barcelona Tube | 1.152427 | 0.013088 | 0.000131 | 0.011357 | 0.000114 |
| Beijing Tube | 1.140638 | 0.010211 | 0.000102 | 0.008952 | 0.000090 |
| Berlin Tube | 1.111365 | 0.011885 | 0.000119 | 0.010694 | 0.000107 |
| Airports North America | 1.270578 | 0.004499 | 0.000045 | 0.003541 | 0.000035 |
| Airports Europe | 1.412997 | 0.005673 | 0.000057 | 0.004015 | 0.000040 |
| Airports Asia | 1.638689 | 0.005555 | 0.000056 | 0.003390 | 0.000034 |
| Airports South America | 1.324929 | 0.009317 | 0.000093 | 0.007032 | 0.000070 |
| Airports Oceania | 1.191850 | 0.010755 | 0.000108 | 0.009024 | 0.000090 |
| Airports Africa | 1.273712 | 0.010209 | 0.000102 | 0.008015 | 0.000080 |
| EU airlines | 1.232830 | 0.006486 | 0.000065 | 0.005261 | 0.000053 |
| Train UK | 1.018875 | 0.003015 | 0.000030 | 0.002959 | 0.000030 |
| APS countries | 1.617794 | 0.012755 | 0.000128 | 0.007884 | 0.000079 |
| Aarhus network | 1.291076 | 0.018428 | 0.000184 | 0.014274 | 0.000143 |
| Terrorist network | 1.165705 | 0.013456 | 0.000135 | 0.011543 | 0.000115 |
| Pierre Auger collab. | 1.018169 | 0.005196 | 0.000052 | 0.005103 | 0.000051 |
| Arabidopsis | 1.023403 | 0.001587 | 0.000016 | 0.001551 | 0.000016 |
| Candida | 1.030212 | 0.010781 | 0.000108 | 0.010465 | 0.000105 |
| Celegans | 1.022841 | 0.002089 | 0.000021 | 0.002043 | 0.000020 |
| Drosophila | 1.010760 | 0.000851 | 0.000009 | 0.000842 | 0.000008 |
| Gallus | 1.042861 | 0.008910 | 0.000089 | 0.008544 | 0.000085 |
| Human Herpes-4 | 1.063347 | 0.014228 | 0.000142 | 0.013381 | 0.000134 |
| Human HIV-1 | 1.072567 | 0.007249 | 0.000072 | 0.006759 | 0.000068 |
| Mus | 1.041120 | 0.001317 | 0.000013 | 0.001265 | 0.000013 |
| Oryctolagus | 1.025862 | 0.011836 | 0.000118 | 0.011538 | 0.000115 |
| Plasmodium | 0.986594 | 0.002003 | 0.000020 | 0.002030 | 0.000020 |
| Rattus | 1.040003 | 0.002909 | 0.000029 | 0.002797 | 0.000028 |
| S. Cerevisiae | 1.122325 | 0.000883 | 0.000009 | 0.000786 | 0.000008 |
| S. Pombe | 1.067023 | 0.001699 | 0.000017 | 0.001592 | 0.000016 |
| Xenopus | 1.071017 | 0.007500 | 0.000075 | 0.007002 | 0.000070 |

Table 3.2. Statistics of multiplex complexity $\mathcal{C}(\mathcal{M})$ for several synthetic and real-world multiplex over 10000 random independent node labellings. From left to right, we report the mean of the distribution $\mu$, the standard deviation $\sigma$, the standard error for the mean ste $(\mu)$, the coefficient of variation $c v$, and the coefficient of variation over the sample $\frac{\sigma}{\mu \cdot \sqrt{(N)}}$.
quite peaked around its mean.

The complexity distribution for real-world multiplex networks behaves in a similar way. In Table 3.2 we report some statistics for the distribution of complexity over node relabellings for the real-world multiplex networks presented in Ref. [60]. Also in this case, the distribution of complexity is peaked around the mean with a small variance for almost all the cases. To account for the intrinsic stochasticity due to node relabelling, in all the simulations presented in this chapter, we always consider the mean Complexity, which is obtained by averaging the value of
$\mathcal{C}(\mathcal{M})$ over $10^{3}$ independent node labellings.

### 3.3 Behaviour of the multiplex complexity

As seen in Section 2.3, one possible way to keep track of the redundancies in a multiplex network is by means of the overlapping matrix $\mathcal{O}=\left\{o_{i j}\right\}$. Here, we condense the information related to the amount of overlap in a multiplex into a single measure, which accounts for the expected number of layers in which a pair of nodes is connected by an edge [2, 43]:

$$
\begin{equation*}
o_{s}=\frac{\sum_{i, j}^{N} o_{i j}}{M \sum_{i, j}^{N} \theta\left(o_{i j}\right)} \tag{3.4}
\end{equation*}
$$

where $\theta(x)$ is the Heaviside function, i.e. $\theta(x)=1$ if $x>0$, and $1 / M \leq o_{s} \leq 1$, while the quantity $o_{i j}=\sum_{\alpha} a_{i j}^{[\alpha]}$ represents the number of times the edge $(i, j)$ is present in the multiplex. Notice that $o_{s}=1 / M$ when each edge $(i, j)$ appears exactly once in the multiplex, while $o_{s}=1$ when all the layers are identical. To properly compare multiplex networks with a different number of layers, we also introduce the linear transformation $f\left(o_{s}\right):=\frac{M}{M-1}\left(o_{s}-\frac{1}{M}\right)$ to map $o_{s}$ into the interval $[0,1]$, and thus define the structural overlap o of a multiplex as:

$$
\begin{equation*}
o=\frac{M}{M-1}\left(o_{s}-\frac{1}{M}\right) . \tag{3.5}
\end{equation*}
$$

We first examined the effect that the structural overlap has on the complexity function $\mathcal{C}(\mathcal{M})$. We start by considering an ensemble of synthetic multiplex networks consisting of different number of layers, where the total number of nodes and the average node degree on each layer are kept fixed, while the structural overlap is tunable. In practice, to tune the overlap of a multiplex network we generalise the rewiring procedure introduced in Ref. [41]. We start by considering a multiplex network with $M$ identical layers (i.e. multiplex with structural overlap


Figure 3.4. Behaviour of the multiplex complexity as a function of the structural overlap o. We report $\mathcal{C}(\mathcal{M})$ as a function of the structural overlap o for an ensemble of multiplex networks consisting of $E R$ random graphs on each layer with $N=10000$ nodes, $\langle k\rangle=6$, and variable number of layers. Remarkably, we observe a non-monotonic behaviour of $\mathcal{C}(\mathcal{M})$ as a function of the structural overlap. As a consequence, there exists an optimal amount of information that a multiplex representation can encode with respect to its corresponding aggregate graph (i.e. this is obtained in the range $o \in[0.15,0.4]$ ).
$o=1$ ). Then, we iteratively reduce the structural overlap to $o=0$ by uniformly rewiring the edges on each layer. The rewiring procedure is performed by uniformly selecting a layer $\alpha$ among the $M$ possibilities, then selecting a pair of edges and swapping their end-points uniformly at random. As a result, the rewiring procedure preserves the degree sequence at each layer. We also develop an algorithm to increase the structural overlap in a multiplex network in a similar fashion of the procedure described for reducing the overlap. In this case, however, the rewiring of an edge is always rejected if results in a decrease of the edge overlap of at least one.

Fig. 3.4 illustrates the complexity function $\mathcal{C}(\mathcal{M})$ as a function of the structural overlap $o$, when considering an ensemble of multiplex network consisting of ER random graphs on each layer with $N=10000$ nodes and $\langle k\rangle=6$.

As previously mentioned, when the multiplex network has $M$ identical layers (i.e., $o=1$ ),
then $\mathcal{C}(\mathcal{M})=1$. Yet, when we start rewiring the edges in order to decrease the overlap of the multiplex with identical layers, we expect an increase in complexity. By contrast, when $o \approx 0$ the number of distinct links in the multiplex representation is approximately equal to the number of edges in the aggregate matrix. We thus expect to see a complexity value $\mathcal{C}(\mathcal{M})$ close to one, since the values of Kolmogorov complexity of both the numerator and denominator of Eq. (3.2) are approximately the same. This is what we observe in Fig. 3.4 for the two extremal values of overlap, i.e. $o \approx 0$ and $o \approx 1$. The most interesting feature comes when we examine intermediate values of overlap. In the interval $o \in[0.15,0.4]$ there exists an optimal amount of information that a certain multiplex representation can encode with respect to its corresponding aggregate graph. Thus, according to our complexity measure, for these values of overlap a multiplex representation is always preferable compared to its aggregate network. Remarkably, $\mathcal{C}(\mathcal{M})$ shares the same salient traits of a "good" complexity function, as presented in Fig. 1.2 of Chapter 1.2. That is, the complexity is low when the multiplex is either highly ordered $(o \approx 1)$ or disordered $(o \approx 0)$, while it takes high values for multiplex with intermediate values of structural overlap.

This peculiar characteristic comes from the way the complexity $\mathcal{C}(\mathcal{M})$ is defined, i.e. as the ratio between two Kolmogorov complexities. In a way, such definition resembles the physical complexity mentioned in Chapter 1.2, that is, the complexity of a string cannot be considered in isolation, but it must be compared within its "environment". By only relying on either the Kolmogorov complexity of the numerator or denominator of Eq. 3.2, in fact, we would not be able to assign a low value of complexity for highly disordered multiplex networks $(o \approx 0)$.

### 3.3.1 Effect of network rewiring

To fully characterise the behaviour of the complexity function $\mathcal{C}(\mathcal{M})$, we also consider a different ensemble of networks where we iteratively increase and decrease the structural overlap using the rewiring procedure described above. When increasing (resp. decreasing) the overlap, we


Figure 3.5. Hysteresis loop for the multiplex complexity $\mathcal{C}(\mathcal{M})$ as a function of the structural overlap o. A hysteresis loop of $\mathcal{C}(\mathcal{M})$ appear for a multiplex with $N=10000$ nodes, and $M=4$ layers with average degree $\langle k\rangle=6$. We report with red arrows the trajectory observed when the structural edge overlap is decreased, while with the blue arrows the trajectories observed when the structural overlap is increased.
observe two distinct trajectories in the $[o-\mathcal{C}(\mathcal{M})]$ plane, which characterise a hysteresis loop (see Fig. 3.5). In particular, we start by considering a multiplex network consisting of four identical ER random graph with $N=10000$ nodes and average degree $\langle k\rangle=6$. We then compute the complexity measure when reducing the overlap of the multiplex by rewiring its edges until we obtain a multiplex with $o=0$. Then, we start the rewiring procedure again to increase the structural overlap until the system results in a multiplex network with $o=1$. The two distinct trajectories indicate that the procedures used for decreasing (resp. increasing) the edge overlap are not ergodic. This is related to the profound difference between the ways in which the overlap is created and destroyed. In fact, the number of ways the overlap can be reduced at random starting from a multiplex network with identical layers is far more numerous than the number of ways the overlap is increased at random starting from a multiplex network with all distinct layers (i.e., structural overlap equal to zero). Thus, extreme care is required for the rewiring process of a multiplex network. As we will see later in the thesis, knowing this small caveat
comes in handy when dealing with null-models that aim at maintaining the structural overlap of empirical/synthetic multiplex networks.

### 3.3.2 Effect of aggregate network and compression algorithm

In the computation of $\mathcal{C}(\mathcal{M})$, we fixed two particular features: (i) we rely on the gzip algorithm [258] for approximating the Kolmogorov complexity of the edge lists $s(\Omega)$ and $s(W)$, and (ii) we choose a particular form of the aggregate matrix $W$ [defined in Eq. (3.3)] to ensure $\mathcal{C}(\mathcal{M})=1$ when all the layers of a multiplex are identical. But these choices are not the only possibilities. Other formulations of the aggregate matrix $W$ could be used, in principle. Similarly, any compression algorithm can be used instead of gzip for computing an upper bound of the Kolmogorov complexity.

To investigate the dependence of the complexity function on these two aspects, we consider two alternative common compression algorithms, namely, bzip2 [261] and lz4 [262], and two alternative aggregate representations that could be actually used in place of our original definition of $W$ :

$$
\begin{equation*}
W_{i j}^{\prime}=o_{i j}=\sum_{\alpha=1}^{M} a_{i j}^{[\alpha]} \tag{3.6}
\end{equation*}
$$

or:

$$
W_{i j}^{\prime \prime}= \begin{cases}2^{o_{i j}} & \text { if } o_{i j}>0  \tag{3.7}\\ 0 & \text { otherwise }\end{cases}
$$

We report the comparisons between the two alternative formulations/algorithms in Fig. 3.6. In both panels, we observe that although there are some minor quantitative differences, the qualitative behaviour of the complexity function remains similar. In other words, we still obtain a non-monotonic behaviour of $\mathcal{C}(\mathcal{M})$ as a function of the structural overlap $o$.


Figure 3.6. Impact of the weighted aggregate representations and compression protocols on the complexity $\mathcal{C}(\mathcal{M})$. We report, for an ensemble of synthetic multiplex networks with a variable number of layers and tunable structural overlap o $(N=10000$ nodes and $\langle k\rangle=6)$, the complexity $\mathcal{C}(\mathcal{M})$ as a function of the structural overlap. (a) For all the three weighted aggregate representations, $W W^{\prime}$, and $W^{\prime \prime}$, we observe a similar behaviour when computing the Kolmogorov Complexity of binary strings. Despite minor quantitative differences, also in this case the complexity $\mathcal{C}(\mathcal{M})$ has a non-monotonic behaviour as a function of the structural overlap, for any value of $M$. (b) Similar considerations hold when considering different compression protocols.

### 3.3.3 Effect of network topology and average degree

In Figure 3.7(a) we report the value of complexity in the ensembles of synthetic multiplex networks with different average degree on each layer, where the total number of nodes and the number of layers are kept fixed $(\mathrm{N}=10000, \mathrm{M}=20)$, while the the structural overlap $o$ is tunable. As expected, the complexity increases slightly as a function of the average degree $\langle k\rangle$,


Figure 3.7. Impact of the average degree and network topology on the complexity $\mathcal{C}(\mathcal{M})$. (a) We report the multiplex complexity $\mathcal{C}(\mathcal{M})$ for an ensembles of synthetic multiplex networks with $M=20$ layers, variable average degree $\langle k\rangle$ and tunable structural overlap o. Each layer is an Erdös-Rényi graph with $N=10000$ nodes. The $\mathcal{C}(\mathcal{M})$ proportionally increases as a function of $\langle k\rangle$ while maintaining the same optimal value of complexity around $o \approx 0.21$. (b) For an ensembles of synthetic multiplex networks with $\langle k\rangle=6$ and tunable structural overlap o, we report the values complexity for different topologies, namely, regular networks, ER random graph, and scale free networks with $\gamma=2.7$. As one would expect, it appears that scale-free multiplex networks have a higher complexity compared to multiplex having ER or regular topologies.
while the shape of the curve and the position of the maximum remain unchanged.

We further investigate the impact of different network topologies on the complexity. We report in Figure 3.7(b) the comparison of complexity in the ensembles of synthetic multiplex
networks with different topologies, namely, regular, Erdös-Rényi, and scale-free networks ( $\gamma=$ 2.7) with the same average degree. In this case, we observe a slight difference in the values of complexity depending on the topology. That is, scale-free multiplex networks have a slightly higher complexity compared to multiplex systems, whose layers are ER or regular topologies.

### 3.4 Algorithmic reducibility of multiplex networks

One of the most intriguing aspects of adopting a multiplex representation is that it usually conveys more information than the corresponding aggregate graph. Yet, a considerable chunk of multi-dimensional data sets is normally redundant and can sometimes be neglected. If we consider a straightforward mapping of each type of relation of the multi-dimensional data set into a layer of a multiplex framework, this might eventually result in a redundant representation of the original system. This is often inconvenient, since computing even simple multilayer structural descriptors, such as clustering coefficient, average shortest path or any centrality measure based on paths, scale super-linearly or exponentially as a function of the number of layers [216]. Hence, it is always desirable to deal with parsimonious models and examine them under Occam's razor. Here, we leverage the complexity measure $\mathcal{C}(\mathcal{M})$ as a powerful tool to tackle the reducibility problem, i.e. to determine the optimal amount of layers in a multiplex representation which preserves as much structural and dynamical information as possible about the original system. In particular, if we consider a multiplex network $\mathcal{M}$ with $M$ layers and we aggregate some of the layers, we will obtain a reduced representation $\mathcal{X}$ of the original system with $X \leq M$ layers. Thus, we propose to quantify the normalised information content in the multiplex as:

$$
\begin{equation*}
q(\mathcal{X})=\frac{\mathcal{C}(\mathcal{X})}{\log K_{\mathcal{X}}} \tag{3.8}
\end{equation*}
$$

where $K_{\mathcal{X}}$ is the total number of links in the multiplex $\mathcal{X}$. At first glance, the normalisation factor seems superfluous. But, $\log K_{\mathcal{X}}$ allows us to properly account for the Kolmogorov complexity
of bit strings of different length. In particular, the algorithmic complexity of an ensemble of bit strings of length $n$ grows as $\log n+\mathcal{O}(1)$ [85]. In our setting, the length of the bit strings is proportional, on average, to the number of links in the multiplex. As a result, a system with a larger number of links is expected to have a larger value of multiplex complexity. This is a technical inconvenience when dealing with the reducibility problem. Clearly, a multiplex with a larger number of layers will usually have a larger amount of edges and will be encoded in a longer string. For this reason, dividing the value of multiplex complexity by $\log \left(K_{\mathcal{X}}\right)$ allows us to safely compare low-dimensional representations of a multiplex network with a different number of layers (and links).

The function $q(\mathcal{X})$ can be regarded as a quality function, since it quantifies the information content that a certain multiplex network $\mathcal{X}$ encodes with respect to its weighted aggregate representation $W_{\mathcal{X}}$, as defined in Eq. (3.3). Thus, it can be effectively employed during a reducibility procedure for selecting the optimal compressed representation. In other words, we aim to select the (possibly reduced) multiplex representation that yields the highest value of $q(\mathcal{X})$, or equivalently, to find $\operatorname{argmax}[q(\bullet)]$. Notice that, a system consisting of all identical layers will always have its maximum value of quality function $q(\mathcal{X})$ at $1=X \leq M$ layers, since the multiplex and the aggregate network representations are equivalent and have the same Kolmogorov complexity.

Computing the global maximum of the quality function $q(\bullet)$ is in general computationally unfeasible since it requires enumerating all the possible partitions of $M$ layers. This is an NPhard problem that requires a number of operations that scales super-exponentially with $M$ (also known as the Bell number [257]). For this reason, a conventional way to overcome this issue is to rely on a greedy aggregation process, which reduces the computational cost only to $\mathcal{O}\left(M^{2}\right)=$ $\binom{M}{2}+\frac{(M-1)(M-2)}{2}$. Here we adopt this greedy approach to tackle the reducibility problem, as also done in Ref. [60]. We start with a multiplex network with $M$ layers, and at each step of the algorithm, we compute the complexity $\mathcal{C}$ of all the possible pairs of layers. We call $\bar{D}$ the pair of layers with the maximum value of complexity, and we consider the set of pairs of layers
whose overlap is larger than or equal to that of $\bar{D}$. We then aggregate the pair of layers $D$ of that set yielding the smallest value of complexity $\mathcal{C}(D)$. The aggregation is performed by taking the union of the edges of the two layers. The rationale behind this particular choice is that it allows to aggregate pairs of layers that are indeed very similar (both in terms of complexity and edges in common). Hence, the iteration of this aggregation procedure will result in a sequence of compressed multiplex networks with $\{M, M-1, M-2, \ldots, 2,1\}$ layers. Among those $M$ reduced multiplex networks, we choose the one yielding the largest value of $q(\bullet)$.

At first glance, an alternative approach in the aggregation process would be to select the pair of layers that "just" maximise [minimise] the quality function $q(\bullet)$ the complexity $\mathcal{C}(\bullet)$ ], without considering the overlap. Yet, both these alternative choices would inevitably create structural artefacts during the aggregation procedure. This is due to the non-monotonic behaviour of the complexity function which, by construction and as shown in Fig. 3.4, assigns low complexity values to the two extreme conditions, i.e. very redundant or very dissimilar pairs of layers. Thus, when maximising (resp. minimising) only one of the two functions, the aggregation procedure might first select a pair of very dissimilar layers (i.e., the two layers share only few edges in common) over couples of layers characterised by a high level of redundancy (i.e. $o \approx 1$ ) and with (slightly) higher values of complexity.

### 3.4.1 Reducibility of synthetic multiplex networks

We start testing our method by considering ad-hoc synthetic multiplex networks where some of the $M$ layers are identical by construction. We expect that a good procedure should identify a (compressed) multiplex representation made only of truly distinct layers, in principle. In Fig. 3.8 we report the results of the greedy reduction on four different synthetic benchmarks. In particular, we plot the global quality function $q(\bullet)$ and the complexity $\mathcal{C}(\bullet)$ as a function of the number of layers $M$ (left panels), and the dendrogram corresponding to the greedy aggregation

| Benchmark ID | M | $M_{\text {distinct }}$ | pattern | $M_{\text {opt }}(C)$ | $M_{\text {opt }}(V N)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 15 | 5 | $\{3,3,3,3,3\}$ | 5 | 5 |
| 2 | 20 | 10 | $\{2,2,2,2,2,2,2,2,2,2\}$ | 10 | 12 |
| 3 | 15 | 5 | $\{3,2,1,4,5\}$ | 5 | 5 |
| 4 | 50 | 5 | $\{10,10,10,10,10\}$ | 5 | 14 |
| 5 | 10 | 4 | $\{5,2,2,1\}$ | 4 | 5 |
| 6 | 10 | 6 | $\{2,2,1,2,2,1\}$ | 6 | 6 |
| 7 | 30 | 2 | $\{15,15\}$ | 2 | 16 |
| 8 | 35 | 1 | $\{35\}$ | 1 | NA |

Table 3.3. Reducibility of synthetic multiplex benchmarks with ground truth. From left to right, we report the total number of layers $M$, the total number of distinct layers $M_{\text {distinct }}$, the pattern of identical layers in the multiplex, and the number of optimal layers $M_{\text {opt }}(C)$ obtained when maximising the quality function $q(\bullet)$. The last column indicates the optimal number of layers $M_{o p t}(V N)$ when using the multiplex structural reducibility based on the von Neumann entropy. Notice that in all the cases, $\mathcal{C}(\mathcal{M})$ correctly identifies both the correct sequence of aggregation steps and the best partition, outperforming the procedure based on the von Neumann entropy.
steps (right panels).

In all the synthetic cases considered, the maximum of the quality function $q(\bullet)$ correctly identifies the partition made of truly distinct layers, while in general the raw value of complexity $\mathcal{C}(\bullet)$ fails to identify the correct partition. This confirms our intuition that, by taking into account


Figure 3.8. Reducibility of four synthetic multiplex networks with $N=1000$ nodes, $\langle k\rangle=4$ and $M=10$ layers. The four panels correspond to: (a) ten identical layers; (b) ten distinct layers; (c) five pairs of identical layers; (d) 9 identical layers and 1 distinct layer. Notice that all the distinct layers are independent realisations of Erdös-Rényi random graphs. For each synthetic multiplex we show both the global quality function $q(\bullet)$ and the complexity $\mathcal{C}(\bullet)$ as a function of the number of layers $M$ (left panel) and the dendrogram resulting from the greedy aggregation steps of the reducibility procedure (right panel). Notice that the maximum of the quality function $q(\bullet)$ corresponds to the true partition of layers, while the complexity $\mathcal{C}$ generally fails to identify the correct partition.
differences in the total number of edges of the multiplex, the quality function $q(\bullet)$ does a better job at discriminating between essential and redundant information. Indeed, while the multiplex with $M=10$ identical layers is always aggregated into a single-layer graph [Fig. 3.8(a)], in the multiplex with all distinct layers, the maximum of $q(\bullet)$ is attained by the initial configuration with ten layers [Fig. 3.8(b)].

Table 3.3 shows the results of our reducibility procedure for 8 other synthetic benchmarks with variable number of layers, highlighting the pattern of identical layers in each multiplex (i.e. the ground truth). For instance, the pattern $\{3,3,3,3,3\}$ in the first benchmark corresponds to a multiplex with $M=15$ layers where every subsequent triplets of layers are identical, i.e., layer1 is identical to layer2 and layer3, layer4 is identical to layer5 and layer6, and so on. We report in the third column of the table the number $M$ distinct of layers that are truly distinct, in the sense mentioned above. For the sake of completeness, we also report the results obtained when considering the reducibility procedure based on the Von Neumann entropy, mentioned in the previous chapter and originally developed in Ref. [60]. These synthetic benchmarks reveal that the reducibility procedure based on complexity correctly identifies all the reduced multiplex networks made of only distinct layers, while the procedure based on the Von Neumann entropy fails in some instances.

To further compare the two methods, we also consider a different set of synthetic multiplex networks, where the average degree and the topology of each layer are not kept fixed. In particular, we first consider two benchmarks with $N=1000$ nodes, constructed through two different models, namely, Barabasi-Albert linear preferential attachment graphs (BA) [190], and ER graphs. We consider a multiplex consisting of $M=30$ layers, where every group of 10 layers is identical to a BA graph with $m=3$, an ER graph with $\langle k\rangle=4$, and an ER graph with $\langle k\rangle=8$. Within this setting, the number of distinct layers is by construction equal to 3 . In the second benchmark, the number of total layers is equal to $M=35$. In this case, we vary the average degree for both the ER and BA models. The first five layers correspond to a BA with $m=3$,


Figure 3.9. Reducibility analysis for multiplex networks with layers having different topologies and average degree $\langle k\rangle$. The multiplex networks correspond to: (a) 3 groups of ten layers respectively created with the $B A$ model $m=3$, and $E R$ with $\langle k\rangle=4,8$; (b) 35 layers with layers created from the $B A$ model $m=3,5$, and $E R$ with $\langle k\rangle=4,6,8$. In panel ( $c-d$ ), the multiplex consists of 18 (54) layers, which are made of group of layers constructed from the BA, $E R$, WS models respectively. Each of these groups is composed by 6 layers, one of which is a realisation of a network model (e.g. BA), while the other 5 layers have an increasing amount of edge overlap with the network model realisation, $10 \%, 25 \%, 50 \%, 75 \%, 100 \%$ respectively. For each synthetic multiplex we show the global quality function $q(\bullet)$ as a function of the number of layers $M$ and the optimal number of layer $M_{\text {opt }}(V N)$ identified by the method based on the von Neumann entropy (dotted aqua line). Groups of layers associated with the same network model are normally merged first. It seems that the method based on complexity is more conservative than the one based on the von Neumann entropy, especially when considering the multiplex networks with variable level of overlap.
and the next five layers are identical to a single realisation of a BA model with $m=5$. The remaining layers are grouped in 7,6 , and 10 layers respectively, which are sampled from an ER graphs with $\langle k\rangle=4,6,8$. Thus, the number of truly distinct layers are only 5 . The last two benchmarks are similar to the one introduced in Ref. [60] (Supplementary Note 1), with layers drawn from BA with $m=4$, ER with $p=0.05$ and Watts-Strogatz small-world models (WS, $m=5, p=0.2$ ). More precisely, the two benchmarks have $N=200$ nodes with one (three)
realisations for each model, named "master layers" and called BA 1 (BA 2, BA 3), ER 1 (ER 2, ER 3), and WS 1 (WS 2, WS 3) [63] respectively. For each realisation, we constructed 5 more layers, each characterised by an increasing amount of edge intersection with the corresponding master layer, i.e $10 \%, 25 \%, 50 \%, 75 \%, 100 \%$. Thus, we obtained two synthetic benchmarks made of $3(9)$ groups of 6 layers each, for a total of 18 and 54 layers respectively.

The results of the reducibility process for these four benchmarks are presented in Fig. 3.9. Also in this case, we highlight the behaviour of the global quality function $q(\bullet)$ as a function of the number of layers $M$, and for two of the benchmarks we report the dendrogram corresponding to the greedy aggregation steps. The aggregation procedure of our method first merges layers generated by the same network model, and then clusters together all the others [see for instance Fig. 3.9 (a-b) right panel]. For comparison, we also highlight the optimal number of layer $M_{o p t}(V N)$ identified by the method based on the von Neumann entropy (dotted aqua line). It appears that our method is more conservative with respect to the other one.

### 3.4.2 Reducibility of real-world multiplex networks

After having checked that $q(\bullet)$ identifies meaningful layer partitions in synthetic multiplex networks, we extended our analysis to real-world multiplex data sets. The results are reported in Table 3.4. Notice that most of the technological and biological multiplex networks in the Table admit reduced representations, which have only a slightly smaller number of layers than the original systems. This is in agreement with the observation that in technological systems structural redundancy is purposedly avoided. Similarly, the poor redundancy observed in biological multiplex networks is in line with the functionally different role played by each layer (protein interaction, functional dependence, mechanical interaction, and so on). However, technological systems exhibit consistently larger values of multiplex complexity than biological systems. A comparison with the reducibility algorithm based on the von Neumann entropy shows again that

| Multiplex | $M$ | $o$ | $M_{o p t}(C)$ | $\left[\max q(\cdot)_{C}\right]$ | $M_{o p t}(V N)$ | $q(\cdot)_{V N}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| London Tube [60] | 13 | 0.006810 | 11 | 0.183 | 2 | 0.499 |
| Barcelona Tube [2] | 11 | 0.002367 | 11 | 0.224 | 11 | 0.513 |
| Bejing Tube [2] | 17 | 0.000197 | 15 | 0.199 | 17 | 0.528 |
| Berlin Tube [2] | 9 | 0.001359 | 8 | 0.214 | 9 | 0.461 |
| Airports North America [224] | 143 | 0.003958 | 129 | 0.143 | 93 | 0.697 |
| Airports Europe [224] | 175 | 0.003185 | 163 | 0.162 | 109 | 0.675 |
| Airports Asia [224] | 213 | 0.005477 | 209 | 0.180 | 146 | 0.291 |
| Airports South America [224] | 58 | 0.014244 | 53 | 0.187 | 41 | 0.682 |
| Airports Oceania [224] | 37 | 0.014532 | 27 | 0.185 | 31 | 0.665 |
| Airports Africa [224] | 84 | 0.006876 | 74 | 0.191 | 65 | 0.719 |
| EU airlines [56] | 37 | 0.005964 | 37 | 0.151 | 37 | 0.411 |
| Train UK [1] | 41 | 0.002687 | 24 | 0.120 | 15 | 0.225 |
| APS countries [2] | 10 | 0.451138 | 10 | 0.176 | 2 | 0.047 |
| Aarhus network | 5 | 0.189093 | 5 | 0.201 | 2 | 0.158 |
| Terrorist network [224] | 4 | 0.153558 | 4 | 0.171 | 2 | 0.239 |
| Pierre Auger collab. [247] | 16 | 0.006901 | 10 | 0.117 | 15 | 0.423 |
| Arabidopsis [60] | 7 | 0.007690 | 6 | 0.105 | 7 | 0.421 |
| Candida [60] | 7 | 0.007892 | 5 | 0.177 | 3 | 0.620 |
| Celegans [60] | 6 | 0.003095 | 6 | 0.114 | 5 | 0.430 |
| Drosophila [60] | 7 | 0.004389 | 5 | 0.098 | 6 | 0.379 |
| Gallus [60] | 6 | 0.012923 | 5 | 0.179 | 5 | 0.577 |
| Human Herpes-4 [60] | 4 | 0.042056 | 2 | 0.196 | 4 | 0.353 |
| Human HIV-1 [60] | 5 | 0.022294 | 5 | 0.150 | 4 | 0.353 |
| Mus [60] | 7 | 0.010776 | 7 | 0.106 | 6 | 0.375 |
| Oryctolagus [60] | 3 | 0.019231 | 3 | 0.209 | 2 | 0.500 |
| Plasmodium [60] | 3 | 0.000206 | 2 | 0.128 | 3 | 0.611 |
| Rattus [60] | 6 | 0.012401 | 6 | 0.126 | 5 | 0.472 |
| S. Cerevisiae [60] | 7 | 0.017603 | 5 | 0.092 | 3 | 0.135 |
| S. Pombe [60] | 7 | 0.007070 | 5 | 0.099 | 2 | 0.206 |
| Xenopus [60] | 5 | 0.025692 | 5 | 0.169 | 4 | 0.410 |

Table 3.4. Reducibility of technological, social, and biological multiplex networks. From left to right, the columns report the number of layers in the original system ( $M$ ), the structural overlap (o), the number of optimal layers $\left(M_{o p t}(C)\right)$ obtained when maximising the quality function $q(\bullet)$, the value $\max q(\bullet)$, and the optimal value of complexity $C_{o p t}$ observed. The last two columns show the optimal number of layers $M_{o p t}(V N)$ and the corresponding value of the quality function $q(\bullet)_{V N}$ obtained when using the multiplex structural reducibility procedure introduced in Ref. [60]. Although the two methods yield different results, they share similar features, i.e. technological multiplex networks are less likely to be reduced compared to biological and social systems.
the reducibility based on complexity is in general more conservative and often yields an optimal partition that has a slightly larger number of layers.

### 3.4.3 Structural properties of reduced multiplex networks

As discussed earlier, a layer reduction procedure is expected to remove redundancies while maintaining as much information as possible about the original system. However, there is generally no a priori guarantee that the reduced multiplex obtained by aggregating some of the layers actually preserves any of the structural or dynamical properties of the original multiplex network to a given level of accuracy. To explore this aspect of layer reduction, we compared the distributions of four structural indicators in the original multiplex networks and in the networks obtained by using the aggregation procedure described above. In Fig. 3.10, we report the Kendall's $\tau$ correlation coefficient of the rankings induced by total node degree, node activity, participation coefficient, and node interdependence in both synthetic and real-world multiplex networks.

In almost all the multiplex networks considered, the optimal partition identified by the multiplex complexity preserves most of the structural properties of the original system, as confirmed by the relatively high values of correlation $(\tau>0.8)$. Conversely, the optimal aggregations based on the von Neumann entropy [60] often correspond to relatively lower values of correlation. We argue that this is a very desirable feature of the definition of complexity we have proposed. Indeed, a decrease of structural correlation is a clear indication that aggregation is creating structural artefacts. At the same time, the fact that the configuration found by using $q(\bullet)$ always yields high values of correlation with the original multiplex network confirms that the procedure is removing only truly redundant information, preserving most of the salient properties of the system. This is clearly visible when considering synthetic benchmarks [Fig. 3.10(a-d)], where the optimal partition of the multiplex made of only distinct layers is known by construction. Despite the value of the Kendall's correlation decreases as the number of layers diminishes, the method based on multiplex complexity correctly identifies the optimal partition in all the cases considered. For the numerical computation of the node interdependence $\lambda_{i}$, we rely on a novel method that effectively exploits the prime-weight matrix introduced above. We report in Appendix A. 1


Figure 3.10. Impact of reducibility in altering the structural properties of multiplex networks. Kendall's $\tau$ correlation between the rankings induced by four structural descriptors in synthetic and real-world multiplex networks and the corresponding reduced networks with $M$ layers. Panels (a)-(d) are for the same synthetic benchmarks shown in Fig. 3.8. The panels on the bottom row correspond to real-world systems, namely (e) Saccharomyces Pombe, (f) APS scientific collaborations among countries, (g) European Airports, and (h) Auger scientific collaboration. The multiplex structural descriptors considered here are total node degree ( $k_{i}$ ), node activity ( $B_{i}$ ), participation coefficient ( $P_{i}$ ), and node interdependence ( $\lambda_{i}$ ). For each network we also indicate the number of layers in the optimal reduced system identified by multiplex complexity ( $M_{o p t}(C)$, grey dash-dotted line) and by the von Neumann entropy ( $M_{o p t}(V N)$, aqua dotted line). In all the synthetic cases, the quality function $q(\bullet)$ in Eq. (3.8) correctly identifies the optimal partition as the one where identical layers are aggregated, thus preserving the structural properties of the original multiplex. Conversely, in some cases the partitions found using the von Neumann entropy are different from those expected. Notice that for the benchmark made of only identical layers (a), the correlation coefficient is not defined for two structural descriptors (constant behaviour). For all the real-world networks the multiplex complexity provides a more conservative representation of the system and retains most of the properties of the original graph ( $\tau>0.8$ for all the structural descriptors), while the reduction based on the von Neumann entropy might probably discard important information and/or create structural artefacts.
the detailed description of the algorithm.

### 3.4.4 Dynamical properties of reduced multiplex networks

Even though high correlation between the structural properties of a multiplex network and its reduced counterpart indicates that the two systems are structurally similar, this will not guarantee in general that a dynamical process happening on the reduced multiplex network will exhibit a phenomenology similar to that observed on the original multiplex. As an example, we consid-
ered a multiplex susceptible-infected-susceptible (SIS) epidemic model [214] and we computed the epidemic threshold $\lambda_{c}$ of the system at each step of the greedy aggregation procedure. In this process, the epidemic threshold depends on the contagion parameter $\gamma / \beta$, which represents the ratio of intra-layer vs inter-layer contagion. In Fig. 3.11, we report the results of our analysis for both synthetic and real-world multiplex networks for different values of the contagion parameter $\gamma / \beta$. Notice that any drop in the value of the critical threshold corresponds to an important change in the structure of the reduced multiplex, e.g., to the formation of new (possibly artificial) structural patterns. This is easily observable in synthetic benchmarks [Fig. 3.11(a)-(d)], where the epidemic threshold of the reduced multiplex remains the same as that of the original multiplex up to the point where $q(\bullet)$ is optimal, and then decreases abruptly. This means that, with respect to epidemic spreading, the reduced multiplex obtained by optimising the quality function $q(\bullet)$ has basically the same dynamical behaviour as the original multiplex. Further aggregations yield a system with different dynamics. As a result, the optimal reduced multiplex network


Figure 3.11. Impact of reducibility in altering the dynamical properties of multiplex networks. Epidemic threshold $\lambda_{c}$ for the multiplex SIS dynamics [214] as a function of the number of layers $M$ and for different values of the contagion parameter $\gamma / \beta$, on the same synthetic and real-world multiplex networks shown in Fig. 3.10. For each network we indicate the number of layers in the optimal reduced system identified by multiplex complexity ( $M_{o p t}(C)$, grey dash-dotted line) and by the von Neumann entropy ( $M_{\text {opt }}(V N)$, aqua dotted line) [60]. Interestingly, drops in the epidemic threshold correspond to dramatic changes in the structure of the multiplex, e.g., the formation of new structural patterns. This is clearly observed when considering the synthetic benchmarks (a)-(d), where the drops occur when truly distinct layers are aggregated. The reducibility procedures based on the von Neumann entropy and multiplex complexity provide similar results in real-world networks [panels (e)-(h)], even though they yield different optimal partitions.


Figure 3.12. Impact of reducibility in altering structural and dynamical properties of four synthetic multiplex networks made of layers with different topologies and average degrees. For each of the four synthetic multiplex networks of Fig. 3.9, made of 30, 35, 18 and 54 layers, we report the Kendall's $\tau$ correlation of the four structural descriptors (top row) and the critical threshold of the SIS dynamic bottom row) as a function of the greedy aggregation steps of the reducibility procedure. For each network, we also indicate the number of layers in the optimal reduced system identified by multiplex complexity ( $M_{\text {opt }}(C)$, grey dash-dotted line) and by Von Neumann entropy ( $M_{o p t}(V N)$, aqua dotted line). Interestingly, the quality function based on Complexity shows a more conservative behaviour compared to the one based on the Von Neumann Entropy. In addition, the greedy aggregation steps for both methods are almost identical, so that couple of layers having the same topology will be aggregated first.
(which has a smaller number of layers) can be used to make meaningful predictions about the dynamics of spreading of the original system. These results provide further evidence that the multiplex reduction based on Kolmogorov complexity somehow outperforms the reduction based on the von Neumann entropy.

We obtain a similar but more intriguing picture for real-world multiplex networks, as shown in Fig. 3.11(e)-(h). We notice that both methods preserve most of the information of the original multiplex, performing approximately the same. Nevertheless, by looking at both the structural and dynamical features over the aggregation steps, it appears that the method based on $\mathcal{C}(\mathcal{M})$ is a bit more conservative, and finds a reduced multiplex that simultaneously preserves as much as possible of both the structural and dynamical features of the original system. Indeed, the best layer partition identified by the method proposed here has high values of Kendall's correlation of structural properties $(\approx 0.8)$ and small variation of the epidemic threshold

In Fig. 3.12, we report additional results for the synthetic benchmarks with different topologies considered above (i.e., the multiplex networks in Fig. 3.9). In this case, we plot the Kendall's $\tau$ correlation distributions of the four structural indicators and the epidemic threshold $\lambda_{c}$ of the system at each step of the greedy aggregation procedure.

It is quite remarkable that a reduction of layers based on the multiplex complexity proposed here usually produces reduced graphs that are sensibly different from those obtained using the classical reduction method based on the von Neumann entropy [60]. In particular, it is worth noting that when using the latter method it is not straightforward to pinpoint a specific graph property as responsible for a change of value of the von Neumann entropy (this fact was also highlighted in the Supplemental Material of Ref. [60]). A difference in the placement of a single edge of the graph can frequently result in relatively large fluctuations of the value of the von Neumann entropy. By contrast, the multiplex complexity $\mathcal{C}(\mathcal{M})$ proposed here links quite closely to the traditional meaning of complexity of a system as the amount of information needed to fully describe it (see also the definitions of complexity presented in Chapter 1.2). Moreover, because of the way $\mathcal{C}(\mathcal{M})$ is defined, its value varies in a somehow predictable way if the edges of the graph are reorganized. In particular, if we add a single edge to an existing multiplex, then we can expect the value of multiplex complexity to change only slightly. If the newly added edge increases the structural overlap of the multiplex, then the value of $\mathcal{C}(\mathcal{M})$ will increase if the original multiplex had a small structural overlap, or decrease if the multiplex had a large structural overlap. In this sense, $\mathcal{C}(\mathcal{M})$ is more closely associated with the structure of the system, and its changes provide information that are more readily interpretable.

### 3.5 Time evolution of complexity

The multiplex complexity $\mathcal{C}(\mathcal{M})$ can be used to track the temporal evolution of the structure of time-varying multiplex networks. In Fig. 3.13, we show how the complexity of five large-
scale multiplex networks has changed over time (see Appendix A. 2 for details about the data sets). $\mathcal{C}(\mathcal{M})$ provides an interesting picture of the alternating behaviour of the Internet Movie Database (IMDb) movie co-starring network over about a century [Fig. 3.13(a)], and of the network of 35 major assets in the NYSE and NASDAQ financial markets in the period 1998-2013


Figure 3.13. Multiplex complexity to characterise four different real-world time-varying multiplex networks. We report $\mathcal{C}(\mathcal{M})$ as a function of time for four different time-varying multiplex networks, namely, (a) the IMDb co-starring network, (b) the financial multiplex constructed from price time series of 35 major assets in NYSE and NASDAQ, (c) the co-authorship multiplex of collaboration in American Physical Society (APS) journals and Web of Science (WOS), and (d) the FAO food import/export multiplex network. Interestingly, some of the local maxima seem to correspond to some periods of crisis in (a) and (b). In the IMDb data set, the highest value of complexity appears in the period between 1935-1940 (we highlight the middle point, i.e. 1937.5 in the plot), which includes the starting date of WWII. Yet, not all the maxima of $\mathcal{C}(\mathcal{M})$ correspond to important periods of instability or crisis, as it is clear from panel (b), where the peak of complexity in 1999 does not capture any period/event of economic depression. The values of complexity in the physics collaboration multiplex, for both the APS and WOS data sets (c), have remained pretty stable over time, and reveal that those systems indeed benefit only marginally from a multilayer representation. Finally, in the FAO food import/export multiplex network the complexity has been increasing considerably over time (d), reflecting the relevant role played by globalisation in the last twenty years in re-shaping the international food market. More details and additional results on these four data sets are reported in Appendix A.2. Abbreviations: WW—World War; Lehman Br.-Lehman Brothers.
[Fig. 3.13(b)]. In both cases, some of the local maxima of complexity may be associated with some periods of crisis in each data set, while local minima of complexity seem to be precursors of renaissance in IMDb and of stability in the financial market. Yet, not all the maxima of $\mathcal{C}(\mathcal{M})$ correspond to important periods of instability or crisis, as it is clear from Fig. 3.13(b), where the peak of complexity in 1999 does not reflect any period/event of economic depression. The value of complexity of scientific collaboration networks [APS and Web of Science, Fig. 3.13(c)] has remained stable around $\mathcal{C}(\mathcal{M})=1$ over the last 35 years. This is mainly due to the fact that in these multiplex networks each layer represents a different field or sub-field of science, and authors normally tend to publish in one or at most a couple of fields. In fact, the structural overlap of those multiplexes is always very small, and the majority of pairs of nodes are connected in at most two layers. As a result, there is not much benefit in considering the multiplex representation, since the information encoded in the different layers is comparable to that contained in the corresponding aggregated graph.

The complexity of the Food and Agriculture Organization of the United Nations (FAO) multiplex network of food exchange has been increasing steadily in the last 30 years [Fig. 3.13(d)]. This is most probably linked to the globalisation of commercial exchanges, which is also reflected in a more intricate pattern of relations among countries across a wide range of products.

### 3.6 Planar embedding of real-world multiplex networks

In Fig. 3.14 we show how multiplex complexity can be used to obtain a planar embedding of multiplex networks of a different kind, and to reveal the presence of interesting clusters. For each multiplex network, we used the maximum value of the quality function $\max q(\bullet)$ as one of the coordinates, and the normalised epidemic threshold $\tilde{\lambda}_{c}=\lambda_{c} / M_{\text {opt }}(\mathcal{C})$ of the SIS dynamics [214] with contagion parameter $\gamma / \beta=1$ as the other one. Notice that $\tilde{\lambda}_{c}$ removes the dependence on the number of layers of the multiplex, making it possible to compare reduced multiplex networks


Figure 3.14. Multiplex cartography in real networks by means of orthogonal multiplex metrics. We map real-world systems in the plane (max $q(\bullet)-\tilde{\lambda}_{c}$ ) (a) and we report the corresponding dendrogram obtained through Ward's hierarchical agglomerative clustering (b). It appears that these two orthogonal descriptors alone are sufficient to identify two large classes of real-world multiplex networks, namely, biological networks on the one side (green cluster) and techno-social systems on the other side (red cluster).
with a different number of layers. Moreover, since the epidemic threshold is intimately connected to the spreading dynamics on a graph, the information it provides is somehow orthogonal to that captured by multiplex complexity, which is instead a purely structural quantity. In Fig. 3.14(a), we indicated with different colours the two largest groups obtained through hierarchical clustering in the $\left[\max q(\bullet), \tilde{\lambda}_{c}\right]$ plane, while in Fig. 3.14(b), we show the corresponding dendrogram, highlighting all the aggregation steps, where at each step of the procedure we merge two clusters based on the minimum increase in total within-cluster variance over all possible pairs [263]. These two descriptors are already sufficient to cluster multiplex networks with different functions, so that all the biological multiplex networks appear in the same cluster and social and technological systems are put in another cluster. An even more intriguing picture, where biological, social, and technological networks are put in three distinct clusters, is obtained when the normalised epidemic threshold is replaced by another dynamical descriptor, i.e., the maximal entropy rate per node $h_{\max }$ [264]. Again, in this case the two orthogonal measures (i.e. a structural and
dynamical metric) are sufficient to cluster systems in macro-families. Note that $h_{\text {max }}$ is linked to the dispersiveness of random walks on a graph, and it thus carries information about the large-scale dynamical properties of a multiplex [264]. For a multiplex $\mathcal{M}$, the maximal entropy rate is defined as:

$$
\begin{equation*}
h_{\max }=\log \lambda_{\max } \tag{3.9}
\end{equation*}
$$

where $\lambda_{\max }$ is the maximum eigenvalue of the overlapping matrix $O=\left\{o_{i j}\right\}$ associated with $\mathcal{M}$ [264]. To account for the dependence of $\lambda_{\max }$ on the total number of nodes in the graph, we use the normalised maximal entropy rate:

$$
\begin{equation*}
\tilde{h}_{\max }=\frac{h_{\max }}{N} \tag{3.10}
\end{equation*}
$$



Figure 3.15. Cartography of real-world multiplex networks. We report the multiplex cartography of real-world systems in the plane $\left(\max q(\bullet), \tilde{h}_{\max }\right)$ (a) and the corresponding dendrogram obtained through Ward's method hierarchical agglomerative clustering. It looks like these two structural descriptors alone are able to identify three classes of real-world multiplex networks, namely, biological networks (green cluster), social systems (blue cluster), technological systems (red cluster).

In Fig. 3.15, we indicated with different colours the three largest group obtained through Ward's method [263] in the $\left[\max q(\bullet), \tilde{h}_{\max }\right]$ plane, while in Fig. 3.15(b), we show the corresponding dendrogram, highlighting all the aggregation steps.
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## Chapter 4

## Optimisation and Pareto

## Optimality

In this chapter we provide a brief overview of single and multi-objective optimisation theory. We then formally introduce the concept of Pareto optimality with explanatory examples. Finally, we review some of the performance metrics proposed in the literature to compare quantitatively the solutions of different multi-objective optimisation problems.

### 4.1 Background

Imagine you need to buy a car; you look at the market and consider all the possible options. Cars are available on the market with a range of different prices, from a few thousand to a few hundred thousand pounds. They differ from each other by a wide set of characteristics, such as global comfort, maximum speed, stability, road-holding, number of seats, and of course the brand. For our purpose, let us consider only one of these features, namely, global comfort. Our aim is to
select, among all the cars available on the market (i.e. all the feasible solutions), the best one that simultaneously maximises comfort and minimises cost (i.e the two objective functions) [265]. For the sake of simplicity, let us suppose that all cars are within a fixed range of price (i.e. five to fifty thousand pounds), and degree of comfort (i.e. from 40 to $90 \%$ ), as shown in Fig. 4.1. How do we select a solution between all the possible available cars? For sure, if we compare solution A with respect to X , solution A is better than X , since it has the same level of comfort at a cheaper price. A similar argument can be used when comparing solution B with X (i.e. at the same cost, solution B offers a higher comfort). Yet, when comparing solution A and B , we cannot determine which one is better than the other. This is because, an increase in the degree of comfort comes at the expense of the cost. A similar argument is valid for any pair of red points in Fig. 4.1. In other words, these points represent those solutions for which no improvement can be achieved in one objective function without hindering the other one. As a result, all these "trade-off" solutions can be considered as "optimal" with respect to the problem of minimising the cost and maximising the comfort. But in practice, how do we select one of these optimal


Figure 4.1. Solutions of a multi-objective optimisation problem. Hypothetical example in a car-buying decision making problem. Trade-off solutions are denoted in red for this multiobjective optimisation problem. Adapted from [265].
solutions? There is not a single answer. For example, a wealthy buyer, for whom comfort is the primary goal, would select solution 2, since it corresponds to the highest level of comfort. By contrast, if the budget is very limited, the buyer would be inclined to choose solution 1 .

In more formal terms, the example presented above falls in the class of optimisation problems. Optimisation can be regarded as the procedure of finding and comparing feasible solutions until no further improvement can be found [265]. Solutions are considered good or bad in terms of an objective function, which often reflects the efficiency or quality of a product, the cost of production, a product's reliability, or other factors [265]. In the last decades, a large amount of research and applications in the field of optimisation have mainly focused on considering single-objective optimisation (SOO), i.e. the problem that involves the optimisation of only one objective function. Hence, the existence of several kinds of single-objective optimisation algorithms [266]. Some of them, for instance, are based on deterministic search principles, while others on stochastic search principles, which allow optimisation algorithms to find globally optimal solutions in a more reliable way [265]. Examples of these principles include gradient-based and heuristic-based search techniques.

However, as we have seen from the example above, most real-world problems cannot be framed in the optimisation of a single-objective function. On the contrary, they often involve more than one objective function at a time. The optimisation problem dealing with more than one objective function at a time is known as multi-objective optimisation. Note that the multiple objectives involved in a multi-objective optimisation process are often in conflict with one another so that the optimisation problem becomes challenging. For instance, in the car example, an increase in the degree of comfort, always comes with an increase in the price. More importantly, as seen above, since no solution can be considered as an optimum solution to all the multiple conflicting objectives, the resulting multi-objective optimisation problem transforms to finding a number of different trade-off optimal solutions. In particular, a solution that optimises with respect to one of the objective functions often requires a compromise in other objective functions. As a result,
without additional information, none of these trade-offs can be considered better than the others.

In the following, we will formally introduce the concept of a multi-objective optimisation problem and mention some of the techniques envisaged in the literature to select one of the trade-off solutions.

### 4.2 Multi-objective Optimisation Problem

To define the optimal solutions for a multi-objective optimisation problem, we need to introduce an order relation on a generic set $A$.

Let us introduce the basic ingredients from set theory:

## Definition 4.2.1 (Binary relation)

$A$ binary relation $R$ on two sets $A$ and $B$ is a subset of the Cartesian product $A \times B$.
If $(a, b) \in R$, we sometimes write $a R b$.

In particular, when we say that $R$ is a binary relation on a set $A$, we mean that $R$ is a subset of $A \times A$.

## Definition 4.2.2 (Strict partial order)

Let $R$ be a binary relation on a generic set $A$. We say that such relation is a strict partial order on $A$ if holds:

1. irreflexive: if $(x, x) \notin R$ for every $x \in A$;
2. transitive: if $(x, y) \in R,(y, z) \in R$ imply $(x, z) \in R$.

We will denote binary relations with such properties with $\prec$. In particular, we can now define the (usual) partial order, denoted with the symbol $\preccurlyeq$, as:

## Definition 4.2.3 (Partial order)

Let $R$ be a binary relation on $A$. We say that it is a partial order iff:

1. reflexive: if $x \preccurlyeq x$ for every $x \in A$;
2. antisymmetric: if $x \preccurlyeq y$ and $y \preccurlyeq x$ imply $x=y$;
3. transitive: if $x \preccurlyeq y$ and $y \preccurlyeq z$ imply $x \preccurlyeq z$.

If a partial order holds the property of being complete (i.e., if $a \preccurlyeq b$ or $b \preccurlyeq a$ for $a, b \in A$ ), then it is called a total order.

## Definition 4.2.4 (Multi-objective optimisation problem)

 We state the multi-objective optimisation problem (MOOP) in the form defined in Ref. [267]:$$
\begin{array}{ll}
\text { minimise } & \left\{f_{1}(\mathbf{x}), f_{2}(\mathbf{x}), \ldots, f_{k}(\mathbf{x})\right\}  \tag{4.1}\\
\text { subject to } & \mathbf{x} \in S
\end{array}
$$

where we have $k(\geq 2)$ objective functions $f_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$.

We indicate by $\mathbf{f}(\mathbf{x})=\left(f_{1}(\mathbf{x}), f_{2}(\mathbf{x}), \ldots, f_{k}(\mathbf{x})\right)^{T}$ the vector of objective functions. Note that the decision vector $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}$ belongs to the feasible region $S$ (also referred as search space), which is a subset of the decision variable space $\mathbb{R}^{n}$, i.e. $S \subseteq \mathbb{R}^{n}$, where $n$ is the dimensionality of the decision variable space. We avoid fixing the form of the constraint functions forming $S$ to be more general in the discussion. A candidate solution x that does not satisfy all the constraint functions forming $S$ [i.e. $\mathbf{x} \notin S]$ is called infeasible solution. By contrast, if the candidate solution $\mathbf{x} \in S$, then it is called a feasible solution.

It is worth stressing that the word 'minimise' refers to the problem in which we want to minimise all the objective functions simultaneously. However, we deliberately neglect the case where no conflict between the objective functions exists. In fact, in this case, the optimal solution
can be easily found by minimising each objective function individually. Here, we refer to the definition of conflicting objectives given by Deb in Ref. [265]. He defines a set of objectives as conflicting if there is no solution that simultaneously achieves for each objective the optimal value; otherwise the set is non-conflicting. In the following, we will always assume that there does not exist a single solution that is optimal with respect to every objective function. As a result, the objective functions will be at least partially conflicting.

Notice also that it is not restrictive to assume only the minimisation of each objective function in the multi-objective problem defined in Eq. (4.1). In fact, the duality principle [268, 269] allows us to convert a minimisation problem into a maximisation problem. In other words, $\max \{\mathbf{f}(x)\}=-\min \{-\mathbf{f}(x)\}$ and $\arg \max \{\mathbf{f}(x)\}=\arg \min \{-\mathbf{f}(x)\}$.

In the following, we adopt the same notation used in Ref. [267]. We denote the image of the feasible region by $\mathcal{Z}(=\mathbf{f}(S))$ and call it a feasible objective region. It is a subset of the objective space $\mathbb{R}^{k}$. The elements of $\mathcal{Z}$ are called objective vectors or criterion vectors and denoted by $\mathbf{f}(\mathbf{x})=\mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{k}\right)^{T}$, where $z_{i}=f_{i}(\mathbf{x})$ for all $i=1, \ldots, k$ are the objective values.

### 4.2.1 Pareto optimality

In this section, we review the concept of optimality, which is essential in optimisation. In the context of single-objective optimisation, the concept of optimality is rather easy to define since the set of real numbers equipped with the usual "less or equal than" $(\leq)$ or "greater or equal than" $(\geq)$ relations is totally ordered. By contrast, in a MOOP the objective space is only partially ordered, hence there is no natural ordering (e.g. there is no meaningful relation that allows us to rank the vectors $(1,2)$ and $(2,1))$. As previously discussed in the car-buying example, we can intuitively say that a candidate solution is Pareto-optimal if there are no other solutions which hold an improvement with respect to each one of the objective functions.

To introduce the formal concept of Pareto-optimality, let us first explore the dominance strict
partial order in the $k$-dimensional objective space, which naturally induces a relationship on the domain space of the problem [265, 267, 270]:

## Definition 4.2.5 (Dominance)

Let $\mathbf{x} \equiv\left(x_{1}, \ldots, x_{k}\right)$ and $\mathbf{y} \equiv\left(y_{1}, \ldots, y_{k}\right) \in \mathbb{R}^{k}$ be two $k$-dimensional vectors, $k \geq 1$. We say that $\mathbf{x}$ dominates $\mathbf{y}(\mathbf{x} \prec \mathbf{y})$ if $x_{i} \leq y_{i}$ for $i=1,2, \ldots, k$ and $\exists j \in\{1,2, \ldots, k\}$ such that $x_{j}<y_{j}$.

For $k=1$ (i.e. single-objective optimisation), the definition above is trivially satisfied by the total order on $\mathbb{R}$. The dominance relationship allows us to give the formal definition of Paretooptimality:

## Definition 4.2.6 (Pareto-optimality)

Let $\mathbf{x}$ be a feasible point for problem (4.1). We define $\mathbf{x}$ as Pareto-optimal point for the problem (4.1) if $\ddagger \mathbf{y} \in S$ such that $\mathbf{f}(\mathbf{y}) \equiv\left(f_{1}(\mathbf{y}), \ldots, f_{k}(\mathbf{y})\right)$ dominates $\mathbf{f}(\mathbf{x}) \equiv\left(f_{1}(\mathbf{x}), \ldots, f_{k}(\mathbf{x})\right)$.

Now, we provide the definition of Pareto front which is the set formed by the Pareto-optimal feasible points for problem defined in Eq. (4.1).

## Definition 4.2.7 (Pareto front)

The Pareto front, $\mathcal{P F}$, of problem (4.1) is the set of all the Pareto-optimal feasible points, which are also called as non-dominated points or non-dominated set [265, 267].

Later in this thesis, when a problem as in Eq. 4.1 will be solved using an heuristic algorithm, we shall refer to theoretical Pareto-optimality and theoretical Pareto front (or alternatively approximated Pareto front) to distinguish it from the one obtained from the real-world data, i.e. the observed Pareto front. It is worth mentioning that the concept of Pareto-optimality was first considered in the context of economic equilibrium and welfare theories at the beginning of the 20th century. The term is named after Vilfredo Pareto, even though the first rigorous mathematical treatment was given by Kuhn-Tucker in 1951 [271]. Further contributions are given in [272].


Figure 4.2. Illustration of a feasible region and objective space of MOOP. Representation of the decision variable space and the corresponding objective space along with the Paretooptimal solutions, marked with a continuous line. Reprinted from [265, 278].

Nowadays, this concept is widely used in different contexts, including engineering applications [273-275], stochastic games [276], biology [80, 81, 270, 277], and neuroscience [82, 83].

Note also that, in practical terms, the time complexity for computing the Pareto front in a general MOOP with $N$ feasible solutions is $\mathcal{O}\left((N \log N)^{k-2}\right)$ for $k \geq 4$, while $\mathcal{O}(N \log N)$ for $k \leq 3$ [279]. We shall reuse this information in Chapter 6 when applying Pareto-optimal principles in the context of multiplex percolation. For the sake of clarity, we report in Figure 4.2 a schematic representation of a feasible region $S \subset \mathbb{R}^{3}$ and its image, i.e. a feasible objective region $\mathcal{Z} \subset \mathbb{R}^{2}$, together with the Pareto front curve (solid line).

In several MOOPs, especially in the presence of noise, the concept of Pareto-optimality may impose a too severe restriction. As a result, it is useful to rely on the concept of $\varepsilon$-nondominance [280], which can be seen as a relaxation of the Pareto-optimal definition, or as an approximated Pareto-optimality.

## Definition 4.2.8 ( $\varepsilon$-Dominance)

Let $\varepsilon \geq 0$ be a non negative real number. Let $\mathbf{x} \equiv\left(x_{1}, \ldots, x_{k}\right)$ and $\mathbf{y} \equiv\left(y_{1}, \ldots, y_{k}\right) \in \mathbb{R}^{k}$ be two $k$-dimensional vector, $k \geq 1$. We say that $\mathbf{x} \varepsilon$-dominates $\mathbf{y}\left(\mathbf{x} \prec_{\varepsilon} \mathbf{y}\right)$ if $x_{i} \leq y_{i}+\varepsilon$ for $i=1,2, \ldots, k$ and $\exists j \in\{1,2, \ldots, k\}$ s.t. $x_{j}<y_{j}+\varepsilon$.

For $\varepsilon=0$ we obtain the same definition of dominance previously introduced. The definition of Pareto- $\varepsilon$-optimality is a generalisation of Def. 4.2.6.

Definition 4.2.9 (Pareto- $\varepsilon$-optimality) Let $\varepsilon \geq 0$ be a non negative real number, $\mathbf{x}$ be $a$ feasible point for problem (4.1). We say that $\mathbf{x}$ is a Pareto- $\varepsilon$-optimal point for problem (4.1) if $\nexists \mathbf{y} \in S$ such that $F(\mathbf{y}) \equiv\left(f_{1}(\mathbf{y}), \ldots, f_{k}(\mathbf{y})\right) \varepsilon$-dominates $F(\mathbf{x}) \equiv\left(f_{1}(\mathbf{x}), \ldots, f_{k}(\mathbf{x})\right)$.

Lastly, the Pareto- $\varepsilon$-front is defined as:
Definition 4.2.10 (Pareto- $\varepsilon$-front) Let $\varepsilon \geq 0$, the Pareto- $\varepsilon$-front, $\mathcal{P F}_{\varepsilon}$, of problem (4.1) is the set of all the Pareto- $\varepsilon$-optimal feasible points.

### 4.2.2 Special solutions

In this section, we define some particular solutions that are often considered in multi-objective optimisation algorithms and that we shall extensively consider in the next chapters.

First, for each of the $k$ conflicting objectives of a MOOP, there exists at least one particular optimal solution that minimises the objective function $f_{k}$ among all the feasible solutions. As a result, if we consider an objective vector formed by these individual optimal objective values, we obtain the so-called ideal objective vector. Here, we report the formal definition of Ref. [265]:
Definition 4.2.11 (Ideal point)
The $k$-th component of the ideal objective vector $z^{*}$ is the constrained minimum solution
of the following problem:

$$
\begin{array}{rr}
\text { Minimise } & f_{k}(\mathbf{x})  \tag{4.2}\\
\text { Subject to } & \mathbf{x} \in S .
\end{array}
$$

Hence, if the minimum solution for the $k$-th objective function is the decision vector $\boldsymbol{x}^{*}(k)$ with function value $f_{k}^{*}$, the ideal vector is then defined as follows:

$$
\begin{equation*}
z^{*}=f^{*}=\left(f_{1}^{*}, f_{2}^{*}, \ldots, f_{k}^{*}\right) \tag{4.3}
\end{equation*}
$$

In other words, the ideal objective vector corresponds to an array of lower bounds of all objective functions and, unsurprisingly, it is usually a non-existent solution. Figure 4.3 provides a pictorial representation of the ideal point $\mathbf{z}^{*}$ in a two-dimensional objective space $\mathcal{Z}$. For each objective function $f_{k}$, there exists at least one solution in the feasible space that shares the same value with the corresponding k-component in the ideal point (i.e. $\mathbf{z}^{*(1)}$ and $\mathbf{z}^{*(2)}$ in Figure 4.3). As we shall see in this chapter, the knowledge of the ideal point can be particularly useful. For example, when we aim to sample one or a few solutions from the non-dominated front and no additional information is available, Pareto-optimal points closer to the ideal one are usually considered to be excellent candidates [267, 278, 281].

Second, when computing an approximated Pareto front for a MOOP, some of the algorithms present in the literature often require a non-existent reference solution that has objective values strictly better than any other solutions in the search space. To this end, we define the utopian objective point as [265]:

## Definition 4.2.12 (Utopian point)

The utopian objective point $z^{* *}$ has each of its components slightly smaller than that of the ideal objective point, or equivalently $z^{* *}=z_{i}^{*}-\varepsilon_{i}$ with $\varepsilon_{i}>0$ for all $i=1,2, \ldots, k$.

Finally, the third important objective vector to mention is the so-called nadir objective vector $z^{\text {nad }}$, which represents the upper bound of each objective function in the entire Pareto-optimal set (i.e. the non-dominated solutions). The nadir objective vector, however, is completely different


Figure 4.3. Special points for a MOOP, namely the ideal $\left(z^{*}\right)$, utopian $\left(z^{* *}\right)$ and nadir ( $z^{\text {nad }}$ ) objective vectors. Reprinted from [265].
from the objective vector corresponding to the point having the worst feasible function values $f_{i}^{\max }$ in the entire search space. The latter, in fact, corresponds to the worst point "W" (see Figure 4.3). Furthermore, depending on the convexity and continuity of the Pareto-optimal set, the nadir point may represent a non-existent solution.

These special objective vectors are widely considered as reference points in many contexts, including (i) search algorithms, (ii) analytical methods, and (iii) performance metrics. For example, the knowledge of the nadir and ideal objective vectors is often used to normalise each objective function of the MOOP. In this way, it is possible to consider all the objective functions on the same footing. Indeed, if the ideal vector and nadir point of a MOOP are known, the classic expression for normalising the objective function is given by [267, 282]:

$$
\begin{equation*}
f_{i}^{n o r m}=\frac{f_{i}-z_{i}^{*}}{z_{i}^{\text {nad }}-z_{i}^{*}} . \tag{4.4}
\end{equation*}
$$

A simple alternative for normalising the objective function values is to divide each objective
function by the corresponding value of the ideal point [267]. Notice that in the methods we shall present in the next sections, we will always consider objective functions that are properly normalised so that they can be regarded on the same footing.

### 4.3 Classical methods to solve MOOP

We refer to these methods, mainly to distinguish them from evolutionary methods, which we will discuss in Section 4.4. Methods for handling multi-objective optimisation problems can be classified according to different criteria. Several classifications exist in the literature [265, 267, 278, 281], the first one was provided by Cohon in Ref. [283]. Here, we refer to the fine-tuned classification presented in Ref. [267, 284] with the following four classes:

- No-preference methods;
- A posteriori methods;
- A priori methods;
- Interactive methods;

These names refer to the approach used to solve a MOOP. In mathematical terms, the problem is considered as solved when the Pareto-optimal set is found. Yet, in many practical contexts, our aim is to select only one particular solution in the non-dominated set. As a result, we must find a way to order the solutions in the Pareto-optimal set. Depending on the level of participation of the decision-maker, we can distinguish between different solution processes.

No-preference methods do not assume any information regarding the importance of each of the objectives, but a heuristic is required when selecting a single optimal solution. By contrast, a posteriori methods iteratively construct a set of Pareto-optimal solutions and preferential solutions are selected only at the end of the procedure. As the name suggests, a priori methods
rely on some initial preferences among the objectives and they usually lead to only one preferred Pareto-optimal solution. Last but not least, interactive methods progressively consider preference information during the optimisation procedure.

In the following, we only focus on describing some of the no-preference and a posteriori methods.

### 4.3.1 No-preference methods

When solving a MOOP using no-preference methods the information available to the decisionmaker is neglected during the whole process. Hence, once the problem is solved by means of simple methods, the decision-maker can either reject or accept the solution found. As a result, these methods are often considered in contexts where the decision-maker merely accepts any optimal solution.

Let us start with the global criterion or compromise programming method [285]. The core idea is based on the minimisation of the distance between the feasible objective region and a special reference point.

Following the discussion presented in Ref. [267], we choose the ideal object vector as the reference point, and the $L_{p}$ metric [286] for measuring distances. Thus, the MOOP translates to the $L_{p}$-problem, which is:

$$
\begin{align*}
& \text { minimise }\left(\sum_{i=1}^{k}\left|f_{i}(\mathbf{x})-z_{i}^{*}\right|^{p}\right)^{1 / p}  \tag{4.5}\\
& \text { subject to } \quad \mathbf{x} \in S
\end{align*}
$$

The selection of the reference point is crucial in this context. In fact, this method cannot find better solutions than the reference point itself. It is therefore essential not to select a pessimistic reference point during the process. In particular, if the exponent $1 \leq p<\infty$, theoretical results show that the solution of the $L_{p}$-problem is Pareto- optimal [267]. Instead, if $p=\infty$, the problem


Figure 4.4. The contours of three different metrics are plotted, namely, $p=1,2$, and $\infty$. The black point corresponds to the ideal objective vector $\mathbf{z}^{*}$ and the bold line represents the Pareto-optimal set. Reprinted from [267].
is known as a Chebyshev problem and translates to:

$$
\begin{align*}
& \operatorname{minimise} \quad \max \left[\left|f_{i}(\mathbf{x})-z_{i}^{*}\right|\right]  \tag{4.6}\\
& \text { subject to } \quad \mathbf{x} \in S
\end{align*}
$$

Clearly, in the general case, the actual solution of the $L_{p}$-problem strongly depends on the metric selected. Common choices are for $p=1,2, \infty$. We report in Figure 4.4 an illustration of the global criterion for three different values of $p$.

It is worth remarking again that in the global criterion, the objective functions must be properly normalised. Otherwise, the objective functions that have the corresponding ideal objectives value closer to the feasible objective space will have a larger importance in the procedure. For instance, if the objective functions are bounded, they can be easily normalised as presented in Eq. (4.4).

### 4.3.2 A posteriori methods

A posteriori methods are often referred in the literature as methods for generating Pareto-optimal solutions [267]. The crucial steps of these methods can be grouped in two distinct phases. The first one, where the entire non-dominating set (or part of it) is iteratively generated. The generation process can be quite challenging and computationally expensive. The second part, instead, involves the decision-maker, who needs to select one of the solutions from a large set of possibilities. Here, we describe some of these a posteriori basic methods based on scalarisation, which are often considered as part of more complicated procedures.

The weighting method $[265,267,278]$ represents one of the simplest scalarisation methods. The core idea entails converting the multiple objective functions of the MOOP into a single function by associating to each objective function $f_{i}$ a weighting coefficient $w_{i}$. As a result, the goal translates to minimising the weighted sum of the objectives. Formally, we write it as [267]:

$$
\begin{align*}
\operatorname{minimise} & \sum_{i=1}^{k} w_{i} f_{i}(\mathbf{x})  \tag{4.7}\\
\text { subject to } & \mathbf{x} \in S
\end{align*}
$$

where $w_{i} \geq 0$ for all $i=1,2, \ldots, k$ and $\sum_{i=1}^{k} w_{i}=1$.

Yet, how to choose the values of the weights $w_{i}$ ? The answer is not unique. However, some theoretical results and simple considerations can be helpful. Analytical results [267, 281] guarantee that the solution found is Pareto-optimal if the weighting coefficients are strictly greater than zero or the solution is unique. Moreover, if the problem is convex, by fine-tuning the values of the weight $w_{i}$, it is possible to obtain all the Pareto-optimal solutions. By contrast, if the problem is non-convex, the weighting method does not allow us to retrieve all the Pareto-optimal solutions Notice again that in this method the objective functions $f_{i}$ must be properly normalised, as in Eq. (4.4), for an adequate comparison between the objective functions.

To bypass the difficulties of the weighting method when solving problems with non-convex objective spaces, we may consider the $\varepsilon$-constraints method as an alternative. With this method, first introduced in Ref. [287], one of the objective functions is selected for optimisation, while all the others are considered as constraints of the problem with an upper bound for each of them. In other words, the MOOP transforms into [267]:

$$
\begin{array}{ll}
\operatorname{minimise} & f_{l}(\mathbf{x}) \\
\text { subject to } & f_{j}(\mathbf{x}) \leq \varepsilon_{j} \text { for all } j=1, \ldots, k, j \neq l  \tag{4.8}\\
& \mathbf{x} \in S
\end{array}
$$

where $l \in\{1, \ldots, k\}$.

In principle, every Pareto-optimal solution can be found by means of the $\varepsilon$ - constraint method simply by adjusting the upper bounds and the corresponding function to minimise. However, from a computational point of view, the method becomes far more time-consuming than the weighting methods. In addition, determining the appropriate bounds of the objective functions is non-trivial. To this end, the components of the ideal vector may become useful. For instance, by setting $\varepsilon_{j}=z_{j}^{*}+e_{j}$ for $j=1,2, \ldots, k, j \neq l$, where $e_{j}$ represents a small non-negative real number that can be adjusted [267]. Finally, once the entire Pareto front is obtained, the decision-maker selects one (or multiple) points from the Pareto-optimal solutions by considering external qualitative functions. If external information is not available, a common choice consists in selecting solutions of the optimal set that have minimal distance from the ideal point [278]. More elaborate methods are based on (i) weighted combinations of distances using the ideal and nadir points as references [288, 289], (ii) clustering techniques [290], or (iii) ad-hoc normalised indexes (see [291] for a comparison).

Classical multi-objective optimisation algorithms are attractive since many theoretical results often support them. However, in practice, many of these methods may need to be used several
times with different tuning of the parameters to obtain different Pareto-optimal solutions. As a result, in practical applications, it is often preferred relying on other heuristics.

### 4.4 Evolutionary optimisation

Evolutionary algorithms (EAs) try to mimic evolutionary principles in the optimisation procedures. Unlike classical optimisation methodologies, the following main features characterise an EA [282, 292]:

1. Evolutionary optimisation (EO) procedures do not rely on gradient information in their exploration process, but are rather based on direct search procedures. As a result, they can be applied to a large variety of optimisation problems
2. Unlike most classical optimisation algorithms, an EO procedure mainly considers more than one feasible solution at a time for each iteration (i.e. a population-based approach).
3. Unlike deterministic operators adopted in classical optimisation techniques with fixed transition rules, stochastic operators represent the core engine of an EO procedure. In particular, these operators allow progressing towards different outcomes through biased probability distributions. As a result, EO algorithms construct a pool of feasible solutions with multiple and distinct optima, which usually allow them to maintain a global perspective in the search procedures.

The use of a population-based approach retains several advantages. For instance, it allows us to find and maintain distinct optimal solutions within the same iteration, which substantially helps to estimate the Pareto front of a MOOP correctly. More importantly, a population-based approach can be easily parallelised to speed-up the search procedures. However, a prominent disadvantage associated with a population of feasible solutions is the computational cost in terms of memory and operations for processing each iteration.

Here, we provide a brief overview of the crucial ingredients characterising evolutionary algorithms, following the discussion of Ref. [282]. Evolutionary optimisation algorithms start with a population of "individuals" that is usually created at random within certain bounds (if initially provided). After an initialisation procedure, the EO enters into an iterative core, usually composed of four principal operators [265, 282]: evaluation, selection, variation and elitism. After the evaluation of the current pool of candidate solutions, these operators are crucial for creating a new pool of individuals for each subsequent iteration. The algorithm halts when one or more termination criteria are satisfied. We report the pseudo-code of the entire procedure in Algorithm 1 [282].

Before entering into the details of the core operators, it is worth mentioning that any available knowledge regarding the problem can be effectively used when creating the initial population. As a matter of fact, custom pools are often useful to obtain fast convergence in search procedures [293]. The successive step of the evolutionary algorithm is the evaluation procedure. This includes a number of different micro-steps, corresponding to the computation of the values of each objective function and constraints, but also to assess whether the candidate solution is feasible or not. Moreover, since the evaluation of multiple functions could often be costly, some preference order can be establish when examining the pool of candidate solutions. For instance, when solving a MOOP, this ordering may correspond to the domination principle [292] based on some fitness functions, which usually reflect some combination of constraints, objective values, or any other internal attributes (e.g. concept of proximity among candidate solutions).

After evaluating all candidate solutions, the selection operator chooses some of them from the population according to some criteria. For example, in Ref. [294], the authors proposed the so-called tournament selection, which randomly selects two candidate solutions from the existing population and saves only the best for the successive iteration.

Subsequently, we enter in the variation procedure, which usually includes several stochastic

```
Algorithm 1: Evolutionary Optimization Procedure [282]
    \(\mathrm{t}=0\);
    Initialization \(\left(P_{t}\right)\);
    do
        Evaluation \(\left(P_{t}\right)\)
        \(P_{t}^{\prime}=\operatorname{Selection}\left(P_{t}\right)\);
        \(P_{t}^{\prime \prime}=\operatorname{Variation}\left(P_{t}^{\prime}\right)\);
        \(P_{t+1}=\operatorname{Elitism}\left(P_{t}, P_{t}^{\prime \prime}\right)\);
        \(\mathrm{t}=\mathrm{t}+1\);
    while (Termination \(\left(P_{t}, P_{t+1}\right)\) );
```

operators, such as mutation and crossover, to produce a new pool of candidate solutions [265, 282, 292]. These operators are indeed the core component of the optimisation algorithm. A balanced fine-tuning of these operators is crucial for simultaneously exploring the decision space and for obtaining a quick convergence in the optimisation procedure. The elitism mixes all the candidate solutions (i.e. the existing and the newly created) and maintains only some of them.

A termination criterion determines when the evolutionary optimisation ends. A naive approach, for example, is based on a predetermined total number of iterations. In contrast, a more refined approach may take into account the variation of some statistical properties of the population over two (or more) consecutive iterations.

Among a vast literature on multi-objective algorithms [295-299], we mention the popular and widely accepted evolutionary algorithm, namely, NSGA-II [300] that will be used in Chapter 5.4.3 when introducing the Pareto growth model for multiplex networks.

### 4.4.1 Metrics of Pareto front performance

As the general outcome of multi-objective optimisation algorithms represents an approximation of the real Pareto-front, it becomes essential to quantitatively measure the performance of different algorithms. As a result, a large variety of performance indicators has been introduced over the last few decades [299, 301-303]. On the one hand, it is crucial to estimate the convergence to
the true Pareto front. On the other hand, instead, it is critical to measure several features of the approximated Pareto-optimal set. Examples of these features include the simple counts of the number of Pareto points, the distance from a reference set or measures of spread of the Pareto-optimal solutions in the objective space.

In the following, we shall present a measure introduced by Zitzler and Thiele in Ref. [304] that we will consider in Chapter 5.4. The hypervolume indicator (also known as Lebesgue measure [305] or S-metric [306]) is a popular quality measure for multi-objective optimisation. The function $\mathcal{S}$ is a measure of how much of the objective space is dominated by a given nondominated set
A.

Definition 4.4.1 (Size of the dominated space [306])
Let $\mathbf{A}=\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{l}\right) \subseteq \mathbf{X}$ be a set of $l$ decision vectors. The function $\mathcal{S}(\mathbf{A})$ [or equivalently $\left.I_{H}(\mathbf{A})\right]$ gives the volume enclosed by the union of the polytopes $p_{1}, p_{2}, \ldots, p_{l}$, where each $p_{i}$ is formed by the intersections of the following hyperplanes arising out of $\mathbf{x}_{i}$, along with the axes: for each axis in the objective space, there exists a hyperplane perpendicular to the axis and passing through the point $\left(f_{1}\left(\mathbf{x}_{i}\right), f_{2}\left(\mathbf{x}_{i}\right), \ldots, f_{k}\left(\mathbf{x}_{i}\right)\right)$. In the two-dimensional case, each $p_{i}$ is a rectangle defined by the points $\left(w_{1}, w_{2}\right)$ and $\left(f_{1}\left(\mathbf{x}_{i}\right), f_{2}\left(\mathbf{x}_{i}\right)\right)$, where $\mathbf{W}=\left(w_{1}, w_{2}\right)$ is the worst point.

Notice that in principle, we might select other reference points when computing the hypervolume indicator, as for instance the nadir objective vector (see [307] for a discussion on the topic).

Nevertheless, the $\mathcal{S}$ measure has a major drawback. Given two Pareto Fronts obtained by two (possibly) different algorithms, the $\mathcal{S}$ measure cannot be used to assess whether either entirely dominates the other (see Fig. 4.5). As a consequence, the authors of Ref. [304, 306] introduced a second measure in order to properly compare two different Pareto fronts:
Definition 4.4.2 (Coverage of two sets [306]) Let $\mathbf{A}, \mathbf{B} \subseteq \mathbf{X}$ be two sets of decision vectors. The function $\mathcal{C}$ maps the ordered pair $(\mathbf{A}, \mathbf{B})$


Figure 4.5. Metrics of performance for two different Pareto fronts. The hypervolume indicator $\mathcal{S}$ of the two fronts $P F_{1}$ and $P F_{2}$ is reported for a maximisation problem with two objective functions ${ }^{a}$. By analysing the coverage of the two sets, $P F_{1}$ is better than $P F_{2}$ since the former has only one point that is dominated by the other set. Adapted from [306].
${ }^{a}$ In this maximisation problem, the point $(0,0)$ is the worst point
to the interval $[0,1]$ :

$$
\begin{equation*}
\mathcal{C}(\mathbf{A}, \mathbf{B})=\frac{|\{\mathbf{b} \in \mathbf{B} \mid \exists \mathbf{a} \in \mathbf{A}: \mathbf{a} \prec \mathbf{b}\}|}{|\mathbf{B}|} \tag{4.9}
\end{equation*}
$$

where $\prec$ is the dominance relation introduced in Def. 4.2.5
Where, a value of $\mathcal{C}(\mathbf{A}, \mathbf{B})=1$ corresponds to the situation where all the decision vectors in $\mathbf{B}$ are dominated by $\mathbf{A}$. By contrast, if $\mathcal{C}(\mathbf{A}, \mathbf{B})=0$ then none of the solutions in $\mathbf{B}$ are dominated by $\mathbf{A}$. Both directions have to be considered, since in general $\mathcal{C}(\mathbf{A}, \mathbf{B}) \neq 1-\mathcal{C}(\mathbf{B}, \mathbf{A})$.

Notice that in some cases the $\mathcal{C}$ measure might have problems in particular circumstances (i.e. the coverage for two sets could be equal but, at the same time, one of the two sets is actually closer to the Pareto-optimal front) that have been solved by the introduction of a new measure, namely the coverage difference of two sets [306].

## Chapter 5

## Models of multiplex networks

Models are essential guides for understanding the reality of systems and the processes that govern them [61]. On the one hand, null models provide a powerful tool to distinguish between what is and is not relevant in real-world systems. This is usually done by assessing whether structural features are under- (or over-) represented. On the other hand, models allow us to understand what are the main mechanisms responsible for the appearance of specific structural patterns.

In this chapter, we shall review several classes of models of multiplex networks. First, we focus on examining equilibrium models, namely, the canonical and microcanonical ensembles. We then move to another class of models, which aim at reproducing the structural patterns found in real-world multiplex systems.

Finally, in the last section, we present our main contribution, which is extensively based on our work [1]. We link multi-objective optimisation tools (i.e. Pareto principles) with multilayer network theory for the first time in the literature. In particular, we model the formation of multilayer transportation networks as a multi-objective optimization process, where service providers compete for passengers, and the creation of routes is determined by a multi-objective cost func-
tion encoding a trade-off between efficiency and competition. We then show that our model reproduces several structural features found in real-world systems as diverse as airline, train, and bus networks, thus suggesting that such systems are indeed compatible with the proposed local optimisation mechanisms.

### 5.1 Null models

### 5.1.1 Canonical and microcanonical ensembles

As mentioned in Section 2.1, tools coming from statistical mechanics are well suited for constructing models that both satisfy a set of constraints and are also the least possible biased. Given an empirical network, the main goal of this approach is to quantify how likely it is to observe a system with similar properties in an appropriately defined ensemble of random graphs whose elements satisfy a given set of constraints. Here, we provide a brief overview of the multiplex network ensembles following the discussion presented in Ref. [38, 212, 230]. Again, the microcanonical ensembles enforce a given set of hard constraints. By contrast, the canonical ensembles enforce a given set of soft constraints.

Let us consider a multiplex network $\mathcal{M}$ with $M$ layers and $N$ labelled nodes encoded in the vector of adjacency matrices A. A multiplex network ensemble is defined by associating a probability $\mathrm{P}(\mathbf{A})$ to each of the possible configurations of multiplex network satisfying a given set of constraints. The Shannon entropy of the ensemble is defined as:

$$
\begin{equation*}
S=-\sum_{\mathbf{A}} P(\mathbf{A}) \log P(\mathbf{A}) \tag{5.1}
\end{equation*}
$$

that is the logarithm of the typical number of multiplex systems in the ensemble.

In the case of independent layers, the probability $P(\mathcal{M}) \equiv P(\boldsymbol{A})$ of the multiplex network
can be factorised in the product of $P^{[\alpha]}\left(A^{[\alpha]}\right)$ of each single layers, i.e.:

$$
\begin{equation*}
P(\boldsymbol{A})=\prod_{\alpha=1}^{M} P^{[\alpha]}\left(A^{[\alpha]}\right) \tag{5.2}
\end{equation*}
$$

Therefore, thanks to Eq. 1.9, the entropy of the multiplex ensemble can be written as:

$$
\begin{equation*}
S=\sum_{\alpha=1}^{M} S^{[\alpha]}=-\sum_{\alpha=1}^{M} P^{[\alpha]}\left(A^{[\alpha]}\right) \ln \left[P^{[\alpha]}\left(A^{[\alpha]}\right)\right] \tag{5.3}
\end{equation*}
$$

Let us now consider the case of the canonical multiplex ensemble - indicated by $C$ - where soft constraints are imposed. In the case of multiplex networks, example of such constraints include the expected degree $k_{i}^{[\alpha]}$ of each node $i$ in every layer $\alpha$, the expected multidegree sequences $k_{i}^{\vec{m}}$ (see Chapter 2.2 for the formal definition), or the expected total number of edges on each layer $K^{[\alpha]}$, with $\alpha=1, \ldots, M$. Let us consider $R$ of these soft constraints such that:

$$
\begin{equation*}
\sum_{\mathbf{A}} P(\mathcal{M}) F_{\mu}(\mathcal{M})=C_{\mu} \tag{5.4}
\end{equation*}
$$

where $\mu=1, \ldots, R$, and $F_{\mu}(\mathcal{M})$ is the function that describes how these constraints $C_{\mu}$, with $\mu=1, \ldots, R$, are imposed on the network.

As mentioned in Chapter 2.1, the least biased method of constructing multiplex networks with given structural properties is obtained by maximizing the entropy of the ensemble $S$, given the set of structural constraints [i.e. Eq. (5.4)]. As a consequence, by solving the optimisation problem, the probability $P_{C}(\mathcal{M})$ of observing the multiplex $\mathcal{M}$ reads:

$$
\begin{equation*}
P_{C}(\mathcal{M})=\frac{1}{Z_{C}} \exp \left[-\sum_{\mu} \lambda_{\mu} F_{\mu}(\mathcal{M})\right] \tag{5.5}
\end{equation*}
$$

where the values of $\lambda_{\mu}$ represent the Lagrangian multipliers satisfying the constraints in Eq. (5.4), while $Z_{C}$ is the partition function of the canonical multiplex ensemble. As a result, in the
canonical multiplex ensembles, the entropy can be written as:

$$
\begin{equation*}
S=\sum_{\mu} \lambda_{\mu} C_{\mu}+\ln Z_{C} \tag{5.6}
\end{equation*}
$$

By contrast, in the microcanonical ensemble - indicated as $M C$ - the constraints are enforced exactly, so that the probability $P_{M C}(\mathcal{M})$ of the microcanonical multiplex ensemble can be expressed as:

$$
\begin{equation*}
P_{M C}(\mathcal{M})=\frac{1}{Z_{M C}} \prod_{\mu=1}^{R} \delta_{F_{\mu}(\mathcal{M}), C_{\mu}} \tag{5.7}
\end{equation*}
$$

where $\delta$ represents the Kronecker delta function and $Z_{M}$ is the microcanonical partition function, which accounts for the number of multiplexes satisfying the hard constraints $F_{\mu}(\mathcal{M})=C_{\mu}$, for $\mu=1, \ldots, R$. The partition function is given by:

$$
\begin{equation*}
Z_{M C}=\sum_{\mathbf{A}} \prod_{\mu=1}^{R} \delta_{F_{\mu}(\mathcal{M}), C_{\mu}} \tag{5.8}
\end{equation*}
$$

We define the entropy of these multiplex ensembles as $N \Sigma$. In particular, by combining the definition of entropy in Eq. (5.1) and the expression of $P_{M C}$ given in Eq. (5.7), it follows:

$$
\begin{equation*}
N \Sigma=-\sum_{\mathbf{A}} P_{M C}(\mathcal{M}) \ln P_{M C}(\mathcal{M})=\ln Z_{M C} \tag{5.9}
\end{equation*}
$$

where $\Sigma$ is the Gibbs entropy of the multiplex ensemble. It has been shown in Ref. [230] that the Gibbs entropy $\Sigma$ is related to the Shannon entropy $S$ of the corresponding canonical ensemble (i.e. the conjugated canonical ensemble) by the following relationship:

$$
\begin{equation*}
N \Sigma=S-N \Omega \tag{5.10}
\end{equation*}
$$

where $\Omega$ represents the logarithm of the probability that in the (conjugated) canonical multiplex ensemble the hard constraints $F_{\mu}(\mathcal{M})$ are satisfied.

Additionally, in Ref. [230] the author provides extensive analytical explanations on how to compute the entropy and partition function for a large variety of classes of multiplex networks with an increasingly stringent set of constraints in both canonical and microcanonical ensembles. These results include cases of independent and dependent layers (i.e. when Eq. (5.2) does not hold) to also account for multiplex systems with a prescribed amount of edge overlap. The same method has also been generalised to different multiplex structures, including multiplex systems with the heterogeneous activity of the nodes [308], and spatial multiplexes [309].

### 5.1.2 Randomisation algorithms

Along with the multiplex network ensembles discussed above, randomisation algorithms provide unique tools to construct null models starting from real-world data. In the context of multiplex networks, we can distinguish three main classes of randomisation procedures according to their aim. We follow the discussion considered in Ref. [38]:

1. The first class of algorithms aims at preserving the inter-layer degree correlations while simultaneously removing the effect of intralayer degree correlations and link overlap among layers. To this end, a double-edge swap procedure allows randomising each layer of the multiplex while leaving the degree sequence preserved. The core of the procedure unfolds in the following two steps:

- Randomly select two edges of a random layer $\alpha$ and denote them as $(i, j)$ and $(k, l)$.
- Swap the endpoints of these two edges [e.g. $(i, k)$ and $(j, l)$ or $(i, l)$ and $(j, k)]$ if and only if the swap does not create a multiple edge on layer $\alpha$.

2. The second algorithm removes the effect of inter-layer degree correlation from a multiplex network. This is simply obtained by reshuffling the label of the nodes in each of the layers. In this way, the degree sequence of each layer is maintained while the existent inter-layer degree correlation is completely removed.
3. The third procedure allows maintaining the same amount of link overlap in a generic multiplex. To achieve this, we rely again on the double-edge swap procedure. The rewiring process is as follows:

- Randomly select two edges of a random layer $\alpha$ with the same amount of link overlap and denote them as $(i, j)$ and $(k, l)$.
- Swap the endpoints of these two edges [e.g. $(i, k)$ and $(j, l)$ or $(i, l)$ and $(j, k)]$ if and only if the swap does not create a multiple edge.


### 5.2 Models for reproducing structural properties

In this section, we provide an overview of a few models recently proposed in the literature for tuning and reproducing several structural features observed in real-world multiplex networks. For present purposes, we refrain from discussing a large class of models aimed at generating and reproducing mesoscale structures in multiplex networks [246, 252, 310, 311]

### 5.2.1 Rewiring model for tunable edge overlap

Starting from the double-edge swapping procedure it is possible to construct multiplex models that simultaneously preserve the degree distributions of each layer of the system and tune the amount of edge overlap. The model was first introduced in Ref. [41] for duplex systems and works along the following lines.

Let us start with two identical networks with $K$ links and a maximum amount of edge overlap, i.e. $\omega=1$. We obtain the desired value of edge overlap $\omega^{*}$ by iteratively rewiring the edges in only one of the two layers, while keeping the degree sequence fixed. During the procedure, we always select edges that appear in both layers. As a result, the number of edges with overlap equal to 2 decreases by one unit while the number of links present in only one layer increases by
two units. Hence, the overlap can be expressed in terms of the fraction $r$ of the $K$ edges rewired in one of the two layers as:

$$
\begin{equation*}
\omega=\frac{(1-r) K}{(1+r) K}=\frac{(1-r)}{(1+r)} \tag{5.11}
\end{equation*}
$$

As a consequence, by rewiring a fraction $r=(1-\omega) /(1+\omega)$ of edges in one of the two layers, it is possible to obtain a prescribed value of edge overlap $\omega$. Note that with this model it is possible to obtain any value of overlap $\omega$ in the range $[0,1]$, yet the inter-layer degree correlation $\rho$ is always equal to one (i.e. maximally positive degree correlation).

As presented in Chapter 3.3 when discussing the complexity of a multiplex network, the same procedure can be easily generalised to the case of multiplex networks with an arbitrary number of layers. We have implemented for the first time this generalisation by iteratively selecting edges at random but ensuring that they have values of edge overlap greater than one [2]. Moreover, it is also possible to generalise the procedure described above in order to increase the edge overlap of a generic multiplex network with $M$ layers. In this case, a rewiring is accepted only if it results in the increase of edge overlap of at least one of the two edges involved in the rewiring. As a result, this procedure also preserves the degree sequence of each layer.

### 5.2.2 Models of node and layer activity

As discussed in Chapter 2.2, both node and layer activity represent important structural features in multiplex networks. It is therefore reasonable to provide simple explanations to account for the heterogeneous distribution observed in real-world systems both for node and layer activities. Here, we review three basic models introduced in Ref. [224].

### 5.2.2.1 The hypergeometric model

In this model, we consider two layers $\alpha$ and $\beta$. We start with no active nodes in both layers and uniformly activate $N^{[\alpha]}$ nodes on layer $\alpha$ and $N^{[\beta]}$ nodes on layer $\beta$. Since the activity of a node at a given layer is uncorrelated from its activity at another layer, the probability of finding exactly $m$ nodes active in both layers is given by the hypergeometric distribution:

$$
\begin{equation*}
P\left(m ; N, N^{[\alpha]}, N^{[\beta]}\right)=\frac{\binom{N^{[\alpha]}}{m}\binom{N-N^{[\alpha]}}{N^{[\beta]}-m}}{\binom{N}{N^{[\beta]}}} \tag{5.12}
\end{equation*}
$$

Hence, the expected number of nodes active in both layers is equal to $N^{[\alpha]} N^{[\beta]} / N$, while the expected pairwise multiplexity (see Chapter 2.2 for the formal definition) can be expressed as:

$$
\begin{equation*}
\widetilde{Q}_{\alpha, \beta}=\frac{N^{[\alpha]} N^{[\beta]}}{N^{2}} \tag{5.13}
\end{equation*}
$$

By analogy, it is possible to quantify the expected value of the normalised Hamming distance as:

$$
\begin{equation*}
\widetilde{H}_{\alpha, \beta}=\frac{\sum_{m=0}^{N^{[\beta]}}\left(N^{[\alpha]}+N^{[\beta]}-2 m\right) \times p\left(m ; N, N^{[\alpha]}, N^{[\beta]}\right)}{\min \left(N, N^{[\alpha]}+N^{[\beta]}\right)} . \tag{5.14}
\end{equation*}
$$

The empirical results presented in Ref. [224] show that this model does not produce an heterogeneous distribution of activities, which is instead present in many real-world multiplex systems.

### 5.2.2.2 Multi-activity deterministic and stochastic model

In this model [224], known as the multi-activity deterministic model, we create multiplex networks with the same number of active nodes $N$ and layers $M$ as those observed in an empirical system. In particular, a node $i$ is considered to be active in the multiplex if it is active in at least one layer (i.e., $\mathbf{k}_{i} \neq \mathbf{0}$ ). We then associate to each node $i$ of the multiplex a vector of node-activity, which
is uniformly sampled from all the possible $\binom{M}{B_{i}}$ M-dimensional vectors with exactly $B_{i}$ non-null elements. As a result, we obtain multiplex networks that preserve the node activity distribution $B_{i}$ of the empirical system, while destroying the effect of correlation in layer activity and the distribution of node-activity vectors. Clearly, since the vectors of node-activity are uniformly sampled, we know that all the layers will have the same expected number of active nodes:

$$
\begin{equation*}
\widetilde{N}^{[\alpha]}=\frac{1}{M} \sum_{i} B_{i} . \tag{5.15}
\end{equation*}
$$

The authors of Ref. [224] also consider a slight variation of the previous model, known as the multi-activity stochastic model, where each node $i$ at layer $\alpha$ is activated with probability $\bar{B}_{i}=B_{i} / M$. Also in this case, $B_{i}$ represents the node-activity vector of node $i$ observed in the empirical system. Even though the expected activity of each layer remains equal to $M^{-1} \sum_{i} B_{i}$, in this model the node-activity distribution is different from the one observed in the original network. This is because the node-activity of each node $i$ is a binomial random variable distributed around $B_{i}$.

### 5.2.3 Relabelling model for tunable inter-layer degree correlation

The procedure for tuning the inter-layer degree correlation $\rho$ was first presented in Refs. [224, 312]. Briefly, starting from a generic duplex network, we consider $R$ to be the $N \times N$ matrix that accounts for the coupling between the nodes of the two layers. Here, the generic entry $r_{i j}=1$ if node $i$ in layer $\alpha$ corresponds to node $j$ in layer $\beta$. Since we are dealing with a duplex network, there is a one-to-one correspondence between the nodes in the two layers, so that we have to impose $\sum_{j} r_{i j}=1 \forall i$. The main idea is that the coupling $R$ can be realised in many ways, and among all these possibilities we choose one that corresponds to a given level of inter-layer degree correlation $\rho^{\star}$. We define the cost function $F(R)=\left|\rho-\rho^{\star}\right|$, and we iteratively modify the structure of the matrix assignment in order to minimize $F(R)$. The minimisation procedure is
obtained by using a simulated annealing algorithm. In particular, starting from a certain matrix assignment $R$, we swap two elements of $R$ at random in order to obtain a new assignment $R^{\prime}$. We then accept the new assignment with probability:

$$
p= \begin{cases}1 & \text { if } F\left(R^{\prime}\right)<F(R) \\ \mathrm{e}^{-\beta\left[F\left(R^{\prime}\right)-F(R)\right]} & \text { otherwise }\end{cases}
$$

where $\beta$ has the role of an inverse temperature in the simulated annealing procedure. The algorithm stops when $F(R)<\varepsilon$, where $\varepsilon$ is a threshold set by the user. We shall see this model once more in Chapter 6.3 when discussing the optimal percolation problem on correlated multiplex networks with overlap.

### 5.3 Growth models

Growing multiplex network models aim at providing simple dynamical explanations for the emergence of certain structural properties observed in real-world data sets. In the context of singlelayer networks, for example, the Barabási-Albert (BA) model is one of the most famous at generating scale-free networks by means of a preferential attachment process [64]. Here, we shall discuss some of the models recently proposed in the literature, where simple dynamical mechanisms are able to produce layers with distinct types of degree distribution and are responsible for generating a different level of inter-layer degree correlations.

### 5.3.1 Linear and non-linear preferential attachment

One of the first multiplex growth models was proposed in Ref. [236], generalising the linear
preferential attachment mechanism to the case of multiplex networks. In particular, individual nodes join the network and choose to connect to older nodes $j$ depending on a function of their degree $k_{j}$. However, in the multiplex network formalism, the degree of each node $j$ is not a scalar, but a vector. As a result, the probability $\Pi_{i \rightarrow j}^{[\alpha]}$ that a new node $i$ attaches to a node $j$ depends on all the degree components in the layers, i.e. [212]:

$$
\begin{equation*}
\Pi_{i \rightarrow j}^{[\alpha]}=\frac{F_{j}^{[\alpha]}\left(\mathbf{k}_{\mathbf{j}}\right)}{\sum_{l} F_{l}^{[\alpha]}\left(\mathbf{k}_{\mathbf{l}}\right)} \tag{5.16}
\end{equation*}
$$

In Ref. [236], the authors presented the analytical treatment for a growing multiplex network model with two layers and a linear attachment kernel. This corresponds to setting $F_{j}^{[\alpha]}$ as a convex combination of the degrees of node $j$ at all the layers. Interestingly, this model produces multiplex networks where the two layers have scale-free degree distributions (with an exponent $\gamma=3$ in the thermodynamic limit), and the system displays positive inter-layer degree correlations among the layers. This is because the expected final degree of a node on certain layers solely depends on the time at which it joined the network [236]. The generalisation of this model to the case of multiplex networks with more than two layers is discussed in Ref. [313].

A more refined model was proposed in Ref. [314] by considering a non-linear attachment kernel [315]. Based on that model, it is possible to generate layers with different degree distributions and to produce negative inter-layer degree correlation. Also in this case, each new node is simultaneously added to both the layers of a duplex network. Each new node is connected to the other nodes of the same layer by $m$ links. The probability $\Pi_{i \rightarrow j}^{[\alpha]}$ that a new node $i$ attaches to $j$ on a given layer $\alpha$ can be expressed as:

$$
\begin{equation*}
\Pi_{i \rightarrow j}^{[\alpha]} \propto\left(k_{j}^{[1]}\right)^{r_{1}}\left(k_{j}^{[2]}\right)^{r_{2}} \tag{5.17}
\end{equation*}
$$

where $r_{1}, r_{2} \in \mathbb{R}, \alpha \in\{1,2\}$. As observed in the case of single-layer networks [315], the nonlinear attachment mechanism generates a rich variety of behaviours. For instance, by varying
the exponents $r_{1}, r_{2}$, it is possible to generate systems with negative, null and positive inter-layer degree correlation. While the layers may display either a power-law, exponential, or a condensed degree distribution. The authors also propose possible generalisations of the model for systems with more than two layers

### 5.3.2 Layer-based growth models

Another class of growth models concern those in which new layers sequentially join into the system. Their main aim is to explain the fat-tail distributions of node and layer activity observed in real-world systems [224], but also the scale-free degree distribution on the aggregate networks. Here, we review two classes of models introduced in Refs. [224, 226].

The first example of modelling multilayer networks was provided by Criado et al in 2012 [226]. Rather than providing simple mechanisms for reproducing structural patterns observed in realworld multilayer networks, the authors investigated the importance of the whole multilayer structure compared to the corresponding single-layer aggregate. More precisely, they proposed several stochastic mechanisms for constructing multilayer systems with distinct mesoscale structures and show that these systems often lead to aggregate networks with similar characteristics. As a result, when analysing a multilayer system, it is imperative to take into account the mesoscale structure of the entire structure rather than focusing on the aggregate representation.

The second model was introduced in Ref. [224] and works as follows. At time $t_{0}=0$, we consider a multiplex with $M_{0}$ layers and $N$ nodes. Then, at each time steps $t$, a new layer $\alpha$ with $N^{[\alpha]}$ nodes to be activated joins the system. Here, the quantity $N^{[\alpha]}$ can be taken from the data set we would like to reproduce. In particular, at time $t$ each node $i$ has a probability of being active on that layer equal to:

$$
\begin{equation*}
p_{i}(t)=B_{i}(t)+A \tag{5.18}
\end{equation*}
$$

where $B_{i}(t)$ represents the number of layers where the node $i$ is active in the multiplex (i.e. the node activity at time $t$ ), while $A \in \mathbb{R}$ is a non-negative constant that allows a node to be activated with a non-null probability (i.e. to activate nodes not yet active in the system). Remarkably, when the number of layers in the system increases, the layer activity $P\left(N^{[\alpha]}\right)$ becomes closer to a power-law like distribution.

### 5.4 Pareto growth model

As discussed in the previous sections, models represent a powerful tool to characterise and investigate a certain set of structural features in real-world systems. Here, we present our main contribution [1] for the modelling of real-world transportation multiplex networks, by combining tools from multi-objective optimisation and multilayer network theory. In particular, we highlight that this is the first growth model in the network literature, which links multi-objective optimisation theory with the multilayer network representation. In particular, transportation systems can be represented as multiplex networks, where each layer represents the routes served by a single service provider. Hence, the core idea of our model is inspired by the observation that the formation of edges in many real-world transportation networks $[14,316]$ is often subject to concurrent spatial and economical constraints [317-319]. On the one hand, there is the tendency to accumulate edges around nodes that are already well-connected, in order to exploit the economy of scale associated to hubs. On the other hand, each service provider usually tends to minimise the competition with other existing service providers. As we shall discuss through the section, these two mechanisms provide a reasonable explanation for the emergence of highlyoptimized heterogeneous multiplex networks. In addition, this represents the first example where Pareto efficiency is extensively used for modelling in multilayer network theory.

Let us consider a multiplex transportation network with $N$ nodes and $M$ layers, where nodes represent locations and layers represent service providers, e.g. airline, train or bus companies.

Each layer is the graph of routes operated by one of the service providers. Using the multiplex formalism introduced in Chapter 2.2, the network can be described by a set of adjacency matrices $\left\{A^{[1]}, A^{[2]}, \ldots, A^{[M]}\right\} \in \mathbb{R}^{N \times N \times M}$, where the entry $a_{i j}^{[\tau]}$ is equal to 1 if $i$ and $j$ are connected by a link at layer $\tau$ (meaning that provider $\tau$, with $\tau=1,2, \ldots M$ operates a route between location $i$ and $j$ ), while $a_{i j}^{[\tau]}=0$ otherwise $^{1}$. Here, $k_{i}^{[\tau]}$ represents the degree of a node $i$ at the layer $\alpha$, $K^{[\tau]}$ is the total number of links of layer $\tau, o_{i}$ is the total degree of node $i$, and $o_{i j}$ represents the overlap of edge $(i, j)[216,230]$.

For this model, we assume that service providers join the system one after the other, each one with a predetermined number of routes that they can operate. This means that the multilayer network acquires a new layer at each (discrete) time step $\tau$. When the layer joins the system, the new provider tries to place its routes in order to maximise its profit. To this end, a provider would prefer to have access to as many potential customers as possible (i.e., to connect locations with large population), whilst minimising the competition with other providers (i.e., to avoid to operate a route if it is already operated by other providers). In order to mimic these two competing mechanisms, we set the probability of creating an edge between node $i$ and node $j$ at the new layer $\tau$ as:

$$
\begin{equation*}
p_{i j}^{[\tau]} \propto \frac{o_{i}^{[\tau-1]} o_{j}^{[\tau-1]}+c_{1}}{o_{i j}^{[\tau-1]}+c_{2}} \quad \tau=2, \ldots, M \tag{5.19}
\end{equation*}
$$

where $o_{i}^{[\tau-1]}$ and $o_{i j}^{[\tau-1]}$ are respectively the overlapping degree of node $i$ and the edge overlap of $(i, j)$ at the time step $\tau-1$. The non-negative constants $c_{1}$ and $c_{2}$ allow a non-zero probability of creating a new edge to a node that is isolated in all the existing layers. The rationale behind Eq. (5.19) is that the total degree $o_{i}$ of node $i$ can be used as a proxy of the population living at that location. Hence, in the same spirit of the "gravity model" [320, 321], creating a link between node $i$ and node $j$ with a probability proportional to the product $o_{i} o_{j}$ will increase the chances of a provider gaining access to a large set of customers. Similarly, by requiring that $p_{i j}^{[\tau]}$ is inversely
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Figure 5.1. Schematic illustration of the MMOO growth model. (a) At the step $\tau=2$, a new layer arrives with $K^{[2]}$ links to be placed, and the first edge is placed uniformly at random among all possible pairs of nodes. (b) The remaining $K^{[2]}-1$ links are placed according to the probability $p_{i j}^{[2]}$ in Eq. (5.19). (c) The same procedure is repeated for each layer $\tau$ until a multiplex with $M$ layers is obtained.
proportional to the edge overlap $o_{i j}^{[\tau-1]}$ we discourage the creation of a new route between two locations if they are already served by a large number of other providers, thus modelling the tendency of providers to avoid competition. The two competing mechanisms we propose can be formalised as a MOOP:

$$
\left\{\begin{array}{l}
\max \mathbf{F}  \tag{5.20}\\
\min \mathbf{G}
\end{array}=\left\{\begin{array}{l}
F^{[\tau]}=\sum_{i, j: a_{i j}^{[\tau]}=1}\left(o_{i} o_{j}+c_{1}\right) \\
G^{[\tau]}=\sum_{i, j: a_{i j}^{[\tau]}=1}\left(o_{i j}+c_{2}\right)
\end{array}\right.\right.
$$

where the efficiency function $F^{[\tau]}$ accounts for the number of potential customers, while $G^{[\tau]}$ measures the competition due to route overlaps. Given the parallelism with multi-objective optimisation, we will refer to this model as the Multiplex Multi-Objective Optimisation (MMOO) model.

A schematic illustration of the model is reported in Fig. 5.1. The first layer is a connected random graph with $K^{[1]}$ edges. At each step $\tau$, with $\tau=2, \ldots, M$, a new layer is created. The first of the $K^{[\tau]}$ edges of the new layer is placed uniformly at random among the $\binom{N}{2}$ possible
edges. In order to obtain a connected network, the remaining $K^{[\tau]}-1$ links are created according to the probability in Eq. (5.19), yet ensuring that one of the two endpoints of the selected edge belongs to the connected component at that layer. The total number of links at each of the $M$ layers are external parameters of the model. Considering the routes of each provider as fixed over time may seem an unrealistic oversimplification, but in all systems considered, providers normally update their network routes at a slow rate. This coheres with our assumption that the routes of each layer are quasi-static. In fact, rearranging a set of train services or flights entails substantial logistic and economic investments, since railway licenses and airport-slots are normally allocated for long periods of time (for several years).

Before presenting the empirical results of our model, let us introduce the three different data sets considered. Notice that two of them, namely, the UK trains and UK coaches data sets, were first used in our study [1] and are available in Ref. [322].

### 5.4.1 Transportation network data sets

The multiplex transportation systems considered for this study are: (i) the undirected routes of the six continental airlines (OpenFlight), (ii) the UK national railway network, and (iii) the UK national coach network. These data sets represent the main modes of public transportation networks. We describe below these data sets and summarise in Table 5.1 the basic structural properties of the corresponding multiplex networks. Additional details for the continental multiplex airlines can be found in Ref. [224], while the data sets are available at [322, 323]. We considered all these multiplexes as unweighted.

### 5.4.1.1 OpenFlight

The networks of aerial routes originally used in Ref. [224] were constructed from the collaborative free online tool OpenFlight [324], which allows one to map flights all around the world. For each

| Multiplex | N | M | $\left\langle N^{[\alpha]}\right\rangle$ |
| :---: | :---: | :---: | :---: |
| Africa | 238 | 84 | 9.8 |
| Asia | 795 | 213 | 24.4 |
| Europe | 593 | 175 | 21.8 |
| North America | 1029 | 143 | 24.9 |
| Oceania | 261 | 37 | 14.1 |
| South America | 300 | 58 | 15.1 |
| UK Coaches | 11738 | 1207 | 16.6 |
| UK Trains | 1658 | 41 | 64.27 |

Table 5.1. Basic structural properties of the multiplex transportation data sets. The number of nodes $N$, number of layers $M$ and the average layer activity $\left\langle N^{[\alpha]}\right\rangle$ are reported for the eight multiplexes analysed.
route, the dataset contains information about the starting airport, the destination airport, and the company operating each flight. Six different multiplex networks were constructed, one for each continent (Africa, Asia, Europe, North America, Oceania, South America), each consisting of as many layers as airlines operating in that continent. The edges on each layer are the direct routes operated by the corresponding airline, and the active nodes on each layer are the airports that are connected by at least one route operated by that company.

### 5.4.1.2 UK trains

We considered the timetables extracted from OpenTrainTimes [325], which contain real-time information about the routes operated by 41 different railway companies over 2944 stations across the UK. In this case, nodes represent railway stations, while a link exists between two nodes only if there is at least one service between them. The routes of OpenTrainTimes are regularly updated using the real-time data feeds system provided by the official network rail website [326]. For each route, we have information about the starting station, the end station, the company which operates the service, and also the days in which they operate their routes. For the analysis done in the main text, we have constructed a multiplex network with 1658 nodes (the stations were aggregated at the city level) and 41 layers representing the different companies. It is worth mentioning that the UK train multiplex network mainly includes the 41 (regional) railway
companies operating in the UK. As a result, the service providers will only have a moderate overlap over the routes (as we will see later, the maximum overlap is 8 ). Notice also that the competition in terms of route formation for the UK train multiplex can be considered only from the service-provider point of view. By contrast, the competition in the UK train multiplex has no meaning from an user perspective.

### 5.4.1.3 UK coaches

We used the UK coach data set available at Ref. [327], which includes data from the National Coach Services Database (NCSD). The dataset contains information about 17433 routes between 12767 locations operated by 1219 different regional operators. In this case, nodes represent coach stations or stops, while a link exists between two nodes only if there is at least one connection between them. Layers represent the different regional service providers. Notice that for each route we have information about the start, middle and end points, as well as the regional operator code. Starting from this dataset we constructed a multiplex network having 1207 regional service providers (layers) operating over 11738 stops (nodes). The analysis does not include providers operating circular services.

### 5.4.2 Empirical results

We have used the MMOO model to reproduce the structure of the three multiplex transportation systems mentioned above. For each network, we generated $10^{3}$ independent permutations of the sequence $\left\{K^{[1]}, K^{[2]}, \ldots, K^{[M]}\right\}$ of the total number of links at each layer in the data set. Then, for each permutation, we ran 50 independent realizations of the model. In our simulations we used a Metropolis-Hastings algorithm [328] to sample form the distribution in Eq. (5.19). We have also considered $10^{3}$ realisations of a baseline model, i.e. an ER multiplex model, such that each layer $\alpha$ is generated as an ER random graph with $N$ nodes and $K^{[\alpha]}$ links. For each


Figure 5.2. Performance of the MMOO model in reproducing the structural measures of three different transportation systems. Distributions of layer activity $N^{[\alpha]}$ (left column), node total degree $o_{i}$ (middle column) and edge overlap $o_{i j}$ (right column). The multiplex networks (red diamonds) of North America airlines (top row), UK train services (middle row) and UK coach services are compared to the corresponding multiplex networks generated by the MMOO model (solid blue lines) and to multiplex networks whose layers are Erdös-Rényi graphs [62] (dashed lines). The results shown are averaged over $10^{3}$ realizations (standard deviations are indistinguishable from the symbols).
realisation, we consider an independent permutation of the sequence $\left\{K^{[1]}, K^{[2]}, \ldots, K^{[M]}\right\}$ of the total number of links at each layer in the data set. Notice that other models generating scale-free or Watts-Strogatz networks (or even mixture of them) on each layer of the multiplex might be better suited for comparisons. However, we leave this analysis for future works.

In Fig. 5.2, we report the distributions of layer activity $N^{[\alpha]}$, total node degree $o_{i}$, and edge overlap $o_{i j}$ of the multiplex networks obtained with the MMOO model, where we set $c_{1}=c_{2}=1$. The two-sample Cramer-von-Mises statistical test [329] provides convincing evidence that the synthetic distributions are compatible with the original ones ( $p$-value $<0.01$, except for panel (c), where $p<0.5$ ). It is worth noticing that the MMOO model naturally reproduces the heterogeneous distribution of node total degree and the decreasing exponential behaviour of the edge overlap $o_{i j}$, which respectively mirror the heavy-tailed distribution of city size $[330,331]$ and the tendency of service providers to reduce the competition on single routes [56].

To extensively compare the synthetic and empirical distributions for the eight transportation
systems, we also investigate two other structural measures, i.e., the node activity $B_{i}$ and pairwise inter-layer correlation $H_{\alpha, \beta}$ (see Chapter 2.2 for a formal definition). We report the p-values of the corresponding two-sample Cramer-von-Mises test in Table 5.2. For most of the multiplex analysed, the MMOO model with $c_{1}=c_{2}=1$ performs quite well for at least two structural metrics. In particular, we find that the synthetic and empirical distributions of layer activity $N^{[\alpha]}$ and node total degree $o_{i}$ are indistinguishable in almost all the data sets. Yet, it is evident that the MMOO model cannot reproduce all the structural measures of the different real-world systems, as confirmed by the high p-values found for $B_{i}$ and $H_{\alpha, \beta}$.

In principle, it could be possible to fine-tune the values of $c_{1}$ and $c_{2}$ in Eq. (5.19) to accurately reproduce the structural properties of the multiplex transportation networks. To test the dependence of $c_{1}$ and $c_{2}$ on the model, we performed extensive Monte Carlo simulations where the two constants $c_{1}, c_{2}$ were tuned in the range $(0,10)$ with steps of 0.1 . In Table 5.3 we report, for each system, the values of $c_{1}$ and $c_{2}$ for which the two-sample Cramer-von-Mises test provides the best (lowest) p-values for the distributions of the five different structural metrics considered. In other words, we select the values of $c_{1}$ and $c_{2}$ which provide the lowest Euclidean distance between the five-dimensional point having as components the p -values (of the two-sample Cramer-von-Mises test) of the five different structural metrics and the ideal point $z^{*}=(0.001,0.001,0.001,0.001,0.001)$.

### 5.4.3 Pareto efficient providers and system efficiency

By considering the multi-objective optimisation framework formally defined in Eq. (5.20), it is possible to compare providers by looking at their position in the efficiency-competition plane defined by the two functions $F$ and $G$ and shown in Fig. 5.3. We focused on the air transportation networks and extracted from the empirical data the observed Pareto front of each continental network, i.e. the set of all the non-dominated points in the $F-G$ plane. Surprisingly, we found that

| Multiplex | $o_{i}$ | $o_{i j}$ | $N^{[\alpha]}$ | $B_{i}$ | $H_{\alpha, \beta}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Africa | $<0.01$ | 0.15 | $<0.01$ | 0.2 | 0.2 |
| Asia | $<0.01$ | 0.5 | $<0.01$ | 0.05 | 0.05 |
| Europe | $<0.01$ | $<0.01$ | $<0.01$ | 0.05 | 0.025 |
| North America | $<0.01$ | 0.5 | $<0.01$ | 0.25 | 0.75 |
| Oceania | 0.1 | 0.15 | $<0.01$ | 0.75 | $<0.01$ |
| South America | $<0.01$ | 0.75 | $<0.01$ | 0.1 | 0.25 |
| UK Coaches | $<0.01$ | $<0.01$ | $<0.01$ | 0.75 | 0.75 |
| UK Trains | $<0.01$ | $<0.01$ | $<0.01$ | 0.5 | 0.05 |

Table 5.2. Performance of the MMOO model in reproducing multiplex structural measures. We report the list of the p-values obtained for the two-sample Cramer-von-Mises test when comparing the synthetic and empirical distributions of the eight transportation systems analysed. Five different structural measures were tested, namely, the node overlap ( $o_{i}$ ), the edge overlap $\left(o_{i j}\right)$, the layer activity $\left(N^{[\alpha]}\right)$, node activity $\left(B_{i}\right)$ and the normalised Hamming distance $\left(H_{\alpha, \beta}\right)$. Notice that we used $c_{1}=1, c_{2}=1$ in the MMOO model for obtaining the synthetic distributions.

| Multiplex | $o_{i}$ | $o_{i j}$ | $N^{[\alpha]}$ | $B_{i}$ | $H_{\alpha, \beta}$ | $c_{1}$ | $c_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Africa | $<0.01$ | $<0.01$ | $<0.01$ | 0.1 | 0.25 | 0.2 | 9.3 |
| Asia | $<0.01$ | $<0.01$ | $<0.01$ | $<0.01$ | 0.1 | 0.2 | 3.0 |
| Europe | $<0.01$ | $<0.01$ | $<0.01$ | $<0.01$ | 0.025 | 1.0 | 8.2 |
| North America | $<0.01$ | $<0.01$ | $<0.01$ | 0.1 | 0.75 | 0.1 | 9.0 |
| Oceania | 0.025 | 0.05 | $<0.01$ | 0.75 | $<0.01$ | 1.8 | 6.0 |
| South America | $<0.01$ | $<0.01$ | $<0.01$ | 0.1 | 0.5 | 0.2 | 9.0 |
| UK Coaches | $<0.01$ | $<0.01$ | $<0.01$ | 0.5 | 0.75 | 4.0 | 6.5 |
| UK Trains | $<0.01$ | $<0.01$ | $<0.01$ | 0.25 | $<0.01$ | 2.1 | 5.3 |

Table 5.3. Best values of $c_{1}$ and $c_{2}$ for the MMOO model when reproducing the empirical structural metrics. Values of $c_{1}$ and $c_{2}$ for which we obtain the best (lowest) p-values of the Cramer-von-Mises test for all the five structural multiplex metrics.
most of the Pareto-optimal points correspond to the most important companies in the continent (e.g., flagship, mainline, and large low-cost carriers), and in particular with those carrying the largest number of passengers.

In order to quantify the potential improvement attainable by a system in the $F$ - $G$ plane, we used NSGA-II, an evolutionary multi-objective optimization algorithm [300], to generate $10^{5}$ synthetic multiplex networks for each continent. We then computed the theoretical Pareto front, consisting of the Pareto-optimal points resulting from all the simulations, reported in Fig. 5.3 as a dashed blue line. The closer the observed PF is to the theoretical PF, the better the system approaches the best possible solution in the $F-G$ plane. Interestingly, the observed PF of the


Figure 5.3. Pareto optimal companies in the $F-G$ plane for two multiplex airline systems.
We report the observed (solid green line) and theoretical (dashed blue line) Pareto fronts for the continental airline networks of (a) North America and (b) Africa. The top ten airlines by number of passengers in 2013 are highlighted. For each system, the theoretical Pareto front was obtained as the non-dominated points of $10^{5}$ realisations of the MMOO model (the range of variability of the simulations is indicated by the shaded grey region).

North American airline network is relatively closer to its theoretical PF, while for the African airlines we observe a larger gap between the two curves. This means that, on average, the African airlines may obtain a greater improvement in the $F-G$ plane than North American companies. As discussed in Chapter 4.4.1, a quantitative way to associate a number to a Pareto Front $\mathcal{P}$ is by means of the S-metric or hypervolume indicator $I_{H}(\mathcal{P})$. In a two-dimensional plane this quantity corresponds to the Lebesgue measure of the union of the rectangles defined by each point in the front $\mathcal{P}$ and a reference point [306, 332]. In our computation, we considered the worst point

| Continent | $\Delta_{H}$ | GDP (US\$) [333] | M | Pareto points |
| :---: | :---: | :---: | :---: | :---: |
| North America | $6.82 \cdot 10^{-5}$ | 17892 | 143 | 20 |
| Asia | $7.79 \cdot 10^{-5}$ | 14070 | 213 | 25 |
| Europe | $1.07 \cdot 10^{-4}$ | 36784 | 175 | 26 |
| South America | $5.50 \cdot 10^{-4}$ | 9359 | 58 | 15 |
| Oceania | $5.81 \cdot 10^{-4}$ | 13064 | 37 | 11 |
| Africa | $5.82 \cdot 10^{-4}$ | 2843 | 84 | 10 |

Table 5.4. Hypervolume and economical performance for the continental airline networks. The potential improvement attainable by the North American transportation system in the $F-G$ plane is measured by the normalised relative hypervolume $\Delta_{H}$, where smaller values of $\Delta_{H}$ correspond to more optimized networks. We report the ranking of continents by $\Delta_{H}$ along with the economical performance of each continent (as measured by the average GPD per capita), the number of airlines $M$, and the total number of Pareto points. We also report the Kendall's correlation between the normalised hypervolume $\Delta_{H}$ and the number of airlines $M\left(\tau_{b}=-0.41, p \approx 0.25\right)$, and with the number of Pareto points $\left(\tau_{b}=-0.6, p \approx 0.14\right)$, respectively.
as the reference point [in our case, this is the point of coordinates $\left(G_{\max }, F_{\min }\right)$ ]. The distance between an observed PF, $\mathcal{P}^{\text {obs }}$, and the corresponding theoretical $\mathrm{PF}, \mathcal{P}^{\text {th }}$, can be quantified through the relative normalised hypervolume $\Delta_{H}=\left|I_{H_{\mathcal{P} \text { obs }}}-I_{H_{\mathcal{P} \text { th }}}\right| /\left(I_{H_{\mathcal{P} \text { th }}} K\right)$. By dividing the relative hypervolume difference by the total number of routes $K$, it is possible to compare the level of potential improvement of two multiplex networks with respect to their corresponding theoretical PF. We argue that the value of $\Delta_{H}$ can be used to determine the level of optimality of a transportation system, with smaller values of $\Delta_{H}$ indicating more optimised configurations. It is important to highlight that since $\Delta_{H}$ represents the normalised relative hypervolume, the choice of the reference point when computing $I_{H}$ has a minimal impact on its actual value.

Table 5.4 reports the ranking of continents induced by $\Delta_{H}$, where North America and Asia


Figure 5.4. Performance of the continental airlines networks in the $F-G$ plane. The observed Pareto front (solid green line) along with the top ten airlines by number of passengers for Asia (a), Europe (b), South America (c), and Oceania (d). For each continent, the Theoretical Pareto front (dashed blue line) is obtained by considering the non-dominated points of $10^{5}$ realisations of the MMOO model (the range of variability obtained through the simulations is indicated by the shaded grey region). Notice that in almost all the cases, the top airlines of a continent belong to the observed Pareto front.
lead the pack, while Africa is lagging behind. Interestingly, that ranking is correlated with the ranking induced by continental GDP per capita of 2013 [333] (Kendall's $\tau_{b}=-0.6, p \approx 9 \cdot 10^{-2}$ ). However, the same result holds when considering economical data from the period 2010-2014. Interestingly, while a lower correlation appears between the number of airlines in the system and the corresponding $\Delta_{H}$ (Kendall's $\tau_{b}=-0.41, p \approx 0.25$ ), we found a moderate correlation between the number of Pareto points and $\Delta_{H}$ (Kendall's $\tau_{b}=-0.6, p \approx 0.14$ ), i.e. the higher the number of Pareto points the lower the values of $\Delta H$. Yet, in these two cases, notice that the p-values are greater than 0.1.

For the sake of completeness, we report in Fig. 5.4 the results of the other four continental airline systems in the $F-G$ plane. Also in this case, the top ten airlines by number of passengers belong to the observed Pareto front obtained from real data.

### 5.4.3.1 Pareto efficient strategies

Here, we show that our model can in principle be used by new companies entering the market, as a guide to place their routes in the most effective way. In particular, we can slightly modify the model as follows. We may consider all the layers as fixed and identical to the observed ones except for one of them, which represents a new service provider. We can then place all the edges of this provider (i.e. as the last layer of the system) according to Eq. (5.19).

We ran our model for several carriers and we report in Fig. 5.5 the results of our simulations. Remarkably, we found that the companies appearing on the observed Pareto front cannot improve their position in the $F$-G plane, meaning that their routes have evolved over time according to an effective optimization process. By contrast, our model is able to improve the position in the $F-G$ plane of sub-optimal and non-optimal airlines.


Figure 5.5. Pareto efficient strategies for existing carriers. We reshape the routes of two North American airlines in the F-G plane. United Airlines, a Pareto-optimal company (blue diamonds), cannot be improved any further by our model, while Great Lakes Airlines (brown squares) can potentially get much closer to the Pareto front.

## Chapter 6

## Optimal percolation in correlated

## multiplex networks with overlap

The discovery of interdependencies and feedback loops between interacting networks have completely shaken percolation theory. While in single-layer percolation theory the failure of a node only affects its neighbourhood, in multiplex networks the failure of nodes in one network may lead to the failure of their replicas (i.e. the replica nodes) in the other layers. As a consequence, in presence of interdependencies, multiplex networks are in general more fragile than single-layer systems [334]. Moreover, the total disruption of the network occurs with a discontinuous phase transition, which is characterized by large avalanches of failure events that propagate back and forth across the different layers of the network.

In this chapter, we provide an introduction to interdependent networks and review the main results about random percolation in multiplex networks. We then shift the focus to the problem of optimal multiplex percolation, presenting existing solutions, current challenges, and open research problems.

In the last section, entirely based on our work of Ref. [3], we present our contribution to the field. First, we disentangle the effect of overlap and inter-layer degree correlation on the optimal percolation problem, which was mostly neglected in previous works. We then provide novel evidence that the Pareto framework introduced in the previous chapters allows to generalise single-layer optimal percolation strategies to the case of multiplex networks. More importantly, we demonstrate that the Pareto-efficient approach can be effectively used to construct targeted strategies on correlated multiplex systems with overlap, which outperform all the existing methods in the case of synthetic duplex networks. Finally, we propose two new generalisations of a single-layer targeted strategy, which appear to outperform all the other targeted multiplex strategies when applied to real-world duplex systems.

### 6.1 Random percolation

The seminal paper of Buldyrev et al [334] introduced the notion of interdependent networks. In the multilayer network formalism, we consider two nodes as interdependent if the failure of one node in a layer also causes the failure of the same node on the other layers. The presence of interdependencies between the same node on different layers is usually represented by interlinks. In this chapter, we shall always refer to multiplex networks that are fully interdependent, i.e. all the nodes of the systems are interdependent.

In the classical percolation process on single-layer networks the robustness of the system is measured by the size of the giant connected component as a function of the damage inflicted. In analogy with the giant connected component in single-layer networks [13, 38, 335], we can evaluate the robustness of multiplex networks by computing the size of the so-called Largest Mutually Connected Component (LMCC) [or interchangeably the Mutually Connected Giant Component] as a function of random or targeted failures. Two nodes of a multiplex system $\mathcal{M}$ belong to the same Mutually Connected Component (MCC) if there exists at least one path


Figure 6.1. Schematic illustration of a cascade of failures in a duplex network. The damage caused by the failure of a node in a duplex interdependent network propagates in both the layers. To compute the size of the LMCC after the removal of the node, we proceed using the steps indicated in the LMCC algorithm. That is, we remove all the links attached to that node in both layers (b). We then compute the connected components on both layers and iteratively remove links (marked as dashed gray) from a certain layer if the endpoints of such links belong to two different connect components in the other layer (c). We repeat the process of recomputing the components on each layer and removing links until no further damage is found. The remaining connected components are mutually connected. As consequence, the largest of these components represents the LMCC (d). Nodes that do not belong to the LMCC are indicated in grey.
on each layer that connect them and traverses only nodes belonging to the same MCC. The
LMCC represents the largest maximal sub-graph consisting of mutually connected nodes [336]. In particular, Buldyrev et al [334] have first shown how to compute the LMCC in multiplex networks as illustrated in Figure 6.1 for a multiplex with two layers. The algorithm proposed for determining the LMCC after an initial damage works along the following lines:

1. Compute the connected components on each layer $\alpha=1, \ldots, M$ of the multiplex network
2. For each layer $\alpha$, mark all links $(i, j)$ whose endpoints belong to two different connected components in one of the other layers $\beta \neq \alpha$ as deactivated/removed.
3. If there are no new links marked as deactivated, then stop; otherwise restart again from point 1.

At the end of the algorithm, the remaining connected components are mutually connected. As a result, the largest of them represents the LMCC. Note that during the process, when all the links


Figure 6.2. Percolation transition in single and multiplex systems. We report the relative fraction $S$ of nodes in the LMCC for multiplex networks with $M=1,2,3$ layers and having Poisson degree distribution with identical average degree $\langle k\rangle$ on each layer as a function of the probability $p$ that a node is not randomly damaged. Notice that for $M=1$ the definition of LMCC coincides with the one of giant connected component, so that the phase transition is known to be continuous. To allow an easier comparison between the percolation transitions of the different multiplex networks, notice that the axes represent the product of the average degree $\langle k\rangle$ and the proportion (S/p). Adapted from [38].
incident on a node $i$ are marked as deactivated in all the layers (i.e. the node does not belong to the MCC), then the node $i$ is considered as damaged/removed.

By analysing the relative size $S$ of the LMCC as a function of the fraction of nodes removed from the multiplex, $f=1-p$, it is possible to determine the robustness of the system and the nature of the percolation transition. Here $p$ is the fraction of nodes remaining in the multiplex. On the one hand, it has been shown that multiplex networks are usually much more fragile than the corresponding single-layer networks taken in isolation [38, 334]. This is because the failure of nodes in multiplex network usually propagates back and forth in the different layers and, as a result, it might trigger a cascade of failures in the system. On the other hand, the nature of the percolation transition in multiplex networks is dramatically different from the one appearing in single-layer networks. The authors of Ref. [334], in fact, have analytically shown
that the percolation transition in interdependent networks is a first order transition. This result is in stark contrast to the well-establish theory on single-layer networks, where the percolation transition occurs continuously [13, 19, 65] (see Fig. 6.2).

In light of these new results, an increasing amount of research has focused on: (i) characterising the nature of the percolation transition in multiplex networks as a function of the topology of each layer and the corresponding average degree; (ii) examining the impact of degree correlation and edge overlap on the LMCC; (iii) developing analytical formulations to determine the LMCC, as for instance, through message-passing algorithms [38, 229, 336, 337]; and (iv) relaxing the definition of LMCC to examine the case of multiplex networks with several layers [338]. Here, we provide a brief overview for some of these recent results. For example, it has been shown in Ref. [336] that multiplex networks are characterised by a hybrid percolation transition. In particular, the LMCC appears with a discontinuous transition for a given critical value $p_{c}$


Figure 6.3. Effect of the power-law exponent on the robustness of duplex networks. We report the relative size $S$ of the LMCC as a function of the fraction of nodes $p$ remaining undamaged for duplex networks whose layers have a scale-free distributions with exponent $\gamma=2.8,2.5,2.1$ (from right to left) and same minimal degree. As the power-law exponent $\gamma$ approaches 2, the height of the jump becomes smaller but is still non-vanishing, as it is possible to observe in the inset, which represents $S$ vs $p$ on a logarithmic vertical scale for $\gamma=2.1$. Reprinted from [336].
but it is also characterised by a square-root singularity from above. In other words, when the probability $p$ that a node is not damaged approaches $p \rightarrow p_{c}^{+}$, a singularity appears. A more intriguing result, however, is provided in the same work and regards scale-free networks [13]. In particular, the authors of Ref. [336] observed that multiplex networks composed by layers with scale-free degree distributions with same average degree but different power-law exponent $\gamma$ have a very peculiar behaviour. That is, as long as $\gamma>2$, the percolation threshold $p_{c}$ occurs with a (non-vanishing) first order transition that increases when $\gamma$ decreases. In other words, multiplex systems whose layers are characterised by a broader scale-free distributions are in general much more prone to random damage than systems with a steeper scale-free degree distribution (see Fig. 6.3). An explanation for this phenomenon is that, on average, high-degree nodes (hubs) on a certain layer are coupled with low-degree nodes on the other layers and, as a consequence, the robustness of the system is heavily reduced. It is worth remarking that this result is in contrast to the behaviour observed for single-layer networks, where networks with scale-free distributions are usually very robust against random failures.


Figure 6.4. Schematic representation of three possible kinds of inter-layer degree correlations for duplex networks. These correlations correspond to maximally positive (MP), uncorrelated (UC), and maximally negative (MN). Each layer of the duplex systems is represented by a different type of link, respectively indicated by the solid and dashed edges. Reprinted from [339].

### 6.1.1 The role of inter-layer degree correlation

Several studies have also characterised the impact of inter-layer degree correlation in modulating the robustness of multiplex networks against random failures, observing that inter-layer degree correlation is responsible for substantial shifts in the percolation threshold $p_{c}[339,340]$. In particular, one of the first studies was performed by Min et al. [339]. They considered the robustness of duplex systems for three representative correlated structures, namely, maximally positive (MP), uncorrelated (UC), and maximally negative (MN). An illustrative representation of these tree different structures is reported in Fig. 6.4.

These settings correspond to the following scenarios. When considering MN correlated systems, hub nodes are associated with low-degree nodes. By contrast, in MP multiplex networks, hubs are interdependent on hubs in the other layers. We report in Fig. 6.5 the relative size $S$ of the LMCC as a function of the fraction of nodes $p$ remaining undamaged for three different correlated duplex networks with Poisson degree distribution. Remarkably, when considering a sequence of random failures in the system, MN systems are much more fragile than MP multiplex networks. This is because high-degree nodes are essential in maintaining each layer connected but, in MN multiplex networks, these nodes can be damaged either as a result of a direct failure or by the failure of one of the correspondent interdependent low-degree nodes on the other layers.

### 6.1.2 The role of link overlap

As discussed in Chapter 2.2, several real-world multiplex networks are characterised by the presence of a non-negligible amount of link overlap. As a result, numerous studies started examining the percolation transition on these kind of systems, providing two approaches to investigate the percolation phase transitions [228]. The first one was proposed in Ref. [341, 342] and it is based on a coarse-grained decomposition of multiplex networks in terms of the so-called supernodes.


Figure 6.5. Impact of inter-layer degree correlation when considering random percolation on duplex networks. We report the relative size $S$ of the LMCC as a function of the fraction of nodes $p$ remaining undamaged for duplex networks with three different levels of degree correlations, namely, Maximally Positive (MP), no degree correlation (UC), and maximally negative (MN). The duplex networks consist of two Poisson layers with $N=10^{4}$ nodes and same average degree $\langle k\rangle=5$.

With this representation, it is possible to analytically characterise the percolation transition, but it only works for duplex systems. A more refined approach was proposed in Ref. [38, 229] using a message-passing algorithm, which allows to analytically characterise the percolation phase transition on multiplex networks with an arbitrary number of layers, as long as the local tree-like assumption remains valid. Remarkably, results presented in Ref. [343] have recently demonstrated how to create message-passing methods that work for any network, regardless of structure.

Independently from the analytical formulation considered, the main finding of these works is that link overlap is responsible for a substantial shift in the position of the percolation transition. However, the transition always remain discontinuous in all the cases, with the only exception represented by the case in which there is complete overlap of all the layers of the multiplex network (i.e. all the layers are identical). In that case, the LMCC of the multiplex network coincides to the largest connected component of a single layer network. Hence, the transition is
second order. Finally, in Ref. [340], the authors examined the combination of degree correlation and link overlap, providing new characterisation for the more complex phase transitions.

### 6.1.3 Analytical approximation through message-passing algorithms

Message passing techniques are widely used for characterising critical phenomena and dynamical systems in complex networks [344-346]. Recently, they have been successfully used in Ref. [344] to estimate the size of the percolating cluster and the average size of nonpercolating clusters in single-layer networks, providing also an analytical expression for the position of the percolation threshold in terms of the inverse of the leading eigenvalue of the non-backtracking matrix [347]. Other applications include network control [345] and epidemic spreading [346]. In the context of interdependent multiplex networks, the message-passing method was first proposed in Ref. [337], and subsequently applied on multiplex networks considering a variety of different conditions [38, 229, 340]. For instance, it has been used for (i) characterising the robustness of real multiplex networks and (ii) to study the percolation phase diagram of multiplex networks with link overlap and arbitrary number of layers.

According to this method, nodes send messages along their links to neighbouring nodes. These messages can be used to determine whether a node is in the MCGC or not. Note that this approach is valid on locally treelike random networks, for which mean-field theory based on generating functions becomes exact in the large system limit [337]. We refer to Ref. [38] for a detailed discussion on the topic.

### 6.2 Optimal percolation

As discussed in the previous sections, a large part of recent research has focused on studying the impact of randomly removing nodes from the multiplex network $[228,348-351]$ and on charac-
terising the wide spectrum of possible percolation transitions [228-230, 340, 342, 349]. However, quite often targeted attacks can potentially drive a system to collapse by knocking down a much smaller fraction of nodes than required by random attacks [352-355]. In this section, we shift the focus to optimal percolation, which is the problem of finding the minimal fraction of nodes whose removal would irreversibly fragment the system. The solution of the optimal percolation problem has a double-pronged importance. On the one hand, it has important implications for influence maximisation in opinion dynamics $[356,357]$ and for effective immunisation in spreading processes [358-360]. On the other hand, it represents the cheapest way to dismantle a network [361]. In the last five years, an increasing amount of research has focused on finding scalable heuristics to approximate the solution of the optimal percolation problem in single-layer network [362365], which is known to be NP-hard [356]. Only recently, however, the same problem has been investigated in the context of multilayer networks [366]. Although there are currently no studies about the computational complexity of optimal multiplex percolation, it is reasonable to assume that this problem is not easier than it's classical single-layer counterpart.

In analogy with random percolation discussed above, also in the context of optimal percolation the parameter of interest corresponds to the relative size of the largest mutually connected component (LMCC). However, in this case, the final objective translates to finding the smallest set of nodes which, if removed, would reduce the size of the LMCC to $\mathcal{O}\left(N^{1 / 2}\right)$. We refer to these nodes as the critical nodes, which constitute the critical set (alternatively the attack set). We denote the relative size of this set as $q$. In the work of Osat et al [366], the authors focused on examining the role of the multiplex structure when investigating the optimal percolation process. In particular, they compare the size of the critical set obtained in duplex networks with the critical set found for the single-layer representations extracted from the multiplex system (i.e. the individual layers or the aggregate representation). From random multiplex percolation theory [38], we know in advance that $q \leq q_{\text {monoplex }} \leq q_{\mathcal{A}}$, where $q_{\text {monoplex }}$ and $q_{\mathcal{A}}$ respectively denote the relative size of the critical set for the single layers and for the aggregate network.


Figure 6.6. Optimal percolation on synthetic duplex networks. The layers of the systems are two Erdös-Rényi random graphs with $N=1000$ nodes and tunable average degree $\langle k\rangle$. The relative size of the critical set $q$ of duplex network is reported as a function of the average degree $\langle k\rangle$ (turquoise circles), and compare it with the same quantity when computed on the individual layers (black squares and purple triangles) or the aggregate network (orange triangles). The size of the critical set is estimated using the SA algorithm. Adapted from the work of S. Osat, F. Ali and F. Radicchi [366].

However, it is crucial to quantitatively characterise how poorly the quantity $q_{\text {monoplex }}$ and $q_{\mathcal{A}}$ underestimate the actual robustness of the multiplex representation. We report in Fig. 6.6 such a comparison when considering the size of the structural set identified using the Simulated Annealing (SA) optimisation algorithm as a function of the average degree $\langle k\rangle$ and for synthetic duplex networks whose layers are Erdös-Rényi random graphs. Remarkably, for relative small values of $\langle k\rangle$, dismantling an ER duplex network requires knocking down a far smaller number of nodes than any of its constituent layers. Notice that E-R random graphs are usually considered in the optimal percolation literature (both single and multi-layer networks [362, 365-367]) as a baseline for investigation.

In the same work by Osat et al [366], the authors also investigate the role of overlap and interlayer degree correlations, which are known to have important effects on random percolation [339,

340], as presented before. They started from two identical Erdös-Rényi random graphs with $N=1000$ nodes and $\langle k\rangle=5$ and considered a very simple model to simultaneously change edge overlap and the inter-layer degree correlations [368]. That is, nodes in one of the two layers are subject to relabelling with a certain probability $\zeta$. When $\zeta=0$, duplex, aggregate network and both the single-layer networks are identical. By contrast, when $\zeta=1$, the layers of the duplex network correspond to two Erdös-Rényi random graphs with identical degree sequence and negligible overlap. As $\zeta$ increases, both edge overlap and inter-layer degree correlation simultaneously decrease in a non-trivial way. We report in Fig. 6.7 the results of this analysis. Clearly, this simple model cannot disentangle the role played by edge overlap and by the interlayer degree correlations, and yet it is evident that the combination of these two factors sensibly affects the robustness of the duplex systems.

Finally, the authors of Ref. [366] observe that most of the single-layer optimal attack strategies [360, 362-364] cannot be easily extended to the multilayer case. This is because most of the heuristic algorithms proceed by assigning a score to each node, based on some structural indicator [11, 65, 365], and then iteratively removing nodes in decreasing order of their score. However, in a multiplex network, it is not immediate how to combine node scores on different layers to obtain a meaningful ranking. For example, single-layer methods that use node degrees as ingredients to calculate and assign scores to each of the nodes cannot be directly mapped to duplex networks. This is because a node in a multiplex network has multiple degree values. Hence, it is not clear what is the best way of combining these values to obtain a single score. Or alternatively, let us consider the CoreHD algorithm [364], which is one of the most effective strategies to destroy the giant connected component of a single-layer graph. The algorithm proceeds by iteratively removing the nodes with the highest degrees from the 2-core of the graph (i.e., by effectively de-cycling the network). However, this idea cannot be directly applied to duplex networks, since the 2-core of a multiplex graph is not uniquely defined. As a consequence, there are several existing multiplex extensions of the CoreHD strategy, but none of them provides


Figure 6.7. Joint effect of edge overlap and inter-layer degree correlation on the size of critical sets. The authors of Ref. [366] considered a duplex network consisting of two identical Erdös-Rényi layers with $N=1000$ and $\langle k\rangle=5$. Using the model presented in Ref. [368], in one of the two layers, the labels of the nodes are randomly reshuffled with probability $\zeta$. The mean value of the size of the critical sets obtained using the SA algorithm and averaged over 100 realisations is respectively reported for the single layers, aggregate and duplex networks. Adapted from [366].
satisfactory results on duplex networks [367]. It is worth remarking that despite the wide usage of the Simulated Annealing algorithm in the results shown above, the SA has two main drawbacks. That is, (i) it is prohibitively slow for large system sizes and therefore it cannot be employed for practical purposes, (ii) it does not provide any insight related to the structure of a good critical set. Hence, relying on heuristics that closely approximate the solution of the optimal multiplex percolation problem becomes the only feasible approach for estimating the critical set of large-scale systems.

The recently proposed heuristic Effective Multiplex Degree (EMD) [367] represents the state-of-the-art targeted attack strategy. The underlying idea of the EMD heuristic is based on taking into account the multilayer structure of the system, including inter-layer adjacency. In this way,
the EMD scores effectively exploit the degree-heterogeneity between different layers. In the case of a duplex network, the EMD score of node $i$ is defined as [367]:

$$
\begin{equation*}
w_{i}=\sum_{\alpha} \sum_{j \in \mathcal{N}_{i}^{[\alpha]}} \frac{w_{j}}{k_{j}^{[\alpha]}} \tag{6.1}
\end{equation*}
$$

where $k_{j}^{[\alpha]}$ is the degree of node $j$ at layer $\alpha, \mathcal{N}_{i}^{[\alpha]}$ represents the set of neighbours of node $i$ at layer $\alpha$, and $w_{i}$ is the EMD weight, which accounts for the impact on the LMCC when removing the node $i$. Notice that Eq. (6.1) is a self-consistent equation, so that higher EMD weights are associated with nodes with larger amount of connections, that at the same time are also connected to neighbouring nodes having high EMD weights.

The weight $w_{i}$ represents the equilibrium probability to find a random walker at node $i$, when the random walker is allowed to switch uniformly between layers and select edges within that layer uniformly at random. As a consequence, Eq. (6.1) may be seen similar to a PageRank [369] summed over layers, however, it does not involve any random jump/teleportation/dumping parameter $\alpha$ that allow walkers to randomly jumps across the system. In particular, to obtain the values of the EMD weights, the authors of Ref. [367] set their initial values equal to the sum of the degrees in all layers, i.e. $w_{i}^{(0)}=\sum_{\alpha} k_{i}^{[\alpha]}$. They then update the weights using Eq. (6.1) until the weights fully converge, i.e. the largest relative difference between $w_{i}^{(t)}$ and $w_{i}^{(t-1)}$ is less than $\varepsilon=10^{-7}$. The EMD method uses an adaptive strategy, so that the ranks are recalculated after each node removal from the duplex network.

We report the performances of the EMD heuristic in Fig. 6.8 for a duplex network whose layers are two independent realisation of Erdös-Rényi random graphs with $N=10^{5}$ nodes and $\langle k\rangle=5$. For comparison, along with the results of the EMD heuristic, we also report other "simple" generalisations of single-layer targeted attack strategies. These methods correspond to: (i) the sum of the rankings in all the layers of the collective influence propagation $\left(\mathrm{CI} p_{S}\right)$ algorithm [370]; (ii) the generalisation of the CoreHD method obtained by considering the highest
sum of degrees within the union of the 2-cores of all layers (CoreHDs) or by considering nodes with the highest degree within the 2-core of the layer that has the lowest mean degree (CoreHD1); (iii) methods obtained by removing the node with the highest degree sum (DegSum) or product (HDA). It is worth noticing that all these methods are adaptive, which means that after the removal of a node from the system, all of the scores of the remaining nodes are recomputed. As previously announced and shown in Fig. 6.8, simple generalisations of targeted strategies originally designed for single-layer networks have very poor performance when applied to duplex systems. However, this is not really surprising, since these generalisations cannot capture the presence of interdependencies in duplex systems, which is instead crucial when investigating the robustness of multiplex systems.

Another important aspect that we need to focus on is that the results reported in Fig. 6.8


Figure 6.8. Performance of the EMD strategy for duplex networks. We report the relative size $S$ of the LMCC of a multiplex network when a fraction $q$ of nodes is removed by different targeted attack strategies. The multiplex consists of two independent realisation of Erdös-Rényi random graphs with $N=10^{5}$ nodes and $\langle k\rangle=5$. From left to right the methods reported are: EMD and the approximate solutions of Eq. (6.1) using only one or two iterations, highest degree product (HDA) and sum (DegSum), CoreHD1, CoreHDs, the collective influence propagation (Clp $p_{S}$ ), and random damage (random). Results for duplex systems with $N=10000$ nodes and same average degree are reported in the inset plot. The critical set identified by the simulated annealing algorithm is reported for comparison (black arrow). Adapted from [367].
hold for duplex system with negligible overlap and uncorrelated inter-layer degree correlations (i.e. the two layers are independent realisations of the ER model). However, correlations and overlap are a salient aspect of all real-world multiplex networks $[38,224,339,371]$ and, as shown in Fig. 6.7, the interplay of those two quantities substantially affect the size of the critical set $q$. As a consequence, it is fundamental to disentangle the role played by these two quantities when we aim at accurately estimating the size of the critical set. In principle, we have no guarantees that the EMD heuristic, or any other method, performs well when applied to duplex systems with different conditions. Indeed, as we shall see in the next sections in a more quantitative way, disentangling the effect of these two quantities is fundamental to accurately determine the robustness of duplex systems in the context of optimal percolation.

As discussed in the previous sections, one of the first studies investigating the impact of interlayer degree correlation when estimating the robustness properties of duplex networks was still provided by Min et al. [339]. However, along with the results reported for the random percolation theory, they considered the robustness of duplex systems against targeted attack (i.e. removing nodes with the highest degree in the duplex) when the systems has negligible overlap and for the same three representative correlated structure reported in Fig. 6.4.

Interestingly, for duplex systems consisting of Erdös-Rényi random graphs with moderate average degree (approximatively more than 4 ), they found that maximally negative correlated systems are more robust against targeted attack on high-degree nodes than duplex systems with a maximally positive correlated structure. However, as we shall see in the next sections, if we blindly generalise this result to the optimal percolation context, we could end up with misleading conclusions. In fact, duplex networks with maximally negative inter-layer degree correlation are hyper-fragile compared to systems with maximally positive degree correlation only when the system is characterised by negligible overlap.

### 6.3 Optimal percolation in correlated multiplex networks with overlap

Although correlations and overlap are indeed a salient aspect of all real-world multiplex networks, the few strategies for optimal multiplex percolation proposed so far have been mainly tested on synthetic uncorrelated multilayer networks, thus neglecting interlayer degree correlations and edge overlap. In this section, we focus on studying the optimal percolation problem for duplex systems with non-trivial inter-layer degree correlations and non-negligible edge overlap. First, we introduce two new classes of algorithms, respectively based on a generalisation to duplex networks of the Collective Influence algorithm [362], and on the concept of Pareto efficiency presented in Chapter 4, which allows to combine layer-based and genuinely multi-layer node properties. Second, we disentangle the effect of inter-layer degree correlations and edge overlap when estimating the robustness of systems under targeted attacks. In particular, all the existing algorithms for optimal percolation systematically overestimate the size $q$ of the critical set of nodes to knock down in order to destroy the mutually connected giant component. Finally, we show through extensive numerical simulations that the Pareto efficient targeted attack strategies identify consistently smaller critical sets in synthetic correlated multilayer networks. By contrast, the generalisations of Collective Influence outperform several state-of-the-art algorithms in realworld duplex systems.

### 6.3.1 Duplex Collective Influence

An efficient heuristic for optimal single-layer percolation was introduced in Ref. [362] by Morone and Makse. The authors mapped optimal percolation into the minimisation of energy of a many-body system, in which the interactions among units are expressed in terms of the nonbacktracking matrix of the graph [347], and proposed an efficient and scalable algorithm, called

Collective Influence (CI), to identify the minimal set of influential nodes to remove. The CI algorithm iteratively removes nodes according to the highest values of CI scores, defined as [362]:

$$
\begin{equation*}
C I_{\ell}(i)=\left(k_{i}-1\right) \sum_{j \in \partial \mathcal{B}(i, \ell)}\left(k_{j}-1\right) \tag{6.2}
\end{equation*}
$$

where $k_{i}$ is the degree of node $i, \mathcal{B}(i, \ell)$ is the set of nodes inside a ball of radius $\ell$ (defined as the shortest path) around node $i$, while $\partial \mathcal{B}(i, \ell)$ represents the frontier of the ball of radius $\ell$ containing all the nodes at distance smaller than or equal to $\ell$ from node $i$. This means that a node $i$ is assigned a larger CI score if the set of nodes at distance $\ell$ from $i$ has a large number of links. By removing a node with a large CI score, we are potentially removing a node that mediates a large number of walks. Notice that the factor $k_{i}-1$ comes from the minimisation of the cost energy function described in terms of the non-backtracking matrix of the graph (see Supplementary Note IIE of Ref. [362] for the analytical derivation). Remarkably, the attack strategy based on CI can be implemented by an algorithm with time complexity $\mathcal{O}(N \log N)$, which is attained by using a max-heap to keep and update the CI scores of nodes [370]. Some variations of the CI heuristic have managed to obtain relatively better performance (i.e., smaller attack sets) by including more structural information about the relevance of a given node for percolation [370], at the cost of an increased time complexity. As we have shown in the previous section, there has also been an attempt to extend the Collective Influence algorithm to the case of duplex networks by combining the bare CI scores of the nodes at the two layers [367], but the results are not competitive with other existing algorithms. The main reason is that the bare combination of the layer-based scores does not take into account the role played by edge overlap and inter-layer degree correlations in triggering a cascade of node removals.

We introduce here two generalisations of Collective Influence for duplex networks, which automatically take into account both inter-layer degree correlations and edge overlap. The heuristics are based on two simple ideas: the first one is that nodes with high degrees and high edge overlap
are more likely responsible for mediating a lot of interdependent paths; the second one is that the removal of a given node $i$ has a large impact on the size of the MCC if it triggers a larger cascade of node removals away from $i$. We define the Duplex Collective Influence (DCI ) as follows:

$$
\begin{equation*}
D C I(i)=\frac{k_{i}^{[1]} k_{i}^{[2]}-k_{i}^{\mathrm{int}}}{k_{i}^{\mathrm{aggr}}}\left[\sum_{j} a_{i j}^{[1]}\left(k_{j}^{[2]}-1\right)+a_{i j}^{[2]}\left(k_{j}^{[1]}-1\right)\right] \tag{6.3}
\end{equation*}
$$

where $k_{i}^{\text {int }}$ is the degree of node $i$ in the intersection graph (i.e., the graph containing only the links which appear in both layers), and $k_{i}^{\text {aggr }}$ is the degree of node $i$ in the binary aggregated graph. The DCI score of a given node $i$ is indeed obtained as the product of two terms. The first contribution is due to the product of the degrees of node $i$ at the two layers and to the local edge overlap of node $i$. It is easy to show that this term increases when $k_{i}^{\text {int }}$ increases, meaning that nodes with a high edge overlap and high degrees a the two layers will in general be ranked higher. The term in square brackets, instead, takes into account potential cascades away from node $i$ triggered by the removal of $i$. In particular, the term is larger if the neighbours of $i$ on layer 1 have a high degree on layer 2, and vice-versa. In this case, the removal of $i$ (and of all its edges on both layers) will disrupt all the paths between the neighbours of $i$ on layer 2 which are mediated by $i$, hence potentially disrupting the connected component to which $i$ belongs at layer 2 . This might in turn trigger further node removals in the neighbourhoods of those nodes, and let the cascade propagate away from node $i$. In the limiting case of a duplex network consisting of two identical layers (which is indeed equivalent to a single-layer network with respect to percolation), DCI yields the same node ranking as that induced by CI on the aggregated network when we set $\ell=1$ in Eq. (6.2). We report in Section 6.4 the additional details.

It is important to note that when nodes are iteratively removed from a duplex, the term $k_{i}^{[1]} k_{i}^{[2]}$ in Eq. (6.3) might become equal to zero, e.g., due to the removal of nodes around $i$ which have left node $i$ isolated in one of the two layers. However, node $i$ might still have a relatively large degree on the other layer, and its removal might trigger larger cascades away from $i$ than a
node which is still connected on both layers but has a small degree on each of them. This happens more frequently in duplex networks with heterogeneous degree distributions. To account for this inconvenience, we define a modified DCI score:

$$
\begin{equation*}
D C I_{z}(i)=\frac{\left(k_{i}^{[1]}+1\right)\left(k_{i}^{[2]}+1\right)-3 k_{i}^{\text {int }}-1}{k_{i}^{\text {aggr }}}\left[\sum_{j} a_{i j}^{[1]}\left(k_{j}^{[2]}-1\right)+a_{i j}^{[2]}\left(k_{j}^{[1]}-1\right)\right] \tag{6.4}
\end{equation*}
$$

which is obtained by replacing $k_{i}^{[\alpha]}$ with $k_{i}^{[\alpha]}+1$ in Eq. (6.3), and enforcing that $\mathrm{DCI}_{z}$ induces the same node ranking as CI with $\ell=1$ in the limiting case of duplex networks made of two identical layers. The subscript $z$ indicates that we are correcting for nodes with zero degree on at least one of the two layers.

We use DCI and $\mathrm{DCI}_{z}$ in an adaptive algorithm that iteratively removes nodes from the duplex according to their score recomputed on the remaining sub-graph. This process is iterated until the size of the LMCC becomes non-extensive i.e. $\mathcal{O}\left(N^{1 / 2}\right)$. The time complexity of the direct implementation of this algorithm by means of simple data structures is $O\left(N^{2} \log N\right)$, but a more efficient algorithm which uses a max-heap to keep the list of scores sorted will have time complexity $O\left(N^{1.2}\right)$. We provide all the details on the time complexity in Section 6.4.3.

### 6.3.2 Pareto efficient targeted attacks

We propose a second class of attack strategies based on the hypothesis that it should be possible to obtain smaller attack sets by combining layer-specific and genuinely multilayer information. We use here the concept of Pareto efficiency presented in Chapter 4. The idea is illustrated in Fig. 6.9. We consider a set of $m$ node descriptors, which we deem relevant for multilayer percolation, so that each node $i$ is associated with the vector of ranks induced by each of the $m$ scores $\boldsymbol{r}^{i}=\left[r_{1}^{i}, r_{2}^{i}, \ldots, r_{m}^{i}\right]$, and is mapped into a point of an $m$-dimensional space $C$. Assuming that optimal attack sets consist of nodes who are maximising all the structural descriptors at the same time (i.e. the higher the rank $r_{t}^{i}$ of node $i$, the more important is node $i$ for the structural descriptor $t$ ), then we employ the concept of dominance strict partial order to identify


Figure 6.9. Graphical representation of Pareto efficiency for two generic structural node descriptors $r_{1}$ and $\boldsymbol{r}_{2}$. Each node of the multiplex is mapped onto a point in the $\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{\mathbf{2}}\right)$ plane. The points for which no improvement can be achieved in one objective function without hindering the others are called Pareto-efficient (blue circle and red diamond) and constitute a Pareto front. The Pareto-efficient points are iteratively ranked according to their Euclidean distance from the ideal point (green star), i.e., the point that maximises all the objective functions. In this case, the node associated with the red diamond is ranked first.

Pareto-efficient nodes in the space $C$.

At a first glance, the Pareto-efficiency approach might appear similar to the hybrid methods presented in Ref. [372], however, there are a few fundamental differences. Indeed, as presented in Chapter 4, the Pareto-efficiency approach: i) is agnostic with respect to the functions to be maximised (i.e., it is parameter-free); ii) it has a simple physical interpretation (i.e., multiobjective optimisation arises naturally whenever a system is subject to at least two concurrent sets of constraints); and iii) is known to have several advantages over scalarisation methods [267, 281].

However, in this context, the main drawback of the Pareto-efficient approach is that it proposes a set of equally-viable solutions at each iteration, and such a set normally contains multiple solutions. This is indeed far from ideal, since comparing the performance of different cost functions (obtained from different ways of ranking nodes on the basis of their structural properties) can become somehow complicated. However, there are many ways to select only one of the Pareto-optimal solutions from a Pareto front, when no additional information is available about
how preferable a certain solution is. Here, we consider the solution that has the minimal Euclidean distance from the ideal point (see Chapter 4 for a formal definition). In other words, for each Pareto strategy, we constructed the critical sets by iteratively removing the Pareto-efficient point having minimal Euclidean distance from the ideal point (potential ties are broken by selecting one of the points uniformly at random). We then recompute the set of Pareto-efficient points and iterate until the LMCC becomes non-extensive.

### 6.3.3 Comparison of targeted attack strategies

Here we compare the algorithms for optimal multiplex percolation proposed so far, namely the Highest Degree product Adaptive (HDA) [366] and Effective Multi-Degree (EMD) [367], with a variety of multiplex targeted attack strategies from three classes, namely i) alternative genuinely multiplex strategies; ii) Pareto-efficient strategies based on the combination of the scores of singlelayer targeted attack strategies on the two layers; and iii) Pareto-efficient strategies obtained by combining single-layer descriptors with one genuinely multiplex algorithm.

In the following we will discuss in detail the performance obtained by six strategies, namely HDA, EMD, DCI, $\mathrm{DCI}_{z}$, and the two Pareto-efficient strategies obtained by combining the k -core ranking on the two layers with the ranking induced by EMD, that we call (k-core, EMD), and the score assigned on each layer by Belief Propagation Decimation [363] and the ranking induced by $\mathrm{DCI}_{z}$. As a reference, we also report the results obtained by Simulated Annealing (SA) as described in Ref. [367], which is able to find very small targeted attack sets at the expense of relatively heavier computations. All the results presented in this section containing the comparisons with all the other methods we tested are reported in Section 6.5.

In Fig. 6.10(a), we report the percolation diagrams of duplex networks with uncorrelated Erdös-Rényi layers. Notice that the duplex network in Fig. 6.10(a) is consistent with that used in Ref. [367] and reported in Fig. 6.8 where the authors showed that the critical set found by


Figure 6.10. Performance of targeted attack strategies in duplex networks. (a) Relative size $S$ of the LMCC of a multiplex network when a fraction $q$ of nodes is removed by different targeted attack strategies. The multiplex consists of two Erdös-Rényi layers with $N=10^{4}$ nodes, average degree $\langle k\rangle=5$, no inter-layer degree correlations ( $\rho \approx 0$ ) and no edge overlap ( $o \approx 0$ ). In this case, EMD provides a much smaller attack set than HDA, but the Pareto-efficient (k-core, EMD) strategy produces a smaller critical set. (b) If the two layers have maximally disassortative inter-layer degree correlations $(\rho=-1)$ but still no edge overlap ( $o \approx 0$ ), HDA performs sensibly worse than in the uncorrelated case, while the Pareto-efficient (k-core, EMD) finds a smaller attack set and again outperforms EMD. (c) If the duplex has a substantial edge overlap ( $o=0.4$ ) and no correlations ( $\rho \approx 0$ ), the critical set is much larger than in the other two cases. The presence of edge overlap favours HDA, but the smallest attack set is still found by the (k-core, EMD) Pareto-efficient algorithm, immediately followed by DCI and $\mathrm{DCl}_{z}$. For comparison, we also report in each plot the results obtained by Simulated Annealing (black diamond). All the curves are averaged over 20 realisations.

EMD is usually much smaller than that found using HDA. Interestingly, the combination of EMD and k-core provides a smaller critical set than either EMD or HDA alone. This is because by targeting nodes which have high EMD scores and, at the same time, belong to the inner k-core on each layer, we have a higher probability of simultaneously damaging the LMCC of the multiplex and the giant connected component on each layer. Even more interesting results are reported in Fig. 6.10(b) for a duplex with maximally disassortative inter-layer degree correlations (and no edge overlap), and, respectively, in Fig. 6.10(c) for a duplex with high edge overlap. It is evident from the figures that the relative performance of each targeting algorithm depends quite substantially on the structure of the multiplex, and in particular on the presence of interlayer degree correlation and edge overlap. For instance, EMD still outperforms HDA by a large margin when the multiplex has no edge overlap and disassortative degree-degree correlations
[Fig. 6.10(b)], while EMD is the worst-performing strategy when edge overlap is not negligible.

In general, the algorithms based on Pareto-efficiency perform better than either EMD and HDA, while both DCI and $\mathrm{DCI}_{z}$ find relatively smaller critical sets in the case of networks with nonnegligible overlap. This is a first confirmation that heuristics that perform better in one specific condition (e.g., where the two layers are uncorrelated and edge overlap is negligible) do not always achieve the same performance under other conditions.

### 6.3.3.1 Dependence on edge overlap

Here, we investigate the impact of edge overlap on the performance of different targeted attack strategies by considering a class of synthetic duplex networks with tunable edge overlap o. We consider the same definition of overlap used in Chapter 3.3.1 when analysing the complexity of multiplex networks. In the case of a duplex network, this quantity corresponds to the fraction of edges that are present on both layers, i.e. :

$$
\begin{equation*}
o_{s}=\frac{\sum_{i, j}^{N} o_{i j}}{2 \sum_{i, j}^{N} \Theta\left(o_{i j}\right)} \tag{6.5}
\end{equation*}
$$

where $o_{i j}=\sum_{\alpha=1}^{2} A_{i j}^{[\alpha]}$ and $\Theta(\bullet)$ is the Heaviside step function. We also consider the linear transformation $o=2\left(o_{s}-1 / 2\right)$ to map the edge overlap $o_{s}$ into the interval $[0,1]$.

To tune the overlap in duplex systems, we employ the model introduced in Chapter 5.2.1, which starts from two identical layers ( $o=1$ and maximal inter-layer degree correlation, $\rho=1$ ) and iteratively rewires the edges of one of the two layers to reduce the edge overlap until we get to $o=0$, yet maintaining untouched the degree sequence of each layer. In Fig. 6.11(a), we plot the relative size of the critical set $q$ obtained by each of the six algorithms as a function of the edge overlap in a duplex with Erdös-Rényi layers. We notice that in general $q$ is an increasing function of $o$. This fact is somehow expected from random percolation theory. In the limit case of a duplex with $o=1$, the system is indeed indistinguishable from the single-layer graph obtained by combining the two (identical) layers, hence the optimal attack set in that case corresponds


Figure 6.11. Impact of overlap for the optimal percolation problem. We report the size of the critical attack set $q$ as a function of edge overlap for different attack strategies in duplex networks with $N=10^{4}$ nodes, $\langle k\rangle=5$, and whose layers have (a) Erdös-Rényi or (b) scale-free degree distributions $(\gamma=2.6)$. The plots are obtained by starting from two identical layers ( $o=1$ and $\rho=1$ ) and then iteratively rewiring the edges of one of the two layers to reduce the edge overlap until we get to $o=0$ [41]. Again, strategies based on Pareto-efficiency yield the best results. Results averaged over 20 realisations. Error bars are smaller than the marker size.
to that of each layer. However, each attack strategy behaves slightly differently as o increases.
For instance, for $o>0.3$ the critical set found by EMD is always larger than that obtained by all the other strategies. In the limit of $o=1$, however, the EMD and HDA heuristics coincide, since the EMD weight of each node $i$ becomes proportional to the degree $k_{i}$. By contrast, DCI, $\mathrm{DCI}_{z}$ and the two Pareto-efficient strategies perform relatively poorly in networks with small overlap, but they generally outperform both EMD and HDA as the amount of overlap increases.

This is because targeted methods that indirectly disrupt a large number of interdependent paths are more likely to trigger cascades in the system.

Notice that some Pareto-efficient strategies already outperform the results of the Simulated Annealing achievable in a reasonable computing time (same implementation as the one presented in Ref. [367] with temperature steps equal to $10^{-7}$ ). A similar qualitative behaviour is observed when considering duplex systems having heterogeneous degree distribution on each layer [Fig. 6.11(b)], although the typical values of $q$ are overall smaller. This indicates that the heterogeneity of the degree distribution of each layer has some impact on the efficiency of each attack strategy, but the presence of edge overlap effectively determines the relative performance of different strategies. Interestingly, for both the topologies, the best (smallest) critical set is always obtained by one of the methods we proposes, that is, heuristics that combine layer-based and genuinely multilayer node properties through Pareto-efficiency, with DCI and $\mathrm{DCI}_{z}$ following closely when $o>0.4$.

### 6.3.3.2 The role of inter-layer degree correlations

Here, we use the procedure explained in Chapter 5.2.3 to tune inter-layer degree correlations between the maximally disassortative case [or alternatively Maximally Negative (MN)] and the maximally assortative one [Maximally Positive (MP)]. In order to isolate the effect of inter-layer degree correlations, we study the performance of the six targeted attack strategies as a function of the inter-layer degree correlation coefficient $\rho$ [224], imposing that each realisation of the multiplex had $o \approx 0$. To simultaneously account for the joint effect of overlap and inter-layer degree correlations, we also consider the sequences of multiplex networks obtained by increasing $\rho$ while keeping the edge overlap fixed at a given value. To obtain those sequences, we implemented a new procedure, in which we first increase the value of inter-layer degree correlation [224], and then we set the desired value of edge overlap through the procedure introduced in Chapter 5.2.1 based on biased edge rewiring [2, 41].


Figure 6.12. Impact of inter-layer degree correlation and overlap in the optimal percolation problem. We report the critical set $q$ as a function of the inter-layer degree correlations coefficient $\rho$ [224] for duplex networks with $N=10^{4}$ nodes, whose layers are (a-c) Erdös-Rényi graphs with $\langle k\rangle=5$, and (e-f) scale-free networks with $\gamma=2.6$ (e-f). For each topology, we respectively report three different overlap conditions: $(a, d)$ no edge overlap; ( $b$, e) low edge overlap; (c,f) moderate edge overlap. The concurrent presence of inter-layer degree correlations and edge overlap strongly affects the robustness of a system against targeted attacks. This is particularly evident when considering duplex networks with heterogeneous degree distributions on each layer (d-f). When the edge overlap is non-negligible, duplex networks with maximally negative degree correlations are extremely robust under targeted attacks with respect to their maximally positive counterparts. Conversely, when the overlap is negligible, disassortatively-correlated duplex networks are more fragile. Overall, $\mathrm{DCI}, \mathrm{DCl}_{z}$, and the Pareto-efficient strategies that simultaneously combine single and multi-layer attacks, consistently detect smaller critical sets. The results obtained by Simulated Annealing (SA) are reported for comparison. Results averaged over 20 realisations. Error bars are smaller than the marker size.

In Fig. 6.12 we plot the size of the critical set $q$ identified by the six targeted attack strategies as a function of the inter-layer degree correlations $\rho$ and for different values of edge overlap $o$. We report the results obtained on duplex networks with Erdös-Rényi layers [Fig. 6.12(a-c)], and with scale-free layers [Fig. 6.12(d-f)]. Interestingly, in all the scenarios considered EMD and HDA are outperformed by one or more of the heuristics we have introduced. In particular, the smallest critical set is often obtained by the (k-core, EMD) Pareto-efficient strategy. However, depending on the interplay between edge overlap and inter-layer degree correlations, profound differences among the six methods emerge. For instance, when considering a duplex with Erdös-

Rényi layers and negligible edge overlap [Fig. 6.12(a)], the discrepancy between the overall best strategy (k-core, EMD) and the worst one (HDA) is maximal when $\rho \simeq-1$. In particular, the critical set found by (k-core, EMD) when $\rho \simeq-1$ is around $19 \%$ (smaller than the one found for $\rho \simeq 1$, i.e., around $23 \%$ ), while HDA finds a much larger critical set ( $28 \%$ ), which is even larger than the one it finds for $\rho \simeq 1(25 \%)$. As a consequence, the presumed increased robustness of multiplex networks with disassortatively correlated degrees (mentioned in the work of Ref. [339]) is probably just an artefact of the algorithm used to determine the critical set [339]. By looking at the size of the critical set found by Simulated Annealing in Fig. 6.12(a), it seems clear that negatively-correlated multiplex systems without overlap are generally hyperfragile compared to positively-correlated ones. However, some of the attack strategies considered, including HDA and especially in uncorrelated systems, provide a diametrically opposite picture, and suggest that in absence of edge overlap positively correlated degree sequences are more fragile.

The results shown in Fig. 6.12(b)-(c) shed light on the interplay between edge overlap and inter-layer correlations. In both cases, the sizes of the critical sets found by the six algorithms are higher than those shown in Fig. 6.12(a) (i.e., when the edge overlap is negligible). In particular, the (sub-)optimal critical set $q$ found by Simulated Annealing reveals that both edge overlap and inter-layer degree correlations contribute to determine the robustness of a duplex system.

Similar conclusions can be drawn by examining duplex networks with scale-free degree distribution [see Fig. 6.12(d-f)]. Also in this case both edge overlap and inter-layer degree correlations have a substantial impact on the performance of each algorithm. However, the difference between maximally-negative and maximally-positive correlated duplex networks becomes more relevant when edge overlap increases, mainly due to the fact that degree heterogeneity on each layer has a stronger impact on the percolation of the MCC. It is interesting to notice here that, since the relative performance of the algorithms considered clearly depends on both inter-layer degree correlations and edge overlap, there is no algorithm that clearly outperforms all the others. This is made evident in Fig. 6.13, where we highlight the behaviour of the ranking of the six heuristics


Figure 6.13. Effect of overlap and inter-layer degree correlation on the targeted strategies in synthetic duplex networks. We report the rankings of the six targeted attack strategies presented in Fig. 6.12 for different values of edge overlap and different network topology, namely, Erdös-Rényi (a-c) and scale-free (d-f), as a function of four values of inter-layer degree correlations. Interestingly, the (k-core, EMD) Pareto-efficient strategy has a considerably better performance in most of the conditions considered. By contrast, the EMD strategy appears to have a good performance only in duplex networks with negligible or small overlap.
based on increasing size of the critical set $q$ (i.e., the algorithm ranked first is the one providing the smallest critical set). Although the (k-core, EMD) Pareto-efficient strategy seems to perform consistently well across the board, being ranked first or second more often that the other five strategies, there are several combinations of layer structure, edge overlap, and inter-layer degree correlations for which other algorithms perform much better.

### 6.3.4 Optimal percolation in real-world multiplex networks

One of the main aims behind the study of targeted attacks is to try to find efficient ways to mitigate the fragility of real-world infrastructures, which are normally characterised by layer heterogeneity, non-negligible edge overlap, and inter-layer degree correlations. For this reason, we tested the targeted attack strategies presented above in 26 real-world multiplex networks [60].

The size of the critical set found by each of the algorithms is reported in Table 6.1. The systems considered in the Table range in size from few dozens to thousands of nodes, with different values of edge overlap and inter-layer degree correlations. Since many of those multiplex networks have more than two layers, for each system we considered the duplex sub-networks corresponding to the pairs of layers yielding the largest MCC, as already presented for instance in the main text of Ref. [371].

Unsurprisingly, there is no single strategy that works better than all the others in all the cases. What is surprising instead is that those strategies yielding the best performance when considering synthetic duplex systems, e.g., the (k-core, EMD) Pareto-efficient algorithm, do not perform as well in real-world systems. By contrast, DCI and $\mathrm{DCI}_{z}$ quite often find the smallest critical set. This can be easily visualised in Fig. 6.14(a), where we plot the relative amount of times (i.e. performance rate) that a certain strategy identifies the smallest critical set in all the 26 real-world duplex networks considered. The best-performing strategy here is DCI, with a rate of $42 \%$, followed by $\mathrm{DCI}_{z}(35 \%)$ and EMD (31\%). We also considered the pair performance, that is defined as the relative number of times that at least one of two algorithms identifies the smallest critical set. The results are reported in Fig. 6.14(b). Remarkably, combinations of targeted attacks including DCI and $\mathrm{DCI}_{z}$ yield the best pair performance rate, where the pair [DCI , EMD] is able to find the smallest critical set in $58 \%$ of the cases. Overall, these results warn against the quest to find a single targeted attack strategy that performs well whatever the multiplex network it is applied to. In particular, the generalisation to real-world networks of targeting strategies that perform well in specific classes of synthetic graphs can result in the gross overestimation of the robustness of a system.

| Data set | $\mathrm{N}^{\circ}$ |  | $0^{0^{0^{0^{(N)}}}}$ | (2) | $\Leftrightarrow$ | $0^{\circ}$ | $0^{001}$ | $\psi^{4^{0^{0^{0^{0}}}}}$ |  |  |  | $0^{\sigma^{0^{e^{2}}}}$ |  | $0^{0010}$ | $0^{012}$ | $00^{3 / 2}$ | $8^{8}$ | $8_{3}$ | $8_{Q^{2}}$ |  | $0^{0^{0^{2}}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Air. FR-U2 | 28 | 0.25 | 0.14 | $\underline{4}$ | 5 | $\underline{4}$ | $\underline{4}$ | $\underline{4}$ | $\underline{4}$ | $\underline{4}$ | $\underline{4}$ | $\underline{4}$ | $\underline{4}$ | $\underline{4}$ | $\underline{4}$ | $\underline{4}$ | 5 | $\underline{4}$ | 5 | $\underline{4}$ | $\underline{4}$ | 5 |
| Air. AA-DL | 191 | 0.72 | 0.60 | $\underline{8}$ | $\underline{8}$ | $\underline{8}$ | 8 | 8 | $\underline{8}$ | $\underline{8}$ | $\underline{8}$ | $\underline{8}$ | 8 | $\underline{8}$ | $\underline{8}$ | $\underline{8}$ | 8 | 8 | 8 | 9 | 8 | 9 |
| Air. AA-UA | 204 | 0.77 | 0.58 | 9 | 7 | 7 | 7 | 8 | 7 | 7 | 8 | 8 | 8 | 9 | 8 | 9 | 9 | 8 | 8 | 9 | 9 | 8 |
| UK Train L 26-41 | 59 | 0.38 | 0.19 | $\underline{5}$ | $\underline{5}$ | $\underline{5}$ | $\underline{5}$ | - | 5 | $\underline{5}$ | $\underline{5}$ | $\underline{5}$ | 5 | $\underline{5}$ | $\underline{5}$ | 5 | 5 | 5 | $\underline{5}$ | $\underline{5}$ | $\underline{5}$ | $\underline{5}$ |
| UK Train L 30-41 | 43 | 0.19 | 0.18 | $\underline{1}$ | $\underline{1}$ | $\underline{1}$ | $\underline{1}$ | $\underline{1}$ | 1 | $\underline{1}$ | 1 | 1 | $\underline{1}$ | $\underline{1}$ | 1 | 1 | 1 | $\underline{1}$ | 1 | 1 | $\underline{1}$ | 1 |
| ArXiv L $2-6$ | 916 | 0.85 | 0.77 | $\underline{91}$ | 119 | 106 | 106 | 139 | 108 | 108 | 115 | 101 | 100 | 101 | 104 | 103 | 137 | 121 | 115 | 117 | 104 | 119 |
| ArXiv L 3-6 | 790 | 0.92 | 0.81 | 85 | 84 | 98 | 98 | 115 | 103 | 103 | 96 | 99 | 99 | 85 | 97 | 97 | 106 | 100 | 96 | 106 | 87 | 107 |
| CS Aarhus L 1-5 | 58 | 0.32 | 0.63 | 14 | 15 | 15 | $\underline{12}$ | 13 | 15 | 15 | $\underline{12}$ | 15 | 15 | $\underline{12}$ | 14 | 14 | 15 | 15 | 13 | 18 | 14 | 14 |
| FAO L 3-24 | 193 | 0.94 | 0.70 | 83 | 85 | 87 | 85 | 86 | 90 | 90 | 82 | 88 | 88 | 82 | 82 | 82 | 82 | 86 | 88 | 88 | 82 | 85 |
| IMDb Com.-Dra. | 181 | 0.97 | 0.82 | 88 | 90 | $\underline{87}$ | 89 | 88 | 90 | 90 | 91 | 90 | 90 | 88 | 90 | 89 | 90 | 89 | 89 | 89 | 88 | 89 |
| Terr. L Tru.-Op. | 61 | 0.22 | 0.50 | 18 | 16 | $\underline{15}$ | $\underline{15}$ | 19 | 19 | 19 | 17 | 17 | 17 | 19 | 19 | 19 | $\underline{15}$ | 15 | $\underline{15}$ | 17 | 21 | 21 |
| Arabid. L 1-2 | 442 | 0.65 | 0.40 | 34 | 32 | 29 | 30 | 34 | 31 | 31 | 31 | 31 | 31 | 27 | 31 | 31 | 35 | 39 | 34 | 33 | 35 | $\underline{21}$ |
| Drosoph. L 1-2 | 299 | 0.18 | 0.07 | 10 | 9 | 14 | 12 | 10 | 14 | 14 | 11 | $\underline{8}$ | 12 | 9 | $\underline{8}$ | 10 | $\underline{8}$ | 10 | 10 | 10 | 12 | 9 |
| Drosoph. L 1-3 | 202 | 0.27 | 0.06 | 4 | 4 | $\underline{3}$ | $\underline{3}$ | 5 | 4 | 4 | $\underline{3}$ | $\underline{3}$ | $\underline{3}$ | $\underline{3}$ | $\underline{3}$ | $\underline{3}$ | $\underline{3}$ | 4 | 4 | $\underline{3}$ | $\underline{3}$ | $\underline{3}$ |
| Drosoph. L 1-4 | 1024 | 0.13 | 0.09 | 26 | 26 | 27 | 26 | 35 | 39 | 39 | 25 | 37 | 31 | $\underline{24}$ | 27 | 30 | 38 | 42 | 38 | 40 | 33 | 42 |
| Drosoph. L 2-3 | 449 | 0.68 | 0.35 | 49 | 48 | 50 | 53 | 52 | 50 | 50 | 47 | 48 | 49 | 55 | 51 | 51 | 53 | 54 | 51 | 54 | 54 | 52 |
| Homo L 1-2 | 9312 | 0.57 | 0.32 | 1052 | 1058 | 1026 | 1021 | $\underline{1017}$ | 1045 | 1045 | 1042 | 1051 | 1069 | 1088 | 1060 | 1095 | 1088 | 1060 | 1092 | 1087 | 1101 | 1172 |
| Homo L 1-5 | 3886 | 0.31 | 0.16 | 312 | 299 | $\underline{271}$ | 297 | 301 | 315 | 315 | 307 | 305 | 319 | 344 | 332 | 347 | 329 | 347 | 358 | 341 | 363 | 432 |
| Homo L 2-5 | 4944 | 0.44 | 0.17 | 420 | 366 | 406 | 387 | 389 | 413 | 413 | 386 | 410 | 395 | 412 | 434 | 422 | 410 | 439 | 435 | 481 | 473 | 534 |
| Hum. HIV L 1-2 | 144 | 0.54 | 0.41 | 4 | 4 | 3 | 3 | 4 | 3 | 3 | 4 | $\underline{2}$ | $\underline{2}$ | 4 | 4 | 4 | 4 | 3 |  | $\underline{2}$ | 4 | 3 |
| Mus L 1-3 | 1059 | 0.56 | 0.37 | 60 | 60 | 52 | 50 | 57 | 52 | 52 | 61 | 69 | 65 | 58 | 57 | 60 | 61 | 68 | 56 | 60 | 58 | 63 |
| S. Cerev. L 1-2 | 4531 | 0.36 | 0.10 | 785 | 757 | 768 | 769 | 743 | 785 | 785 | 795 | 782 | 787 | 853 | 823 | 831 | 811 | 811 | 825 | 859 | 885 | 956 |
| S. Cerev. L 1-7 | 4720 | 0.28 | 0.07 | 982 | 940 | 898 | 905 | 911 | 930 | 930 | 994 | 958 | 942 | 1108 | 1000 | 1047 | 1025 | 953 | 973 | 1009 | 1025 | 1115 |
| S. Pombe L 3-4 | 1112 | 0.20 | 0.14 | 56 | 41 | 50 | 52 | 54 | 59 | 59 | 44 | 54 | 52 | 54 | 54 | 53 | 57 | 62 | 60 | 72 | 79 | 75 |
| S. Pombe L 3-6 | 956 | 0.14 | 0.06 | 39 | $\underline{32}$ | 40 | 35 | 42 | 38 | 38 | 35 | 40 | 35 | 38 | 38 | 37 | 45 | 41 | 39 | 50 | 49 | 58 |
| S. Pombe L 4-6 | 2292 | 0.61 | 0.01 | 370 | 361 | 353 | 360 | 358 | 366 | 366 | 377 | 369 | 366 | 385 | 371 | 376 | 383 | 377 | 372 | 382 | 380 | 404 |

> Table 6.1. Size of the attack sets identified by several targeted attack strategies for 26 different real-world duplex networks [2, 60]. For each data set we report the size of the initial MCC, the value of inter-layer degree correlations within the MCC ( $\rho$ ), and the normalised edge overlap ( $o$ norm $=o / o_{\max }$ where $o_{\max }$ is the maximum overlap in the corresponding configuration model ensemble [2,41] ${ }^{a}$. The performance of each strategy heavily depends on the presence of edge overlap and inter-layer degree correlations. Interestingly, DCI, DCIz, and Pareto-efficient strategies based on them perform better than all the other strategies. For methods that rely on random tie-breaking, the numbers reported correspond to the minimum value found by the method over 10 independent realisations. The size of the minimal attack set found on each duplex is underlined.
${ }^{a}$ Since the maximum value $o_{\max }$ of edge overlap for a generic pair of layers is not known a-priori, in our simulations we computed an approximation of $o_{\text {max }}$ by iteratively increasing the overlap of the system until no further increase is attainable using the model described in Chapter 5.2.1 (i.e. the termination criteria is such that the edge overlap does not increase after $5 \times 10^{7}$ random rewirings)

(b) Paired performance rate


Figure 6.14. Optimal percolation in real-world systems. (a) Relative performance of the six targeted attack strategies for real-world duplex networks. The strategies that perform well in synthetic duplex networks are not the best ones when it comes to real-world systems. In panel (b) we show the overall pair performance rate, defined as the relative number of times either of a pair of algorithms identifies the smallest critical set. In this case, the combination of DCl and $\mathrm{DCl}_{z}$ with other strategies results in the best performance rates. However, the fact that the highest value of pair performance is $58 \%$ suggests that we are still far from having fully understood the robustness of real-world systems to targeted attacks. Results are averaged over 10 realisations.

### 6.4 Additional details on DCI and $\mathrm{DCI}_{z}$

### 6.4.1 Dependence of Duplex Collective Influence score on edge overlap

Here we investigate the behaviour of the DCI score of a node $i$ as a function of $k_{i}^{\mathrm{int}}$, that is the degree of node $i$ in the intersection graph, obtained by considering all and only the links that exist on both layers. Notice that $k_{i}^{\text {int }}$ is intimately connected to the edge overlap around node i. Indeed, the fraction of edges attached to node $i$ that exist in both layers can be expressed as $o_{i}=k_{i}^{\mathrm{int}} / k_{i}^{\mathrm{aggr}}$. Since we have $k_{i}^{\text {aggr }}=k_{i}^{[1]}+k_{i}^{[2]}-k_{i}^{\mathrm{int}}$, the DCI score of node $i$ can be rewritten as:

$$
D C I(i)=\frac{k_{i}^{[1]} k_{i}^{[2]}-k_{i}^{\mathrm{int}}}{k_{i}^{[1]}+k_{i}^{[2]}-k_{i}^{\mathrm{int}}}\left[\sum_{j} a_{i j}^{[1]}\left(k_{j}^{[2]}-1\right)+a_{i j}^{[2]}\left(k_{j}^{[1]}-1\right)\right] .
$$

The term inside square brackets does not depend on $k_{i}^{\text {int }}$, so that we can just focus on the ratio outside, which can be conveniently rewritten as:

$$
\begin{equation*}
\frac{a-k_{i}^{\mathrm{int}}}{b-k_{i}^{\mathrm{int}}} \tag{6.6}
\end{equation*}
$$

where we have set $a=k_{i}^{[1]} k_{i}^{[2]}$ and $b=k_{i}^{[1]}+k_{i}^{[2]}$. Notice that $k_{i}^{\text {int }} \in\left[0, \min \left(k_{i}^{[1]}, k_{i}^{[2]}\right)\right]$ and in particular $k_{i}^{\text {int }}=0$ if the neighbourhoods of node $i$ at the two layers are disjoint, while $k_{i}^{\mathrm{int}}=\min \left(k_{i}^{[1]}, k_{i}^{[2]}\right)$ if the intersection between those two neighbourhoods is maximal, where the case $k_{i}^{[1]}=k_{i}^{[2]}$ corresponds to identical neighbourhoods on the two layers. It is easy to show that Eq. (6.6) is an increasing function of $k_{i}^{\text {int }}$ for $a>b$, which holds whenever $\min \left(k_{i}^{[1]}, k_{i}^{[2]}\right)>1$. This means that, all other things being equal, a node having degree larger than one on both layers will have a larger DCI score if it has a larger edge overlap. A similar reasoning holds for $\mathrm{DCI}_{z}$.

### 6.4.2 DCI in multiplex networks with identical layers

It is easy to show that in a duplex network with identical layers the ranking of nodes induced by the DCI score defined in Eq. (6.3) coincides with that induced by the CI score on the corresponding aggregated graph with $\ell=1$. In fact, if the two layers are identical, we have $a_{i j}^{[1]}=a_{i j}^{[2]}=a_{i j} \forall i, j=1, \ldots, N$ and also $k_{i}^{[1]}=k_{i}^{[2]}=k_{i}^{\text {int }}=k_{i}^{\mathrm{aggr}}=k_{i} \forall i=1, \ldots, N$, so we get $D C I(i)=2\left(k_{i}-1\right) \sum_{j} a_{i j}\left(k_{j}-1\right)=2 C I_{\ell=1}(i)$, which means that the two rankings are identical.

### 6.4.3 Time complexity

### 6.4.3.1 Time complexity of DCI and $\mathrm{DCI}_{z}$

The adaptive targeted strategies based on DCI and $\mathrm{DCI}_{z}$ require to re-compute the DCI scores of all the remaining nodes after each node is removed. An implementation with simple data
structures (basically, the list of neighbours of each node) guarantees a worst-case time complexity $\mathcal{O}\left(N^{2} \log N\right)$, where $N$ is the number of nodes of the graph. Indeed, the initial DCI (or $\mathrm{DCI}_{z}$ ) score of all the nodes can be computed in $\mathcal{O}(K)$ (where $K$ is the total number of edges of the multiplex), and sorted in $\mathcal{O}(N \log N)$. The removal of the $i$-th node from the network will modify the DCI scores of all its neighbours on the two layers, which are at most $N-i-1$. Since we need to keep the list of DCI scores ordered, the usage of simple structures requires to sort again the scores, which has time complexity $\mathcal{O}(N \log N)$ at each step. As a consequence, updating DCI scores throughout the percolation procedure has time complexity $\mathcal{O}\left(N^{2} \log N\right)$. A direct computation and update of the size of the LMCC would run in $\left(N^{3}\right)$, but its efficiency can be improved to $\mathcal{O}\left(N^{1.2}\right)$ by using the algorithm explained in Refs. [373, 374]. So overall the DCI $\left(\mathrm{DCI}_{z}\right)$ algorithm has time complexity $\mathcal{O}\left(N^{2} \log N\right)$. However, the usage of a max-heap to store and update the list of DCI scores would guarantee a worst-case time complexity of $\mathcal{O}\left(N^{1.2}+K \log N\right)$, which is dominated by $\mathcal{O}\left(N^{1.2}\right)$ in sparse graphs.

### 6.4.3.2 Time complexity of Pareto-efficient strategies

The time complexity of Pareto-efficient strategies can be expressed as $\mathcal{O}(F+S)$, where $\mathcal{O}(S)$ is the time complexity of computing and updating the scores used for multi-objective optimisation, while $\mathcal{O}(F)$ is the time complexity of computing and updating the Pareto-front throughout the percolation procedure. As mentioned in Chapter 4, identifying the Pareto Front at each step has time complexity $\mathcal{O}(N \log N)$ when the number of objective functions $m$ is at most $m=3$, which is the case for all the Pareto-efficient strategies considered in Chapter 6.3. If the number of functions to optimise is $m>3$, then the time complexity becomes $\mathcal{O}\left(N(\log N)^{m-2}\right)$ [279]. As a consequence $\mathcal{O}(F)=\mathcal{O}\left(N^{2} \log N\right)$ in the worst case. The time complexity of computing and updating the scores depends on the details of the functions used, but all the functions we used are dominated by $\mathcal{O}\left(N^{2} \log N\right)$.


Figure 6.15. Performance of targeted attack strategies in synthetic duplex systems. We report the percolation diagram (relative size of the LMCC vs q) for 20 different attack strategies for the same duplex networks respectively reported in Fig. 6.10(a) and in Fig. 6.10(c) of Chapter 6.3. Notice that Pareto-efficient strategies combining only single-layer metrics do not perform well in the two cases reported. By contrast, methods which effectively combine single and multi-layer information yield the best performance. Labels are sorted in ascending order of size of the critical set from panel (a). We highlighted in bold the six strategies presented in Fig. 6.10 of Chapter 6.3. Results averaged over 20 realisations.

### 6.5 Additional results on synthetic networks

Here, we report the results obtained by the multiplex targeted strategies constructed by considering all Pareto-efficient combinations of different of single and multi-layer methods. In Fig. 6.15, we show the percolation diagrams (including also the results already presented in Fig. 6.10) in duplex networks with no overlap (panel a) and with high overlap (panel b). Clearly, strategies that incorporate multilayer information (i.e., HDA, EMD, DCI, and $\mathrm{DCI}_{z}$ ), as well as Paretoefficient strategy that take one of them into account, perform consistently better than those based exclusively on single-layer metrics [i.e., $\left(C I_{\ell=2}, C I_{\ell=2}\right)$, (CoreHD, CoreHD), and (BPD, BPD)]. This is because, as noted in Refs. [366, 367, 375] and in Chapter 6.3, the presence of interdependencies in the multiplex structure deeply affects the overall robustness of duplex networks against random and targeted attacks, and this information is not present in either of the layers considered separately.

In Fig. 6.16 we report the size of the critical attack set $q$ as a function of structural edge


Figure 6.16. Performance of targeted attack strategies in synthetic duplex networks with tunable overlap. We report the size of the critical attack set $q$ as a function of edge overlap for the 20 different attack strategies in the same duplex networks as in Fig. 6.11 of Chapter 6.3. Labels are sorted in ascending order of size of the critical set from panel (a) when $o=1$ [i.e., it is analogous to the single-layer percolation]. Results averaged over 20 realisations. Error bars are smaller than the marker size.
overlap. As expected, the best performing targeted strategies for $o=1$ are those based on BPD, which is the best-performing strategy on single-layer graphs [364, 365]. It is interesting to notice that some Pareto-efficient strategies outperform Simulated Annealing for large values of overlap (same implementation as the one presented in Ref. [367] with temperature steps equal to $10^{-7}$ ).

Finally, in Fig. 6.17 we show the size of the critical set found by each of the 20 strategies for different combinations of interlayer degree correlations and edge overlap (same conditions presented in Fig. 6.12). It is clear that Pareto-efficient strategies combining multi- and single-


Figure 6.17. Performance of targeted attacks in synthetic duplex systems with overlap and inter-layer degree correlation. We report the size of the critical set $q$ found by each of the 20 attack strategies as a function of the inter-layer degree correlations coefficient for the same duplex networks as in Fig. 6.12. Notice that also in this case the attack strategies which combine only single-layer metrics perform quite poorly compared to the other Pareto-efficient methods. Labels are sorted in ascending order of $q$ when considering $\rho=-1$ of panel (a), while in bold we highlighted the methods presented in Fig. 6.12. Results averaged over 20 realisations. Error bars are smaller than the marker size.
layer information perform better than the others also in this case, and especially much better than methods relying only on single-layer metrics. This is even more evident when the duplex has $o \approx 0$ while the gap becomes smaller as the overlap increases, as expected.

## Conclusion

In the last twenty years, network science has completely shaken the scientific horizon of many fields, including biology, physics, engineering, social science, sociology, ecology, computer science, epidemiology, and neuroscience. One of the main reasons behind its success is the intrinsic flexibility and adaptability that the theoretical and numerical tools have been shown to provide. Networks can effectively capture the intricate structure of interactions of many complex systems and hence provide a robust mathematical framework to study them. For example, network science paved the way for the systematic characterisation of human and animal societies, the spreading of epidemics and misinformation, but it also provided fascinating tools to understand how epileptic seizures and arrhythmias occur. In a quest to develop increasingly refined models to characterise real-world systems, researchers have gradually added new levels of complexity into the modelling, for instance, by including direction, weights, sign, or time within the edges of the network representations. Many of these efforts contributed to trigger three promising and prolific lines of research, where higher-order network models play a central role [238] ${ }^{1}$. In this thesis, we focused on one of these three lines of research: the multilayer framework, in which the interactions of a system's components are decomposed into links of different types. On the one hand, a multiplex network generally combines significantly more information than any of its layers or compressed single-layer representations. On the other hand, more data are not always a bliss,

[^9]even though the current trends in data science seem to suggest otherwise. Not all additional data available are indeed informative, and quite often more data implies more redundancy and more noise. As a result, one of the crucial challenges in the data science era consists of constructing new methods aimed at filtering out eventual noise and redundancies from the raw data in order to speed up possible analysis. In this regard, we took a step towards the study and modelling of real-world multiplex systems by employing tools of information and multi-objective optimisation theory.

After providing a broad overview on the impact of information theory on both single- and multilayer systems in Chapters 1-2, in the first part of this thesis we examined in detail the problem of finding lower-dimensional representations of a multiplex network that can exhibit the same structural and dynamical richness as the full multilayer graph. To address this problem, we proposed an algorithmic information-theoretic approach to evaluate the complexity of multiplex networks, defined as the ratio between the Kolmogorov complexity of the multiplex and that of the corresponding aggregated graph. In this way, we quantitatively assessed to which extent a given multiplex representation of a system is more informative than a single-layer graph. We then employed the same measure to detect redundancy in a multiplex network and to obtain meaningful lower-dimensional representations of a system. We finally demonstrated that such method allows to retain most of the structural complexity of the original system as well as the salient characteristics determining the behaviour of dynamical processes happening on it (e.g. the preservation of the epidemic threshold in reduced multiplex networks). We released an opensource library implementing our approach in Ref. [377].

In the second part of the thesis, instead, we shifted the focus to Pareto optimisation principles, which naturally arise from the concept of multi-objective optimisation theory. After a general introduction on the topic in Chapter 4, we linked for the first time multi-objective optimisation theory with the multilayer network representation. In particular, we stressed that an effective combination of multi-objective optimisation techniques and tools of multiplex network
theory often provide novel insights on both the modelling and analysis of real-world multiplex networks. On the one side, these approaches provided reasonable explanations for the evolution of real-world transportation systems. In particular, we showed that it is possible to characterise the technological advancement of a continent and the effectiveness of the network of individual carriers, throughout the systematic exploration of the feasible local improvements in the efficiency-competition plane at the level of single service providers. These insights provide valuable information regarding the placement of new routes or when comparing alternative expansion strategies. On the other side, we demonstrated that Pareto principles provide an extremely advantageous framework to generalise optimal single-layer percolation strategies to the case of multiplex networks. This is made possible by combining structural descriptors computed on different layers with genuinely multiplex information in a Pareto-efficient space, where each objective function represents a generic structural node descriptor. We presented an extensive comparison between several state-of-the-art heuristics on a set of synthetic and real-world multiplex systems showing that, in most of the cases, Pareto-efficient targeted strategies consistently outperformed the simple generalisations proposed in the past years in the context of synthetic networks. In addition, we have shown that the generalisations of the collective influence method [362] for duplex networks outperform all the other existing methods when applied to real-world duplex systems. We made available all the codes used for these analyses in Ref. [378].

At the end of this journey, this thesis provides the first algorithmic information-theoretic method to assess when a multiplex network representation really matters and, at the same time, paves the way for the construction of a general framework, rooted in optimisation principles, to characterise several real-world multiplex networks. But, more importantly, some of the methods and principles presented in this work can be regarded as a solid springboard for future applications in temporal networks, networks with metadata, and systems framed in terms of high-order interactions, such as simplicial complexes and hypergraphs [239].

## Appendices

## Appendix A

## Appendix of Chapter 3

## A. 1 Numerical approaches for node interdependence

The encoding of a multiplex network through the prime-weight matrix $\Omega$ allows to define an efficient algorithm for the computation of node interdependence. As introduced in Chapter 2.3, the node interdependence is defined as follows:

$$
\lambda_{i}=\frac{1}{N-1} \sum_{\substack{j \in N \\ j \neq i}} \frac{\psi_{i j}}{\sigma_{i j}}
$$

where $\psi_{i j}$ represents the number of shortest paths from $i$ to $j$ that use edges lying in at least two layers, while $\sigma_{i j}$ represents the total number of shortest paths between node $i$ and $j$ in the multiplex. With a naive approach, the computation of such quantity requires computing the number of shortest paths in the multiplex, which usually scales exponentially with the number of layers. If we consider the prime-weight matrix $\Omega$ associated with a multiplex $\mathcal{M}$, we can compute the node interdependence of each node using elementary properties of composite numbers. The procedure is detailed below:

## Algorithm: node interdependence $\lambda_{i}$

1. Calculate the unweighted aggregate $W$ and prime-weight matrix $\Omega=\left\{\Omega_{i j}\right\}$ associated with the multiplex $\mathcal{M}$.

Enumerate all the shortest paths from node $i$ using the Breadth-First Search (BFS) algorithm [65] applied to the graph associated with W. Set $\lambda_{i} \leftarrow 0$.
2. Set $\sigma_{i j} \leftarrow 0$ and $\psi_{i j} \leftarrow 0$.
3. We indicate the generic shortest path from $i$ to $j$ as the sequence $T=\left\{i, n_{1}, n_{2}, \ldots, n_{k}, j\right\}$, where $j \neq i$. We also indicate as $f\left(\Omega_{i j}\right)$ the number of prime factors of $\Omega_{i j}$.
4. Compute $P=\prod_{s=i, s \in T}^{n_{k}} f\left(\Omega_{s, s+1}\right)$ and set $\sigma_{i j} \leftarrow \sigma_{i j}+P$.
5. Set $G \leftarrow G C D\left(\Omega_{i, n_{1}}, \Omega_{n_{1}, n_{2}}, \ldots, \Omega_{n_{k}, j}\right)$. If $G$ is not equal to 1 , then $\psi_{i j} \leftarrow \psi_{i j}+f(G)$. Repeat from step 3. for all the shortest paths from $i$ to $j$.
6. Set $\lambda_{i} \leftarrow \lambda_{i}+\frac{\sigma_{i j}-\psi_{i j}}{\sigma_{i j}}$. Repeat from step 2 . for all the nodes $j$ different from $i$.

In the algorithm, $G C D(a, b)$ is the greatest common divisor of $a$ and $b$ (i.e., the largest positive integer that divides both $a$ and $b$ without a remainder). The algorithm combines two major ingredients from number theory, namely the unique factorisation theorem (i.e. using the prime-weight matrix) and the properties of GCD. On the one hand, with the prime-weight matrix it is possible to count all the available shortest paths between two pairs of nodes in the multiplex networks. On the other hand, the GCD properties lead to a fast distinction between paths, selecting paths lying in just one layer to the others.

## A. 2 Multiplex data sets

The data sets introduced in Chapter 3.4 for the reducibility comparisons are: (i) the undirected routes of the 11 lines of the Barcelona tube network (https://www.tmb.cat/), (ii) the 9 lines of the Berlin tube (https://www.berlin.de/en/public-transportation/), (iii) the 17 lines of the Beijing subway (https://www.bjsubway.com/), and (iv) the scientific collaboration among countries (APS countries) obtained considering the papers published in the journals of the American Physical Society. For the latter, starting with the multiplex data set introduced in [224], we constructed a weighted multiplex collaboration network, in which nodes represent countries and a link connects two countries if scientists based in those countries co-authored a paper together. Authors having multiple affiliations were considered as belonging to multiple countries. The weight on each link represents the number of co-authorship relations between the corresponding two countries. In our analysis the unweighted version of such system has been used. All these data sets are accessible in Ref. [377]

In addition, the time-varying data sets used in Chapter 3.5 are: (i) the IMDb co-starring network [224], (ii) the financial multiplex network constructed from price time series of 35 major assets in NYSE and NASDAQ [379], (iii) the physics collaboration multiplex network of the American Physical Society (APS) and Web of Science (WOS) [224], and (iv) the FAO food import/export multiplex network (http://www.fao.org/statistics/databases). From each original data set (i,iii,iv), we constructed a time varying multiplex network by partitioning the original system in temporal windows of one year. In this process, we associate to each time window the corresponding static multiplex network containing all the links registered in that year.
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[^0]:    ${ }^{1}$ Inspired by Gödel's work [125], Alan Turing introduced the formal concept of Turing machine, called amachine [122], to solve the "Entscheidungsproblem", which was (re)formulated by D. Hilbert in 1928 [126]. This is commonly known as the halting problem or simply to decide whether it exist a definite procedure that can decide whether or not a statement is true [122, 127, 128].

[^1]:    ${ }^{2}$ Notice that the definition of effective complexity provided by Grassberg should not be confused with the more famous measure proposed by M. Gell-Mann and S. Lloyd in 1996 [135].

[^2]:    ${ }^{3}$ Notice that within this definition, it is allowed to have random choices.

[^3]:    ${ }^{4}$ Other equivalent models of computations, such as lambda calculus or $\mu$-recursive functions, can in principle be used instead of the Turing machines.

[^4]:    ${ }^{1}$ Notice that in the case of Italian cities/regions, such multi-level distinction is present, while it may not hold for some other countries.

[^5]:    ${ }^{2}$ Notice that we shall rely on the nomenclature of "indicator function" for $\tilde{\Theta}^{S}$, which was introduced in Ref. [240], even though such an indicator can assume real values.

[^6]:    ${ }^{3}$ It is interesting to notice that starting from 2010, The American Institute of Physics no longer maintain the PACS. Instead, they are currently working towards a new classification scheme for physics, PhySH - Physics Subject Headings [243]

[^7]:    ${ }^{1}$ In the next sections, we shall see that other possible definitions of the aggregate matrix $W$ do not alter the qualitative behaviour of the complexity function $\mathcal{C}(\mathcal{M})$

[^8]:    ${ }^{1}$ Notice that throughout the section we are going to use $\tau$ to denote the generic layer (instead of $\alpha$, as done in the previous chapters), since it will simultaneously represent the layer and the timestep in the growth model. Such choice is also consistent with the original notation introduced in the original paper [1].

[^9]:    ${ }^{1}$ These tree research directions involve (i) multilayer higher-order models with multiple link types [36, 37], (ii) combinatorial higher-order models, such as simplicial complexes [239], and (iii) non-Markovian higher-order network models [376]

