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Abstract

In this thesis we generalise the theory of exceptional covers of varieties to the context of

difference algebraic geometry. We formulate the notion of difference exceptional covers

and prove a difference exceptionality criterion analogous to the classical situation. We

also obtain a Galois correspondence for difference ring extensions in the style of Borceux-

Janelidze.

Along the way we explore the background of exceptional varieties, Grothendieck’s Galois

categories and discuss a proof of the classical exceptionality criterion. An overview of

difference algebraic geometry is given, motivated by the work of Tomašić.
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Chapter 1

Introduction

1.1 Historical background

1.1.1 Difference algebra

Difference algebra first arose in the early twentieth century alongside differential algebra.

Rather than studying structures equipped with a derivation which satisfies the Leibniz rule,

the objects of interest here are simply structures together with an endomorphism which is

often denoted σ. Motivation for this area of study originally came from considering shifts

of arguments of functions, where the difference endomorphism translates the argument by a

fixed period. We can consider the field of meromorphic functions on C as a difference object

with σ(f)(z) 7! f(z + 1). The map D : f 7! σ(f) − f then gives rise to the consideration

of finite differences, giving ‘difference algebra’ its name.

Similarly for any complex number z which is not a negative integer then the Γ function is
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Chapter 1. Introduction 12

a solution to:

σ(f) = zf.

Alternatively if we consider σ(F )n = Fn+1 then the Fibonacci sequence can be described

as the solution of the difference equation

σ2(F ) = σ(F ) + F,

with initial conditions F0 = 0, F1 = 1.

Difference algebra was developed by Ritt in the 1930s; this work included several papers

concerning algebraic difference equations ([RD33], [RR39]). There was much swifter pro-

gress in the area of differential algebra which culminated in his influential book published

in 1950 [Rit50]. Nevertheless work continued on difference algebra, notably with Babbitt’s

investigation into extensions of difference fields [Bab62]. In this paper a description is given

of some of the pathological compatibility behaviour that difference field extensions can ex-

hibit, along with a decomposition theorem concerning benign extensions.

The first systematic presentation of this subject matter was given by Cohn in 1965 [Coh65]

with a more recent account by Levin in 2008 [Lev08]. These books are the standard refer-

ences for this material and they demonstrate how far the area has diverged from its original

analytic background.

Model theoretic interest in difference fields emerged at the end of the 1980s with the de-

velopment of the theory ACFA (‘algebraically closed fields with an automorphism’) by van

den Dries, Macintyre and Wood. Here the main objects of interest are algebraic closures

of finite fields equipped with a power of Frobenius; these are often referred to as difference
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fields with Frobenii. Models of ACFA can then be constructed as ultraproducts of these

difference fields.

The axiomatisation of ACFA was formalised by Macintyre [Mac97] and Chatzidakis-Hrushovski

[CH99] in the late 1990s before it was shown in an unpublished paper by Hrushovski that

ACFA is the first order theory of difference fields with Frobenii [Hru04]. A major component

of this proof is the generalisation of the Lang-Weil estimates of rational points of varieties

over a finite field to the setting of difference algebraic geometry; we will utilise this result

in Chapter 6 in our proof of the difference exceptionality criterion.

This model theoretic approach to difference algebra has also found applications in other

areas of mathematics, maybe most famously with a new proof of the Manin-Mumford con-

jecture in arithmetic geometry (Hrushovski, [Hru01]).

More recent developments in difference algebra focus on difference algebraic geometry and

Galois theory. Some of these results retain a model theoretic flavour by looking at first order

definable sets in the language of difference rings (Tomašić, [Tom16]), whereas others revisit

the setting of differential equations in a new light (DiVizio-Hardouin-Wibmer, [DVHW14],

[DVHW17]). An overview of progress in the area of difference algebraic groups can be found

in Wibmer’s habilitation thesis along with many new results [Wib15]. We draw attention to

his work on étale difference algebraic groups which complements our own considerations of

étale difference algebras in Chapter 6. Notable work has also been conducted by Chatzida-

kis, DiVizio, Hardouin, Kowalski, Ovchinnikov and Singer.

We will adopt the categorical perspective of difference algebraic geometry developed by

Tomašić ([Tom14], [Tom20]).

1.1.2 Exceptional covers

The history of exceptional covers can be traced back to the study of permutation polynomi-

als in the nineteenth century. A polynomial over a finite field is a permutation polynomial if
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it induces a bijection on its field of definition. Dickson gave a number theoretic criterion for

recognising such polynomials in 1897 [Dic97]; this is often referred to as Hermite’s criterion

as he noted it in the special case of prime fields in 1856.

Although they will not be the specific focus of this thesis, permutation polynomials have

inspired a substantial amount of research in their own right. The computational aspect

of generating examples allows for the implementation of methods from computer science,

and it is therefore unsurprising that they have found applications in cryptography and cod-

ing theory. An overview of results surrounding permutation polynomials can be found in

Chapter 7 of Lidl-Niederreiter [LN97] with more recent advances covered in a survey paper

by Hou [Hou15]. Examples of investigations into their use in public key cryptography can

be seen in Varadharajan [Var88], Singh-Sarma-Saikia [SSS09] and Khachatrian-Kyureghyan

[KK17].

There are two ways of defining an exceptional polynomial; the historical definition is that

a polynomial f defined over a finite field Fq is exceptional if the only absolutely irreducible

factor of f(x)−f(y) defined over Fq is x−y. The development of this statement can be seen

in work by Davenport-Lewis [DL63], MacCluer [Mac67] and Williams [Wil67]. Equivalently

a polynomial f defined over Fq can be said to be exceptional if f is a permutation polynomial

over infinitely many extensions of Fq. It is the second definition that we will use throughout

this thesis and we will take the first as a criterion for identifying exceptional behaviour.

The history of the proof of their equivalence is discussed further in Subsection 3.1.

As in the case of permutation polynomials there have been attempts to generate examples

of exceptional polynomials and classify them by degree and order of their field of definition.

The Carlitz-Wan conjecture is one result in this direction; we briefly touch on this in Chapter

2 but a comprehensive account of work in this area can be found in Zieve’s survey paper

[Zie13].
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Attention has turned towards generalising exceptionality to algebraic geometry. Both defin-

itions given above can be generalised to give two notions of an exceptional cover. We will

focus on a proof of their equivalence given by Fried [Fri74]. This proof holds for endo-

morphisms of a variety and has since been extended to more general morphisms by Fried-

Guralnick-Saxl [FGS93] and Guralnick-Tucker-Zieve [GTZ07]. Fried has also explored the

relation between exceptionality and monodromy groups [Fri94].

1.2 Thesis overview

This historical journey brings us to this thesis, in which we develop the theory of exceptional

covers in difference algebraic geometry.

Chapter 2 covers relevant preliminary material; we start with early definitions of varieties

and the Zariski topology then move towards Grothendieck’s formulation of scheme theory,

focusing on on rational points, residue fields and properties of morphisms. We also look at

Galois covers and define the étale fundamental group as well as decomposition and inertia

groups. This includes a discussion of normalisation and function fields.

An exposition of Grothendieck’s work on Galois categories is provided. We describe the

general correspondence between a Galois category and the category of finite sets with a

continuous group action, then use the category of finite étale covers as an illustrative ex-

ample. This background supports our discussion of the exceptionality criterion in Chapter

3.

Chapter 3 is an exposition of the theory of exceptional covers of varieties. A brief

overview of permutation and exceptional polynomials is given, highlighting some results

and examples in both cases. We detail the equivalence of two notions of an exceptional

cover f : Y ! X, one given in terms of bijectivity of rational points over infinitely many

extensions and the other given in terms of geometrically irreducible components of the fibre
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product Y ×XY . We take the first as our definition and we call the second the ‘exceptionality

condition’.

The proof of their equivalence is the main focus of this chapter with a full discussion of

the setup of varieties and function fields. We also look at geometric and group-theoretic

interpretations of the exceptionality condition.

The exploration of difference algebra begins in Chapter 4. We approach this from a

categorical perspective by defining the categories σ-Set and G-σ-Set and interpreting the

notion of connectedness in this context. We contrast this with the definition of a group

orbit being σ-closed then discuss results counting σ-closed orbits.

The following section looks more closely at difference fields, defining difference Galois clos-

ures and discussing the noncanonical choice of difference structure here. The difference

action on the set of connected components of a tensor product of difference fields is then

explicitly described.

We next lay the foundations of difference algebraic geometry from a perspective which com-

plements the exposition of algebraic geometry given in Chapter 2. Here we enhance the

underlying algebraic geometry and look at how difference rational points of relative schemes

interact with the difference action of the base scheme. The chapter concludes by defining a

difference Galois cover in a geometric setting and discussing local substitutions of difference

rational points.

In Chapter 5 we take a categorical detour to obtain a difference Galois correspondence.

Recalling the classical Galois correspondence described in Chapter 2, we utilise a categorical

result by Borceux-Janelidze to find an analogous statement in the difference setting. The

setup and result is given in full generality; this theory is then applied to the category of

difference algebras by identifying relevant objects and morphisms and verifying that they

satisfy the required properties. This easily gives a difference Galois correspondence between
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a subcategory of difference schemes and the category of finite difference sets with a difference

group action.

Chapter 6 brings everything together to formulate and prove a difference exceptionality

criterion. Based on a preprint of Tomašić-Zieve [TZ16], we formulate both the definition of

exceptional covers and the exceptionality criterion in the difference context and prove an

equivalence which generalises the classical situation.

As in Chapter 3 we discuss a geometric interpretation of the difference exceptionality con-

dition. Our final corollary shows that the classical exceptionality criterion can be recovered

as a special case of the difference statement. This justifies our claim that the difference for-

mulation of exceptionality is a generalisation of the classical case. We finally give examples

of difference exceptional covers obtained from families of permutation polynomials.

This thesis concludes by proposing some avenues for further research, particularly through

removing assumptions on the morphism in question.



Chapter 2

Preliminaries

We collect preliminary material for ease of reference throughout the rest of the thesis.

This covers the basics of algebraic geometry, Galois covers and Galois categories. The

material covered in the first three sections can be found in any standard algebraic geometry

textbook; the references used here are Eisenbud-Harris [EH00], Hartshorne [Har77] and

Szamuely [Sza09].

2.1 Foundations of algebraic geometry

We cover the older definitions of varieties and coordinate rings for familiarity before dis-

cussing the broader context of schemes.

Definition 2.1.1. Let Ω be an algebraically closed field. An affine n-space over Ω,

denoted AnΩ or An, is the set of all n-tuples of elements of Ω.

A point a ∈ An is an element a = (a1, . . . , an), where ai are the coordinates of a.

The polynomial ring in n variables over Ω is denoted A = Ω[x1, . . . , xn]. Elements of

A can be thought of as functions f : An ! Ω by evaluating f(a) = f(a1, . . . , an).

18



Chapter 2. Preliminaries 19

Definition 2.1.2. Let T ⊆ A. The zero set of T in An, denoted Z(T ), is the set of

common zeros of all elements of T , i.e.

Z(T ) = {a ∈ An | f(a) = 0 ∀f ∈ T}.

Let X ⊆ An. The ideal of X in A, denoted I(X), is the ideal containing functions in A

which vanish on all points of X, i.e.

I(X) = {f ∈ A | f(a) = 0 ∀a ∈ X}.

Definition 2.1.3. The Zariski topology on An is defined by taking closed sets to be of

the form Z(T ) for some T ⊆ A. The topology axioms can easily be verified.

An affine variety is a closed subset X ⊆ An with the induced Zariski topology.

Definition 2.1.4. Let X ⊆ AnΩ be an affine variety. The affine coordinate ring of X,

Ω[X], is defined as Ω[X] = A/I(X). This ring can be thought of as the ring of polynomial

functions on X.

This approach relies on Ω being an algebraically closed field but we will be interested in

working over finite fields. We therefore turn our attention to the richer setting of schemes,

first defining sheaves.

Definition 2.1.5. Let X be a topological space. A sheaf of rings, F , on X consists of

the following data:

1. For every open set U ⊆ X, there is a ring F(U);

2. For every inclusion V ⊆ U of open sets, there is a ring homomorphism ρUV : F(U)!

F(V ).
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This data satisfies the conditions:

(i) F(∅) = 0;

(ii) ρUU : F(U)! F(U) is the identity;

(iii) If W ⊆ V ⊆ U ⊆ X are open subsets, then ρUW = ρVW ◦ ρUV ;

(iv) If U ⊆ X is open, {Vi} is an open covering of U and s ∈ F(U) is such that s�Vi= 0

for all i, then s = 0;

(v) If U ⊆ X is open, {Vi} is an open covering of U and si ∈ F(Vi) satisfies si�Vi∩Vj=

sj�Vi∩Vj for all i, j, then there exists s ∈ F(U) such that for all i, s�Vi= si.

The stalk of F at a point x ∈ X, denoted Fx, is the direct limit of rings F(U) where U

runs over open sets containing x, i.e.

Fx = lim−!
U3x
F(U).

This construction isolates the behaviour of the sheaf at a particular point of X.

Definition 2.1.6. A ringed space, (X,F), is a topological space X equipped with a sheaf

of rings F .

A locally ringed space is a ringed space (X,F) such that for every x ∈ X, the stalk Fx

is a local ring.

We can now define a scheme by introducing the prime spectrum of a ring.

Definition 2.1.7. Let R be a commutative ring. The spectrum of R, Spec(R), is the set

of all prime ideals p C R.

Spec(R) can be equipped with an adaptation of the Zariski topology: for an ideal a C R,

closed sets are of the form V (a) = {p C R prime | a ⊆ p}. For f ∈ R, open sets of the form
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D(f) = {p C R prime | f 6∈ p} define a base for the topology.

Spec(R) can also be given a structure sheaf F = O which is induced from R. For a prime

ideal p C R, let Rp denote the localisation of R at p. Then for an open set U ⊆ Spec(R),

define O(U) to be the ring of functions s : U ! ⊔
p∈U Rp where each p ∈ U is sent to its

corresponding localisation and s is locally a quotient of elements of R. Explicitly:

O(U) =
{
s : U !

⊔
p∈U

Rp

∣∣∣∣ ∀p ∈ U, s(p) ∈ Rp, and ∃V ⊆ U nhood of p,

∃a, f ∈ R such that ∀q ∈ V, s(q) = a

f
∈ Rq

}
.

Definition 2.1.8. An affine scheme is a locally ringed space which is isomorphic to

(Spec(R),O) for some commutative ring R.

A scheme is a locally ringed space, (X,OX), in which every point has an open neighbour-

hood U such that (U,OX �U ) is an affine scheme. In this situation the sheaf is denoted

F = OX and is called the structure sheaf of X.

From now on we will omit sheaf notation when discussing schemes, simply writing X in

place of (X,OX).

There are some useful connections between the structure sheaf on an affine scheme and its

associated commutative ring ([Har77], Prop II.2.2).

Proposition 2.1.9. Let R be a commutative ring and consider the affine scheme Spec(R).

(i) For p C R prime with corresponding point x ∈ Spec(R), there is a local ring isomorph-

ism OSpec(R),x ∼= Rp.

(ii) For f ∈ R, there is a ring isomorphism OSpec(R)(D(f)) ∼= Rf .

(iii) There is a ring isomorphism OSpec(R)(Spec(R)) ∼= R.



Chapter 2. Preliminaries 22

This broader framework allows for several types of points.

Definition 2.1.10. Let X = Spec(R) be an affine scheme.

• A scheme-theoretic point corresponds to a prime ideal of R; these are the types

of points we have been considering so far. The notation x ∈ X refers to a scheme-

theoretic point unless clearly stated otherwise.

• A closed point corresponds to a maximal ideal of R.

• A generic point, η, is a scheme-theoretic point such that the Zariski closure of {η}

is X. A generic point exists if and only if X is an irreducible topological space, i.e. if

and only if the nilradical of R is a prime ideal.

Definition 2.1.11. Let X,Y be schemes and let f : Y ! X be a continuous map of

topological spaces.

The direct image sheaf of OY on X induced by f , denoted f∗OY , is defined as:

(
f∗OY

)
(V ) = OY

(
f−1(V )

)
,

for V ⊆ X.

The sheaf morphism induced by f is denoted:

f# : OX ! f∗OY .

The stalk homomorphism induced by f at y ∈ Y , denoted f#
y : OX,f(y) ! OY,y, is

induced by considering the stalk of f∗OY at f(y):

(
f∗OY

)
f(y) = lim−!

V 3f(y)
f∗OY (V ) = lim−!

V 3f(y)
OY

(
f−1(V )

)
↪−! lim−!

f−1(V )3y

OY
(
f−1(V )

)
= OY,y.
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Composition then gives:

f#
y : OX,f(y) −!

(
f∗OY

)
f(y) ↪−! OY,y.

A morphism of schemes is a pair:

(f, f#) : (Y,OY )! (X,OX),

where f# is induced by f , and for every y ∈ Y the induced stalk homomorphisms f#
y are

local, i.e.
(
f#
y

)−1(my) = mf(y), where my is the unique maximal ideal of the stalk OY,y.

We will suppress the sheaf notation and denote a morphism of schemes by f : Y ! X.

We can also consider rational points of a scheme.

Definition 2.1.12. Let X be a scheme.

• For a field F , an F -rational point is a morphism a : Spec(F )! X. Let

X(F ) = HomSch(Spec(F ), X)

denote the set of F -rational points of a scheme X.

• A geometric point is a rational point with values in an algebraically closed field,

i.e. a morphism x̄ : Spec(Ω)! X.

Definition 2.1.13. Let S be a scheme. A scheme X is defined over S or said to be

an S-scheme, denoted X/S, if it comes equipped with a scheme morphism X ! S. This

morphism is often called the structure map.

If X,Y are both defined over S, then an S-morphism is a morphism f : Y ! X which

satisfies the following commutative diagram.
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Y X

S

f

Figure 2.1: An S-morphism

In the case where S = Spec(F ) for a field F , a scheme X is said to be defined over F , or

an F -scheme, and is denoted X/F .

Definition 2.1.14. The category of schemes, Sch, consists of schemes as objects and

scheme morphisms as morphisms.

For a base scheme S, the category of S-schemes, Sch/S, is the slice category consisting

of schemes defined over S as objects and S-morphisms as morphisms.

We can view Spec : CRing ! Sch as a contravariant functor from the category of

commutative rings to the category of schemes. To see this let f : R ! T be a ring

homomorphism and note that we can define a morphism of their corresponding schemes:

f : Spec(T ) −! Spec(R)

p 7−! f−1(p).

Note that f−1(p) is a prime ideal of the ring R. We use f to denote both the ring morphism

and its associated scheme morphism without confusion.

The categories of affine schemes and commutative rings are in fact anti-equivalent. We can

define the global sections functor Γ(−,O(−)) : Sch ! CRing by Γ(X,OX) = OX(X).

For a commutative ring R recall from Proposition 2.1.9 that OSpec(R)(Spec(R)) ∼= R, and

Definition 2.1.7 shows that Spec(Γ(Spec(R),OSpec(R))) ∼= Spec(R).
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For two rings R, T , we see that

HomSch(Spec(R),Spec(T )) ∼= HomCRing(T,R).

This anti-equivalence lies at the heart of algebraic geometry and allows us to apply algebraic

tools to geometric problems.

Definition 2.1.15. For S-schemes X/S, Y/S, the fibre product of X and Y over S in

Sch is a scheme X ×S Y together with morphisms

X ×S Y ! X,

X ×S Y ! Y,

such that the diagram below commutes.

W

X ×S Y Y

X S

∃!

Figure 2.2: The fibre product X ×S Y

This satisfies the universal property that for any scheme W with morphisms W ! X,

W ! Y , there is a unique morphism W ! X ×S Y . Note that this can also be viewed as

the product of X/S and Y/S in Sch/S.

If X,Y are two schemes with a morphism f : Y ! X, we can take the fibre product of Y

with itself over X and denote this Y ×X Y . In this situation the diagonal subscheme can

be defined.
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Definition 2.1.16. The diagonal embedding ∆ : Y ↪! Y ×X Y is the unique morphism

such that pi ◦∆ = idY , where pi denotes the projection maps for i = 1, 2.

The diagonal subscheme, ∆Y ⊆ Y ×X Y , is the subscheme defined as the image of ∆.

Definition 2.1.17. Let X be defined over a field F and let F ′/F be a field extension. Then

the base change of X to F ′, denoted XF ′ , is the fibre product X ×Spec(F ) Spec(F ′). By

abuse of notation this is sometimes written as X ×F F ′.

The fibre product construction can also be used to describe fibres of morphisms using

rational points.

Definition 2.1.18. Let f : Y ! X be a morphism of schemes and let x : Spec(F )! X be

an F -rational point of X. The fibre of f over x is the fibre product Yx = Y ×X Spec(F )

constructed as shown in the diagram below.

Yx Y

Spec(F ) X

f

x

Figure 2.3: The fibre of f : Y ! X over x

We conclude this section with the notion of a residue field and its relation to rational points.

Definition 2.1.19. The residue field at a point x ∈ X, denoted κ(x), is the field obtained

by taking the quotient of the stalk at x by its maximal ideal, i.e. κ(x) = OX,x/mx.

In the case of an affine scheme Spec(R), the residue field at a point x ∈ X corresponding

to prime ideal p ∈ Spec(R) is:

κ(x) = Frac(R/p) ∼= Rp/pRp.

For an affine scheme X and for any scheme-theoretic point x ∈ X we can associate a
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corresponding morphism Spec(κ(x)) ! X in the following way. By the definition of the

stalk at the point x, we get an induced morphism:

OX(X) OX,x κ(x).

By the anti-equivalence of categories given by the Spec and global sections functors this

gives a morphism Spec(κ(x))! Spec(OX(X)) = X.

Lemma 2.1.20. Let f : Y ! X be a morphism of schemes and let y ∈ Y . Then κ(y) is a

field extension of κ(f(y)).

Proof. The sheaf morphism f# induces a morphism of stalks f#
y : OX,f(y) ! OY,y. Since

this a local map, we can quotient out by the maximal ideals on both sides to obtain a

morphism κ(f(y)) ! κ(y). This is injective as it is a field homomorphism so we conclude

that κ(y) is an extension of κ(f(y)).

Definition 2.1.21. Let X be a scheme, let a be an F -rational point of X and let x be a

scheme-theoretic point of X. Then a is located at x if x is the image of the morphism

a : Spec(F )! X.

Note that there may be several F -rational points located at the same scheme-theoretic

point.

If a scheme X is defined over a field F then we can apply Lemma 2.1.20 to see that for any

x ∈ X, κ(x) is an extension of F . Here it is used that Spec(F ) only has one scheme-theoretic

point, ∗, and κ(∗) = Frac(F/∗) = F .

Alternatively for an arbitrary scheme X if there exists a ∈ X(F ) located at x ∈ X, then by

Lemma 2.1.20 F is a field extension of κ(x) and hence we obtain a morphism Spec(F ) !

Spec(κ(x)). Therefore any F -rational point factors through a scheme-theoretic point.
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Spec(F ) X

Spec(κ(x))

a

x

Figure 2.4: An F -rational point factoring through a scheme-theoretic point

Combining these two situations let X be defined over F , let a ∈ X(F ) and let x ∈ X be

the image of a. Then κ(x) = F and a is the unique F -rational point located at x.
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2.2 Properties of schemes

Now that we have the basics of scheme theory, we discuss several useful properties.

Definition 2.2.1. A scheme X is reduced if for every open set U ⊆ X, its associated ring

OX(U) is reduced, i.e. it has no non-zero nilpotent elements. Equivalently a scheme X is

reduced if for every x ∈ X, the stalk OX,x is reduced.

Definition 2.2.2. A scheme X is irreducible (resp. connected) if its underlying topo-

logical space is irreducible (resp. connected). This implies that irreducible schemes are

connected.

A scheme X/F is geometrically irreducible (resp. geometrically connected) if X is

irreducible (resp. connected) under any base change, i.e. for any field extension F ′/F , the

scheme XF ′ = X ×F F ′ is irreducible (resp. connected). Equivalently X is geometrically

irreducible if XF̄ is irreducible where F̄ denotes the algebraic closure of F .

An irreducible (resp. connected) component of a scheme X is a maximal irreducible

(resp. connected) subset of X. A scheme can therefore be described uniquely as a union of

its irreducible (resp. connected) components.

Note that connected components are disjoint but irreducible components are not necessar-

ily so. However we cannot always describe a scheme X as a coproduct of its connected

components as each component is closed but not necessarily open. Spaces where each con-

nected component is open are called locally connected; spaces where each point has an

irreducible neighbourhood are called locally irreducible.

We can consider the connected components functor,

π0 : Sch! Set,

which takes a scheme and produces its set of connected components. By slight abuse of
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notation we will also apply π0 to rings and algebras, letting π0(R) mean π0(Spec(R)).

Definition 2.2.3. The dimension, d, of a scheme (X,OX) is the dimension of its under-

lying topological space X. Explicitly this is the supremum of all lengths l such that there

exists a chain of distinct irreducible closed subsets:

∅ 6= X0 ( X1 ( · · · ( Xl ⊆ X.

Definition 2.2.4. A scheme X is integral if for every open set U ⊆ X, its associated ring

OX(U) is an integral domain. Equivalently a scheme X is integral if it is both reduced and

irreducible.

Definition 2.2.5. A scheme X is normal if for every x ∈ X, the stalk OX,x is an integrally

closed domain, i.e. OX,x is an integral domain which is integrally closed in Frac(OX,x).

Definition 2.2.6. A scheme X is locally Noetherian if it can be covered by open affine

subsets Spec(Ai), where each Ai is a Noetherian ring.

A scheme X is Noetherian if it can be covered by finitely many Spec(Ai), where each Ai

is Noetherian; therefore X is Noetherian if it is locally Noetherian and quasi-compact.

Proposition 2.2.7. A Noetherian scheme X has finitely many irreducible components.

Proof. It is known that a Noetherian topological space has finitely many irreducible com-

ponents ([Lan02], IX, Thm 5.3). Since the spectrum of a Noetherian ring is a Noetherian

topological space and X can be covered by finitely many of these, the result follows.

We draw attention to the fact that a Noetherian normal scheme is locally irreducible and

hence its connected and irreducible components coincide ([GD71], Section 0.2.1.6). We will

therefore use these terms interchangeably when we are in this setting.
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We will mainly be concerned with morphisms of schemes and will require the following

properties.

Definition 2.2.8. A morphism f : Y ! X is finite if there exists an open affine covering

{Vi = Spec(Bi)} of X such that for all i, f−1(Vi) = Spec(Ai) where each Ai is a Bi-algebra

which is finitely generated as a Bi-module.

A morphism f : Y ! X is locally of finite type if there exists an open affine covering

{Vi = Spec(Bi)} of X such that for all i, f−1(Vi) has an open affine covering {Uij =

Spec(Aij)} where each Aij is finitely generated as a Bi-algebra.

A morphism f : Y ! X is of finite type if every f−1(Vi) can be covered by finitely many

Uij ; therefore f is of finite type if it is locally of finite type and quasi-compact.

A morphism f : Y ! X is quasifinite if it is locally of finite type and if for all x ∈ X, the

fibre f−1(x) is a finite set.

Definition 2.2.9. A morphism f : Y ! X is separated if the diagonal embedding ∆ :

Y ↪! Y ×X Y is a closed immersion.

This provides an algebraic analogue of the Hausdorff property.

Definition 2.2.10. A morphism f : Y ! X is flat if for every y ∈ Y , the induced map

of stalks OX,f(y) ! OY,y is a flat ring homomorphism. Recall that a ring homomorphism

φ : R! S is flat if S is a flat R-module, i.e. if the functor −⊗RS preserves exact sequences.

A morphism f : Y ! X is faithfully flat if it is both flat and surjective.

Flatness captures the idea of having a “continuously varying” family of fibres where all

fibres of the morphism have the same dimension.

Definition 2.2.11. A morphism f : Y ! X is unramified if for every y ∈ Y :

mf(y) · OY,y = my,
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where mf(y) is the maximal ideal of the local ring OX,f(y), and the residue field extension

κ(f(y))! κ(y) is finite and separable.

This definition corresponds to the notion of ramification of prime ideals in algebraic number

theory, with the idea that there are no points x ∈ X such that the fibre Yx has repeated

points.

Definition 2.2.12. A morphism f : Y ! X is étale if it is flat and unramified.

A morphism f : Y ! X is generically étale if the morphism f−1(ηX)! {ηX} is étale.

Combining the intuition for flat and unramified morphisms, we see that the definition for

étale morphisms provides an analogy to topological covering spaces.

Definition 2.2.13. A morphism f : Y ! X is a finite étale cover of X if it is finite and

étale. Some authors also require surjectivity, although this is not strictly necessary.

We now see that finite étale covers are preserved under composition and base change. Let

P denote a property of a morphism of schemes.

Definition 2.2.14. A property P is preserved under composition if for any two morph-

isms f : Y ! X and g : Z ! Y which both satisfy P, their composite g ◦ f : Z ! X also

satisfies P.

A property P is preserved under base change if for a morphism f : Y ! X satisfying P

and any other morphism f ′ : Z ! X, the base change morphism Z×X Y ! Z also satisfies

P.

Proposition 2.2.15. The properties of étaleness and finiteness are preserved under both

composition and base change.

Proposition 2.2.16. A morphism of étale covers is again étale, i.e. if Y ! X, Z ! X

are étale then a morphism Y ! Z over X is also étale.
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Y Z

X

étale

étale étale

Figure 2.5: Morphisms of étale covers are étale

The results about finiteness can easily be seen from the underlying rings and the results

about étaleness can be found in Milne ([Mil80], I, Props 3.3 and 3.6).

The definition of a variety can be reimagined in this framework. Note that the following

two definitions capture the same ideas as before but now come equipped with a much richer

structure. Let F be a field which is not necessarily algebraically closed.

Definition 2.2.17. Affine n-space over F , AnF , is the spectrum of the polynomial ring

over F in n variables, i.e. AnF = Spec(F [x1, . . . , xn]).

Definition 2.2.18. A variety X over F , denoted X/F , is an integral separated scheme

of finite type over Spec(F ).

Definition 2.2.19. Let X/F be a variety. The function field of X, denoted K(X), is

the stalk at the generic point η, i.e. K(X) = OX,η.

Elements of the function field are called rational functions and a substantial amount of

geometric information about X is retained in K(X).

Definition 2.2.20. Let X be a variety with function field K and let L be an algebraic field

extension of K. The normalisation of X in L is the unique normal variety XL together

with an integral morphism XL ! X such that the function field of X is L.

Proof of existence and uniqueness of XL can be found in Liu ([Liu02], Prop 1.22). Note

that if X is a normal variety then the normalisation of X in its function field K is X itself.
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We conclude this section with a useful result on counting rational points of varieties defined

over finite fields, which follows from the Weil conjectures ([FK88], Chapter 2, Section 4).

This is of particular interest as the definition of exceptionality involves bijections between

sets of rational points.

Theorem 2.2.21 (Lang-Weil bound). Let X be a geometrically irreducible variety of di-

mension d defined over a finite field Fq. Then there exist constants C, c > 0 depending only

on the geometric data of X such that:

∣∣∣|X(Fq)| − cqd
∣∣∣ < Cqd−

1
2 .
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2.3 Galois covers

We will make particular use of Galois covers and their associated groups.

Definition 2.3.1. A scheme Z together with a morphism π : Z ! X is a Galois cover

of X if Z is connected, π is a finite étale cover and the automorphism group AutX(Z) acts

transitively on geometric fibres.

Here AutX(Z) denotes the group of scheme automorphisms of Z which preserve π; it is

referred to as the Galois group of Z/X and is denoted Gal(Z/X). For any geometric

point x̄ ∈ X(Ω) this group acts on a geometric fibre Zx̄ via its action on Z.

Definition 2.3.2. Let π : Z ! X be a Galois cover and let z ∈ Z, x ∈ X such that

π(z) = x. The decomposition group of z, denoted DZ/X(z), is the stabiliser of z in

Gal(Z/X), i.e.

DZ/X(z) = {d ∈ Gal(Z/X) | d · z = z}.

The inertia group of z, denoted IZ/X(z), is the kernel of the morphism:

DZ/X(z)! Gal
(
κ(z)/κ(x)

)
.

Let X,Y be varieties and let f : Y ! X be a finite étale morphism. We can construct a

finite étale cover of Y which is a Galois cover of X. This is achieved by a theorem attributed

to Serre ([Sza09], Prop 5.3.9).

Theorem 2.3.3. Let f : Y ! X be a finite étale cover of a connected scheme X. Then

there exists a morphism p : Z ! Y such that π := f ◦ p : Z ! X is a Galois cover.

Moreover if π′ : Z ′ ! X is another Galois cover with a morphism p′ : Z ′ ! Y , then p′
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factors through Z.

Z ′

Z

Y

X

p′

π′π

p

f

Figure 2.6: Construction of a Galois cover Z

Definition 2.3.4. Let f : Y ! X be a finite étale cover of a connected scheme X. The

Galois closure of f : Y ! X is the Galois cover Z as constructed in Theorem 2.3.3. By

the universal property Z is unique up to a unique isomorphism.

In the case of normal varieties we can also construct the Galois closure via normalisation.

Let X,Y be normal varieties with function fields K,L respectively and note that a finite

étale cover Y ! X induces a finite separable field extension K ↪! L. Construct the Galois

closure of L/K, denoted M , and then define the Galois closure Z to be the normalisation

of X in M (Definition 2.2.20).

In this setting X is the normalisation of itself in K and Y is the normalisation of X in

L. This allows us to transition between the geometric setup and function field extensions

without losing information.
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2.4 Galois categories

We describe a general Galois correspondence and illustate it through the example of the

category of finite étale covers. This material is originally taken from Grothendieck’s SGA1

notes [Gro63] with reference to expository notes by Cadoret [Cad13].

2.4.1 Grothendieck’s theory

We first define a Galois category and related notions. Let C denote a category and let FSet

denote the category of finite sets. For objects Y, Z ∈ C, let HomC(Y,Z) denote the set of

morphisms from Y to Z in C and let AutC(Y ) denote the group of automorphisms of Y in

C.

Definition 2.4.1. A morphism u ∈ HomC(Y,Z) is a strict epimorphism if the following

two conditions hold:

(i) The fibre product Y ×Z Y with respect to u exists in C;

(ii) Let pi denote the ith projection Y ×Z Y ! Y for i = 1, 2. Then for any object Z ′ ∈ C,

the map − ◦ u : HomC(Z,Z ′)! HomC(Y,Z ′) is injective and induces a bijection onto

the set of all morphisms ψ ∈ HomC(Y, Z ′) such that ψ ◦p1 = ψ ◦p2. This is illustrated

in the figure below.

Y ×Z Y Y

Y Z

Z ′

p2

p1 u
ψ

u

ψ

Figure 2.7: A strict epimorphism

Definition 2.4.2. A category C is a Galois category if there exists a covariant functor
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F : C ! FSet such that the following axioms are satisfied:

(i) C has a final object eC and finite fibre products exist in C;

(ii) Finite coproducts exist in C and categorical quotients by finite groups of automorph-

isms exist in C;

(iii) Every morphism u ∈ HomC(Y,Z) factors as Y u′
−! Z ′

u′′
−! Z, where u′ is a strict epi-

morphism and u′′ is a monomorphism which is an isomorphism onto a direct summand

of Z;

(iv) F sends final objects to final objects and commutes with fibre products;

(v) F commutes with finite coproducts and categorical quotients by finite groups of auto-

morphisms, and sends strict epimorphisms to strict epimorphisms;

(vi) For u ∈ HomC(Y,Z), u is an isomorphism if and only if F (u) is an isomorphism.

Definition 2.4.3. Let C be a Galois category. A functor F : C ! FSet satisfying axioms

(iv), (v), (vi) is called a fibre functor for C. Note that there may be many valid fibre

functors associated to a Galois category; for this reason we sometimes denote a Galois

category by (C, F ).

Given a Galois category (C, F ) the fundamental group of C with base point F , denoted

π1 = π1(C, F ), is the automorphism group of F .

Theorem 2.4.4 (Grothendieck’s Galois Correspondence). Let C be a Galois category. Then

any fibre functor F induces an equivalence of categories C ! π1-Set, where π1-Set denotes

the category of finite discrete sets with continuous left π1-action.

We briefly summarise the proof, which takes advantage of useful properties of morphisms

to and from connected objects in C. A connected object Y0 is a Galois object if AutC(Y0)
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acts transitively on F (Y0) and it is shown that a Galois closure can always be constructed

for any connected object.

CY0 FSet

πop
1 -Set

FY0

FY0
For

Figure 2.8: Factorisation of fibre functor F Y0 through an equivalence of categories

The fibre functor F is restricted to F Y0 = F�CY0 , where CY0 is the full subcategory consisting

of Y ∈ C such that there exists a morphism from Y0 to any connected component of

Y . A functor isomorphism is obtained between F Y0 and HomC(Y0,−)�CY0 , which gives a

factorisation through an equivalence of categories. In the diagram above For denotes the

forgetful functor.

The final result is reached by showing that F is strictly pro-representable, i.e. there exists

a functor isomorphism between F and HomPro(C)(Y ,−)�C , where Pro(C) is the category

whose objects are projective systems with epimorphisms, Y , in C. A full exposition of the

theory underpinning this proof can be found in Cadoret ([Cad13], Section 3).

2.4.2 The category of finite étale covers

It is therefore possible to study a Galois category by looking at the category of finite sets

with a continuous action of its associated fundamental group. A classical application of this

is to finite étale covers of connected schemes.

Definition 2.4.5. Let X be a connected scheme. The category of finite étale covers

of X, FÉtX , consists of the following objects and morphisms:

• An object is a scheme Y together with a finite étale cover φ : Y ! X;

• For two objects φ : Y ! X, ψ : Z ! X, a morphism u : Y ! Z is a morphism of
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schemes such that φ = ψ ◦ u. By Proposition 2.2.16 u is also étale.

Before it can be verified that FÉtX is a Galois category, a few results and definitions

need to be collected. This theorem, originally by Grothendieck, can be found in Milne

([Mil80], Thm 2.17).

Theorem 2.4.6. Let u′ : Y ! Z ′ be a faithfully flat morphism of schemes of finite type.

Then u′ is a strict epimorphism.

The following useful results can be found in Cadoret’s exposition ([Cad13], Lemmas 5.6 and

5.12).

Lemma 2.4.7. If P is a property of morphisms of schemes which is preserved under com-

position and arbitrary base change, then P is preserved under fibre products.

In particular this holds when P is the property of being étale (see Prop 2.2.15).

Lemma 2.4.8. Categorical quotients by finite groups of automorphisms exist in FÉtX .

Definition 2.4.9. For an étale cover φ : Y ! X the rank function r : X ! Z≥0 is defined

as r(φ) = |Yx̄|, where x̄ is a geometric point in X. This is well-defined as all geometric fibres

of étale morphisms have the same cardinality.

Proposition 2.4.10. Let X be a connected scheme and let x̄ ∈ X(Ω) be a geometric point.

Then FÉtX is a Galois category with fibre functor:

Fx̄ : FÉtX −! FSet

(φ : Y ! X) 7−! bYx̄c,

where bYx̄c is the underlying set of the fibre product scheme constructed from φ and x̄.

Proof. The six axioms of a Galois category in Definition 2.4.2 must be verified.
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(i) The final object is idX : X ! X and by Lemma 2.4.7 fibre products exist.

(ii) Lemma 2.4.8 tells us that categorical quotients by finite groups of automorphisms

exist. Finite coproducts of schemes are given by disjoint unions where the structure

morphism down to X restricts to the finite étale morphism associated to its respective

component, so finite coproducts of étale covers are again étale.

(iii) Let u ∈ HomC(Y,Z) and define Z ′ := Im(u) ⊆ Z. Then u′ := u : Y ! Z ′ is faithfully

flat (of finite type) and hence is a strict epimorphism by Theorem 2.4.6. We can

therefore write Z = Z ′ t (Z \ Z ′) and define u′′ : Z ′ ↪! Z as a monomorphism.

(iv) The final object in FÉtX is idX and the final object in FSet is the singleton {∗}. For

φ : Y ! X, we have Fx̄(φ) = {∗} if and only if r(φ) = 1 if and only if φ : Y ∼
−! X is

an isomorphism. By considering fibre products of sets and using that Fx̄(X) = {∗},

it is clear that Fx̄ commutes with fibre products, i.e.

Fx̄(Y ×X Z) ∼= Fx̄(Y )×Fx̄(X) Fx̄(Z).

(v) A strict epimorphism in FSet is a surjective map and coproducts are disjoint unions

of finite sets. It is therefore clear that Fx̄ maps strict epimorphisms to strict epimorph-

isms and commutes with coproducts. It follows that Fx̄ commutes with categorical

quotients by finite groups of automorphisms from the proof of Lemma 2.4.8.

(vi) By functoriality Fx̄ preserves isomorphisms. Let u ∈ HomC(Y,Z) where φ : Y ! X,

ψ : Z ! Y are étale covers. Assume Fx̄(u) : Fx̄(φ) ∼−! Fx̄(ψ) is an isomorphism. Then

u is an étale cover and r(u) = r(φ)/r(ψ) = 1, so u is also an isomorphism.
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Definition 2.4.11. Let X be a scheme and let x̄ ∈ X(Ω) be a geometric point. The étale

fundamental group, denoted π1(X, x̄), is the automorphism group of the fibre functor

Fx̄, i.e.

π1(X, x̄) ∼= Aut(Fx̄).

We can also view the étale fundamental group in terms of Galois covers. Consider a pro-

jective system indexed by a directed set I:

{Yi ! Yj | j < i},

where each Yi is a Galois cover of X. Then π1(X, x̄) is isomorphic to the inverse limit of

the automorphism groups of this projective system, i.e.

π1(X, x̄) ∼= lim −
i∈I

AutX(Yi).

Example 2.4.12. If X = Spec(F ) for a field F , then:

π1(X, x̄) ∼= Gal(F sep/F ).

In the case where X is a geometrically connected scheme over F , π1(X, x̄) fits into the short

exact sequence:

1! π1(X ×F F sep, x̄)! π1(X, x̄)! Gal(F sep/F )! 1.

Here π1(X ×F F sep, x̄) is sometimes referred to as the geometric fundamental group

and π1(X, x̄) as the arithmetic fundamental group.
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The main result can now be applied to the Galois category FÉtX using the étale funda-

mental group.

Theorem 2.4.13. Let X be a connected scheme. There is a one-to-one correspondence

between finite étale covers of X and finite sets with a π1(X, x̄)-action.

We can now restrict to connected objects by noting that connected objects in the category

of π1-Set are finite sets with a transitive group action.

Corollary 2.4.14. There is a one-to-one correspondence between connected finite étale

covers of a connected scheme X and finite sets with a transitive π1(X, x̄)-action.



Chapter 3

Exceptional covers of varieties

This chapter discusses a criterion for identifying exceptional covers of varieties. We begin

by giving some background on exceptional polynomials, then we state the criterion and

fully describe its setup. The exceptionality condition given in the criterion is examined and

we explore its geometric and group-theoretic interpretations. The remainder of the chapter

follows a proof of Fried [Fri74].

3.1 Permutation and exceptional polynomials

This section provides an overview of permutation and exceptional polynomials. Exceptional

polynomials are of interest as they can be related to many areas of mathematics. Initially

they were viewed in the context of Weil’s bound for the number of solutions to an equation

over a finite field [DL63]. This has since developed into broader geometric and group-

theoretic connections which we discuss later in this thesis. Building on the applications to

cryptography discussed in Subsection 1.1.2, they have also found relevance in finite geometry

via the association of planar and perfect nonlinear functions [HMM14].

44
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Let Fq be a finite field of characteristic p.

Definition 3.1.1. A polynomial f ∈ Fq[x] is a permutation polynomial over Fq if the

function f : Fq ! Fq mapping a 7! f(a) is a bijection.

As mentioned in Subsection 1.1.2 an early result classifying permutation polynomials comes

from Hermite and Dickson ([LN97], Thm 7.4).

Theorem 3.1.2 (Hermite’s Criterion). A polynomial f ∈ Fq[x] is a permutation polynomial

if and only if the following two conditions hold:

(i) f has exactly one root in Fq;

(ii) For all integers t such that 1 ≤ t ≤ q − 2 and t 6≡ 0 (mod p), the reduction

f(x)t (mod xq − x) has degree ≤ q − 2.

The following example described by Matthews [Mat94] gives an idea of the type of conditions

satisfied by permutation polynomials.

Example 3.1.3. Let q be odd. Then ft(x) = 1 + x+ · · ·+ xt is a permutation polynomial

over Fq if and only if t ≡ 1 (mod p(q − 1)).

Definition 3.1.4. A polynomial f ∈ Fq[x] is an exceptional polynomial over Fq if f is

a permutation polynomial over Fqm for infinitely many extensions Fqm of Fq.

Note that the definition of exceptionality does not require bijectivity on all extensions but

on infinitely many.

Proposition 3.1.5. Let f ∈ Fq[x]. If f induces a bijection on some extension Fqm, then f

induces a bijection on Fq. Therefore if f is an exceptional polynomial over Fq, then f is a

permutation polynomial over Fq.
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Proof. If f is bijective over some extension Fqm , then in particular f is injective on Fqm .

All of the coefficients of f must be elements of Fq so f(Fq) ⊆ Fq. Hence f must also be

surjective on Fq.

There have been attempts to classify the degrees of exceptional polynomials. This began

in 1966 with a well-known conjecture of Carlitz ([LM93], P9), which states that if p is odd

then the degree of an exceptional polynomial over Fq must be odd. Wan then proposed a

generalisation which was later proved by Lenstra in 1995 [CF95].

Theorem 3.1.6 (Carlitz-Wan Conjecture). Let gcd(d, q − 1) > 1. Then there are no

exceptional polynomials of degree d over Fq.

There are three standard examples of exceptional polynomials. These are all indecom-

posable and can be used as building blocks to create further examples ([Zie13], Theorem

8.4.11).

Definition 3.1.7. A polynomial f ∈ Fq[x] is indecomposable if it cannot be expressed

as the composition f = g ◦ h of two nonlinear polynomials for g, h ∈ Fq[x].

Theorem 3.1.8. The indecomposable exceptional polynomials over Fq of degree coprime to

q are precisely the polynomials of the form l1 ◦ f ◦ l2, where l1, l2 ∈ Fq[x] are linear and f

takes one of the following forms:

1. f(x) = ax+ b, where a ∈ F×q and b ∈ Fq;

2. f(x) = xn, where n is a prime which does not divide q − 1;

3. f(x) = Dn(x, a), where a ∈ F×q , n is a prime which does not divide q2 − 1 and:

Dn(x, a) =
bn2 c∑
i=0

n

n− i

(
n− i
n

)
(−a)ixn−2i.
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We now describe a criterion for identifying exceptional polynomials over finite fields,

although we note that some authors choose to take this as a definition for exceptionality.

Definition 3.1.9. A polynomial f(x, y) ∈ Fq[x, y] is absolutely irreducible if it is irre-

ducible in Fp[x, y], where Fp denotes the algebraic closure of Fp.

Theorem 3.1.10 (Exceptionality Criterion for Polynomials). A polynomial f ∈ Fq[x] is

an exceptional polynomial over Fq if and only if the only absolutely irreducible factor of

f(x)− f(y) defined over Fq[x, y] is of the form x− y.

Proof. The ‘only if’ direction can be proved by contradiction using the Lang-Weil bound.

This argument can be found at the end of Section 3.4 in a more general form (see page 62).

The ‘if’ direction is proved in two stages. Firstly it is shown that if the condition on

absolutely irreducible factors holds, then f is a permutation polynomial over Fq. This was

first conjectured by Davenport and Lewis in 1963 [DL63] and was proved by MacCluer

in 1966 for the case where deg(f) < 2p [Mac67]. A proof for the general result with no

restrictions on the degree of f was given by Cohen in 1970 [Coh70].

It remains to prove that f is not just a permutation polynomial but is in fact exceptional.

Express f(x)− f(y) as the product of its absolutely irreducible factors over Fp:

f(x)− f(y) = (x− y)
r∏
i=1

gi(x, y),

where (x− y) is defined over Fq and each gi is defined over a finite extension of Fq. Let Fqs

be the smallest extension such that every gi is defined over Fqs .

Let m be an integer such that gcd(m, s) = 1 and hence Fqm ∩ Fqs = Fq. Therefore x − y

remains the only absolutely irreducible factor defined over Fqm . Due to the infinitude of

primes there are infinitely many m which are coprime to the fixed integer s, and so f is

exceptional over Fq.
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3.2 An exceptionality criterion for varieties

The definition of exceptionality can be adapted to the setting of varieties over finite fields

by considering rational points over finite fields. This ensures that the bijectivity condition

can be mirrored. These results can be found in Fried ([Fri74], Thm 1) and Lidl-Niederreiter

([LN97], Chapter 7, Section 4).

From now on let k denote a finite field, let k̄ denote its algebraic closure and let km denote

the finite extension of k of degree m.

Definition 3.2.1. The automorphism ϕk : k̄ ! k̄ is a power of the Frobenius sending

elements to their |k|th power.

Example 3.2.2. Let k = Fp and consider ϕk acting on Fp. Then ϕk sends all elements to

their pth power and fixes Fp.

Definition 3.2.3. Let X,Y be varieties over k and let f : Y ! X be a morphism of

k-varieties. Then f is an exceptional cover if f : Y (km) ! X(km) is a bijection for

infinitely many extensions km of k.

We now state the main results of this chapter.

Theorem 3.2.4. Let X,Y be normal, geometrically irreducible varieties over k and let

f : Y ! X be a quasifinite, generically étale k-morphism. If ∆Y is the only geometrically

irreducible component of Y ×XY which is defined over k, then f : Y (k)! X(k) is surjective.

Corollary 3.2.5 (Exceptionality Criterion for Varieties). Assume the same setup as The-

orem 3.2.4 and assume that X = Y . Then f : X ! X is an exceptional cover if and only

if ∆X is the only geometrically irreducible component of X ×X X which is defined over k.

We now set up the situation including a full discussion of its associated function field
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diagram. Recall that X,Y be normal, geometrically irreducible varieties over k and that

f : Y ! X be a quasifinite, generically étale k-morphism.

Let Z denote the Galois closure of f as constructed in Theorem 2.3.3. Define k̂ to be the

relative algebraic closure of k in the function field of Z, i.e. k̂ = k̄ ∩K(Z). We can then

define X̂, Ŷ to be the base changes of X,Y to k̂ respectively, i.e.

X̂ = X ×k k̂, Ŷ = Y ×k k̂.

Z

Ŷ

Y X̂

X

Spec(k̂)

Spec(k)

p

f

M

L̂

L K̂

K

k̂

k

Figure 3.1: Setup of varieties and function fields

Let K,L, K̂, L̂,M denote the function fields of X,Y, X̂, Ŷ , Z respectively. The diagram on

the left shows the setup of varieties and the diagram on the right shows the corresponding

function fields.

Definition 3.2.6. A field extension K/k is a regular extension if it is separable and k

is algebraically closed in K, or equivalently if K is linearly disjoint from k̄ over k.
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We first note that as X is geometrically irreducible over k, the field extension K/k is regular

([FJ08], Cor 10.2.2). By linear disjointness we conclude that K ⊗k k̂ is a field and:

K̂ = K ⊗k k̂ ∼= Kk̂.

Similarly Y is also geometrically irreducible over k, so L/k is regular and we see that:

L̂ = L⊗k k̂ ∼= Lk̂.

By a change of base ([Con], Thm 6.14) we conclude L̂ ∼= LK̂.

By assumption L/K is finite, so we know by construction that M/K (and hence also M/L,

M/K̂, M/L̂) are finite Galois. We now consider the extension K̂/K.

Lemma 3.2.7. Assume the setup described in Figure 3.1. Then K̂/K is Galois and

Gal(K̂/K) ∼= Gal(k̂/k).

Proof. We have already seen that K̂ ∼= Kk̂, so K̂/K is Galois as this property is preserved

under base change to the compositum. Define the following morphism:

Gal(K̂/K) −! Gal(k̂/k)

g 7−! g�
k̂
,

where g�
k̂

is an embedding of k̂ over k and hence is an element of Gal(k̂/k). If g�
k̂
= id

k̂

then since g�K= idK we must have g = id
K̂

. Therefore the map is injective.

Let H ⊆ Gal(k̂/k) denote the image of this restriction morphism and we claim that the

fixed field of H is K ∩ k̂ = k. Clearly any element in H will fix K ∩ k̂. Conversely if λ ∈ k̂

is fixed by H then λ must be fixed by Gal(K̂/K). Therefore λ ∈ K and hence λ ∈ K ∩ k̂.

As k̂/k is finite we conclude that H = Gal(k̂/k).
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K̂

K k̂

k

Gal

Gal

Figure 3.2: Galois extensions inside K̂/k

The extension K̂/K is finite as it is contained in a finite extension, so the Galois group

Gal(K̂/K) ∼= Gal(k̂/k) is cyclic and is generated by the Frobenius morphism ϕk. We

therefore have the short exact sequence:

1! Gal
(
M
/
K̂
)
! Gal

(
M
/
K
)
! 〈ϕk〉! 1. (3.1)

Note that k̂ is a finite field.

M

L̂

L K̂

K

k̂

k

G
al

F

G
al

H

G
al

G

reg

reg Gal

〈ϕk〉

A

re
g

re
g

Gal

〈ϕk〉

Figure 3.3: Full function field diagram
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From now on we will denote A = Gal
(
M
/
K
)
, G = Gal

(
M
/
K̂
)
, H = Gal

(
M
/
L
)
, F =

Gal
(
M/L̂

)
; we use the same group notation in both geometric and algebraic settings without

confusion. The function field diagram is redrawn above highlighting this new information

with associated Galois groups shown in red.

Since L is a finite separable extension of K, there is a primitive element α ∈ L which

generates L over K. If the degree of L over K is l then there are l distinct roots of the

minimal polynomial of α over K. However the extension is not assumed to be Galois so not

every root is necessarily contained in L. This motivates the definition of conjugate fields

and varieties.

Definition 3.2.8. Let L/K be a finite separable field extension of degree l and let α ∈ L

such that L = K(α).

• Let S = {α1 = α, . . . , αl} denote the roots of the minimal polynomial of α over K.

• The set of fields conjugate to L over K, denoted {L1 = L, . . . , Ll}, is the set of

fields obtained by adjoining different roots of the minimal polynomial of α to K, i.e.

Li = K(αi).

For each i, let L̂i := LiK̂ denote the base change of Li to K̂.

• The set of varieties conjugate to Y over X, denoted {Y1 = Y, . . . , Yl}, is the set

of varieties associated to each conjugate field by normalisation.

For each i, let Ŷi denote the variety associated to L̂i.

• Since the Galois group A acts transitively on the set of roots S, for each i let ai ∈ A

such that ai ·α = αi. By slight abuse of notation we also let ai ·L = Li and ai ·Y = Yi.

• For each i, let Hi = Gal(Z/Yi) denote the Galois group associated to the conjugate

variety Yi. Then Hi and H = H1 are conjugate subgroups of A and we can write
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Hi = aiHa
−1
i .

For each i, let Fi = Gal(M/L̂i) denote the Galois group associated to the conjugate

variety Ŷi.

Z

Ŷ . . . Ŷi

Y . . . Yi X̂

X

H F Fi G

Hi

〈ϕk〉

Figure 3.4: Conjugate varieties
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3.3 The exceptionality condition

In this section we explore the exceptionality condition given in Theorem 3.2.4. Assume that

∆Y is the only geometrically connected component of Y ×X Y which is defined over k. We

first discuss a geometric interpretation of this condition before describing a group-theoretic

formulation.

Consider the decomposition of Y ×X Y into all of its geometrically connected components.

These are all defined over k̂ and ∆Y is assumed to be the only one defined over k. An example

of this type of behaviour is illustrated in the figure below: the connected components are

expressed as Y ×X Y = ∆Y ∪
⋃m
i=2Ci and the geometrically connected components are

expressed as (Y ×X Y )
k̂

= ∆Y ∪
⋃n
j=2 Uj .

k

k̂

∆Y C2 Cm

∆Y U2 U3 U4 Un−1 Un

Figure 3.5: Geometrically connected components of Y ×X Y

The Frobenius morphism ϕk induces a permutation of geometrically connected components.

As ϕk generates Gal(k̂/k) this fixes only those components which are defined over k. The

exceptionality condition therefore translates to stating that the only component which is

fixed by this permutation is ∆Y .
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We next interpret the condition in terms of group orbits by recalling the category of finite

étale covers from Subsection 2.4.2. Recall that A,G are the Galois groups of Z/X,Z/Y

respectively.

Lemma 3.3.1. There is a one-to-one correspondence between connected (resp. geometric-

ally connected) components of Y ×X Y and A-orbits (resp. G-orbits) of the set S × S.

Proof. Firstly note that if Y is a finite étale cover of X then by Proposition 2.2.15 Y ×X Y

is also a finite étale cover of X. The fibre functor of the Galois category FÉtX with respect

to the basepoint x̄ ∈ X(k̄) can be extended to the Cartesian product:

Fx̄(Y ×X Y ) ∼=
(
Y ×X Y

)
x̄
(k̄) ∼= Yx̄(k̄)× Yx̄(k̄) ∼= Fx̄(Y )× Fx̄(Y ).

As geometric points of Yx̄ correspond to k-algebra homomorphisms we can identify Yx̄(k̄)

with the set of roots S. By applying Corollary 2.4.14 and noting that the action of A

on S × S matches the action of π1(X, x̄), we have a correspondence between connected

components of Y ×X Y and A-orbits of S × S.

Geometrically connected components of Y ×X Y are connected components of (Y ×X Y )k̄.

Here these are all defined over k̂ and G matches the action of π1(X̂, x̄) on S × S. We

therefore see that there is a correspondence between geometrically connected components

of Y ×X Y and G-orbits of S × S.

It follows that geometrically connected components which are defined over the base field

k correspond to common orbits of A and G of the set S × S. Since A acts transitively on

S we can describe A-orbits of S × S by basepoints (α1, αi) for i = 1, . . . , l, where (α1, α1)

corresponds to the diagonal component ∆Y . Note that two basepoints (α1, αi), (α1, αj)

define the same orbit if there exists an element of the stabiliser subgroup a ∈ Aα1 = H

such that a · αi = αj . Therefore we can also think of A-orbits of S × S as H-orbits of S.
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An analogous argument shows that we can describe geometrically connected components

as F -orbits of S.

The exceptionality condition translates to saying that the orbit corresponding to (α1, α1)

is the only common orbit of A and G of S × S.

We take a short detour to discuss a further group theoretic reformulation of the ex-

ceptionality condition. This can be found in Fried-Guralnick-Saxl ([FGS93], Lemma 13.1)

although we follow the proof in Guralnick-Tucker-Zieve ([GTZ07], Lemmas 4.2-4.3). We

give a general group theoretic lemma and then apply this to the situation where there is a

unique common orbit of A and G of S × S.

Lemma 3.3.2. Let A be a finite group acting on a finite set S. Let G C A be a normal

subgroup such that A/G is cyclic and let a ∈ A be such that A/G = 〈aG〉.

Then the number of common orbits of A and G of S is:

1
|G|

∑
β∈aG

∣∣Sβ∣∣,
where Sβ denotes the set of fixed points of β on S.

Proof. Consider A-orbits separately so we may assume A acts transitively on S. We claim

that G acts transitively on S if and only if there exists some g ∈ G such that ag has a fixed

point in S.

Assume G acts transitively and let s ∈ S. Then a · s ∈ S and there exists g ∈ G such that

g · (a · s) = s. Then a · s = ag · (a · s) and so the element a · s is fixed by ag.

Conversely assume that ag has a fixed point s ∈ S and consider the G-orbit G · s. Recall

that 〈aG〉 = A/G so any b ∈ A can be written as b = anḡ for some n ∈ N, ḡ ∈ G. Then by

using that ag · s = s and that G is normal in A, it can be seen that G · s is also an A-orbit

and hence G acts transitively.
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Define:

V = {(β, s) ∈ aG× S | β · s = s},

As = {b ∈ A | b · s = s},

Gs = {g ∈ G | g · s = s}.

Using the above G acts transitively on S if and only if V is non-empty. We aim to compute

the cardinality of V.

We claim that if β ∈ aG satisfies β · s = s, then βGs = As ∩ aG. Such a β exists based

on our assumption of G acting transitively so let β = ag′ for some (fixed) g′ ∈ G. Clearly

βGs ⊆ As ∩ aG. Conversely let ag ∈ aG such that ag · s = s. Define g′′ = (g′)−1g and verify

that ag = ag′g′′ = βg′′ ∈ βG. It remains to show that g′′ fixes s. As both β and ag fix s,

we see that:

g′′ · s = (g′)−1g · s = (g′)−1a−1 · s = (ag′)−1 · s = s,

and so As ∩ aG ⊆ βGs.

The cardinality of V can be calculated in two ways. On one hand:

|V| = |As ∩ aG||S|

= |βGs||S|

= |Gs||S| = |G|.

Alternatively |V| = ∑
β∈aG |Sβ|. Equating these we find:

1
|G|

∑
β∈aG

|Sβ| = 1.
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Since we assumed that both A and G act transitively the argument can be extended to give

the number of common orbits of A and G on S. Let O denote an A-orbit in S and we can

then express S as a disjoint union of these. Define:

VO = {(β, s) ∈ aG×O | β · s = s},

so |VO| = |G| if G acts transitively on O and |VO| = 0 otherwise. Then:

V =
⊔
O⊆S

VO,

|V| =
∑
O⊆S

|VO|,

and |V|/|G| counts the number of common orbits of A and G on S.

This can be viewed as an adaptation of Burnside’s Lemma, which gives the number of

G-orbits on S as:

1
|G|

∑
g∈G
|Sg|.

To count the number of common orbits of A and G, we see that the sum index must be

shifted to the coset aG which satisfies 〈aG〉 = A/G.

Apply this to our setting with Galois groups A,G acting on S. In light of the short exact

sequence (3.1), we see that G C A and A/G ∼= 〈ϕk〉 is cyclic. We also note that G acts

transitively on the set of roots S.

Lemma 3.3.3. Let A be a finite group acting transitively on a finite set S. Let G C A be

a normal subgroup such that A/G is cyclic and G acts transitively on S. Let a ∈ A be such

that 〈aG〉 = A/G. The following are equivalent:
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(1) The only common orbit of A and G on S × S is the diagonal;

(2) Every β ∈ aG has a unique fixed point in S;

(3) Every β ∈ aG has at most one fixed point in S;

(4) Every β ∈ aG has at least one fixed point in S.

Proof. This proof utilises the previous lemma. Clearly (2) implies both (3) and (4). As G

acts transitively we see that 1
|G|
∑
β∈aG |Sβ| = 1.

Assume that every β ∈ aG has at most one fixed point, i.e. |Sβ| ≤ 1. Then:

1
|G|

∑
β∈aG

|Sβ| ≤ 1
|G|
|G| = 1.

Equality holds so for every β ∈ aG, |Sβ| = 1 and we conclude that (3) implies (2). Similarly

(4) implies (2). Next apply the lemma to the set S × S. Then there is a unique common

orbit of A and G of S × S if and only if:

1
|G|

∑
β∈aG

∣∣(S × S)β
∣∣ = 1

|G|
∑
β∈aG

∣∣Sβ∣∣2 = 1 = 1
|G|

∑
β∈aG

|Sβ|.

Note that |Sβ|2 ≥ |Sβ| with equality if and only if |Sβ| = 0 or 1. Therefore (1) is equivalent

to (3).
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3.4 Proof of the classical exceptionality criterion

Recall the setup as described in Figures 3.3 and 3.4. In this section we follow Fried’s proof

of Theorem 3.2.4 [Fri74]. We then deduce Corollary 3.2.5.

We have seen that the exceptionality condition on connected components can be interpreted

in terms of the action of the generating coset of A/G on S. This is useful to keep in mind

as we return to the proof of Theorem 3.2.4 with the following definition.

Definition 3.4.1. Let Â denote the subgroup of A consisting of elements whose restriction

to k̂ generate Gal(k̂/k), i.e.

Â = {a ∈ A | a�
k̂
= ϕk}.

Analogously for i = 1, . . . , l, let:

Ĥi = {h ∈ Hi | h�k̂= ϕk},

where Ĥ = Ĥ1.

We can also describe Â as a coset in A/G and Ĥi as a coset in Hi/Fi by recalling that

A/G ∼= Gal(k̂/k). An element a ∈ A is an element of Â if and only if 〈aG〉 = A/G, so we

can say Â ∼= aG for any a ∈ A which generates A/G.

Similarly h ∈ H is an element of Ĥi if and only if 〈hFi〉 = H/Fi, so Ĥi
∼= hFi for any h ∈ H

which generates H/Fi. This information allows us to understand the cardinality of these

groups, which will be useful in the next lemma.

Lemma 3.4.2. Let Â, Ĥi be as defined above for i = 1, . . . l and assume that the only A-

orbit of S ×S which is fixed by the action of ϕk is the orbit corresponding to (α1, α1). Then
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Â is a disjoint union of Ĥi’s, i.e.

Â =
l⊔

i=1
Ĥi.

Proof. We first show that the Ĥi’s are disjoint. Let h ∈ Ĥ ∩ Ĥi for some i 6= 1, so h�L= idL,

h�Li= idLi and h�
k̂
= ϕk. Then h · (α1, αi) = (α1, αi); this implies that the orbit with

basepoint (α1, αi) is also fixed by Frobenius, giving a contradiction. Therefore Ĥ ∩ Ĥi is

empty.

We next show that the cardinality of both sides is equal. Using the previous discussion

on cardinality and disjointness of conjugate groups, we see that |Ĥi| = |Fi| = |F | and so

|
⊔l
i=1 Ĥi| = l|F |.

We now consider |Â| = |G| = [L̂ : K̂]|F | and use that the extension L/K is regular. This

tells us that [L̂ : K̂] = [L : K] = l ([FJ08], Cor 2.5.2) and so |Â| = l|F |. The proof is

concluded by observing that the right hand side is clearly contained in the left hand side

and their cardinalities agree.

Lemma 3.4.3. Let x ∈ X and let z ∈ Zx. Then there exists d ∈ D = DZ/X(z) which also

lies in Â.

Proof. First note that IZ/X(z) = I ⊆ G. To see this recall:

G = ker
(
A! Gal(k̂/k)

)
,

I = ker
(
D ! Gal(κ(z)/k)

)
,

and that k̂ ⊆ κ(z). Therefore if τ ∈ I it fixes κ(z) and hence must also fix k̂, so τ ∈ G. We

can construct a surjective morphism Gal(κ(z)/k)
)
� Gal(k̂/k)

)
defined by dI 7! dG.

As D/I is cyclic, there exists d ∈ D such that 〈dI〉 = D/I. As the morphism of Galois
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groups is surjective, we have 〈dG〉 = A/G. Therefore d ∈ Â.

We now combine the previous arguments to complete the proof of Theorem 3.2.4.

Proof. Let x′ ∈ X(k) and let x ∈ X denote its scheme-theoretic image. By Lemma 3.4.3

there exists d ∈ D∩Â. Assuming the exceptionality condition Lemma 3.4.2 shows that there

is a unique i ∈ {1, . . . , l} such that d ∈ Ĥi. Therefore d ∈ DZ/Yi(z) and by construction d

generates Gal(κ(z)/k).

Let yi ∈ Yi be a scheme-theoretic point lying between z ∈ Z and x ∈ X. We can embed the

associated short exact sequences of decomposition and inertia groups as seen in the figure

below.

1 IZ/Yi(z) DZ/Yi(z) Gal
(
κ(z)/κ(yi)

)
1

1 I D Gal
(
κ(z)/k

)
1

1 G A Gal
(
k̂/k

)
1

Figure 3.6: Relations between short exact sequences

Let β ∈ κ(yi), so d(β) = β. As d generates Gal(κ(z)/k), β must lie in the fixed field of this

Galois group and so β ∈ k. We conclude that κ(yi) = k and so this scheme-theoretic point

corresponds to a rational point y′i ∈ Yi(k). Recalling the conjugation setup from Definition

3.2.8 this can then be translated to obtain y′ ∈ Y (k) which lies above x′ ∈ X(k). We have

shown that f : Y (k)! X(k) is surjective.

We complete this chapter by proving Corollary 3.2.5.
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Proof. The ‘only if’ direction can be proved using the Lang-Weil bound (Theorem 2.2.21).

Note that
(
X ×X X

)
(k) can be interpreted as the set of points (x1, x2) ∈ X(k)×X(k) such

that f(x1) = f(x2), and ∆X(k) represents the points (x, x) ∈ X(k)×X(k).

Assume that the fibre product X ×X X has another geometrically irreducible component

W which is defined over k such that W 6= ∆X . Let d = dim(W ) and apply Lang-Weil to

the geometrically irreducible component W . Then there exist constants C, c > 0 such that:

∣∣∣∣∣W (k)
∣∣− c|k|d∣∣∣ < C|k|d−

1
2 .

As |k| becomes large, |k|d− 1
2 � |k|d, so W (k) 6= ∅. It therefore follows that for large finite

fields, there exists some rational point in
(
X ×X X

)
(k) which lies in W (k) and hence not

∆X(k). This means that f cannot be injective on rational points for large finite fields and

therefore not exceptional.

This argument can be applied to the polynomial case (Theorem 3.1.10) by replacing X×XX

with the variety defined as the zero set of f(x)− f(y) and considering the diagonal as the

zero set of x− y.

Conversely assume that ∆X is the only geometrically connected component of X ×X X

which is defined over k. As X is finite dimensional it immediately follows from Theorem

3.2.4 that X(k) ! X(k) is bijective. In order to prove that f is an exceptional cover it

remains to show that ∆X is also the only geometrically connected component of X ×X X

which is defined over km for infinitely many m.

We know that all geometrically connected components are defined over k̂, where we let

r = [k̂ : k]. As in the proof of Theorem 3.1.10, if gcd(m, r) = 1 then ∆X is the only

geometrically connected component defined over km. Therefore there are infinitely many

extensions km such that ∆X is the only geometrically irreducible component of X ×X X

defined over km, and hence such that f : X(km)! X(km) is bijective.



Chapter 4

Difference algebraic geometry

We now lay the foundations of difference algebraic geometry. The first section begins with

a discussion of the categories σ-Set and G-σ-Set then offers both algebraic and geometric

perspectives.

Material in Subsections 4.1.1, 4.2.1 and Section 4.3 is adapted from the work of Tomašić

([Tom14], [Tom16]) with reference to classical difference algebra literature ([Lev08], [Wib13]).

Material in Subsections 4.1.2, 4.1.3 and 4.2.2 is original to this thesis.

4.1 The categories σ-Set and G-σ-Set

We introduce the framework of difference categories by defining the category σ-Set and

considering actions of difference groups on difference sets.

4.1.1 Difference group actions

We build σ-Set from the familiar category Set.

Definition 4.1.1. The category of difference sets, σ-Set, consists of the following

64
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objects and morphisms:

• An object (S, σ) is a set S together with an endomorphism σ : S ! S which we call

the difference operator;

• Let (S, σS), (T, σT ) be two objects. A morphism f : (S, σS)! (T, σT ) is a map of the

underlying sets such that σT ◦ f = f ◦ σS, i.e. the diagram below commutes.

S T

S T

f

σS σT

f

Figure 4.1: Morphism of difference sets

Let σ-FSet denote the category of finite difference sets.

We often refer to a difference object without denoting its endomorphism, e.g. S = (S, σS).

In the event that we specifically want to refer to the underlying object it will be explicitly

denoted using b−c notation: S = (bSc, σS). This does not cause confusion as the meaning

should be clear from the context.

Here we do not assume that σ is injective or surjective. Objects with an invertible difference

operator are called inversive and this simplifies many considerations (see [Coh65], [Lev08]).

Intuitively we note that Homσ-Set(S, T ) ⊆ HomSet(S, T ) due to the extra constraint of the

commutative diagram. Every set S can trivially be considered as a difference set (S, id) by

equipping with the identity endomorphism.

Definition 4.1.2. For a difference set S, the fixed set of S, Fix(S), is the set of elements

which are fixed by the difference action, i.e.

Fix(S) = {s ∈ S | σS(s) = s}.
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Definition 4.1.3. A subobject U of a difference set S is a subset U ⊆ S such that

σU = σS�U and σU (U) ⊆ U .

A subobject U is trivial if U = S or U = ∅.

It is important to note here that every subset U ⊆ S is not automatically a subobject: due

to our lack of restrictions on σS it is possible that for some u ∈ U , σU (u) 6∈ U . Similarly its

complement S \ U is not necessarily a subobject.

Example 4.1.4. The set of natural numbers N together with the ‘shift’ endomorphism

σN : n 7! n+ 1 is an object of σ-Set. Denote this difference set by N+ = (N, σN).

The subset U = {1, . . . , n} is not a subobject as σN(n) = n+1 6∈ U . However its complement

N \ U is a subobject.

We can consider the categorical Cartesian and fibre products; the underlying constructions

occur in the same way and difference structure is defined on top.

Definition 4.1.5. Let S, T, U be difference sets with morphisms g : S ! U , h : T ! U .

• The Cartesian product, S×T , has difference endomorphism σS×σT acting on each

component respectively.

• The fibre product, S ×U T , has difference endomorphism σS × σT acting on each

component respectively. For s ∈ S, t ∈ T we verify that (σS×σT )(S×U T ) ⊆ S×U T :

g
(
σS(s)

)
= σU

(
g(s)

)
= σU

(
h(t)

)
= h

(
σT (t)

)
.

• The coproduct, S t T , has difference endomorphism acting on each component of

the disjoint union separately, i.e. σ�S= σS, σ�T= σT .

Further concrete difference categories can be defined from σ-Set: we explicitly show this
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for the category of difference groups, σ-Grp.

Definition 4.1.6. The category of difference groups, σ-Grp, consists of group objects

in σ-Set. Therefore an object in σ-Grp is an object (G, σG) ∈ σ-Set along with the

σ-Set-morphisms detailed below.

• There is a morphism 1 : {∗} ! G whose image defines an identity element 1 ∈ G,

where ({∗}, id) is the terminal object of σ-Set. By definition this satisfies σG(1) = 1.

• There is an inverse morphism ()−1 : G ! G which satisfies σG(g−1) =
(
σG(g)

)−1 for

all g ∈ G.

• There is a multiplication morphism m : G × G ! G which satisfies σG(gh) =

σG(g)σG(h) for all g, h ∈ G.

Three additional larger commutative diagrams are also required which express that multi-

plication is associative and that the images of the identity and inverse morphisms act as

identity and inverse elements respectively.

Defining a group object internal to σ-Set is equivalent to defining a group G with a group

endomorphism σG and we can do this analogously for other structures. We will make

particular use of difference rings and difference fields.

Definition 4.1.7. A difference ring, (R, σR), consists of a unital commutative ring R

together with a unital ring endomorphism σR. The category of difference rings is

denoted σ-Ring.

A difference field, (K,σK), consists of a field K together with a field endomorphism σK .

It follows that σK is injective.

Let K be a difference field. A K-σ-algebra, (A, σA), is a K-algebra A together with
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endomorphism σA where for λ ∈ K, a ∈ A:

σA(λ · a) = σK(λ)σA(a).

The category of finite dimensional K-σ-algebras is denoted K-σ-FAlg.

We can now consider a difference group acting on a difference set. Here we introduce a

‘twisted’ notation σ() for the difference group endomorphism to suggest a relation between

the group and the set.

Definition 4.1.8. A difference group (G, σ()) acts on a difference set (S, σ) if there

exists a σ-Set-morphism µ : G×S ! S where µ(g, s) = g ·s. Therefore for all g ∈ G, s ∈ S,

the relation σ(g · s) = σg · σ(s) holds.

G× S S

G× S S

µ

σ()×σ σ

µ

Figure 4.2: Difference group action on a difference set

The following commutative diagrams are also required to ensure that for all g, h ∈ G, s ∈ S,

we have (gh) · s = g · (h · s) and 1 · s = s. Note that all morphisms are in σ-Set.

G×G× S G× S

G× S S

id×µ

m×id µ

µ

{∗} × S

G× S S

1×id π2

µ

Figure 4.3: Commutative diagrams required for difference group actions

Definition 4.1.9. Let (G, σ()) be a difference group. The category of difference G-sets,

G-σ-Set, consists of difference sets (S, σ) equipped with the action of (G, σ()). Morphisms
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in this category are G-equivariant σ-Set-morphisms.

In view of the anti-equivalence between algebra and geometry discussed in Section 2.1 (page

24) we can analogously define the action of a difference group on a difference ring. In this

case we denote the difference group endomorphism by ()σ.

Definition 4.1.10. A difference group (G, ()σ) acts on a difference ring (R, σ) if for

all g ∈ G, r ∈ R, the relation g · σ(r) = σ(g σ · r) holds.

The Cartesian closed property helps us to give another characterisation of group actions.

Definition 4.1.11. A category C is Cartesian closed if for any object T ∈ C, the product

functor −×T : C ! C has a right adjoint. For locally small categories this means that there

exists a functor [T,−] : C ! C such that the following bijection is natural in all S,U ∈ C:

HomC(S × T,U) ∼= HomC(S, [T,U ]).

The category Set is Cartesian closed when we take [T,−] = HomSet(T,−). Note that in

the category σ-Set, the functor Homσ-Set(T,−) does not return an object of the category.

For U ∈ σ-Set, Homσ-Set(T,U) is a set but not a difference set. We therefore need to find

a candidate for a right adjoint functor in this context.

Definition 4.1.12. Let T,U ∈ σ-Set. The internal hom object [T,U ] in σ-Set is:

[T,U ] = {(fi)i∈N | fi ∈ HomSet(bT c, bUc), ∀i fi+1 ◦ σT = σU ◦ fi}.

We can express this information in the commutative diagram below and define a difference
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endomorphism τ on this set which we often refer to as a ‘shift’ morphism:

τ : [T,U ] −! [T,U ]

(f0, f1, f2, . . . ) 7−! (f1, f2, f3, . . . ) .

T U

T U

T U

...
...

f0

σT σU

f1

σT σU

f2

Figure 4.4: The internal hom diagram [T,U ]

In the case where T = U we can also define the difference group of internal automorphisms

Aut[T ], in which every component fi is an automorphism of bT c.

Proposition 4.1.13. Let S, T, U ∈ σ-Set. The category σ-Set is Cartesian closed with

the internal hom functor [T,−] being right adjoint to the product functor −× T . Explicitly

we have the bijection of sets:

Homσ-Set(S × T,U) ∼= Homσ-Set(S, [T,U ]).

Proof. Define the following Set-morphisms:

• Φ : Homσ-Set(S × T,U)! Homσ-Set(S, [T,U ]) is given by Φ(f) = g, where for s ∈ S,

t ∈ T , the ith component of g(s) is
(
g(s)

)
i
(t) = f

(
σiS(s), t

)
;



Chapter 4. Difference algebraic geometry 71

• Ψ : Homσ-Set(S, [T,U ])! Homσ-Set(S×T,U) is given by Ψ(g) = f , where for s ∈ S,

t ∈ T , f(s, t) =
(
g(s)

)
0(t).

The required properties below can then easily be verified.

(i) Φ(f)(s) belongs to the internal hom object, i.e.
(
g(s)

)
i+1 ◦ σT = σU ◦

(
g(s)

)
i
.

(ii) Φ(f) is a σ-Set-morphism, i.e. τ ◦ Φ(f) = Φ(f) ◦ σS.

(iii) Ψ(g) is a σ-Set-morphism, i.e. σU ◦Ψ(g) = Ψ(g) ◦ (σS × σT ).

(iv) Ψ
(
Φ(f)

)
= f .

(v) Φ
(
Ψ(g)

)
= g.

This bijection can be used to describe the difference group action:

Homσ-Set(G× S, S) ∼= Homσ-Set(G, [S, S]).

Here the group action morphism µ : G× S ! S is mapped :

Φ(µ) : G −! [S, S]

g 7−!
(
g · −, σg · −, σ2

g · −, . . . ) .

In fact for all g ∈ G, we can use the existence of g−1 to see that Φ(µ) factors through

Aut[S]. Therefore giving a difference group action µ is equivalent to giving a homomorphism

G! Aut[S].
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4.1.2 Connected objects

We now discuss competing definitions of connectedness in σ-Set and G-σ-Set. Connected

objects in the category Set are just singletons {∗}. For a group G, connected objects in

the category G-Set are G-orbits. We interpret the notion of connectedness in σ-Set and

G-σ-Set: we present four candidates for the definition, keeping an example in mind to

guide us.

Recall the difference set N+ as described in Example 4.1.4. Intuitively we would expect this

to be connected as every natural number lies in the same ‘orbit’ of σN.

The first two candidates are general categorical definitions whereas the second two are

specific to difference categories. Let S ∈ σ-Set.

1. An object S is connected if for all subobjects U, V ⊆ S such that S = U t V can be

expressed as a (disjoint) coproduct, both U and V are trivial. Recall that a subset U

of a difference set S is a subobject if σ(U) ⊆ U .

2. An object S is connected if the functor Homσ-Set(S,−) : σ-Set ! Set preserves

coproducts, i.e. for any collection of objects Yi ∈ σ-Set with indexing set I there is a

bijection:

Homσ-Set(S,
⊔
i∈I

Yi) ∼=
⊔
i∈I

Homσ-Set(S, Yi).

3. A difference set S is connected if for all s, t ∈ S, s ∼ t, where the equivalence relation

∼ is defined as:

s ∼ t ⇐⇒ ∃m,n ∈ N such that σm(s) = σn(t).
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4. A difference set S is connected if the internal hom functor [S,−] : σ-Set ! σ-Set

preserves coproducts, i.e. for any collection of objects Yi with indexing set I there is

an isomorphism of difference sets:

[S,
⊔
i∈I

Yi] ∼=
⊔
i∈I

[S, Yi].

We now consider each definition in the context of N+.

1. Let U, V ⊆ N such that N = U t V and assume they are nontrivial, i.e. there exists

n ∈ U , m ∈ V . Without loss of generality we may consider boundary points of the

subsets and assume that m = n+ 1, so σN(n) = m. Therefore σU (U) 6⊆ U and hence

N+ is connected with respect to 1.

2. It is always true that ⊔i∈I Homσ-Set(S, Yi) ⊆ Homσ-Set(S,
⊔
i∈I Yi) so intuitively this

definition says that every morphism from S maps into only one coproduct component.

Consider a σ-Set-morphism φ : N! Y = ⊔
i∈I Yi and let σi, σY denote the difference

endomorphisms on Yi, Y respectively, so for all n ∈ N we have φ(n+ 1) = σY (φ(n)).

Assume φ(0) ∈ Yi for some i ∈ I and then φ(1) = σi(φ(0)) ∈ Yi. It follows that

φ(n) ∈ Yi for all n and hence φ : N! Yi. Therefore N+ is connected with respect to

2.

3. It is clear that ∼ is an equivalence relation. Let m,n ∈ N so without loss of generality

we may assume m ≥ n. Then σm−nN (n) = m and hence N+ is connected with respect

to 3.

4. A counterexample can be constructed to show that N+ is disconnected with respect to

4. Let (φj)j∈N ∈ [N, Y0 t Y1] such that φ0(0) ∈ Y0, φ0(1) ∈ Y1. We have the freedom

to make this assumption: the definition of the internal hom object gives that for all
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n ∈ N, φ1(n+1) = σY (φ0(n)) but gives no restriction on φ0(n+1). Therefore (φj)j∈N

is not completely contained in either [N, Y0] or [N, Y1].

These considerations suggest that some of these definitions may be equivalent in σ-Set.

Proposition 4.1.14. Let S ∈ σ-Set.

(i) The following are equivalent:

(1) S is connected with respect to 1;

(2) S is connected with respect to 2;

(3) S is connected with respect to 3.

(ii) S is connected with respect to 4 if and only if S = ({∗}, id).

Proof. (i) We prove (1) ⇐⇒ (3) and (2) ⇐⇒ (3).

Assume S is connected in the sense of 1, i.e. it only has trivial subobjects. Let t ∈ S,

let St = {s | s ∼ t} denote the equivalence class of t and write S = St t (S \ St).

If s ∈ St then there exist m,n ∈ N such that σm(s) = σn(t). Then σm(σ(s)) =

σ(σm(s)) = σ(σn(t)) = σn+1(t), so σ(s) ∈ St. Similarly if s ∈ S \ St but σ(s) ∈ St,

then there exist m,n ∈ N such that σm(σ(s)) = σn(t) and hence s ∈ St. Therefore

σ(s) ∈ S \ St and we have a decomposition into subobjects. By assumption either St

or S \ St is trivial and we conclude that S = St.

Assume S is connected in the sense of 3. Let S = U t V and let s ∈ U , t ∈ V . By

assumption there exist m,n ∈ N such that σm(s) = σn(t), and by the definition of

subobjects σm(s) ∈ U and σn(t) ∈ V . We get a contradiction so either U or V is

empty.

Assume S is connected in the sense of 2, i.e. the Hom functor preserves coproducts.
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Decompose S = ⊔
t∈S St into equivalence classes with respect to ∼, letting φ : S !⊔

t∈S St be the identity morphism. By assumption for some t ∈ S, φ can be identified

with a morphism S ! St, i.e. S = St.

Assume S is connected in the sense of 3. Let φ : S ! ⊔
i∈I Yi and let φ(s) ∈ Yi for

some s ∈ S, i ∈ I. Then by the definitions of σ-Set-morphisms and subobjects, for

all m ∈ N, φ(σm(s)) = σmi (φ(s)) ∈ Yi. Let t 6= s ∈ S such that φ(t) ∈ Yj so for

all n ∈ N, φ(σn(t)) = σnj (φ(t)) ∈ Yj . By assumption there exist m,n ∈ N such that

φ(σn(t)) = φ(σm(s)) ∈ Yi and we conclude that Yi = Yj .

(ii) Assume S is connected in the sense of 4. In the simplest case let |I| = 2 and let Y1 =

Y2 = ({∗}, id). It can easily be seen that [S, {∗}] ∼= {∗} and so
∣∣[S, {∗}] t [S, {∗}]

∣∣ =

2. Elements (φj)j∈N of the internal hom object [S, {∗} t {∗}] are determined by a

combination of the action of φ0 and the difference endomorphism on S. If we assume

|S| ≥ 2 it can be seen that there are at least three distinct combinations and so

[S, {∗}] t [S, {∗}] 6= [S, {∗} t {∗}] by a cardinality argument.

Conversely assume that S = ({∗}, id) and let (φj)j∈N ∈
[
{∗},

⊔
i∈I Yi

]
. Therefore

σY ◦ φj−1 = φj and so σjY ◦ φ0 = φj . Let φ0(∗) ∈ Yi for some i ∈ I; then φj(∗) =

σji (φ0(∗)) ∈ Yi and hence (φj)j∈N ∈
[
{∗}, Yi].

Definition 4.1.15. Let S ∈ σ-Set. Then S is σ-connected if it satisfies any of the

equivalent conditions 1, 2, 3.

We can extend these definitions to the category G-σ-Set to find an analogous notion of

connectedness. Fix G ∈ σ-Grp and let S ∈ G-σ-Set.

1’. An object S is connected if for all subobjects U, V ⊆ S such that S = U t V can be

expressed as a (disjoint) coproduct, both U and V are trivial. Recall that a subset U
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of S is a subobject if σ(U) ⊆ U and for all g ∈ G, g · U ⊆ U .

2’. An object S is connected if the functor HomG-σ-Set(S,−) : G-σ-Set! Set preserves

coproducts, i.e. for any collection of objects Yi ∈ G-σ-Set with indexing set I there

is a bijection:

HomG-σ-Set(S,
⊔
i∈I

Yi) ∼=
⊔
i∈I

HomG-σ-Set(S, Yi).

3’. A G-σ-set S is connected if for all s, t ∈ S, s ∼G t, where the equivalence relation ∼G

is defined as:

s ∼G t ⇐⇒ ∃m,n ∈ N, ∃g ∈ G such that σm(s) = g · σn(t).

By making minor alterations to the proof of Proposition 4.1.14 the corresponding result

and definition follow.

Proposition 4.1.16. Let G ∈ σ-Grp and S ∈ G-σ-Set. The following are equivalent:

(1’) S is connected in the sense of 1’;

(2’) S is connected in the sense of 2’;

(3’) S is connected in the sense of 3’.

Definition 4.1.17. Let G ∈ σ-Grp and S ∈ G-σ-Set. Then S is G-σ-connected if it

satisfies any of the equivalent conditions 1’, 2’, 3’.
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4.1.3 Group orbits with a difference action

We now consider σ-closed orbits of a difference group acting on a difference set. This

mirrors the discussion of common orbits of Galois groups in Section 3.3 and we obtain

results analogous to Lemmas 3.3.2 and 3.3.3. We then attempt to combine both conditions

to consider common σ-closed orbits and highlight the difficulties in doing this. Throughout

this section if G is a difference group and S is a difference set then by ‘G-orbit’ we are

referring to the underlying G-orbit on the underlying set, i.e. a bGc-orbit on bSc.

Definition 4.1.18. Let G ∈ σ-Grp and S ∈ G-σ-Set. A G-orbit O ⊆ S is σ-closed if O

is a subobject of S, i.e. if σ(O) ⊆ O.

σ

σ σ

σ

Figure 4.5: σ-closed and G-σ-connected orbits

Note the distinction between the notions of σ-closed and G-σ-connected. For any s ∈ S,

g ∈ G, we see that σ(g ·s) = σg ·σ(s) must lie in the same group orbit as σ(s). The difference

endomorphism on S therefore induces an action on underlying group orbits; this will not

necessarily be a permutation as we do not assume σ to be an automorphism.

An orbit is σ-closed if the induced difference action fixes the orbit, whereas a collection of

orbits is G-σ-connected if they are linked by the difference action. This type of behaviour

is shown in the figure above with σ-closed orbits highlighted in red and G-σ-connected

collections of orbits circled in blue.
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Mirroring Chapter 3 let (S, σ) be a finite difference set equipped with the action of a finite

difference group (A, σ()). We aim to count the number of σ-closed A-orbits of S.

Definition 4.1.19. A point s ∈ S is σ-fixed by b ∈ A if σ(s) = b · s.

Let s ∈ S. The σ-stabiliser of s in A, denoted Aσs , is the set of elements of A which σ-fix

s, i.e.

Aσs = {b ∈ A | σ(s) = b · s}.

In contrast to the usual notion of stabiliser, Aσs is only a subset of A rather than a subgroup.

Let b ∈ A. The σ-fixed set of b in S, denoted Sbσ, is the set of points of S which are

σ-fixed by b, i.e.

Sbσ = {s ∈ S | σ(s) = b · s}.

Note the analogy with fixed point sets used in Lemma 3.3.2. It is also clear that an orbit

O is σ-closed if for any s ∈ O, Aσs is nonempty.

Proposition 4.1.20. If s, t ∈ S lie in the same A-orbit then their σ-stabilisers are σ-

conjugate, i.e. there exists c ∈ A such that σc · Aσs · c−1 = Aσt . Therefore |Aσs | does not

depend on the choice of s in a particular orbit.

Proof. Since s, t lie in the same orbit there exists c ∈ A such that c · s = t. It is then easily

verified that there is a bijection:

Aσs −! Aσt

b 7−! σcbc−1 .
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Proposition 4.1.21. If an orbit O is σ-closed then for all s ∈ O, |Aσs | = |As| =
|A|
|O| .

Proof. Since O is σ-closed there exists b ∈ A such that σ(s) = b · s. We then obtain a

bijection:

Aσs −! As

c 7−! b−1c .

The next two lemmas and their proofs are analogous to Lemmas 3.3.2 and 3.3.3.

Lemma 4.1.22. Let A be a finite difference group acting on a finite difference set S. Then

the number of σ-closed A-orbits of S is:

1
|A|

∑
b∈A
|Sbσ|,

where |Sbσ| denotes the σ-fixed set of b in S.

Proof. We first assume that A acts transitively on S, which is trivially σ-closed, and define

the characteristic set:

Vσ = {(b, s) ∈ A× S | σ(s) = b · s}.

Its cardinality can be computed as either ∑s∈S |Aσs | =
∑
s∈S

|A|
|S| = |A| or ∑b∈A |Sbσ|. These

can be equated as before to give:

1
|A|

∑
b∈A
|Sbσ| = 1.
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We now remove the assumption that A acts transitively and extend the argument to an

A-orbit O by defining:

VσO = {(b, s) ∈ A×O | σ(s) = b · s}.

Then |VσO | = |A| if O is σ-closed and |VσO | = 0 otherwise. This gives that Vσ is the disjoint

union of all VσO ’s and so the number of σ-closed orbits is given by |Vσ|/|A|.

Setting σ = id means that Sbσ = Sb and so Lemma 4.1.22 reduces to Burnside’s Lemma for

counting the number of orbits in a set.

Lemma 4.1.23. Let A be a finite difference group acting transitively on a finite difference

set S. The following are equivalent:

(1) The only σ-closed A-orbit of S × S is the diagonal;

(2) Every b ∈ A has a unique σ-fixed point in S;

(3) Every b ∈ A has at most one σ-fixed point in S;

(4) Every b ∈ A has at least one σ-fixed point in S.

Proof. Clearly (2) implies both (3) and (4). As S is assumed to be an A-orbit it is trivially

σ-closed and so 1 = 1
|A|
∑
b∈A |Sbσ|. As in the proof of Lemma 3.3.3 we use an inequality

argument to show that (3) implies (2) and (4) implies (2).

We now apply the previous lemma to S × S to see that there is a unique σ-closed orbit of

S × S if and only if |Sbσ| = 0 or 1. Therefore (1) is equivalent to (3).

Here setting σ = id says that the diagonal is the only orbit of S × S if and only if every

group element has a unique fixed point in S. This gives a trivial statement where |S| = 1:
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if there are distinct elements s, t ∈ S we can form an element (s, t) ∈ S × S which is not

in the diagonal orbit. Similarly the identity element of A must have a unique fixed point,

forcing there to be a unique element in the set.

Motivated by Section 3.3 we are interested in applying this to difference Galois groups

acting on connected components of the difference fibre product Y ×X Y .

Let G C A be finite difference groups which both act transitively on finite difference set

S and assume that A/G is cyclic. We have considered A-orbits of S × S which are either

σ-closed or where G also acts transitively. It is natural ask whether it is possible to to

combine these two group orbit properties to obtain a result analogous to Lemmas 3.3.3 and

4.1.23. This kind of assumption would correspond to geometrically connected components

of Y ×X Y defined over k which are σ-closed.

Lemma 4.1.24. Let A be a finite difference group acting on a finite difference set S. Let

G C A be a normal difference subgroup such that A/G is cyclic and let a ∈ A be such that

A/G = 〈aG〉. Let O denote an A-orbit of S.

Then the number of common orbits of A and G on S which are σ-closed is equal to both of

the following expressions:

(i)
1

|A||G|
∑
O⊆S

∑
b∈A

∑
β∈aG

|O|
∣∣Obσ ∩Oβ∣∣;

(ii)
1

|A||G|
∑
O⊆S

∑
b∈A

∑
β∈aG

∣∣Obσ∣∣∣∣Oβ∣∣.
Proof. If A acts transitively on S then the condition of S being σ-closed is trivially satisfied

and we reduce to the situation in Lemma 3.3.2. It is therefore more pertinent in this case

to consider orbits O ⊆ S. As before we define a characteristic set W which is nonempty if

and only if both conditions are satisfied. Recall that G acts transitively on O if and only if
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there exists β ∈ aG with a fixed point in S and define:

W =
{
(b, β, s) ∈ A× aG×O | β · s = s, σ(s) = b · s

}
.

We compute the cardinality of W in two ways. Firstly:

|W| =
∑
b∈A

∑
β∈aG

∣∣Obσ ∩Oβ∣∣.
Alternatively if we recall the definition of VO (page 58) we see that if W is nonempty its

cardinality can be computed as:

|W| =
∑
s∈O

∣∣{β ∈ aG | β · s = s}
∣∣∣∣Aσs ∣∣

= |VO||Aσs |

= |G| |A|
|O|

.

This contrasts with the previous lemmas where |V| = |G| and |Vσ| = |A| only depend on

the order of the groups. We now see that |W| depends on the size of the orbit that is being

considered; this is where we run into difficulty when extending the action to all A-orbits of

S. Nevertheless we can say that O is a common orbit of A and G which is σ-closed if and

only if:

|O|
|A||G|

∑
b∈A

∑
β∈aG

∣∣Obσ ∩Oβ∣∣ = 1.

When we sum over all orbits of S we must be careful not to simplify ∑
O⊆S |O| = |S|

or ∑O⊆S |Obσ ∩ Oβ| = |Sbσ ∩ Sβ|. Terms should contribute to this sum if both conditions

are satisfied so this identification will result in overcounting. From here we obtain (i) and

conclude that this is its simplest form.
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The expression (ii) is obtained by multiplying the two relevant characteristic functions:

1
|G|

∑
β∈aG

|Oβ| =


1, if G acts transitively on O;

0, otherwise;

1
|A|

∑
b∈A
|Obσ| =


1, if O is σ-closed;

0, otherwise.

Again we require both properties to be satisfied by the same orbit so we cannot simplify to

|Sbσ| or |Sβ|. Doing so would count orbits which satisfy at least one property and lead to

overcounting.

If we take σ = id we expect to recover Lemma 3.3.2 counting the number of common orbits

of A and G. This can indeed be seen by identifying Obσ = Ob and manipulating each sum.

As Lemma 4.1.24 does not give expressions which have the form of averages it is impractical

to follow the same style of proof as Lemmas 3.3.3 and 4.1.23. This suggests that if the

diagonal is assumed to be the only common orbit of A and G of S × S which is σ-closed, a

reformulation in terms of fixed and σ-fixed points may be more involved.
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4.2 Difference algebra

This section explores difference fields in more detail with a particular focus on Galois theory

and tensor products of difference fields.

4.2.1 Difference fields

We introduce concepts relevant to difference field Galois theory. Further background can

be found in [Lev08] and [Wib13].

Definition 4.2.1. Let L,K be difference fields. L is a difference field extension of K if

there exists an injective σ-Ring-morphism ι : K ↪! L. As this must satisfy σL ◦ ι = ι ◦ σK ,

we can think of σL as an extension, or ‘lift’, of σK to L.

Definition 4.2.2. Let K be a difference field. The fixed field of K, Fix(K,σK), is the

subset of K consisting of elements which are fixed by the difference action, i.e.

Fix(K,σK) = {λ ∈ K | σK(λ) = λ}.

It is easily verified that this is indeed a field.

Example 4.2.3. Let Fp denote the algebraic closure of a finite field of characteristic p

and let ϕp denote the pth power Frobenius, which acts as an automorphism on Fp. Then

Fix(Fp, ϕp) = Fp.

We now construct a Galois closure of difference fields following Tomašić ([Tom16], Sec-

tion 5.3). Let L be a difference field and let L̄ denote the algebraic closure of bLc. We

can noncanonically extend σL to σ̄ : L̄! L̄ to obtain a difference field extension ([Coh65],

Chapter 7, Cor II to Thm I). The following lemma shows that this allows us to define a

difference Galois closure with a choice of difference structure.
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Lemma 4.2.4. Let L/K be a finite algebraic difference field extension and let L̄ denote the

difference algebraic closure of L with choice of difference structure σ̄. Let M be the normal

closure of L/K in L̄. Then σ̄(M) ⊆ M and so M is a difference field extension of L with

σM = σ̄�M .

Proof. Let α ∈ M . Then α is a conjugate of some α1 ∈ L, i.e. if p ∈ K[x] is the

minimal polynomial of α1 over K then α is also a root of p. Consider σM (p), which is the

minimal polynomial of σL(α1). Since σL(α1) ∈ L, all roots of σM (p) must lie in M . Hence

σM (α) ∈M .

The Galois extension M/L comes with Galois group G = Gal(M/L). Then for any g ∈ G,

σM ◦ g is also an extension of σL to M . We therefore obtain a set of lifts of difference

structure.

Definition 4.2.5. Let L/K be a finite separable difference field extension, let M be the

normal closure of L/K with choice of difference structure σM and let G = Gal(M/L).

The difference Galois closure of L/K is the difference field M , equipped with set of lifts

ΣM/L = σMG.

Note that if M is the difference Galois closure of L/K with choice of difference structure σM ,

then M/L is a difference Galois extension with set of lifts ΣM/L and M/K is a difference

Galois extension with set of lifts ΣM/K = σMA, where A = Gal(M/K).

Lemma 4.2.6. Let M/L be a difference Galois extension with choice of difference structure

σM and Galois group G. Then G can be equipped with a difference endomorphism

()σ : G! G.
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The above lemma shows that we can induce a difference structure on the Galois group

([TW18], Lemma 1.23). For g ∈ G, gσ is defined as the unique h ∈ G satisfying g◦σ = σ◦h.

4.2.2 Connected components of tensor products of difference fields

We now consider connected components of tensor products of difference fields from an

algebraic viewpoint, starting with a classical proposition.

Proposition 4.2.7. Let L,N be field extensions of K, where L/K algebraic and L = K(α).

Let f denote the minimal polynomial of α over K. Then there is an isomorphism of N -

algebras:

L⊗K N ∼= N [x]/(f).

If L/K is separable and f = ∏
i∈I fi is a factorisation of f over N then the Chinese

Remainder Theorem gives:

L⊗K N ∼= N [x]/(f) ∼=
∏
i∈I

N [x]/(fi).

Recall the connected components functor π0 from Definition 2.2.2. This proposition there-

fore tells us that we can identify π0(L⊗K N) ∼= I as sets.

We now consider difference field extensions and the induced difference action on connected

components of their tensor products. The action on π0(L ⊗K N) is obtained from sep-

arate actions on L and N , and we can push this across the isomorphism to obtain the

corresponding action on I.

Lemma 4.2.8. Let L/N be difference field extensions of K where the underlying extension

L = K(α) is a finite separable extension of K. Let f denote the minimal polynomial of α

over K and let f = ∏
i∈I fi be its factorisation over N . Let p ∈ K[x] such that σL(α) = p(α).
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Then there is an isomorphism of difference sets:

(
π0(L⊗K N), σL ⊗ σN

) ∼= (I, σ̄),

where σ̄ : I ! I is defined as:

σ̄(i) = i′, where fi | σN (fi′) ◦ p.

Proof. We first justify that σ̄ is well-defined. Since α is root of both σN (f)◦p and its minimal

polynomial f , we see that f | σN (f) ◦ p and hence ∏i∈I fi |
∏
i∈I σN (fi) ◦ p. Therefore for

all i ∈ I there exists i′ ∈ I such that fi | σN (fi′) ◦ p.

Moreover L/K is separable, so for distinct i, i′ ∈ I we see that gcd(fi, fi′) = 1 and hence

gcd
(
σN (fi) ◦ p, σN (fi′) ◦ p

)
= 1. Therefore for all i there exists a unique i′ such that

fi | σN (fi′) ◦ p.

Let f ′ be the minimal polynomial of σL(α) over K and let f ′ = ∏
j∈J f

′
j be its factorisation

over N . The diagram below shows the isomorphisms involved. We explicitly define the

highlighted maps.

L⊗K N N [x]/(f) ∏
i∈I N [x]/(fi)

K(σ(α))⊗K N N [x]/(f ′) ∏
j∈J N [x]/(f ′j)

L⊗K N N [x]/(f) ∏
i∈I N [x]/(fi)

∼

σL⊗σN

∼

σN τ

∼ ∼

−◦p ι

∼ ∼

Figure 4.6: Difference action pushed across isomorphisms

• σN : N [x]/(f) ! N [x]/(f ′) applies σN to polynomial coefficients. Since σL(α) is a

root of both σN (f) and its minimal polynomial f ′, we conclude that f ′ | σN (f) and
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hence the map is well-defined.

• − ◦ p : N [x]/(f ′)! N [x]/(f) is simply precomposition by p. As above α is a root of

both f ′ ◦ p and its minimal polynomial f , so f | f ′ ◦ p and the map is well-defined.

• τ : ∏i∈I N [x]/(fi)!
∏
j∈J N [x]/(f ′j) is given by τ(a)j = τj

(
aτ̄(j)

)
.

Here τ̄ : J ! I where τ̄(j) is the unique index such that f ′j | σN (fτ̄(j)). This is

well-defined by separability and induces a morphism τj : N [x]/(fτ̄(j))! N [x]/(f ′j).

• ι : ∏j∈J N [x]/(f ′j)!
∏
i∈I N [x]/(fi) is given by ι(b)i = ιi

(
bῑ(i)

)
.

Here ῑ : I ! J where ῑ(i) is the unique index such that fi | f ′ῑ(i)◦p. This is well-defined

by separability and induces a morphism ιi : N [x]/(f ′ῑ(i))! N [x]/(fi).

These can be put together to see how connected components are moved by the difference

action. We define:

σ :
∏
i∈I

N [x]/(fi) −!
∏
i∈I

N [x]/(fi)

given by σ = ι ◦ τ . Explicitly σ(a)i = σi
(
aσ̄(i)

)
where:

σ̄ : I ! I is defined as σ̄ = τ̄ ◦ ῑ ;

σi : N [x]/(fσ̄(i))! N [x]/(fi) is defined as σi = ιi ◦ τῑ(i) .

N [x]/(fσ̄(i)) N [x]/(fi)

N [x]/(f ′ῑ(i))

σi

τῑ(i) ιi

Figure 4.7: The morphism σi
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By applying definitions we can see that σ̄(i) = τ̄(ῑ(i)) where fi
∣∣ f ′ῑ(i) ◦ p ∣∣ σN (fτ̄(ῑ((i))) ◦ p.

The morphism σi can be visualised in the diagram above.

Although this difference action seems somewhat convoluted to define we now relate

connected components to double cosets and obtain a much simpler description. The idea of

associating connected components to group orbits was discussed in Section 3.3; the following

lemma enhances this viewpoint.

Lemma 4.2.9. Let M/K be a difference Galois extension and let L,N be two difference

subextensions where L/K is finite separable. Let A = Gal(M/K), H = Gal(M/L), F =

Gal(M/N) and let ()σ : A! A denote the difference endomorphism on A induced from σM .

Then there is an isomorphism of difference sets:

(π0(L⊗K N), σL ⊗ σN ) ∼= (F\A/H, σ̄),

where F\A/H denotes the set of double cosets and σ̄(FaH) = FaσH.

M

L N

K

H

A

F

Figure 4.8: Setup of difference field extensions

Proof. As in Lemma 4.2.8 let L = K(α), let f, f ′ denote the minimal polynomials of α, σL(α)

respectively over K and let β := σL(α) = p(α) for some p ∈ K[x]. Let f = ∏
i∈I fi be its

factorisation over N and let f = (x − α1) . . . (x − αl) be its factorisation over M where

α1 = α.

We therefore have the familiar set of roots S = {α1, . . . , αl} and know that A acts trans-
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itively on S. We can consider A/H and let {a1, . . . , al} ⊆ A be representatives for each

coset. Then αi = ai · α ∼= aiH · α mirroring the discussion on page 52.

The factorisation f = ∏
i∈I fi over N corresponds to F -orbits of S where α, α′ are in the

same F -orbit if and only if they are roots of the same polynomial fi. Therefore we see the

identification π0(L⊗K N) ∼= I ∼= F\A/H.

As in the classical setting, for every i we can consider the conjugate field Li = K(αi)

(Definition 3.2.8). This comes with an induced difference action σLi := aiσLa
−1
i where:

σLi(αi) = ai · σL(a−1
i · αi)

= ai · σL(α)

= ai · β.

In particular σL1 = σL. We introduce the notation βi := ai · β ∈ Li and easily see that

βi = p(αi). It remains to determine the induced difference action on F\A/H.

The element FaiH corresponds to both the component N [x]/(fi) and the index i ∈ I; we

have already shown that σ̄(i) = i′ where fi | σN (fi′) ◦ p. As αi is a root of fi it follows that

βi is a root of σN (fi′), i.e. βi ∈ σM (Fαi′). Therefore there exists some λ ∈ F such that

βi = σM (λ · αi′) = σM (λ · ai′ · α).

On the other hand βi = ai · β = ai · σL(α) = σM (aσi · α). As σM is a field homomorphism it

is injective and we can conclude that λ · ai′ ·α = aσi ·α. The difference action on the double

coset space is then given by σ̄(FaiH) = Fai′H = Faσi H.
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4.3 Foundations of difference algebraic geometry

We enhance the algebraic geometry setting discussed in Chapter 2 by equipping all objects

with difference endomorphisms, focusing on affine difference schemes.

4.3.1 Affine difference schemes

Recall that an affine scheme X is isomorphic to Spec(R) for a commutative ring R.

Definition 4.3.1. The category of difference schemes, σ-Sch, consists of schemes X

together with a scheme endomorphism σX : X ! X. The category of affine difference

schemes, σ-AffSch can be viewed through an equivalence of categories:

σ-AffSch ∼= (σ-Ring)op.

As with other difference categories we let X = (X,OX , σX) refer to the difference scheme

and may occasionally use bXc = (X,OX) to explicitly refer to the underlying scheme if

necessary.

Definition 4.3.2. A morphism of difference schemes, f : Y ! X, is a morphism of

schemes satisfying σX ◦ f = f ◦ σY .

In the case of affine schemes if Y = Spec(R), X = Spec(T ), then f corresponds to a σ-Ring-

morphism f : T ! R satisfying σR ◦ f = f ◦ σT . As the categories are anti-equivalent we

can use f to denote both morphisms without confusion.

Y X

Y X

f

σY σX

f

T R

T R

f

σT σR

f

Figure 4.9: Morphism of affine difference schemes
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We draw attention to the following definition as it plays a role in our difference exceptionality

results. Recall that the difference structure on the fibre product is extended by action on

each component (Definition 4.1.5).

Definition 4.3.3. Let X,Y be difference schemes with a morphism f : Y ! X. The

diagonal subscheme, ∆Y ⊆ Y ×X Y , is the difference subscheme defined as the image of

the diagonal embedding ∆ : Y ↪! Y ×X Y in σ-Sch. It can easily be verified that ∆Y

is a difference subobject.

There are several types of points in a difference scheme (see Definition 2.1.10). The defin-

itions of closed and generic points remain the same but we make slight alterations to the

others.

Definition 4.3.4. Let X = Spec(R) be a difference scheme.

• A fixed scheme-theoretic point of X is a point x ∈ X such that σX(x) = x. The

set of fixed scheme-theoretic points of X is denoted Xσ.

• For a difference field F , an F -rational point is a σ-Sch-morphism a : Spec(F )! X,

which therefore satisfies σX ◦ a = a ◦ σF .

• For an algebraically closed difference field (Ω, ω), a geometric point is a σ-Sch-

morphism x̄ : Spec(Ω)! X, which therefore satisfies σX ◦ x̄ = x̄ ◦ ω.

Example 4.3.5. We give an example of a difference scheme modelling a difference equation.

Recall the difference equation describing the Fibonacci sequence (page 12). Let N∞ denote

the difference ring of sequences in N, i.e.

N∞ := {F = (F0, F1, F2, . . . ) | Fi ∈ N},
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where σ(F )n = Fn+1. We then take the difference ring obtained by quotienting by the

difference equation σ2(F ) = σ(F ) + F :

N∞/〈σ2(F )− σ(F )− F 〉

= {(F0, F1, F2, . . . ) | (F2, F3, F4, . . . ) = (F1, F2, F3, . . . ) + (F0, F1, F2, . . . )}.

Difference rational points then correspond to solutions of the Fibonacci equation. The

original sequence can be recovered by specifying initial conditions.

Definition 4.3.6. Let S be a difference scheme. A difference scheme X is said to be

defined over S if it comes equipped with a σ-Sch-morphism X ! S.

The category of difference schemes over S is denoted σ-Sch/S.

Let K be a difference field. The category of finite affine difference schemes over K

is denoted K-σ-FAffSch and we identify:

K-σ-FAffSch ∼= K-σ-FAlgop.

If X,Y are both defined over S then a morphism f : Y ! X satisfies the commutative

diagram below. Note that the structure maps are required to be σ-Sch-morphisms but

morphisms of relative difference schemes restrict to the identity on the base as in the usual

setting.

This is where we start to see the level of complexity that comes with introducing a

difference endomorphism in a relative setting. Let X be a difference scheme defined over

a difference field (k, ς), let F be a difference field extension of k and let a : Spec(F ) ! X

be an F -rational point of X. Here we cannot conclude that σX ◦ a ∈ X(F ) as it does not

restrict to the identity on Spec(k).

Let Xς denote the base change of X with respect to ς : k ! k. Using the universal property
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Y X

S

Y X

S

f

σY σX

σS
f

Figure 4.10: Morphism of relative difference schemes

we see from the diagram below that there is a unique morphism σ̄ : X ! Xς . Here we let

π denote the structure map of X and let πς denote the structure map of Xς obtained from

the base change construction.

X

Xς X

Spec(k) Spec(k)

σX

π

∃! σ̄

πς π

ς

Figure 4.11: Base change of X with respect to ς

Proposition 4.3.7. Let X be a difference scheme defined over a difference field (k, ς), let

F be a difference field extension of k, let a ∈ X(F ) and let σ̄ : X ! Xς be constructed as

above. Then σ̄ ◦ a is an F -rational point of Xς .

Proof. It suffices to prove that σ̄ ◦ a : Spec(F ) ! Xς is a morphism of relative difference

schemes so we must show that it satisfies a commutative diagram analogous to that in

Figure 4.10. Xς has an induced difference morphism which can be found by base changing

ς : Spec(k) ! Spec(k) with respect to the structure map πς : Xς ! Spec(k). Denote this

by σς : Xς ! Xς .
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X X X

Xς Xς

Spec(k)

Spec(k) Spec(k)

σX

σ̄

π

π

σX

σ̄

πσς

π1

πς

ς

ς

Figure 4.12: σ̄ ◦ σX = σς ◦ σ̄

Spec(F ) Spec(F )

X X

Xς Xς

Spec(k) Spec(k)

σF

a a

σX

σ̄ σ̄

σς

ς

Spec(F ) Xς

Spec(k)

Spec(F ) Xς

Spec(k)

σ̄◦a

σF σς

ς

σ̄◦a

Figure 4.13: σ̄ ◦ a is an F -rational point of Xς

Figure 4.12 is now built up from the square defining σς by adding σ̄ : X ! Xς in two

places; we also append a copy of the base change square defining Xς to allow us to check

commutativity. By checking that the outside maps commute we can conclude that σ̄ ◦σX =

σς ◦ σ̄. This square is highlighted in red and structure maps down to k are highlighted in

blue for clarity.

Add in the rational point a : Spec(F ) ! X and then extract the required commutative

diagram to see that σ̄ ◦ a is an F -rational point of Xς . This is shown in Figure 4.13.

We will focus on difference schemes defined over a difference field with identity (k, id) to

remove the need for these considerations.
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We now revisit residue fields and their relationship to rational points. Let X be a

difference scheme and let x be a scheme-theoretic point of bXc with residue field κ(x).

We aim to equip κ(x) with a difference endomorphism. We see from Lemma 2.1.20 that

σX : X ! X induces a morphism of stalks σ#
x : OX,σX(x) ! OX,x, which in turn induces

κ
(
σX(x)

)
! κ(x). We therefore conclude that in order to define a difference structure on

κ(x), the point x must be fixed by σX .

Definition 4.3.8. Let X be a difference scheme and let x ∈ Xσ, i.e. σX(x) = x. The

residue field at x, κ(x), is the difference field consisting of κ(x) together with

σx : κ(x)! κ(x),

where σx denotes the morphism induced from σX : X ! X via σ#
x : OX,σX(x) ! OX,x.

Lemma 4.3.9. Let F be a difference field (or a difference ring with an injective endo-

morphism) and let a ∈ X(F ). Then a factors through a fixed scheme-theoretic point, i.e.

there exists x ∈ Xσ such that the diagram below commutes.

Spec(F ) X

Spec
(
κ(x)

)

Spec(F ) X

Spec
(
κ(x)

)

a

σF σX

x

σx

a

x

Figure 4.14: Rational point factoring through a fixed scheme-theoretic point

Proof. Let X = Spec(R) for some difference ring R: our rational point therefore corresponds

to a σ-Ring-morphism a : R! F satisfying the diagram below.
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R F

R F

a

σR σF

a

Figure 4.15: The rational point a considered in σ-Ring

Let p = ker(a) and we claim that σ−1
R (p) = p. Let r ∈ σ−1

R (p) so σR(r) ∈ p. As σF is

injective we see that σF (a(r)) = a(σR(r)) = 0 and hence a(r) = 0, i.e. r ∈ p. Similarly it

can be seen that p ⊆ σ−1
R (p) by using that σF is a homomorphism.

Let x be the scheme-theoretic point in X which corresponds to the prime ideal p, so σX(x) =

x. Then it is clear that a factors through x and that the required diagram commutes.

We finally introduce the definition of a transformally integral scheme; the parallels between

this and the notion of an integral scheme are clear (Definition 2.2.4).

Definition 4.3.10. An element r of a difference ring R is σ-nilpotent if there exists n ∈ N

such that σn(r) = 0.

A difference ring R is perfectly reduced if R has no non-zero σ-nilpotents. A difference

scheme X is perfectly reduced if for every open set U ⊆ X, its associated ring OX(U) is

perfectly reduced.

Definition 4.3.11. A difference scheme X is transformally integral if it is algebraically

irreducible and perfectly reduced. An affine difference scheme Spec(R) is therefore trans-

formally integral if R is a domain with no non-zero σ-nilpotents.

A difference scheme X defined over a difference field F is geometrically transformally

integral if X remains transformally integral under any base change, i.e. for any difference

field extension F ′/F , the difference scheme XF ′ = X ×F F ′ is transformally integral.

Definition 4.3.12. Let X be a difference scheme defined over a difference field F . For
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x ∈ Xσ let trdegF (κ(x)) denote the transcendence degree of the underlying extension

κ(x)/F .

The total dimension of X over F , denoted dimtotF (X), is defined as:

dimtotF (X) := max
x∈Xσ

trdegF (κ(x)).

If no maximum exists the total dimension is considered to be infinite.

A generalisation of the Lang-Weil bound (Theorem 2.2.21) has been formulated for difference

schemes by Hrushovski. We give a simplified version of this result which will suffice for our

purposes but the full statement can be found in the original preprint ([Hru04], Section 10.5,

Thm 1B).

Theorem 4.3.13 (Hrushovski’s twisted Lang-Weil bound). Let X be a geometrically trans-

formally integral difference scheme of finite total dimension d over a finite difference field

ko. Then there exists constants C, c, µ > 0 depending only on the geometric data of X such

that for every finite field k such that |k| > c and (k̄, ϕk) extends ko:

∣∣∣∣∣X(k̄, ϕk)
∣∣− µ|k|d∣∣∣ < C|k|d−

1
2 .

This theorem is easily applied to obtain the following corollary.

Corollary 4.3.14. Let X be a geometrically transformally integral difference scheme of

finite total dimension over a finite difference field ko. Then for every finite field k such that

|k| is large enough and (k̄, ϕk) extends ko, the set X(k̄, ϕk) is finite.
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4.3.2 Difference Galois covers and local substitutions

In this section we define difference Galois covers of normal difference schemes, local substi-

tutions for difference rational points and difference Galois closures.

Definition 4.3.15. Let Y,Z be difference schemes. Then p : Z ! Y is a difference

Galois cover if the underlying morphism bZc! bY c is a Galois cover (Definition 2.3.1).

This defines a finite Galois cover which will suffice for our purposes, but the more general

notion of an infinite Galois cover of finite σ-presentation has also been developed. Further

details on this will be discussed in forthcoming work by Tomašić.

We can also define the following sets of difference actions.

Definition 4.3.16. Let Z be a difference scheme with difference set Σ and let z ∈ Z.

The stabiliser of z in Σ, denoted Σz, is defined as:

Σz = {τ ∈ Σ | τ(z) = z}.

The set of residue field morphisms of z, denoted Σz, is defined as:

Σz = {τ z : κ(z)! κ(z) | τ ∈ Σz},

where τ z is the residue field morphism given in Definition 4.3.8.

Definition 4.3.17. Let p : Z ! Y be a difference Galois cover with choice of difference

structure σZ and Galois group G. Let (Ω, ω) be an algebraically closed difference field. Let

ȳ ∈ Y (Ω, ω) be a difference rational point and let z̄ ∈ bZc(Ω) be a rational point lying

above ȳ.

The local ω-substitution of z̄ is the element τ ∈ Σ such that τ ◦ z̄ = z̄ ◦ ω. We can

therefore consider z̄ ∈ Z(Ω, ω) as a difference rational point.
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Spec(Ω) Z

Y

Spec(Ω) Z

Y

z̄

ω

ȳ
τ

p

σY
z̄

ȳ p

Figure 4.16: Difference rational point z̄ ∈ Z(Ω, ω) with local ω-substitution τ

It is easily verified that such a τ exists. As z̄ lies above ȳ we see that:

pσZ z̄ = σY pz̄ = σY ȳ = ȳω = pz̄ω.

Therefore there exists g ∈ G such that g · σZ z̄ = z̄ω and we select τ = gσZ .

Proposition 4.3.18. Assume the setup of Definition 4.3.17. Let z̄, z̄′ ∈ Z(Ω, ω) be two

lifts of ȳ ∈ Y (Ω, ω) and let τ, τ ′ denote their respective local ω-substitutions. Then τ, τ ′ are

G-conjugate.

Proof. Since z̄, z̄′ lie in the same fibre over ȳ, there exists g ∈ G such that g · z̄ = z̄′. Then:

(g−1τ ′g)z̄ = g−1τ ′z̄′ = g−1z̄′ω = z̄ω = τ z̄.

Definition 4.3.19. Assume the setup of Definition 4.3.17. Let z̄ ∈ Z(Ω, ω) be a lift of

ȳ ∈ Y (Ω, ω) with local ω-substitution τ . The local ω-substitution of ȳ is the G-conjugacy

class [τ ].

We will only require the construction of a difference Galois closure in the special case of
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normal difference schemes. Note that a generically étale morphism of normal difference

schemes corresponds to a finite separable extension of function fields.

Definition 4.3.20. Let X,Y be normal difference schemes and let K,L denote their func-

tion fields respectively. Let f : Y ! X be a generically étale morphism which induces a

finite separable extension L/K. Let M denote the difference Galois closure of L/K with

choice of difference structure σM and let G = Gal(M/L). Let Z denote the normalisation

of Y in M with induced difference structure σZ .

The difference Galois closure of f is the difference scheme Z, equipped with set of lifts

ΣZ/Y = GσZ .

Note that Z is a difference Galois cover of Y with set of lifts ΣZ/Y and a difference Galois

cover of X with set of lifts ΣZ/X = AσZ , where A = Gal(Z/X).



Chapter 5

Difference Galois theory

This chapter builds on Grothendieck’s Galois theory discussed in Section 2.4. We replicate

this in the setting of difference algebraic geometry, utilising a more general categorical

theory by Borceux-Janelidze in order to achieve this. We choose a particular setup for this

result and obtain a difference Galois correspondence.

5.1 Categorical Galois theory

In this section we describe the categorical Galois correspondence as found in Borceux-

Janelidze ([BJ01], Chapter 5). The links between these abstract categorical definitions and

the more familiar Galois theoretic correspondence will become clear when we describe a

specific application to a difference context in Section 5.2. Throughout we assume that all

categories are locally small with pullbacks.

Definition 5.1.1. Let C,D be categories and let C D
I

H
be functors. The functor H

102



Chapter 5. Difference Galois theory 103

is right adjoint to I, denoted I a H, if for all A ∈ C, B ∈ D, there is a bijection:

ΦA,B : HomD(I(A), B) ∼
−! HomC(A,H(B)).

The functors are said to form an adjunction and we can define two natural transformations:

η : IdC ! HI, where ηA := ΦA,I(A)(idI(A));

ε : IH! IdD, where εB := Φ−1
H(B),B(idH(B)).

Here η, ε are the unit and counit of the adjunction respectively.

Definition 5.1.2. Let C be a category and let C ∈ C. The slice category of C over C,

denoted C/C, consists of:

• Objects (A,α), where A ∈ C and α ∈ HomC(A,C);

• Morphisms f : (A,α)! (B, β), where f ∈ HomC(A,B) such that β ◦ f = α.

The next lemma allows us to consider adjunctions of slice categories without issue. We will

implicitly use this throughout the rest of the chapter.

Lemma 5.1.3. Let C, D be categories and let C D
I

H
be an adjunction where H is right

adjoint to I. For C ∈ C let C/C, D/I(C) denote the associated slice categories. Then the

induced functors between the slice categories also form an adjunction, i.e.

IC : C/C −! D/I(C)

(A,α) 7−! (I(A), I(α))
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has a right adjoint functor

HC : D/I(C) −! C/C

(B, β) 7−! (Z, π2),

where (Z, π2) is defined by the pullback diagram below.

Z H(B)

C HI(C)

π1

π2 H(β)

ηC

Figure 5.1: Pullback diagram defining Z

Proof. Let (A,α) ∈ C/C, (B, β) ∈ D/I(C). Consider the following diagrams, where the

right diagram is obtained by applying I to the left and adjoining morphisms coming from

the universal property of adjunctions and the counit-unit adjunction identity.

A

Z H(B)

C HI(C)

α

π1

π2 H(β)

ηC

I(A)

I(Z) IH(B) B

I(C) IHI(C)

I(C)

I(α)
IH(β)

εB

β

I(ηC)

idI(C)
εI(C)

Figure 5.2: The pullback diagram defining Z before and after applying I
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Using the underlying adjunction we can then see that HC is right adjoint to IC :

HomC/C
(
(A,α),HC(B, β)

)
= HomC/C

(
(A,α), (Z, π2)

)
∼= HomC/HI(C)

(
(A, ηC ◦ α), (H(B),H(β)

)
∼= HomD/I(C)

(
(I(A), I(α)), (B, β)

)
= HomD/I(C)

(
IC(A,α), (B, β)

)
.

We now unpack the notions required to define a monadic functor. Further background on

monads can be found in Mac Lane ([ML98], Chapter VI).

Definition 5.1.4. Let C,D be categories with an adjunction C D,
I

H
where H is right

adjoint to I. The monad induced by I a H, denoted T, is a triple T = (T, µ, η), where:

• T = H ◦ I : C ! C is an endofunctor;

• µ = HεI : TT ! T ;

• η is the unit of the adjunction.

Definition 5.1.5. Let C,D be categories with an adjunction C D,
I

H
where H is right

adjoint to I, and let T = (T, µ, η) be its induced monad. A T -algebra is a pair (A, ν),

where:

• A is an object in C;

• ν : T (A)! A satisfies the following properties:

(i) ν ◦ µA = ν ◦ T (ν);
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(ii) ν ◦ ηA = idA.

These properties are shown in the diagrams below.

TT (A) T (A)

T (A) A

T (ν)

µA ν

ν

A T (A)

A

ηA

idA
ν

Figure 5.3: Diagrams satisfied by ν : T (A)! A

The category of T -algebras in C, denoted CT, is often referred to as the Eilenberg-Moore

category of the monad T.

Definition 5.1.6. Let C,D be categories with an adjunction C D,
I

H
where H is right

adjoint to I, and let T = (T, µ, η) be its induced monad. The comparison functor, KT,

is defined as:

KT : D −! CT

B 7−!
(
H(B),H(εB)

)
.

The functor H : D ! C is monadic if the comparison functor KT defines an equivalence of

categories.

This allows us to define split objects and morphisms of relative Galois descent. We now

transition into considering slice categories.

Definition 5.1.7. Let C be a category, let L,K ∈ C and let ϕ : L! K be a C-morphism.
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The pullback functor induced by ϕ, denoted ϕ∗ : C/K ! C/L , is defined as:

ϕ∗ : C/K −! C/L

(A,α) 7−! (A×K L,ϕ∗α),

where the pullback defining ϕ∗ is shown in the diagram below.

A×K L A

L K

ϕ∗α α

ϕ

Figure 5.4: Pullback diagram defining ϕ∗

This admits a left adjoint functor, denoted ϕ! : C/L! C/K, defined as:

ϕ! : C/L −! C/K

(B, β) 7−! (B,ϕ ◦ β) .

Definition 5.1.8. Let C,D be categories with an adjunction C D,
I

H
where H is right

adjoint to I. Let L,K ∈ C and let ϕ : L! K be a C-morphism. An object A ∈ C/K is split

by the morphism ϕ if the unit of the adjunction at the object ϕ∗(A) is an isomorphism,

i.e.

ηϕ∗(A) : ϕ∗(A) ∼
−! HLILϕ∗(A).

The category of objects in C/K which are split by ϕ is denoted SplK(ϕ).

Definition 5.1.9. Let C,D be categories with an adjunction C D,
I

H
where H is right

adjoint to I and the counit ε is an isomorphism. Let L,K ∈ C. A morphism ϕ : L! K is
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of relative Galois descent if the following conditions are satisfied:

(i) The pullback functor ϕ∗ : C/K ! C/L is monadic;

(ii) The counit of the adjunction IL a HL is an isomorphism, i.e.

ε : ILHL ∼−! idD/I(L);

(iii) For every object B ∈ D/I(L), the object ϕ!HL(B) ∈ C/K is split by ϕ, i.e.

ηϕ!HL(B) : ϕ∗(ϕ!HL(B)) ∼
−! HLILϕ∗(ϕ!HL(B)).

We will fix a morphism of relative Galois descent and consider those objects which are split

by it.

The final ingredients required for the main theorem are groupoids internal to the category

D and internal covariant presheaves. Comparing to the previous formulation of Galois

categories in Section 2.4, these notions can be seen to correspond to fundamental groups

and finite sets equipped with their action.

Definition 5.1.10. Let C, D be categories and let C D
I

H
be an adjunction where

H is right adjoint to I. Let L,K ∈ C and let ϕ : L ! K be a morphism of relative

Galois descent in C. The internal groupoid induced by ϕ, denoted Gal[ϕ], is a groupoid

internal to the category D.

Let L ×K L be the pullback obtained by taking ϕ in both components. Then Gal[ϕ]

has object-of-objects I(L) and object-of-morphisms I(L×K L) together with the following

morphisms:
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• source morphism, I(π1), where π1 denotes the first projection L×K L! L;

• target morphism, I(π2), where π2 denotes the second projection L×K L! L;

• identity morphism, I(∆), where ∆ denotes the diagonal map L! L×K L;

• multiplication morphism, (I(p1), I(p4)), where pi denotes the ith projection

(L×K L)×L (L×K L)! L;

• twisting isomorphism, I(τ), where τ switches the components of L×K L.

The pullback (L×K L)×L (L×K L) is defined using π1, π2 as in the diagram below to ensure

compatibility of multiplication.

(L×K L)×L (L×K L) L×K L

L×K L L

π2

π1

Figure 5.5: Pullback diagram defining (L×K L)×L (L×K L)

I(L) I(L×K L) I(L×K L)×I(L) I(L×K L)

I(L)

I(∆)

I(π1) I(π2)

I(τ)

(I(p1), I(p4))

Figure 5.6: The internal groupoid Gal[ϕ]

We can also view the internal groupoid Gal[ϕ] diagrammatically showing the morphisms

listed above.

Definition 5.1.11. Let C, D be categories and let C D
I

H
be an adjunction where H

is right adjoint to I. Let L,K ∈ C and let ϕ : L ! K be a morphism of relative Galois

descent in C. An internal covariant presheaf on the internal groupoid Gal[ϕ] is a
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triple (F, f, ζ) where:

(i) F ∈ D;

(ii) f : F ! I(L) is a morphism in D;

(iii) ζ : I(L×K L)×I(L)F ! F is a morphism in D, where the first square below describes

the pullback and the second square commutes.

I(L×K L)×I(L) F I(L×K L)

F I(L)

I(π1)

f

I(L×K L)×I(L) F I(L×K L)

F I(L)

ζ I(π2)

f

Figure 5.7: Diagrams characterising I(L×K L)×I(L) F

The category of internal covariant presheaves on Gal[ϕ] is denoted DGal[ϕ].

We can finally give a Galois correspondence in this adjunction setting ([BJ01], Thm 5.1.24).

Theorem 5.1.12 (Categorical Galois correspondence). Let C,D be categories with an

adjunction C D,
I

H
where H is right adjoint to I. Let L,K ∈ C and let ϕ : L ! K be

a morphism of relative Galois descent in C. Then there exists an equivalence of categories

between the category of objects of C/K which are split by ϕ and the category of internal

covariant presheaves in D on Gal[ϕ], i.e.

SplK(ϕ) ∼= DGal[ϕ].
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5.2 A difference Galois correspondence

Let K be a difference field. We now apply the theory in the previous section to the dual

category of finite dimensional K-σ-algebras: K-σ-FAlgop ∼= K-σ-FAffSch (Definition

4.3.6). We follow the same structure, identifying the relevant objects and verifying that

they satisfy the required conditions.

A general lemma is required. For a category C the difference category σ-C can be constructed

by equipping all objects with endomorphisms. This is analogous to the construction of σ-Set

in Section 4.1.

Lemma 5.2.1. Let C, D be categories and let C D
Io

Ho
be an adjunction, where Ho is

right adjoint to Io. Let I,H denote the induced functors between the difference categories

σ-C and σ-D, i.e.

I : σ-C ! σ-D, where I(C, σC) :=
(
Io(C), Io(σC)

)
;

H : σ-D ! σ-C, where H(D,σD) :=
(
Ho(D),Ho(σD)

)
.

Then: (i) The functor H is right adjoint to I;

(ii) Moreover if Ho is monadic then H is monadic.

Proof. (i) Let C ∈ C, D ∈ D. By assumption we have the following bijection:

HomD(Io(C), D) ∼
−! HomC(C,Ho(D)).

We can construct the pre- and post-composition functors −◦Io(σC) and σD ◦−. The

difference Hom-set in D can then be described as the equaliser of these maps:

Homσ-D(I(C), D) =
{
f : Io(C)! D | f ◦ Io(σC) = σD ◦ f

}
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Similarly we construct − ◦ σC , Ho(σD) ◦ − and see that Homσ-C(C,H(D)) is their

equaliser. By the universal property of equalisers we obtain a bijection of difference

Hom-sets and see that I a H. This can be seen in the diagram below.

Homσ-D(I(C), D) Homσ-C(C,H(D))

HomD(Io(C), D) HomC(C,Ho(D))

HomD(Io(C), D) HomC(C,Ho(D))

∼

eq eq

∼

σD◦−−◦Io(σC) Ho(σD)◦−−◦σC

∼

Figure 5.8: Equalisers of Hom-sets

Define the unit of the adjunction as η = ηo, where:

η(D,σD) : (D,σD)! (HoIo(D),HoIo(σD)).

Similarly define the counit of the adjunction as ε = εo.

(ii) Construct the monad T = (T, µ, ν) using the adjunction obtained in the first part.

Objects of the Eilenberg-Moore category (σ-C)T are pairs (A, ν), where A ∈ σ-C and

ν = νo : T (A) ! A. By functoriality we see that σA is an endomorphism of (A, ν),

i.e. σA ◦ νo = νo ◦ To(σA). As the underlying functor Ho is monadic, we see that:

(σ-C)T ∼= σ-(CT) ∼= σ-D.

Therefore H is monadic.
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Definition 5.2.2. Let C = K-σ-FAlgop, D = σ-FSet and define the functors:

IK : K-σ-FAlgop −! σ-FSet

A 7−! π0(A);

HK : σ-FSet −! K-σ-FAlgop

S 7−!
∏
s∈S

Ks.

Here π0(A) denotes the set of connected components of the scheme Spec(A) (Definition

2.2.2), which is a difference set with difference action induced from σA.

Each Ks denotes an isomorphic copy of K indexed by an element of S, so the functor

HK(S) returns a finite dimensional K-σ-algebra which is viewed as an S-indexed coproduct

in K-σ-FAlgop. The difference morphism then acts as σK on each individual copy of K

as well as shuffling with respect to σS. For λ = (λs)s∈S ∈
∏
s∈SKs this can be explicitly

written as:

σ̃S :
∏
s∈S

Ks !
∏
s∈S

Ks, where
(
σ̃S(λ)

)
s

:= σK
(
λσS(s)

)
.

Lemma 5.2.3. Using the notation introduced in Definition 5.2.2, the functor HK is right

adjoint to IK .

Proof. Consider the functors between the dual category of rings and profinite spaces:

Io : Ringop −! Prof

R 7−! π0(R);
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Ho : Prof −! Ringop

X 7−! C(X,R),

where C(X,R) denotes the ring of continuous functions between X and R.

By a result of Borceux-Janelidze ([BJ01], Thm 4.3.2) Ho is right adjoint to Io. Using

Lemma 5.2.1 (i) we can then construct the functors I,H between σ-Ringop and σ-Prof.

We can finally use the identification:

K-σ-Algop ∼= σ-Ringop/K,

and apply Lemma 5.1.3 to see that HK is right adjoint to IK . Restricting to the finite

dimensional case gives the required adjunction.

We now identify a morphism of relative Galois descent in K-σ-FAlgop.

Proposition 5.2.4. Let L/K be a difference field extension such that the underlying field

extension is finite Galois with group G. Consider L as an object of K-σ-FAlgop with

structure morphism ϕ : L! K. Then ϕ : L! K is a morphism of relative Galois descent

in K-σ-FAlgop.

Proof. We check the conditions detailed in Definition 5.1.9.

(i) By a result of Borceux-Janelidze ([BJ01], Cor 4.4.5) the underlying functor

ϕ∗o : K-Algop ! L-Algop

is monadic. Therefore Lemma 5.2.1 shows that ϕ∗ is monadic.

(ii) By a result of Borceux-Janelidze ([BJ01], Prop 4.3.3), the underlying counit is an
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isomorphism. By functoriality the counit ε is therefore a difference isomorphism.

(iii) Let S ∈ σ-FSet. First note that:

ϕ!HL(S) =
∐
s∈S

Ls,

where the coproduct is considered as an element of K-σ-FAlgop. Then as L/K is

Galois with group G we have the following isomorphism in L-σ-FAlg:

L⊗K L ∼=
∏
g∈G

Lg,

where each Lg is a copy of L indexed by an element of G. The difference action on

the coproduct is induced from ()σ and σL analogously to σ̃S in Definition 5.2.2. Then:

ϕ∗ϕ!HL(S) =
( ∐
s∈S

Ls
)
×K L

∼=
∐
s∈S

(L×K L)s

∼=
∐
s∈S

( ∐
g∈G

Lg
)
s
.

We then easily verify that the object ϕ!HL(S) ∈ K-σ-FAlgop is split by ϕ:

HLILϕ∗(ϕ!HL(S)) ∼= HLIL
( ∐

(s,g)
∈S×G

L(s,g)
)

∼= HL(S ×G)

∼=
∐
(s,g)
∈S×G

L(s,g)

∼= ϕ∗(ϕ!HL(S)).
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The following definition interprets the categorical definition of a split object in K-σ-FAlgop.

Definition 5.2.5. A K-σ-algebra A is an étale K-σ-algebra split by L if there exists a

finite difference set S such that the following is an L-σ-algebra isomorphism:

A⊗K L ∼=
∏
s∈S

Ls.

Here A⊗KL has difference action σA⊗σL and ∏s∈S Ls has difference action σ̃S as described

in Definition 5.2.2.

The category of étale K-σ-algebras which are split by L is denoted SplK(L).

We constrast this definition with that of a strongly σ-étale K-σ-algebra given by Tomašić-

Wibmer [TW18]. In the strongly σ-étale case A ⊗K L is σ-reduced, i.e. its difference

endomorphism is injective. This is a slightly more restrictive condition.

Proposition 5.2.6. Let L/K be a difference field extension such that the underlying field

extension is finite Galois with group G. Let A be an étale K-σ-algebra split by L. Consider

L as an object of K-σ-FAlgop with structure morphism ϕ : L! K. Then A is split by ϕ

in the sense of Definition 5.1.8.

Moreover SplK(ϕ) consists only of étale K-σ-algebras split by L, i.e.

SplK(L) ∼= SplK(ϕ).

Proof. Assume A is an étale K-σ-algebra split by L. Then there exists a finite difference

set S such that we have an isomorphism in L-σ-FAlgop:

ϕ∗(A) = A×K L ∼=
∐
s∈S

Ls = HL(S).
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We can then see that A is split by ϕ : L! K in the categorical sense:

HLILϕ∗(A) ∼= HLIL
( ∐
s∈S

Ls
)

∼= HL(S)

∼= ϕ∗(A).

A result of Borceux-Janelidze confirms that this fully describes SplK(ϕ) ([BJ01], Cor

4.7.16), where we use functoriality to obtain the difference case.

We can find an internal groupoid (Definition 5.1.10) in the category σ-FSet.

Proposition 5.2.7. Let L/K be a difference field extension such that the underlying field

extension is finite Galois with group G. Consider G as a difference group with endomorph-

ism σ() (see Proposition 4.2.6) and consider L as an object of K-σ-FAlgop with structure

morphism ϕ : L ! K. The internal groupoid Gal[ϕ] in σ-FSet is the difference group

(G, σ()).

Proof. We build the internal groupoid Gal[ϕ].

This groupoid has object-of-objects (π0(L), σL) ∼= ({∗}, id). This simplification can be made

because L is a field and only has trivial idempotents 0, 1. We therefore conclude that this

will be an internal group rather than an internal groupoid.

Gal[ϕ] has object-of-morphisms
(
π0(L×K L), σL × σL) ∼= (G, σ()). To see this use that the

dual of a finite Galois field extension is a G-torsor:

π0(L×K L) ∼= π0(G× L) ∼= G.

It can then be verified that multiplication in π0(L×KL) can be pushed along this isomorph-
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ism chain and agrees with usual multiplication in the group G. The difference structure is

mapped along in the same way. We can conclude that Gal[ϕ] ∼= (G, σ()) in this case.

Internal covariant presheaves on G are triples (S, f, ζ) such that:

• S ∈ σ-FSet;

• f : S ! {∗};

• ζ : G× S ! S.

In this situation DGal[ϕ] = G-σ-FSet is the category of finite difference G-sets. The Galois

correspondence in this special case can now be described by applying Theorem 5.1.12.

Theorem 5.2.8. Let L/K be a difference field extension such that the underlying field

extension is finite Galois with group G. Consider L as an object of K-σ-FAlgop with

structure morphism ϕ : L ! K and consider G as a difference group with endomorphism
σ() and .

Then there is an equivalence of categories:

SplK(L) ∼= G-σ-FSet.

We see how this result mirrors the classical Galois correspondence previously described:

the category of finite étale covers has been replaced by the category of finite dimensional

étale split difference algebras and finite sets with a fundamental group action have been

replaced by finite difference sets with a difference Galois group action.



Chapter 6

Exceptional covers of difference

schemes

This chapter presents the main results of this thesis and brings together material from pre-

vious chapters to prove our difference exceptionality criterion. We generalise the notion of

exceptionality to the context to difference algebraic geometry and obtain a result identifying

difference exceptional covers.

The layout of the chapter mirrors that of Chapter 3: we formulate the criterion, discuss its

geometric interpretation and give a proof. We recover the classical exceptionality criterion

for varieties (Corollary 3.2.5) from the difference version, give some examples and finally

suggest directions for future research.

6.1 A difference exceptionality criterion

We now give a definition of a difference exceptional cover and state results analogous to

Theorem 3.2.4 and Corollary 3.2.5. Let k = (k, id) be a finite field with trivial difference

119
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operator. Let k̄ denote its algebraic closure and fix the following notation:

• Let k̄m := (k̄, ϕmk ), where ϕk is the Frobenius sending elements to their |k|th power;

• Let km := Fix(k̄m). In particular k = k1.

Definition 6.1.1. Let X,Y be difference schemes over k and let f : Y ! X be a k-

morphism. Then f is a difference exceptional cover if f : Y (k̄m)! X(k̄m) is a bijection

for infinitely many m ∈ N.

In the above definition the most interesting case is when X,Y are of finite total dimension,

as this ensures that X(k̄m), Y (k̄m) are finite for large enough m. We still provide the full

definition without restriction for general interest.

For the following theorem recall the construction of a difference Galois closure and its set

of lifts from Subsection 4.3.2.

Theorem 6.1.2. Let X,Y be normal, geometrically transformally integral difference schemes

over k and let f : Y ! X be a generically étale k-morphism. Let Z denote the difference

Galois closure of f with choice of difference structure σZ . Let k̂ denote the relative algebraic

closure of k in the difference function field M = K(Z), where k̂ inherits difference structure

from the restriction of σM .

If the difference action on the set of connected components of (Y ×X Y )
k̂

= (Y ×X Y )×k k̂

only fixes the component associated to the diagonal ∆Y , i.e.

∣∣∣Fix
(
π0
(
(Y ×X Y )

k̂

))∣∣∣ = 1,

then for every m ∈ N such that k̄m is a difference field extension of k̂, the morphism

f : Y (k̄m)! X(k̄m) is surjective.

Corollary 6.1.3 (Difference Exceptionality Criterion). Assume the same setup as Theorem
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6.1.2 and assume that X = Y is of finite total dimension. Then f : X ! X is a difference

exceptional cover if and only if the difference action on the set of connected components of

(X ×X X)
k̂

only fixes the component associated to the diagonal ∆X .

Moreover the bijectivity condition is satisfied by large enough m ∈ N such that k̄m is a

difference field extension of k̂.

These statements generalise the classical situation; we mirror our previous exposition and

highlight relevant adaptations.

(Z,ΣZ/Y )

(Ŷ , σŶ )

(Y, σY ) (X̂, σX̂)

(X,σX)

Spec(k̂, σk̂)

Spec(k, id)

f

(M,ΣM/L)

(L̂, σL̂)

(L, σL) (K̂, σK̂)

(K,σK)

(k̂, σk̂)

(k, id)

H F G

〈ϕk〉

A

〈ϕk〉

Figure 6.1: Setup of difference varieties and difference function fields

We set up the function fields and look at how to interpret the difference exceptionality

condition on fixed points. Recall the function field diagram from Chapter 2 (Figure 3.3):

this underlying setup is retained and we enhance it with difference structure.

Recalling Subsection 4.3.2 let Z be the difference Galois closure of f with choice of difference

structure σZ . We can equip Z with a set of lifts ΣZ/Y = HσZ and induce a difference

structure on the associated Galois groups. The diagrams of varieties and function fields are
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redrawn in Figure 6.1 explicitly showing the difference structure, with the difference Galois

groups shown in red.

(M,ΣM/L)

(L̂, σL̂) . . . (L̂i, σL̂i)

(L, σL) . . . (Li, σLi) (K̂, σK̂)

(K,σK)

H F Fi
G

Hi

〈ϕk〉

Figure 6.2: Difference conjugate varieties

We also obtain a difference action σLi on the conjugate fields and varieties as discussed on

page 90. The diagram above enhances Figure 3.4.

σ̄

σ̄ σ̄

σ̄

∆Y

Figure 6.3: The difference exceptionality condition

In Section 3.3 the classical exceptionality condition was interpreted as saying that ∆Y

is the only connected component of (Y ×X Y )
k̂

which is fixed by the induced permutation

of the Frobenius ϕk. The difference exceptionality condition generalises this.
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Here ∆Y is the unique component fixed by the induced difference action. An example of

this type of behaviour is expressed in the diagram above, where each circle represents a

connected component of (Y ×X Y )
k̂

and σ̄ is the difference action.

We now relate the difference exceptionality condition to tensor products of fields. This

will allow us to use Lemmas 4.2.8 and 4.2.9 to explicitly describe the difference action.

Lemma 6.1.4. Assume the setup described in Figure 6.1. There is a bijection between the

set of connected components of (Y ×X Y )
k̂

and the set of connected components of L⊗K L̂,

i.e.

π0
(
(Y ×X Y )

k̂

) ∼= π0(L⊗K L̂).

Proof. First note that as our difference schemes are transformally integral, connected com-

ponents of (Y ×X Y )
k̂

correspond to connected components of k̂⊗k (L⊗K L), where L⊗K L

is considered as a k-algebra. We can then make the following manipulations ([Con], Thm

6.14):

k̂ ⊗k (L⊗K L) ∼= (K ⊗k k̂)⊗K (L⊗K L)

∼= K̂ ⊗K (L⊗K L)

∼= (K̂ ⊗K L)⊗
K̂

(K̂ ⊗K L)

∼= L̂⊗
K̂
L̂.

Alternatively if we view L̂ as a K-algebra:

L⊗K L̂ ∼= (K̂ ⊗K L)⊗
K̂
L̂

∼= L̂⊗
K̂
L̂.
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Combining these we obtain the required bijection:

π0
(
(Y ×X Y )

k̂

) ∼= π0
(
k̂ ⊗k (L⊗K L)

)
∼= π0(L̂⊗

K̂
L̂)

∼= π0(L⊗K L̂).
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6.2 Proof of the difference exceptionality criterion

We now prove Theorem 6.1.2 beginning with a description of relevant Σ sets. Assume the

setup as described in Figures 6.1 and 6.2.

We switch to the function field setting and for i = 1, . . . , l let:

ΣM/K = σMA, ΣM/Li = σMHi, Σ
M/K̂

= σMG, Σ
M/L̂i

= σMFi.

Motivated by the definition of Â, Ĥi (Definition 3.4.1) we restrict these sets to their action

on K̂.

Definition 6.2.1. Let Σ̂M/K denote the subset of ΣM/K consisting of elements whose

restriction to K̂ is σK̂, i.e.

Σ̂M/K = {τ ∈ ΣM/K | τ�K̂= σK̂}.

Analogously for i = 1, . . . , l let:

Σ̂M/Li = {τ ∈ ΣM/Li | τ�K̂= σK̂},

where Σ̂M/L1 = Σ̂M/L.

As before the cardinality of these sets can be understood via identification with other Σ

sets. Linear disjointness allows us to identify Σ̂M/K = Σ
M/K̂

and Σ̂M/Li = Σ
M/L̂i

and

hence deduce that
∣∣Σ̂M/K

∣∣ = |G| and
∣∣Σ̂M/Li

∣∣ = |Fi| = |F |.

Lemma 6.2.2. Let Σ̂M/K , Σ̂M/Li be as defined above for i = 1, . . . , l and assume that
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∣∣Fix
(
π0(L⊗K L̂)

)∣∣ = 1. Then Σ̂M/K is a disjoint union of Σ̂M/Li ’s, i.e.

Σ̂M/K =
l⊔

i=1
Σ̂M/Li .

Proof. We first show that the Σ̂M/Li ’s are disjoint. Recall the set of roots S (Definition

3.2.8) and the definition of βi (page 90).

Let τ ∈ Σ̂M/L ∩ Σ̂M/Li for some i 6= 1. As τ ∈ Σ
M/L̂

we can express τ = σMλ for some

λ ∈ F , while τ �Li= σLi implies that τ(αi) = σLi(αi) = βi, i.e. τ(ai · α) = ai · σL(α).

Combining this information:

σM (λai · α) = τ(ai · α) = ai · σL(α) = σM (aσi · α).

As σM is a field homomorphism it must be injective and we can conclude that λai ·α = aσi ·α,

i.e. FaiH = Faσi H. We have found i 6= 1 which is fixed by the difference action σ̄ on

components as described in Lemma 4.2.9, obtaining a contradiction.

We can reduce to the same cardinality argument as in the proof of Lemma 3.4.2. This

follows from noting that
∣∣Σ̂M/K

∣∣ = |G| = l|F | =
∣∣tli=1 Σ̂M/Li

∣∣ and that the right hand side

is contained in the left hand side.

We now turn our attention to difference rational points, recalling the theory of local sub-

stitutions covered in Subsection 4.3.2.

Lemma 6.2.3. Let m ∈ N such that k̄m be a difference field extension of k̂ and let x̄ ∈

X(k̄m) be a difference rational point. Then there exists z̄ ∈ Z(k̄m) which lies over x̄ with

local ϕmk -substitution τ ∈ Σ̂Z/X .

Proof. By the universal property of the fibre product we can lift x̄ ∈ X(k̄m) over k to a

unique x̂ ∈ X̂(k̄m) over k̂, as shown in the diagram below. As π̂ : Z ! X̂ is Galois we can
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find z̄ ∈ Z(k̄m) with local ϕmk -substitution τ ∈ Σ
Z/X̂

= Σ̂Z/X such that π̂(z̄) = x̂.

Z Spec(k̄m)

Y X̂

X

Spec(k̂)

Spec(k)

p

π

π̂
x̄

∃! x̂

f

Figure 6.4: Construction of x̂ ∈ X̂(k̄m)

We can now prove Theorem 6.1.2 noting that our focus on difference rational points allows

for a simpler argument than in the classical case.

Proof. Let m ∈ N such that k̄m is a difference field extension of k̂ and let x̄ ∈ X(k̄m). By

Lemma 6.2.3 there exists z̄ ∈ Z(k̄m) lying over x̄ with local ϕmk -substitution τ ∈ Σ̂Z/X .

Assuming the difference exceptionality condition holds Lemma 6.2.2 shows that there is a

unique i ∈ {1, . . . , l} such that τ ∈ Σ̂Z/Yi . By conjugation we may assume τ ∈ Σ̂Z/Y . Let

p : Z ! Y denote the projection map and define ȳ := p(z̄) ∈ Y (k̄m) which lies over x̄. We

have shown that f : Y (k̄m)! X(k̄m) is surjective.

The proof of Corollary 6.1.3 follows.

Proof. The ‘only if’ direction of Corollary 6.1.3 requires Hrushovski’s twisted Lang-Weil

bound (Theorem 4.3.13). As X is of finite total dimension, so is X ×X X. Assume that

W 6= ∆X is another connected component of (X ×X X)
k̂

which is fixed by the difference
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action. The assumption of W being fixed makes it a difference subobject so it is therefore

a geometrically transformally integral difference scheme of finite total dimension over k̂.

Apply Hrushovski’s twisted Lang-Weil bound to W with ko = k̂. Using the same argument

as in the classical case, as m becomes large, W (k̄m) 6= ∅ and we obtain a contradiction to

the assumption of f : X(k̄m)! X(k̄m) being injective. We therefore require m to be ‘large

enough’ to satisfy this requirement.

The ‘if’ direction of Corollary 6.1.3 follows easily from the proof of Theorem 6.1.2. If the

difference action on the set of connected components of (X ×X X)
k̂

fixes a unique element,

we have seen that f : X(k̄m) ! X(k̄m) is surjective. As X is of finite total dimension,

Corollary 4.3.14 shows that the set X(k̄m) is finite and so the map is bijective. The proof

shows that we can make the same argument for all m such that k̄m is a difference field

extension of k̂, which requires ϕmk to restrict to σk̂. Recall from the setup described in

Section 3.2 that k̂ is a finite field, so σk̂ is a fixed power of Frobenius. There are infinitely

such m so we see that f is a difference exceptional cover.

We verify that the classical exceptionality criterion can be recovered from the difference

exceptionality criterion by considering algebraic varieties as difference varieties equipped

with the identity endomorphism.

Corollary 6.2.4 (Exceptionality Criterion for Varieties). Let X be a normal, geometrically

irreducible variety over k and let f : X ! X be a quasifinite, generically étale k-morphism.

Then f : X ! X is an exceptional cover if and only if ∆X is the only geometrically

irreducible component of X ×X X which is defined over k.

Proof. Consider X as a difference scheme over a finite difference field k by setting σX =

idX and σk = idk. As shown in the diagram below, we first note that a rational point

x̄ ∈ X(k̄m) satisfies x̄ ◦ ϕmk = x̄. Recalling that Fix(k̄m) = km, we can therefore identify
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the set of km-rational points in bXc with the set of difference k̄m-rational points in X, i.e.

bXc(km) = X(k̄m). The ‘only if’ direction clearly follows from Corollary 6.1.3.

Spec(k̄) X

Spec(k̄) X

x̄

ϕmk

x̄

Figure 6.5: A difference rational point x̄ ∈ X(k̄m)

Assume that ∆X is the only geometrically irreducible component of X×XX which is defined

over k. This translates to saying that ∆X is the only element of π0
((
bXc ×bXc bXc

)
k̂

)
fixed by the action of the generator of Gal(k̂/k). Therefore Corollary 6.1.3 gives that

f : X(k̄m)! X(k̄m) is bijective for infinitely many m ∈ N.

We also see that the extensions km for which the bijectivity condition is satisfied are those

where ϕmk restricts to ϕk on k̂.
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6.3 Examples

One way to construct examples of difference exceptional covers is by taking a family of

permutation polynomials which naturally fit into the difference language. The following

examples come from discussions of Tomašić and Zieve.

Example 6.3.1. Let q be a power of 2. Then it is classically known that:

f(x) = x2q+1 + x3 + x

is a permutation polynomial over F2q2 . This can be translated to difference geometric

language by defining a difference scheme X over F2 by the difference polynomial:

σ2(x2) = x,

and defining a morphism:

f : X −! X

x 7−! xσX(x2) + x3 + x .

Then for infinitely many powers of 2 we have a bijection:

f : X(F2, ϕq) ∼
−! X(F2, ϕq),

and so f : X ! X is a difference exceptional cover.

For this example the primary decomposition can be computed using Magma to find poly-

nomial ideals corresponding to connected components of X ×X X. This shows three com-

ponents: one corresponding to the diagonal and two which are swapped by the difference
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action, where all components are defined over k̂ = k. This shows that difference exception-

ality criterion is satisfied for this example.

Example 6.3.2. Let q be a power of 3. Then it is classically known that:

f(x) = x6q+3 + x3q − x

is a permutation polynomial over F3q2 . As in the previous example we define a difference

scheme X over F3 by the difference polynomial:

σ2(x3) = x,

and define a morphism:

f : X −! X

x 7−! x3σX(x6) + x3 − x .

Then for infinitely many powers of 2 there is a bijection:

f : X(F3, ϕq) ∼
−! X(F3, ϕq),

and f is a difference exceptional cover.
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6.4 Future directions

We conclude this thesis by suggesting some directions for future work, primarily through

removing assumptions and generating more concrete examples. This is an area of research

which is very much in its infancy and there are many more paths to explore.

• The difference exceptionality criterion in its current form applies to endomorphisms

of difference schemes. An obvious first step in generalisation would be to consider

morphisms of distinct difference schemes; a result of this nature has been shown by

Lenstra for exceptional covers of varieties ([GTZ07], Prop 4.4).

This thesis already develops some theory with this direction in mind. The difference

Galois correspondence in Chapter 5 gives a translation between difference algebraic

geometry and group actions on difference sets, while the considerations of σ-closed

group orbits in Chapter 4 lay the framework for an orbit counting-style argument.

• An alternative generalisation is to weaken the assumption of Y being geometrically

irreducible; this has resulted in the development of pr-exceptional (possibly reducible

exceptional) covers by Fried [Fri05]. The avenues in Section 3 of this paper could be

considered in the context of difference algebraic geometry.

A more ambitious step would be to remove the normality assumption. This would

require further progress in difference algebraic geometry to avoid the reliance on differ-

ence field arguments. Work in this direction is being undertaken by Tomašić [Tom20]

with the development of the Zariski spectrum of difference rings being approached

from a topos-theoretic viewpoint.

• Our current examples of difference exceptional covers come from known families of

classical permutation polynomials. We may then aim to work in the reverse direction

and use the difference exceptionality criterion to generate further examples in the
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classical case. This suggests potential for the exploration of links with cryptography

and coding theory, which may be appealing to the broader mathematical community.



Appendix A

List of Notation

The following table compiles notation used throughout the thesis together with a brief defin-

ition and the page upon which it is introduced.

Notation Definition Page

Ω An algebraically closed field 18

Spec(R) The spectrum of a commutative ring R 20

p A prime ideal of a commutative ring R 20

OX The structure sheaf of a scheme X 21

f∗OX The direct image sheaf on Y induced by f : X ! Y 22

f# The sheaf morphism f# : OY ! f∗OX 22

X(F ) The set of F -rational points of a scheme X 23

∆Y The diagonal subscheme ∆Y ⊆ Y ×X Y induced by

f : Y ! X

26

κ(x) The residue field of a scheme-theoretic point x of a

scheme X

26

134
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Notation Definition Page

π0 The ‘connected components’ functor π0 : Sch! Set 29

K(X) The function field of a variety X 33

Z The Galois closure of f : Y ! X 35

Gal(Z/X) The Galois group of the Galois cover π : Z ! X 35

DZ/X(z), IZ/X(z) The decomposition and inertia groups respectively of

z with respect to Z/X

35

π1(X, x̄) The étale fundamental group of a scheme X at a

basepoint x̄

41

FSet The category of finite sets 37

HomC(Y,Z) The set of morphisms from Y to Z in a category C 37

FÉtX The category of finite étale covers of a connected

scheme X

39

Fq A finite field of characteristic p 45

k An arbitrary finite field 48

k̄ The algebraic closure of k 48

km A field extension of k of degree m 48

ϕk The Frobenius endomorphism which sending ele-

ments to their |k|th power

48

k̂ The relative algebraic closure of k in K(Z) 49

X̂, Ŷ The base changes of X,Y to k̂ respectively 49

K,L, K̂,M The function fields of X,Y, X̂, Z respectively 49

A,G,H, F The Galois groups of Z over X, X̂, Y, Ŷ respectively 52

S The set of roots of the finite separable extension L/K 52

Li, L̂i A field conjugate to L, L̂ over K, K̂ respectively 52

Yi, Ŷi A variety conjugate to Y, Ŷ over X, X̂ respectively 52
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Notation Definition Page

ai An element ai ∈ A such that ai · Y = Yi 52

Hi, Fi The Galois groups of Z over Yi, Ŷi respectively 52

Â, Ĥi The subgroups of A,Hi respectively consisting of gen-

erators of Gal(k̂/k)

60

σ-Set, σ-FSet The categories of difference sets and finite difference

sets respectively

64

bSc The underlying object of a difference object S 65

N+ The set of natural numbers with the shift endomorph-

ism n 7! n+ 1

66

σ-Grp The category of difference groups 67

σ-Ring The category of difference rings 67

K-σ-FAlg The category of finite dimensional difference K-

algebras over a difference field K

68

σ() The difference endomorphism associated to a group

G where G acts on a set (S, σ)

68

G-σ-Set The category of difference sets with the action of a

fixed difference group G

68

()σ The difference endomorphism associated to a group

G where G acts on a ring (R, σ)

69

Aσs The σ-stabiliser of a point s in a group A 78

Sbσ The σ-fixed set of a group element b in a set S 78

Fix(K,σK) The fixed field of a difference field K 84

ΣM/L The set of lifts of σL to M where M/L is a difference

Galois field extension

85

fi A factor of a minimal polynomial f ∈ K[x] over L̂ 86
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Notation Definition Page

(I, σ̄) The difference set corresponding to connected com-

ponents of L⊗K L̂

87

f ′j A factor of a minimal polynomial f ′ ∈ K[x] over L̂ 87

Xσ The set of fixed scheme-theoretic points of a scheme

X

92

K-σ-FAffSch The category of finite affine difference schemes over

Spec(K)

93

σx A residue field morphism σx : κ(x) ! κ(x) for x ∈

Xσ

96

Σz The stabiliser of z in Σ 99

Σz The set of induced morphisms on the residue field

κ(z)

99

ΣZ/Y The set of lifts of σY to Z where Z/Y is a difference

Galois cover

101

I a H An adjunction where H is right adjoint to I 103

η, ε The unit and counit of an adjunction respectively 103

C/C The slice category of a category C over an object C ∈

C

103

T A monad T = (T, µ, ν) in a category C 105

CT The Eilenberg-Moore category of the monad T 106

ϕ∗, ϕ! The pullback functor ϕ∗ : C/K ! C/L induced by a

morphism ϕ : L! K and its left adjoint respectively

107

SplK(ϕ) The category of objects in C/K split by a morphism

ϕ : L! K

107

Gal[ϕ] The internal groupoid in D induced by ϕ : L! K 108
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Notation Definition Page

DGal[ϕ] The category of internal covariant presheaves in D on

the internal groupoid Gal[ϕ]

110

IK The functor IK : K-σ-FAlgop ! σ-FSet 112

HK The functor HK : σ-FSet! K-σ-FAlgop 113

SplK(L) The category of étale K-σ-algebras split by L 116

k̄m The difference field (k̄, ϕm
k̄

) 120

Σ̂M/K The subset of ΣM/K consisting of lifts of σK̂ 125
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