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To Nani, Marta, Pinuccia and Tarcisio

“How did Warsaw become Warsaw? First they built one house, then another,
and gradually a city emerged. Everything grows. Even stones grow.”

[.B. Singer (1962), Stories for Children.

Meytl, meytl, ch’vel bay dir fregn: Maiden, maiden I would like to ask you:
vos ken vaksn, vaksn on regn? (...) what can grow without rain? (...)
Narisher bokher, vos darfstu fregn? Silly lad, why do you ask?

A shteyn ken vaksn, vaksn on regn A stone can grow without rain

Tum balalayka, (popular Yiddish song) (English translation by Klezmer Conservatory Band)

Unless the Lord builds the house, its builders labor 1n vain.
Psalm 127
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Summary

The location of productive activities and the emergence of clustering dynamics has been
an 1mportant research topic since the early works of Weber (1929) and Marshall (1920

and 1921). This thesis aims at relating the processes of firms’ location decision and the
development of high-tech clusters within an encompassing theoretical and empirical
framework.

The thesis shows the empirical relevance of the clustering of high-tech sectors and
highlights the importance of the issue through the construction and use of an original
database on the location of high-tech establishments and employment (at two different
geographical levels) in four major industrialised countries. It also contains a critical
review of a number of different streams of theoretical and empirical literature which are
directly connected, or which have been explicitly put in connection by the author, with
the topic of study. In the thesis we develop a composite modelling framework for
analysing firms’ location decisions and the growth of high-tech clusters, and we
empirically test a number of crucial hypotheses in order to draw some guidelines for
economic policy.

The models presented in the theoretical chapter derive from two different streams of
literature. The first derives from the analysis of population ecology, the second from the
theory of innovation diffusion. These modelling frameworks have stressed the existence
of a critical mass and a maximum dimension of the cluster and their effects on the early
and late phases of development within the “life cycle” of a cluster. They also highlighted
the role of rank, stock, order and epidemics effects in the location decision of an
individual firm which has to decide whether to locate into a developing cluster.

The empirical evidence presented in the thesis has focused on the crucial elements of the
location process by veritying the empirical relevance of different locational factors, has
stressed the relative importance of agglomeration versus scale economies in determining
the industrial specialisation of an area, and has measured the competitive effects which
arise between the development of different clusters and the synergistic effects which are
generated within the cluster. Finally the thesis presents empirical evidence which shows
that local competition and industrial specialisation are the key elements for the success
of an industnial cluster.

A final chapter extracts some crucial policy conclusions on the role of entry versus
growth policies, on the different development path that an industrial cluster may follow
depending on the excludability condition, presents an original taxonomy of specific
policies, applies some of these findings to a brief survey of the phenomenon of science
parks and finally produces a series of guidelines for policy makers.

The conclusion summarises the results obtained in the thesis and present a brief agenda
for future research.

XI



Chapter 1

Introduction

Across a line drawn from New York to Los Angeles, the level
of economic activity is hardly uniform. In principle, the
regional economist ought to be able to predict the
agglomeration of activity at certain points (...).

R.E. Hall (1991), Booms and Recessions in a Noisy Economy.

This thesis aims to study the location process of high-technology firms and to analyse

the emergence of spatial clustering in such innovative sectors.

The relevance of the issue at study is witnessed by its current centrality in the theoretical
and empirical literature, and in the policy debate. From a theoretical viewpoint, the
analysis of spatial problems (of “geography and trade”) has recently been re-admitted to
the realm of economic theory after long years of exile. From an empirical perspective,
the analysis of spatial knowledge spillovers, together with inter-industrial ones is getting
much attention from the scholars. From a policy-oriented standpoint, the current world-
wide globalisation process, together with continental processes of integration, has
gradually but crucially shifted the focus far from the national level toward the two

extremes: the regions and the world.
The thesis 1is structured into eight chapters.

The second chapter is dedicated to a detailed analysis of the problem. In the first
sections of the chapter the empirical relevance of the issue is firstly discussed. Then a
series of statistical and economic indicators, identifying and measuring spatial industrial
clustering, are illustrated and applied to an original data-base, which has been built for

the thesis, concerning four major industrialised countries (US, UK, France and Italy).

The third chapter is devoted to a particular kind of literature survey. Different streams
and also different disciplines have been reviewed in order to highlight the theoretical
underpinnings of firm’s location decisions and the dynamics of industrial clustering. In

particular the first section is dedicated to the contributions put forward by the founding



fathers of location theory and to the analysis of three main approaches proposed by the
so-called classical school: namely “least cost”, “demand side” and “land utilisation”
approaches. Subsequently the general equilibrium representation of the location problem
has been examined, with specific reference to non-price interactions and monopolistic
competition models. Strictly connected to the previous section, a further section is
devoted to the literature originating from the contributions of Krugman, which are based
on the introduction of increasing returns and imperfect competition into the neo-
classical framework of general equilibrium. Another section deals with the “industrial
geography” approach, which sees the economic regions as the product of the striving
forces of industrial capitalism. This approach is followed by a survey of the
“technological infrastructure approach”, which stresses the relevance of scientific and
technological agglomeration economies in determining the innovative performance of a
region and its industrial specialisation. Two sections are respectively devoted to a brief
survey of Porter’s and Jacobs’ contributes. These two authors, who belongs to the
neighbouring scientific communities of strategic management theorists and economic
historitans, have acutely highlighted some interesting features of the process of
development of industrial clusters. Another section deals with Arthur’s contribution to
the theory of industrial location and shows some interesting similarities and differences
between this approach and the analysis of informational cascades. The final section of
the literature survey looks at a peculiar approach to locational issue: the biological and
ecological models, which deal with the locational process in a systemic framework. The
chapter is concluded by a table which summarises the advantages and drawbacks of

each approach when dealing with the topic of study.

The fourth chapter is dedicated to the theoretical definition of a modelling framework
able to explain the stylised fact of firm’s location process and high-tech clustering. In
particular the section 4.2 concentrates - from a macro-economic perspective - on the
development path of industries and regtons in order to explain two major questions: why
do industrial clusters not grow infinitely and why do some cluster grow and others stay

small and, sometimes, disappear. Section 4.3 introduces the role of firm expectations



into the ecological modelling framework in an attempt to build some explicit micro-
foundation for this class of models. A first appendix (section 4.4) analyses the effects of
changes in the macro-economic conditions at the national and international level on the
development of the cluster and discusses the desirability of different local industrial
policies. A second appendix (section 4.5) focuses - from a micro-economic perspective -
on the application of models derived from diffusion theory to the location process in
order to answer the following questions: Why is location a lengthy process? Why is
development generally S-shaped? Why does it display significant variance across

industries, regions and countries?

The fifth chapter contains a brief review of the empirical literature on the geographical
and agglomeration factors which explain the existence, the location and the growth of
high-tech clusters. A section devoted to a discussion of the main methodological
techniques (empirical surveys, statistical studies, econometric analyses and simulations)
available to investigate the structure and the dynamics of innovative industrial clustering

concludes the chapter.

The sixth chapter contains the empirical analysis of the thesis and makes extensive use
of the original data-set. In particular, after an introduction, the second section is devoted
to the identification of the most relevant locational factors in explaining the location
decision of US high-tech firms over the last decade. The third section analyses the
relative importance of scale versus agglomeration economies in explaining the industrial
specialisation of four major countries. In the same section the role of industrial and
geographical spillovers 1s also explicitly examined. Sections 6.4 and 6.5 show the
empirical potentialities and drawbacks of ecologically derived models in the analysis of
the processes of firms location and of the development of industrial clusters. The sixth
section builds a framework of analysis for testing the empirical relevance of three
possible interpretations on how technological externalities and knowledge spillovers
cause the growth of high-tech clusters. A final section summarises the empirical
findings and tries to bring together the different and sometimes contrasting empirical

results within an encompassing framework.



The seventh chapter presents the policy implications which derive from the analysis
performed in the thesis. These are especially relevant for two main reasons. The first
refers to the growing regional inequalities across regions. The second is the recent trends
in EU economic policy and structural intervention programmes, which have shifted their
focus from a sectoral to a territorial one. In particular, after an introduction, sections 7.2,
7.3 and 7.4 analyse, from a policy perspective, the trade-off which exists between a
development programme focused on geographical as opposed to agglomeration benefits.
The fifth section underlines the issue of entry versus growth supporting policies, while
section 7.6. shifts back into theory and addresses the fundamental question of the nature
of an high-tech cluster. The seventh section applies the above analysis to a policy
instrument which in the recent years has been diffusely used, misused and abused: the
science park. A final section, with a bit of immodesty, tries to state a series of guidelines
for public authorities which already deal and will deal, even more in the future, with the

dynamics of industrial innovative clusters.

A final chapter summarises the results of the thesis, and set the future research agenda.



Chapter 2
What do we know about the clustering of high-tech

firms?

Regional or “spatial” economics can be summed up in the
question: “What is where and why (...)?7" Where refers to
location in relation to other economic activity; it involves
questions of proximity, concentration, dispersion, and similarity
or disparity of spatial patterns (...). Until fairly recently,
traditional economists ignored the where question altogether,
finding plenty of problems to occupy them without giving any
spatial dimensions to their analysis. Traditional geographers,
though directly concerned with what is where, lacked any real
technique of explanation in terms of human behaviour and
institutions to supply the why and resorted to mere description
and mapping.

E.M. Hoover (1971), An Introduction to Regional Economics.

2.1. Do firms cluster?

From a theoretical viewpoint, when observing the spatial distribution of a phenomenon
(say the location of firms) in a given territory (say a nation or a region), three main
structures can emerge: clustering (i.e. most firms tend to concentrate in a single or in a
few locations), avoidance (i.e. all firms tend to be uniformly scattered, in order to

maximise inter-firm distances) and independence (i.e. no clear spatial pattern is visible,

locations are as if determined by a random process). A specific branch of statistics! is
devoted to the identification of specific patterns of distributions of events over a plane

which can be tested against the null hypothesis of “complete spatial randomness”. Such

an hypothesis implies (1) that the intensity of events (in our case firms’ locations) does

not vary over the plane and (ii) that there are no interactions among events?. It is easy to
see that the location of firms does violate both hypotheses since (1) there are
considerable variations in the spatial distribution of firms and (i1) the previous location
of firms at a given site is likely to influence (in various ways, both positively and

negatively) the location of other firms in the same and in neighbouring areas.

1 Namely the statistical analysis of spatial point patterns.



From an empirical point of view, firms generally do cluster, and they often cluster
according to industry. In every country there is plenty of evidence of the phenomenon of
local concentration of specific types of firms due to a plurality of different causes

(historical events, knowledge spillovers, availability of raw matenals etc.).

Moreover there is a conventional wisdom?3 in the economic literature that high-tech
firms are even more likely to cluster than other types of firms because of the relevance
that agglomeration economies and knowledge spillovers play in these industries. Finally
this process, which is often spontancous, may be fostered by specific industrial and
territorial policy interventions, e.g. the creation of science parks, in order to achieve
traditional economic policy targets such as the reductions of unemployment, the
promotion of economic and social cohesion, the improvement of the international

competitiveness of the national economic system.

This chapter aims at showing the empirical relevance of the issue discussed in the thesis.
In order to accomplish this task we firstly analyse a series of graphical tools and

statistical indexes which are used in order to detect and measure the existence and the

size of clustering phenomena. The existing empirical evidence is briefly reviewed and

then new empirical evidence relating to four developed countries is presented.

2.2. How can clustering be detected?

The phenomenon of industrial clustering?® can be roughly illustrated by a simple

geographical re-aggregation® of a general industrial data set - such as: the US County
business patterns, the British Census of production, the French Enquéte annuelle

d’entreprise regionalisée and the Italian Censimento generale dell’industria,

2 The independence assumption would be violated if the existence of an event at a given point either
encouraged or inhibited the occurrence of other events in the neighbourhood of that point.

3 Although recently disputed by Krugman (1991a and 1991b).

4 Although in the literature clustering and agglomeration are often used as synonymies, in the thesis the
first will be used to define a static phenomenon of a higher than average spatial concentration of a given
type of firms, while the second will be used in conjunction with the concepts of economies and
diseconomies to define a dynamic phenomenon which c¢an cause the existence of industrial clusters.

> However it is not so simple to obtain a geographical description of the productive structure of a
Country. For the UK, for example, few data are published (in official ONS publications such as: Regional
Trends, Local Authority District Analysis of UK Businesses, and Business Monitor) and often these data

are aggregated at a geographical or a industry level which does not fit the scope of the analysis. For some
countries (and in particular for the UK and France) it has thus been essential to acquire unpublished data.
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commercio, servizi e artigianato - in order to observe the spatial distnibution of X;,,

where X is the measured variable (this being the number of establishments, the

employment level or the sales value) in industry i, in the geographical sub-unit r.

The use of the letter r to define the geographical unit under study derives from the

concept of region which will be used, throughout this work, to define a generic

administrative sub-unit of a Country®. In this chapter, however, it will be used either the
official national denominations (such as County and Region, for the UK; Provincia and
Regione, for Italy), or an artificial ad-hoc classification composed by FLAs and SLAs.
First level area (FLA) defines: Provincia (I), County (UK), State (US) and Département
(F); second level area (SLA) defines: Regione (I), Region (UK), Census Division (US),
Region (F). FLAs and SLAs have been created because of the lack of a coherent

international hierarchic definition of geographical areas’. The classification used in the
thesis is therefore based on a simple principle. FLA is defined as the first coherent level
of an analysis of economies and diseconomies of agglomeration and is often used by
policy maker as the first level of economic policy. SLA allows one to consider other

sources which can explain the structure of industrial clustering by taking into account
some macro factors and existing geographical differences within a country in the labour

force skills, business climate, physical and informational infrastructures (such as the

Italian or British “North-South divide”, the US “industnial belts™).

2.2.1. Simple counts, percentages and location maps

Simply by looking at spatially re-arranged data sets, one may have a feeling of whether
or not a relevant number of firms and workers belonging to certain industrnies are

concentrated in some specific geographical area. One may further compare the local

amount of high-tech activities with the national average X = A;R , where N is the

6 While the term cluster will be used to identify the economic entity which is defined by the combination
of an industry and a region.

7 EU has its own threefold geographical classification (NUTS) but this does not correspond to the single
country definitions of administrative units (i.e. NUTS2 in [taly are not regions but sets of regions) and, by
definition, does not take into account the US.
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number of regions in the larger geographical area of reference (usually the nation) which

N
iscalled R,and X;z = ), X;, .

r=1

One can also calculate the local percentage (of the national industry total) through the

following ratio:

AX ., = Lir ; 2.1)
XiR

in order to measure the relative distribution of an industry in different regions®.

Alternatively, if one plots the data (on establishments, employment or sales) regarding a
specific industry or group of industries on the map of a country, and uses some simple
graphical techniques (as using darker shades to indicate the presence of a stronger
phenomenon or spot of different dimensions, where the dimension of the spot 1s
proportional to the size of the variable under study), then the emergence of spatial

concentration of X;. can be made graphically evident. Figure 2.1. and 2.2 illustrate the

use of such techniques?.

8 This percentage is a building block of several concentration indexes which will be illustrated in section
2.2.3.

J Throughout the thesis, US maps do not include Alaska and Hawaii in order to obtain a larger picture of
“continental” USA.
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Figure 2.1. Geographical distribution of integrated circuit manufacturing
establishments (1982)
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Figure 2.2. Location of US manufacturing employment (1990)
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However the simple geographical descriptions offered by such location maps cannot be
taken as indisputable evidence of the existence of industrial clustering, for they can be

criticised on a number of grounds.

2.2.2. Relative vs. absolute effects

The biased distribution of the percentages of establishments and employment towards
certain locations can be simply due to the fact that some areas are larger and/or more
densely populated than others. In order to achieve a more precise description of the
clustering phenomenon one should thus utilise some slightly more sophisticated

indexes.

The eastest and most popular “trick”, to solve the area size-bias problem, 1s to weight
the number of firms and/or the level of regional employment in industry i by the size of

the local population P.. In this way, clustering in larger and densely populated areas is

no longer overestimated. One then looks at PX, , where

PX =— (2.2)

However, when using this normalisation technique one must take into account that the
spatial distribution of a population is not an entirely exogenous variable; on the contrary
an industrially developed area is likely to have a density of population above the average
because of the “labour market pull” phenomenon. One must also consider that,
especially at low geographical levels, as in FLAs, such a technique does not take into

account commuting and can therefore result in highly biased measurements.

Alternatively, one can use as weights the local amount of manufacturing employment,

M, , where I 1s the total of all manufacturing industries i. This last measure seems

preferable because it takes into account the “manufacturing” size of the region and
avoids the underestimation of particular locations (such as, for example, the Silicon
Valley) where there 1s either a feeble manufacturing tradition (and a strong primary
sector) or an extremely developed tertiary sector, and the only manufacturing activities

in site belong to high-tech industries. Formally one then uses:

MX. =—2=X (2.3)
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A more subtle technique relates to the use of location quotient, LQ. ., which allows one

to compare the specialisation of an area with respect to a larger area unit (which 1s used
as a reference). More formally, if one wants to measure the relative specialisation of
region r in industry i with respect to a larger area R (say the nation) and the total of
manufacturing industries I, by using the variable X (i.e. number of firms, size of

employment, sales), then the location quotient can be written as follows:

X,

r

LOx =% (2.4)

iR

P

P<

IR

The location quotient!® measures the ratio between the industrial specialisation of the
smaller area in comparison with that of the greater one; when its value is greater than
one, then the local economy is more specialised (in that particular sector) than the larger

economy; the opposite holds if the value 1s smaller than one.

However it must be noted that location quotients - as with any other relative measure of
specialisation - are not substitutes for absolute indexes, for the two give complementary
information. Absolute indexes and their graphical counterparts (the so called location
maps) show the localised consistence of a phenomenon; while relative indexes on the
one hand may help to eliminate size related biases but, on the other, run the risk of
overestimating specialisation in case of negligible absolute relevance. Furthermore the
majority of micro phenomena involved in agglomeration dynamics have an intrinsically
non linear nature, where threshold effects and critical sizes play a major role. For these

reasons the absolute value of a localised variable can give more analytical insights than

other more sophisticated relative indexes.

2.2.3. Measures of spatial concentration and Inequality

The study of industrial clustering 1s similar to the analysis of the degree of concentration

of an industry. In other words the task of the researcher is similar: he/she must find a

10 ope may further note that this quotient has different names in different streams of literature. In the
international economics literature, where the measured variable is the value of exports, it is called Balassa
index or index of revealed comparative advantage; in the applied industrial economics literature, where
the measured variable is the number of patents, it is called index of revealed technological advantages or
index of comparative technological specialisation (Paci - Usai, 1997).
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uni-dimensional measure, incorporating two relevant aspects of the structure: the

number of units and the inequalities in size of such units11,

Thus the ideal index of spatial concentration SC should be a function of: the number of
areas N where the studied phenomenon is present, and the size inequalities Q of the

phenomenon across the areas (Waterson, 1984), such that:
SC= f(N,Q); fu <0,fy>0

for it is natural to assume that the smaller the number of areas where a given industry is
present and the more unequal the distnibution of the industrial location across these
areas, the more spatially concentrated is the industry. There 1s an encompassing “and

also enlightening way of thinking of concentration, namely as a weighted sum of (area)

shares!?;
sc =Y s.6); 0<g(s, )<
r=1

where g(s, )is a weighting scheme” (Waterson, 1984, p. 168).

Among all the possible indexes and measures of spatial concentration (which have been
adapted from industrial economics handbooks) my thesis will focus on the following -
concentration ratio, Herfindahl index, coefficient of variation, Gini coefficient (in two
different version), and Linda index - which may all be considered as different

interpretations of the above mentioned general measure.

The spatial concentration ratio SCR is the simplest and - ranking regions by the number

of establishments (or level of employment) - is defined as the sum of the shares of
industry located in the first n regions (where n is chosen as a significant threshold for

measuring spatial concentration):

SCR, = Y's, 2

<SCR. 2.5
2. Y SCR,_ <1 (2.5)

I1 Here size refers to the local amount of the variable under study (number of establishments,
employment level, etc.).

I2 The share is calculated as the local amount of the measured variable divided by the national total and is
thus equal to Ax;, defined as in (2.1).
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SCR_is a discrete index, for it refers only to a specific point of the cumulative

concentration curve (described below). For this reason it is possible that for different
values of n, a given industry i may appear both more and less concentrated than another.

Furthermore it appears rather arbitrary (if not useless) to compare SCR,, for countries

which have different numbers of sub-national areas N13.

The second measure of concentration proposed is the spatial version of the Herfindahl

index, which 1s defined as follows:

i 1
SH, =) s2; ~ SSH, <1 (2.6)

If an industry is equally distributed among all the areas (and therefore we deduce that

clustering is not very prevalent), then SH; = 1/N. The more unequal is the geographical

distribution of the industry (keeping N fixed) the closer the index is to onel4. The main
difference with the standard concentration ratio refers to the fact that in the industnal

economics literature the maximum number of firms is an endogenous variable which

can take very large values!>, Here, on the contrary, the number of “populated areas” is
upper bounded by the exogenous number of areas (FLAs or SLAs) in which the country
is divided. Therefore, for the purposes of this study, we have calculated a normalised

version of the index SNH, which takes into account the existing differences in N

between varnious countries. Formally:

1
SH, Y
SNH, =—7—5" 0<SNH, <1 (2.7)
N

This index has the advantage that its value varies between 0 (uniform distribution) and /

(locational monopoly) irrespective of the number of areas into which the country 1s
divided.

13 1t is possible to normalise the value of SCRin in order to allow for international comparisons so that the
transformed index, RSCRin, would vary between 0 and 1 irrespective of the value of N. RSCRin = (SCRin -
n/N)A1 - n/N). However the value of such a transformation is at least doubtful since the direct connection
with the percentage of the first n areas is lost.

12 The limit being when the whole of an industry is concentrated in one single area, a situation which can
be defined, following Arthur’s (1990) terminology, as locational monopoly, where SCRy = 1.
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The last concentration measure considered in the thesis is the Linda index, which is a
discrete index based upon the concentration ratio allowing for inequalities between
different largely “populated” areas which has been extensively used in EC studies of
industrial concentration (Linda, 1986). The spatial version of Linda index for the first n

regions (ranked as in expression 2.5) can be defined as follows:

l < n-r SCR
[ =——— —_— 2.8
Sk, n(n-]); r SCR -SCR, (2.8)

If all regions up to the nth are equally populated, then SL_ =1/n.If the (n + I)th region

i1s much less populated than its predecessor, the index SL_.,will be much larger than

n+l

SL_. The use of a series of Linda indexes, calculated for different values of n, helps to

identify an “industry spatial core”!® which is defined by the number of regions for

which a minimum value of SL_is reached.

Other measures used in the analysis - which cannot be properly defined as concentration
indexes but rather as inequality measures - are the coefficient of variation and the Gini

coefficients.

The coefficient of variation is the simplest statistical measure of inequality. It 1s
calculated as the ratio between the standard deviation and the mean of a distribution of a
given variable and it is therefore independent of the variable’s mean value. Formally,

the spatial coefficient of variation can be expressed as follows:

SCV, = ..;. SCV, 20 (2.9)

ir

If an industry is evenly distributed across areas, then the value of the spatial coefficient

of variation is equal to zero. The higher the value of SCV, the more unequal is the

spatial distribution of the industry in a given territory.

The Gini coefficient, which is commonly used to describe the degree of income

inequality within a country, can be easily modified in order to measure the degree of

15 And the average firm dimension is negligible, as in the perfect competition case.

16 The industry spatial core - which can be seen as the spatial counterparts of Linda’'s or gil?al concept of
“oligopolistic arena” - can be sensibly identified only if the selected areas (or at least a significant part of
them) are spatially contiguous.
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inequality in the spatial distribution of a given country. It is calculated as the ratio of

two areas!” described in figure 2.3.

Figure 2.3. Geometric representation of Gini coefficient

cumulative share of
manufacturing

B

cumulative share of industry i 1

Referring to figure 2.3, the Gini coefficient is equal to A/A+B); since the area of the

triangle (A+B) is, by construction, equal to 1/2, it follows that

G =2A=1-2B.

T A+B

In this thesis two versions of the Gini coefficient have been used differing in the
definition of “uniform distribution”, “Locational Gini coefficient” (LG) considers as
uniform a spatial distribution of industry i such that each area r registers exactly 1/N of

the total of the industry; formally:

N
N+ 1- 22 rsf,.
LG; = ———— L —; 0<LG; <1 (2.10)
N
“Krugman-Gini locational coefficient”!8 (KG), considers as uniform a spatial

distribution of industry i such that each area registers exactly the same shares for

industry 7 and for total manufacturing I. Formally:

17 The first being the area enclosed between the cumulative concentration curve (also called locational
curve), and the diagonal of the diagram (a 45-degree line), the second being the area of the whole triangle
(by construction equal to 1/2).

I8 This index has been known for a long time in the regional science literature as “index of localisation™
(Florence, 1948; Isard, 1960). However in the thesis we call it “Krugman-Gini locational coefficient”
since it has been re-discovered by mainstream economics after its use in Krugman (1991a).
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0< KG, <1 (2.11)

By referring to figure 2.3 in order to calculate KG we substituted the cumulative number

of regions (from I to N) with the cumulative regional share of total manufacturing. To
ensure a better comparability with LG, differently from Krugman (1991a), we halved the

value of his original index, so that in the thesis, KG varies between O and 1.

A final index refers to the degree of spatial association displayed by different high-tech
industries. This index, which is calculated as a correlation coefficient between the
regional relative distribution of two industries, allows one to measure the degree of

similarities existing between the spatial patterns of a couple of industrial sectors.

ZMXirMXjr
SA, = Lt -1< 54, <1 (2.12)

() (g

where MX, 1is defined as in (2.3).

When the spatial association coefficient SA, is close to 1, the industries are highly

spatially associated (when one industry records a high value in a region, the other

records a high value too); when SA, is equal to —1, there is spatial avoidance between

the industries (when one industry is predominant in a region, the other is absent)!”. By
calculating the average across all high-tech industries within a country, one has a rough
indication of the homogeneity or heterogeneity of the locational preferences of high-tech

industries.

2.2.4. The definition of clusters

1) Spatial definition

A prime issue relates to the best geographical definition (or the size) of the area in
which to detect clusters. In the empirical literature, different sizes have been chosen in

order to 1identify firms clusters.

19 This index is thus different from the index of geographic association (Florence, 1948) which, being
based on the coefficient of localisation, varies between 0 (complete geographic association) and 1 (non
geographic association).
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It we limit the analysis to standard administrative entities for which data are available,

one can study the process of firm location, in the US case, with respect to 4 Regions, 9
Divisions, 51 States?? or 3126 Counties. In the UK one can base the analysis on 4
Countries, 11 Regions, or 65 Counties®!. In Italy one can look at the agglomeration

issue on the basis of 20 Regioni or 95 Province??. In France one can focus the analysis

on 22 Régions or 95 Départements.

In most cases, the level of the analysis is determined by the availability and the overall

manageability%3 of data. In general one must perform the analysis at the territorial level,
which corresponds to what geographers would call “homogeneous or uniform region”,
(1.e. areas characterised by similar industrial structure, demographic patterns and labour
market dynamics) and which fits best the topic at hand. However, it is very difficult to
find such homogeneous regions in practice (Boudeville, 1966). For this reason, later in
the chapter some descriptive analyses - aimed at showing the existence and the
relevance of clustering of high-tech industries in different countries - have been
performed both at the FLA (County in the UK, Département in France, Provincia in
Italy, State in the US) and at the SLA level (i.e. Region in the UK, Région in France,
Regione 1n Italy, Census Division in the US). The use of SLAs allows one to test

whether economies of agglomeration extend their influence over a wider space or, on

the contrary, dynamics of locational orphaning prevail24.

1i) Industrial sector definition

This issue is threefold: it firstly relates to the definition of an industrial cluster per se, it

also refers to the definition of what high-tech industries are, and finally it concerns the

20 Since we count the District of Columbia as a State.
21 Since we count Scottish Local Authorities as Counties.

22 At present in Italy there are 103 Province. Since 1991 (date of the last industrial census) 8 new
Province have been created by splitting old ones.

23 There is a trade off between the level of geographic disaggregation (and accuracy) and the number of
observations which can be reasonably studied.

2% “When attractiveness varies smoothly over the landscape, then places near a location with a larger
number of firms are similar to this location geographically; and they are not sufficiently more attractive to
overcome the agglomeration advantage of their dominant neighbour. These places have become
dynamically orphaned, and we can say they lie within the agglomeration shadow of their dominant

neighbour” (Arthur, 1990, p. 240).
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international comparability of different countries’ industrial classifications, statistical

standards and data collecting procedures.

When one is interested in analysing industrial clustering - which is the product of
several interacting forces such as, among others, enjoyment of agglomeration

economies, reduction of search costs, exploitation of a localised source of skilled

labour?? - one should carefully consider what is the most appropriate level of analysis
(usually expressed in terms of number of digits in the official industnial classification).
Wider definitions of industries runs the risk of mixing high-tech and not so high-tech
activities, narrower ones may prevent the identification and the analysis of technological

and productive interdependencies existing between different sub-sectors within the same

industry29,

With regards to the sectoral definition of high-technology activities, in this work we

examine the most prominent high-tech sectors according to the OECD (1986) definition

which is based on the percentage of sectoral R&D expenditure over total sales, which

that should exceed the value of 3%%7. The high-tech sectors analysed in the thesis are:
Aerospace, Computers and office machinery, Electronic components, Pharmaceuticals
and Instruments. The last industry - for all countries, except France - has been divided
into 4 homogeneous sub-sectors: Medical instruments, Measurement instruments,

Industrial process control instruments, and Optical and photographic equipment.

We built a macro-sector (called total high-tech) as the sum of the previously mentioned
industries and - in order to test the claim of Krugman (1991a) that agglomeration 1s not
specific to high-tech industry but, on the contrary, it is displayed more fiercely by
“traditional” sectors - we chose two “benchmark sectors” to represent the medium and

the low technology industries: Motor vehicles and Textiles. In this way, industries

25 For more on this issue, see section 5.2.4.

26 This is a debated issue. Swann et al. (1998) use a narrower level of industrial classification, than the
one used in the thesis, arguing that most innovative spillovers develop within (and not between) a NACE
3-digit industry.

27 Later, OECD (1997) has changed the threshold for high-tech sectors (from 3% to 4%). However this
has only marginally changed the list of sectors. Furthermore the list of high-tech industries used in this

thesis has become a conventional wisdom in the empirical literature (see, between others, Acs - Audretsch,
1989; Castells - Hall, 1994; Feldman, 1995; Hall - Markusen, 1985; Keeble, 1988; Luger - Goldstein,
1991; Malecki, 1991; Oakey, 1981a; Premus, 1982).
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belonging to all types of the Pavitt taxonomy (Pavitt, 1984) are included in the

analysis2®.

As far as international comparability of data is concerned, we used the European NACE

industrial classification at three digit level as standard. In France data at the
Département level were collected according to an older classification (the NAP, Niveau
100) and therefore a correspondence table between the different classifications had to be

constructed (see table 2.1). A similar procedure has been followed to allow the

comparability of US data, originally recorded according to SIC (1987 version)??.

ili) Measured variables definitions

At this point we need to choose the variable to measure industrial concentration. Most
of the studies on this issue utilise data on local employment, some of them use firms (or
local units) count, virtually none uses sales data. The first two variables could be used
interchangeably, according to data availability. Very few studies utilise total sales

because of the difficulty in obtaining these data at a highly disaggregated territorial

level.

However it is easy to understand that, although these variables are highly and positively

correlated3Y, mapping industrial location through three different variables can result in

different pictures.

The number of business units (these being either firms or establishments) is utilised to

obtain a description of the solidity and vitality of sectoral industrial structure and

28 According to Pavitt (1984) Aerospace, Computers and office machinery, Electronic components, and
Pharmaceuticals are science based industries, Instruments belongs to both science based and specialised

supplier industries, Motor vehicles is a scale intensive industry, and Textiles is a supplier dominated
industry.

29 For more on this issue see section 2.3.2.

30 While it is easy to see why employment and sales are correlated (this is a direct consequence of a
reasonable assumption of similar productivity of firms in the same sector), it seems more difficult to
explain the correlation existing between the number of establishments and other size-related indicators
(employment and sales) which may logically appear to be inversely related (on a particular location one
can find either one large establishment or several small ones). However it must be noted that, generally,
large establishments are surrounded by lots of small local suppliers and sub-contractors, and this is
especially true for high-tech firms which need a stable local network of highly specialised suppliers in
order to establish an efficient web of producer-user interactions (von Hippel, 1988). Thus the existence of
one large establishment in a particular site is likely to be associated with the presence of several other
(small) ones in the same or neighbouring locations.
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entrepreneurship>!. This variable, however, does not take into account any existing
difference in firms’ sizes. A locational map based on firm numbers can therefore

overestimate emerging local clusters of small (often relatively young) firms at the

expense of established locations where the average business unit size is higher??.
Furthermore some relevant phenomena which generate agglomeration economies (such
as producer-user relationships, knowledge spillovers, and local competitive spurs) are
related to the number of different business units more than to the local size (in terms of

employment or sales) of the industry.

The level of reporting units constitutes another issue: most of the data are collected both

at firm and establishment33 levels. We decided to use the number of establishments for
three main reasons: first, production takes place at the establishment level and so we can
choose the interesting units in case of market-diversified firms; second, the location
decision is often taken at the establishment level (and this is especially true for firms in

high-tech industry, where the typical organisational structure is flat and non-

hierarchical); third, we wanted to avoid the overestimation of metropolitan areas (and

especially capital cities) where most firms locate their headquarters34.

Industrial employment is the size-related variable most widely used in location studies.
Through employment data one can better assess both the absolute and the relative size
of specific industries at the local and national level. However, when using this variable,
one runs the risk of identifying as industrial clusters, the locations of large isolated
firms. Furthermore it must be stressed that, as labour is an input to the production

process, every measurement built on it does not take into account the existence of

31 A well established stream of industrial economic literature - devoted to the analysis of firms birth and
death processes (see, among others, Keeble - Wever, 1986; Storey 1982; Vivarelli, 1994 and 1995;
Audretsch - Vivarelli 1996; and the special issue of Regional Studies, 1994) - is based on the analysis of
these data.

32 It must be noted, however, that for a significant number of US high-tech industries (Computer and
office machinery, Electronic components, Aerospace, and Computer services) the average establishment
size has steadily decreased in the last forty years.

33 Which is sometimes defined also as plant, local unit or reporting unit.

34 This has been the reason why we were compelled to use the old NAP 100 classification for France. The
data classified according to NACE are recorded in terms of firms (and due to the peculiar geographical

corporate structure of French industry, more than 80% of all high-tech firms are located in the
Département of Paris).
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differences in productivity. In this way one can overstate the importance of specific

locations where technology is particularly labour-intensive?>.

Total sales (or turnover) registered by firms located in the area is probably the best
candidate for an “objective” survey of industrial location. Sales are, by definition, an
output measure and, although indirectly, they allow one to measure the “industrial
competitiveness” of an area. If 80% of the total sales of a specific sector comes from a
particular region, then this region (irrespective of firm numbers and employment) must
surely be the place where industrial clustering pays. Unfortunately, the difficulty in
obtaining such data (which are usually not recorded by the Census) hinders such

analysis.

1v) Time framework

The final issue relates to the time framework of the analysis. In this thesis we perform
different empirical exercises, each exercise requiring different types of data. The
descriptive statistic analysis contained in this chapter utilises the most recent data for
every country of our sample. In chapter 6, the dynamic analysis requires the longest
possible time series, while other econometric exercises requires panel data. For these

reasons we end up using, for the static analysis, 1991 data for Italy (1991 being the last

census year), 1995 unpublished data for both France3® and the UK37, and 1994 for the
US. The dynamic and the panel data analyses have involved mostly the use of US

County Business Patterns38 - which gives yearly data on number of establishments and
employees from as early as 1948 at various industrial and geographical disaggregations -

together with other sources of data (described in section 2.4).

33 This limitation appears less severe if one considers that, especially within the high-tech sectors, the
variance in the production function of different firms is reasonably small.

36 Data for France were obtained by INSEE within a joint research project - between the Italian and the
French Research Councils - carried out by the author with Christian Longhi (Latapses-CNRS).

37 Data for the UK are published by ONS exclusively at Standard Statistical Region Level. For this
analysis we expressly acquired data on “count and employment” at County level.

38 From 1948 to 1975, County business data are available, only in print, in some US public libraries (thus
we accessed the Library of the Congress in Washington D.C.), from 1976 to 1986 data are recorded on

(“old fashioned” 9-track 6250 bpi) magnetic computer tapes, from 1986 onwards data are available on
CD:s.
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2.3. Where do high-tech firms cluster?

2.3.1. Existing empirical evidence

In many countries, the spatial concentration of innovative firms favours already

established regions, fostering regional economic growth in these advantaged areas, and

increasing spatial development gaps. In Italy the innovative activity>® of two main
industrial regions (Piemonte and Lombardia) accounts for the 60% of the national total
(Antonelli, 1988; Ciciotti, 1992; Maggioni - Miglierina, 1995). In the UK, the South-
East region dominates in the location of high-technology manufacturing and services
(Howells, 1984; Begg - Cameron, 1988; Oakey, 1984). In the US, five states (California,
Massachusetts, New York, New Jersey and Pennsylvania) account for more than 50% of
total shipments of semiconductors and integrated circuits (Scott, 1988a; Storper -
Walker, 1989). A slightly different list (which includes Florida and Illinois and excludes
New Jersey and Pennsylvania) records more than 40% of total US establishments in the
medical devices sector (Scott, 1993). In France, a large and expanding industrial region
(called “la Cité Scientifique”) which is formed by a loose aggregation of 87 City
Councils belonging to four Départements in the outskirts of Paris (Yvelines, Hauts de
Seine, Val de Mame and Essonne) accounts for more than one third of the French total
high-tech employment. In Japan two major metropolitan areas (Tokyo and, in a minor
way, Osaka) constitute the core of a very rigid centre-periphery territorial structure for
high-tech industries, both for R&D and production departments (Morita - Hiraoka,
1988).

A conventional wisdom, which has gradually emerged in the existing empincal
literature on the issue, states that high-tech firms cluster in large sub-urban areas close to
and easily connected to metropolitan arcas. Both production externalities and
consumption externalities are responsible for this choice. From a production
perspective, innovative firms (which are usually both small and newly established) look
for an urban area close to a university (or a research centre) with a good scientific and
technological reputation where a highly skilled labour force is easily available, and
connected to the rest of the world by modern infrastructures of transport and

communication. From a consumption perspective these areas should also be endowed
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with pleasant residential areas, with the presence of natural and cultural amenities and
without congestion phenomena (such as pollution, traffic, noise, criminality) typical of
the inner cities of a large metropolis. However it must be considered that - because of
the existence of agglomeration economies and locally increasing returns to location - the
exact positioning of an industrial cluster within a region may well have been initially
determined by chance or by historical accidents to become later established because of

the cumulative nature of firms’ location processes.

The applied empirical literature on the issue is rich in case histories which try to identify
the reasons for success of famous high-tech cluster such as: Santa Clara County (US),

and Route 128 (US) for the semiconductor and computer industries; Orange County

(US), West Yorkshire (UK), and Mirandola (I)*0 for bio-medical apparatus and medical

instruments; Hertfordshire (UK) and the North Carolina ""tri:.mgle"”'41 (US) for the

pharmaceutical industry; Toulouse (F) and Seattle (US) for aerospace industry.

Some of the above mentioned experiences may be defined as “spontaneous” clusters
since they were generated and developed by a series of autonomous location decisions.
Others clusters are either the pure product of the will of a regional planner (in vitro
location) or, more often, a combination of local authorities planning and individual
firms autonomous decisions. There are many different names which have been used, in
the literature, to define these “artificial clusters” such as: technopolis, science parks,
innovation centres, etc. In these cases, clustering is not the sole result of autonomous
entrepreneurial choices, but also the response to a planned structure of locational

incentives.

Nowadays the support to science and technology activities is in on policy agenda of any
public decision maker (both at local and at national/super-national level). The fostering

of innovative industrial clusters is one of the main instruments through which such

39 Measured by the number of patents, the R&D employment and the R&D expenditure.

40 However it must be noted that typical Italian high-tech clusters are somehow dissimilar from the ones
existing in other countries. Italian cluster are based on a lower level of technology and they consist in a
new variety of the “industrial district model”, where medium and advanced technology are adopted and
adapted to the needs of mature sectors.

41 1dentified by the cities of Raleigh, Chapel Hill and Durham.
23



policy may be effectively implemented. It is thus becoming more and more difficult to

empirically distinguish between spontaneous and artificial clusters2,

Section 2.3.2 is devoted to a detailed presentation of the results obtained by the author

using an original database for studying the geographical localisation of high-tech

industry in four major industrialised countries (USA, UK, France, and Ita1y43). The
analysis is conducted in such a way as to identify the major high-tech clusters and to

empirically demonstrate that high-tech firms do cluster. The aim of the entire thesis, is

to go further and to also try to discover how and why firms cluster.

2.3.2. New empirical evidence

1) Data description and transformations

This section illustrates the original data set which has been used for the descriptive

analysis and highlights the limits to the comparability of the figures.

For all countries data have been recorded on number of establishments and employment
at both FLA and SLA levels. Sector identification codes are defined following the EU
NACE classification: 244, Pharmaceuticals; 300, Computers and office machinery; 321,
Electronic components; 331, Medical and surgical instruments; 332, Measuring and
controlling devices, search and navigation instruments; 333, Industrial process control
instruments; 334, Optical and photographic equipment; 353, Aecrospace; 170, Textiles;
240, Motor vehicles; D, Manufacturing. A macro-sector, denominated total high-tech,
has also been built as the sum of all high-tech sectors. Exceptions to this scheme are the

following: in France there is only one instrument sector; in the UK most of the figures

for employment at county level have been removed by ONS to avoid disclosure** and

therefore some indexes have been calculated only on establishments data. For the UK

42 For a theoretical discussion about this issue, see Chapter 7.
43 Ranked in terms of relative size of total hi gh-tech employment.

44 A similar, but minor, problem regards US data. In that case, however, censured employment figures
were substituted by size class flags. Differently from Krugman (1991a) we decided not to drop these units
from the statistical analysis and we substituted the size class flag with the median of the size class (i.e. the
“C” flag, corresponding to a size class of 100-249 employees, has been substituted by a figure of 175). By
checking the resulting industry totals, obtained by adding the figures for all States, against the official
figure for USA, we discovered a negligible “error” (the average size being equal to 0.64%).
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we were also unable to get data for the medium and low technology sectors (Textiles

and Motor vehicles).

Table 2.1. The original database

industrial classifications
Industries NACE NAP SIC
(ITA) (FRA) (USA)

Pharmaceuticals 244 244
Computers and office machinery 300
Electronic components 321 321
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ii) Absolute and relative measures of industrial location

United States of America

The data on the USA (which, with a total figure of 23,455 high-tech establishments and
2,328,400 high-tech employees, represent the largest national data set in our sample)
confirms the conventional wisdom of a rather polarised structure. The first two positions
in the absolute rankings for high-tech sectors record only 11 different State names
(California, Florida, Illinois, Massachusetts, Minnesota, New Jersey, New York, North

Carolina, Pennsylvania, Texas, Washington). California is the top location for all high-

tech sector*?, New York and New Jersey lead only in two relatively more “traditional”
high-tech sectors (Pharmaceuticals and Optical and photographic equipment) while
Textiles firms and employment are concentrated in North Carolina and the Motor
vehicles industry is mainly concentrated in California, in terms of number of
establishments, and in Michigan, in terms of employment. In general, the first ranked

State records a level of plants and employment which is about ten times the national

43 And also for total manufacturing.
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average46. Looking at industrial percentages, California has about 20% of the national
total of all high-tech sectors (against a corresponding value of 10% as far as total

manufacturing is concerned), although the largest percentage of employment in one state

refers to Optical and photographic equipment in New York (over 37%)*7, followed by
Textiles in North Carolina (31%).

The use of relative measures substantially changes the picture. When one uses total
manufacturing employment as a weighting criterion, the number of States which get at
least once in the three first positions rises to 20; Massachusetts takes the lead followed
by New Jersey and New Hampshire. A similar result is obtained by dividing the
measured variable by the State population: 17 States are ranked in the first three
positions and New Hampshire takes the lead followed by Connecticut and New Jersey.
The similarity of the two relative rankings becomes clearer when the analysis 1s
performed at SLLA level; in that case, New England becomes the leading division,
followed by Middle Atlantic and Mountains - when total manufacturing is used - or by
Pacific and Middle Atlantic - when population 1s used. These data seem to suggest that,
because of California, the centre of the US high-tech activity has now shifted towards
the West coast; nevertheless the East coast, in which the majority of these sectors have
first developed, is still alive and kicking. Another interpretation refers to the fact that,
while the West coast and Mountains States are experiencing a relatively recent “wave”
of industrial development which influences a large number of industries, the East
coast’s industrial structure has already experienced a rationalisation process and a shift
from the old manufacturing core towards a selected sub-set of high-tech industries and
advanced services. A further explanation regards the long established strength and

tradition of East coast universities and the effects of this tradition in terms of knowledge

spillovers and the creation of a local pool of skilled workers.

Location quotients, calculated on the number of establishments at the FLLA level, show
the high degree of specialisation in the total high-tech sector of Massachusetts, followed

by New Hampshire and Connecticut. These data substantiate the image of an East Coast

40 With the exception of the Californian Computers and electronic components (establishments), being

around 15 times larger, and the Michigan Motor vehicle (employment), being 20 times larger than the
national average.

47 Which can be explained by the presence of Kodak.
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which, despite the loss of the leadership in absolute terms in favour of the West Coast

and the Mountains Region, still shows an industrial structure specialised in the most

innovative sectors?®.

The single industry rankings and values of this index are as shown in table 2.2. The
specialisation of Kansas in Aerospace industry is second only to the specialisation of the

Carolinas in Textiles.

Table 2.2. Location quotients for US at FLLA level (establishments)

Industries| first ranked State | LQ | second ranked State | LQ _
244 [NewJersey | 248[Maryland | 2.19
800 [Massachussets [ 2.28|New Hampshire | 2.26
321 |NewHampshire | 2.69|Massachussets | 2.22
331 [Utah | 2.09|Colorado | 1.86
332 [Massachussets | 2.50|New Hampshire | 2.42
333 [Massachussets | 2.20|Connecticut | 2.01
334 [Massachussets | 2.02/Utah | 1.84

353 |Kansas | 5.00|Washington _| 2,67

AT |Massachussels | 2.02]New Hampshira
North Carolina South Carolina
340 (indiana | 2.81|Michigan | 2.36

Location quotient maps for both establishments and employment (see figures 2.4 and
2.5) show the prominence of the innovative industrial structure of the South West (and

Mountains) part of the country, which on the East cost s counterbalanced only by New

England States and (at a lower level) by Florida.

United Kingdom
The UK data (which refers to national figures of 13,790 establishments and 467,285

employees?” in the high-tech sectors) describe, on the one hand, the almost
“monopolistic” concentration of high-tech sectors (and indeed of most of the productive
activity) into the Greater London County and in the South East Region; on the other,
they show the relative success of the development strategies implemented in Scotland,

through the establishment of the so called Silicon Glen. The top position in almost every

48 This result is confirmed when the same analysis is performed at the SLA level. New England is the
Census Division which records the highest location quotient (1.57) for total high-tech industry.

49 Since a part of the employment figures were removed by ONS to avoid disclosure, we were able to
allocate, to their respective counties and regions, only 375,575 employees which correspond to a share of
approximately 80% of the “true” total high-tech employment in the UK.
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high-tech sectors is usually occupied by Greater London>Y, the exception being (when
the measured variable is employment) Kent for Pharmaceuticals, Hertfordshire for
Computers, Strathclyde for Electronic components and Optical and photographic

equipment, West Midlands for Industrial process control instruments and Lancashire for

Aerospace industry. The metropolitan areas of London, Manchester and Birmingham?],
being the larger cities in the country, are often in the top positions as far as the number
of firms is concerned. This can be seen as an indirect confirmation of the metmpolitan
incubator hypothesis, which sees metropolitan areas as the ideal seedbed for new high-
tech firms given the presence of knowledge spillovers, specialised services and efficient
infrastructures. The county chosen as the preferred location for the various high-tech

sectors usually records an amount of firms and employment which is approximately 6/7

times the national averaged?. It is interesting to note that West Midlands and Greater
Manchester (two major industrial counties) are the most prominent location for
Industrial process control instruments (when measured through employment). This
prominence is certainly due to the presence on site of a dense layer of potential and
actual users/customers. The Aerospace sector displays a peculiar clustering pattern

because of the role played by government decisions; the major locations are often

determined by historical events3. The clustering of high-tech activities in the UK seems
even stronger when measured at SLA level. The South East is always the most preferred

region, followed at a large distance by North West and West Midlands.

The use of relative measures (both population and total manufacturing employment)
reduces the prominence of the Greater London area, although the leading positions are

often taken by other South Eastern Counties; it allows the emergence of Wales (Powys

and Clywd for Pharmaceuticals, Clywd and South Glamorgan for Medical

instruments>*, West Glamorgan for Industrial process control instruments, Powys for

>0 Usually followed by Hampshire and Hertfordshire.
31 Wwhich may roughly correspond to the West Midland County.
52 L ess than half the corresponding figure for the US.

33 The development of the aerospace industry in the Northern part of the country is an historical lock-in
from the World War II when an important location criterion for such strategic industry, together with the
established tradition in the Metal products manufacturing and Shipbuilding, was the relatively greater
distance from Germany.

4 Si gnalling the existence of a Welsh cluster of health care related high-tech activities.
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Optical and photographic equipment, Clywd for Aerospace) and Scotland (Borders, Fyfe
and Lothian for Electronic components, Strathclyde for Optical and photographic
equipment). This is also confirmed at the SLA level, where the South East regions 1s, in

relative terms, overcome by Scotland, Wales, South West and East Anglia.

The relative distribution of establishments (as in figure 2.6) identify the southern regions
as the most specialised 1n high-tech industries (together with Clwyd, Fife and Lothian),
while when employment is the measured variable (as in figure 2.7) Scotland show the

success of location and re-location policies and, in the South, the specialisation pattern

move westward.

Location quotients, calculated on the number of establishment at the FLLA level, show
that even if the Greater London County loses leadership in the high-tech industry, some
other South East Counties (namely West Sussex and Surrey) hold the first two positions
in the sector (see table 2.3). The highest specialisation of the industrial structure 1s

shown by the Isle of Wight and Clywd for Aerospace.

Table 2.3. Location quotients for UK at FLA level (establishments)

Industries| _first ranked County | LQ | second ranked County| LQ
244 |Dumfries and Galloway | 3.82[tothian | 384
300 |Berkshire | 3.08|Wilthshire | 232
321 |Fife [ 310[Surrey | 252
331  |WestSussex | 2.10|Kent- Oxfordshire | 1.59
332 |Oxfordshire | 2.14[Buckinghamshire | 2.1
333 |Bedfordshire | 3.02|Shropshire | 2.90
334 isleotWight | 3.38|FastSussex | 253
353 |isleofWight | 43tlcywd | 361
1.92{Surre 1.84

At the SLA level the prominence of the southern regions in the innovative sectors, as
measured by location quotients, is confirmed. South East (1.25) and East Anglia (1.22)

are slightly more specialised than the rest of the country.

France
As far as France 1s concerned, the absolute data (which refer to national figures of 6,561

high-tech establishments and 528,510 high-tech employees) show the prominence of the

Départements of and around Paris?® (Haut de Seine, Essonne, Yvelines and Val de

Marne) the exceptions being the Départements near the Swiss border (Doubs, Haute

33 Which are parts of the already quoted “Cité de la Science™.
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Savoie, Jura) for the Instruments sector’®. The two traditional “benchmark” sectors
(Textiles and Motor vehicles) are localised respectively in the Départements of Nord
and Doubs. However the areas around Paris are in the top positions also in these low
and medium technology industries. The French industrial structure is even more

spatially polarised than the US, since the first ranked Département often records values

more than twenty times higher than the sectoral national average, and as few as 9

Départements are always in the first three positions>’, At the SLA level, therefore, it is
no surprise that Ile de France is always on top of list of the high-tech regions while
Rhone Alpes is almost always second, with the exception of Midi Pyrénées and

Aquitaine (for Aerospace).

The relative measures of localization (especially when the weighting criterion is the
manufacturing employment) smooth away the peak performance of Ile de France and
allows the emergence of other localised centres of high-tech activity such as Cantal, Lot
et Garonne for Phamaceuticals; Herault and Territoire de Belfort for Computers; Cote
d’ Armour for Electronic components; Indre and Hautes Pyrénées for Aerospace. At the
SLA level, the picture appears to be a little less unbalanced towards Ile de France, with
different Régions showing their relative specialisation (Centre for Pharmaceuticals;
Alsace and Franche Comtée for Computers; Rhone Alpes and Centre for Electronic
components; Franche Comtée for Instruments). The localisation ranking as far as

Aerospace is concerned is unchanged by the use of relative measures.

Figure 2.8 shows, above all, the prominence of Ile de France (around Paris) for the high-
tech industry as a whole, while figure 2.9 highlights the relative importance of a number

of southermn Départements which form a sort of discontinuous chain from Alpes

Maritimes to Pyrénées Atlantique.

Location quotients, calculated on the number of establishment at the FLA level, show

that, when high-tech industries are considered as a whole, Essonne 1s the more

36 1t must be considered, however, that French data for Instruments, being collected at a higher digit level,
take into account the production of watches (an activity which is no longer considered as high-tech).
These data thus are heavily influenced by the existence of a trans-national watch-making cluster, of long
established traditions, which is situated in bordering areas between France and Switzerland.

37 Other hi gh-tech Départements which excel in high-tech sectors, without reach any position higher than
the third one, are Rhone (Pharmaceuticals and Computers) and Haute Garonne (Aerospace).
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specialised Département>8 and that other Départements, which belong to the “Cité de la

Science”, are in the first ranks in many sectors.

Table 2.4. Location quotients for France at FLA level (establishments)

Industries] first ranked Département | LQ _| second ranked Département | LQ
244 [Cantal | 537|HautsdeSeine | 3.82
300 JYvelnes | 248|valdeMarne | 2.36
321 [Essonne | 3.12HautesAlpes | 242
330 [Dows | 776fJua | 7.56
353 finde | 5.90|Corse
__HT |Essonne | 246[Dowbs | 2.34
340 [Nievre | 233fsathe | 1.96

Surprisingly, the location quotients at the SLA level, allow Corse to appear as the more
specialised Région in the Computer, Electronic components, Aerospace, and in total

high-tech industries.

Italy

Italy (the data refer to a total of 29,627 high-tech establishments and 300,876 high-tech
employees) displays a segmented geographical structure of the high-tech industries
which are concentrated in the northern part of the peninsula and mainly located around
the major northern cities and Rome. Milan is almost always the Provincia with the

greatest number of establishments and largest employment, the exceptions being: Torino

for Computers, Belluno for Optical and photographic equipment®?, Varese and Torino
for Aerospace. The polarisation of the high-tech industries is witnessed by the fact that
the top ranked Provincia records figures always twenty time (and sometimes even more)
larger than the national average and that only 11 Province out of 95 are ranked in the

first three positions. While Textiles sector shows a peculiar location strategy; far from

large cities®) and mainly concentrated in the so-called “Third Italy”, Motor vehicle

industry, similarly to high-tech sectors, is located in the two major industrial cities of

Northern Italy: Torino and Milano. At SLA level Lombardia is always the top Regione

(the rare exceptions being Veneto for Optical and photographic equipment, and

38 The second ranked FLA is not very relevant since in Doubs the almost totality of figure regarding the
high-tech industry is composed by watch-making establishments.
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