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Chapter 1

Introduction

This dissertation is a collection of three papers in empirical international macroeco-
nomics. All three papers explore a common theme: what are some of the issues that
economic polieymakers in a developed, small open economy have to deal with? In
this respect, the last ten years or so have yielded substantial research progress and

new insights in many areas for the (macro)economics profession,

In monetary economics, the introduction of Inflation Targeting (IT) as a monetary
policy regime has spurred a great deal of interest, especially from smaller economices —
as has, more broadly, cointegration theory from an empirical perspective. Chapter
2 brings these two arcas ol research together. It analyzes the effects of adopting
Inflation Targeting on the monetary policy rule and on money demand for three early
inflation targeters, Australia, Canada, and New Zealand. by comparing the pre-IT
period with the period after the new framework was introduced.

The main result of Chapter 2 is that the post-IT periods ofler less evidence of
stable cointegration relationships than the pre-IT periods. In fact, the monetary
regime switch might have had profound eflects not only on the policy rule but also
on money demand. and equilibrium relationships become, therefore, harder to detect
in the data. In this sense, the adoption of a new policy regime may have been
a preemptive strike to counter the breakdown of a stable money demand.  Morve

specifically. the following results emerge. First. the output variable is to a large
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extent unaflected by the other variables in all three countries, especially the interest
rates; in other words. it is often “weakly exogenous.” MAlonetary policy secms to
have limited real effects. However, output tends to be “less exogenous™ after the
introduction of IT. Furthermore, the short-term interest rate becomes exogenous in
(anada after the introduction of IT. This surprising finding is interpreted as evidence
of increasing monetary integration between Canada and its large neighbor, the United
States.  Second, the cointegration analysis reveals that, especially in New Zealand
and Australia. money demand but also central bank rule-like relationships are more
pronounced/stable in the first period than in the second. Third, for New Zealand
and Australia, the inflation rate cannot be removed as an “exoscnous™ variable from
the policy rule before the introduction of IT. This result is interpreted as proof of the
attention that the two reserve banks already devoted to inflation before the actual
introduction of the more explicit targeting framework. In Canada, instead, the switch

to inflation targeting can be clearly detected in the data: the Monetary Conditions

Index plays—as expected—a non-negligible role in the first period, while in the second

period the (core) inflation rate cannot be removed from the cointegrating relationship.

In international economics, the surge of the New Open Economy Macroeconomics
rescarch agenda is about to provide a new workhorse model of international macroe-
conomics, taking over from the Mundell-Fleming framework. Based on sophisticated
theoretical models rich in empirical implications, this literature also describes the
behavior of the current account and its reactions to monetary/nominal shocks—the
Dornbusch experiment—as one of its main points of interest. However the empiri-
cal literature has been slow to catch up with theoretical developments. In Chapter
3, I try to close parts of this gap by extending the empirical analysis of the small
open economy case in the literature to a broader sample of OECD countries, paying
particular attention to the G-7 economies.

The main result of Chapter 3 is that there is no consistent response of the current
account to nominal shocks across the sample of G-7—and OE(C'D-—economies. More

specifically, the following results emerge from the analysis of the G-7 economies: First,



short-run current account imbalances after nominal shocks are pronounced. Second.
countrics’ current accounts are found to react differently to nominal shocks. The
current account surplus predicted by classical theory is not robust across countries.
While Japan, Italy, and probably the United States reveal a J-curve effect, other
countrics manifest purely cyclical behavior. Hence, the results obtained in the liter-
ature for the United States cannot be confirmed for a broader sample. ‘Third, while
the positive effect on the current account (normalized by its standard deviation) is
the highest in Canada and Japan, the relative contribution of a nominal shock in
explaining current account variance is maximized in France, the United States, and
Italy. There is strong evidence of nominal shocks having short-run real elfects, but
this evidence is heterogenous across countries, Finally, extending the sample to other
(non G-T) OECD countries confirms the conclusion reached for the G-7 economies
that. there is no consistent reaction of the cwrent account to a nominal shock across

counties.

Finally, gauging the slack in the cconomy is crucial to sophisticated policymaking,
both in monetary and fiscal matters. In fact, the cyclical position of the economy
has recently (re-)gained a substantial amount of attention, not least due to the dis-
cussion about. monetary policy rules, the formulation of fiscal rules in the European
Union, and the global slowdown in the early years of the new millennium. "Fhe output
gap --which measures the deviation of GDP from its potential—- is a frequently used
indicator for the cyclical position of the economy. Defined as the difference hetween
actual and unobservable potential output, the output gap is. however, itsell an un-
observed variable. Moreover, there are numerous ways to calculate potential output,
and the corresponding output gap. In the fourth and last chapter, I estimate a set of
output gap measures for a small sample of European countries to evaluate whether
the output gap is a concept on which economic policymaking can be based (not only
in a small economy of course), and what are the major pitfalls in doing so.

The main results of this last chapter are that output gap measures can yield very

different outcomes for a given country depending on the method used to determine
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potential output and that care should be exercised when dealing with output gap
measures—and devising policy recommendations based on them. MNoreover, there
appears to be little a priori reason to prefer one measure over another. ‘The evaluation
of a simple forecasting model based on the Phillips curve confirms that the output gap
is not always a useful measure to gauge domestic inflationary pressures, and that no
specific gap measure consistently dominates all other measures or a simple univariate

forecast in this sample of European countries.




Chapter 2

The Effects of Inflation Targeting:

Evidence from the Early Movers

2.1 Introduction

During the 1990s, a sizable number of central hanks around the world modified their
monetary policy framework. They moved away from intermediate targets such as a
monetary aggregate and focused directly on the ultimate goal of monetary policy, low
and stable inflation. This approach is referred to as Inflation Targeting (IT). Ever
since the Reserve Bank of New Zealand (RBNZ) led the implementation of this new
type of policy framework in 1989, a lively academic discussion has set in, focusing on

the theoretical foundations of IT as well as on empirical issues.

It is well known that the 1990s was a decade of rather smoothly declining inflation
rates in a large number of countrics, including most OECD member states. In fact.

the average inflation rate in industrialized countries declined slowly from 5.1 percent

'For overviews see Bernanke ¢t al. (1999), Leiderman and Svensson (1995). Haldane (1995),
and, more recently, Loayza and Soto (2002), Truman (2003), and the Julv/August 2004 special
isstie of the Federal Reserve Bank of St. Louis Review. The theoretical foundations ol inflation
(forecast) targeting have heen covered in various contributions by Svensson (1997, 1999). Svensson
and Woodford (2001) compare inflation-forecast targeting to alternative instrumuent rules. The
texthook by Woodford (2003) also treats inflation targeting in some detail.
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in 1990 to 1.4 percent in 1999.% In most countries that decided to adhere to the new
regime, instead, the CPlinflation rate showed a discrete drop in the year alter imple-
mentation. A prominent example is Canada (see Figure 2.1), where a substantial drop
in the 12-month headline CPI could be observed. from 1991 (5.6 percent) to 1992 (1.5
percent), equaling approximately the total decrease of inflation in industrial countrics
over the ten-year period.* Another way of stating this is that the unweighted average
of the annual Canadian inflation rate was above that of the industrial countries in
the decade before 1992 (6.0 percent vs. 5.0 percent), and below it afterwards (1.4
percent vs, 2.2 percent).

This drop coincides chronologically with the adoption of the IT framework by the

Bank of Canada (Bo(') and the Canadian Government on February 26, 1991.

The record of other countries that implemented I'T at various times shows that, on
average, these countrics experienced a drop in inflation compared to non-IT countries
like the United States, Germany, and France (sce the appendix to this chapter, Figure
A2.1). Given the dispersion over time, the drop in inflation does not seem to stem
from a particularly recessional environment with respect to the world economy. In fact,
IT was adopted at very different positions in the business cycle. In the following, 1
will focus on the striking Canadian experience, as well as on two additional cconomies
that were among the first countries to adopt IT——New Zecaland (the “pionecr™), and

Australia—and ask what effect the introduction of IT has had on these economies.?

2For country-specific data, see Figure A2.1 in the appendix.

3Note that the Canadian headline CPI misrepresents “true” inflation in at least two cases: The
spike over the first half of 1991, and the consistent trough in 1994. The former is explained with the
introduction of a General Sales Tax (GST) in Canada, which was anticipated to have an effect on
the CPI change in the order of magnitude of 1.5 to 2 percent; see Bernanke ¢t al. (1999). The latter
is attributed to a “sharp cut in tobacco taxes designed to curb cigarette smuggling across Canada's
border with the United States™; see OECD (1991), p. 25.

1During the late 1980 and especially early 1990s, many (OECD) countries adopted a new mone-
tary policy reghne together with other important policy measures in the fiscal and structural sphere
due to weak macroecononic performance in the vears before the regime change. Selecting such a
stiall sample—while intuitive from an empirical perspective—certainly raises the question whether
the results are biased in one way or the other, e.g., toward "greater change.” However, the thrust of




Figure 2.1: Canada: 12-month CPI Inflation Rate, 19%2-99
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Source: International Monelary Fund. International Financial Stanstics (11S).

To investigate the impact of IT, I compare in this chapter cointegrated VAR-
models that describe the three economies over roughly symmetric time periods before
and after the change in regime. listimates of long-run relationships and short-run
adjustiments will provide a picture of the underlying structure of the economy. In
particular, I try to identify (possibly changing) relationships that can be interpreted
as a monetary policy rule and as a money demand equation to gauge the interac-
tion between the regime change and the underlying economic structures of the three
economics. While a change in the policy rule could be interpreted as a consequence
of the change in policy framework, the reasoning is somewhat less clear with regard
to money demand. The collapse of a stable money demand —de fucto a decoupling
of developments in money supply and prices—is one of the major reasons for many

central banks to rely less on the quantity theory of money for policymaking. In that

this chapter is not so much to develop conclusions for a broad set of countries based on this small
sample. Instead, the analysis should be viewed as in-depth case studies of the introduction of I'l" in
the three leading implementers,
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sense, the adoption of IT could have also preempted a change in shape or a complete
breakdown of such an empirical relationship. The analysis is therefore not so much
geared towards a normative assessment of IT as having been successful or not, but

towards the understanding of “what has changed,” along the lines of Juselius (1996).7

The remainder of this chapter is organized as follows: Scctjon 2.2 assembles some
basic facts related to the policy change in New Zealand, Canada, and Australia and
explores bricfly the emerging empirical literature on adopting IT as a monetary policy
regime. Section 2.3 reviews the main issues in the monetary policy framework adopted
in the three countries and section 2.4 provides a brief theoretical backeround. Section
2.5 delivers the empirical analysis. Section 2.6 concludes. and section 2.7 contains the

appendices to this chapter.

2.2 Inflation Targeting—The Facts and the Liter-
ature

Building on the extensive theoretical literature praising the advantages of mles over
discretion, a key question is whether setting explicit goals for monetary policy also
matters empirically. In other words, do central banks with explicit targets experience
lower inflation (and, at the same time, no disruptive output variability)? In this con-
nection, Fatds ef al. (2001) recently investigated the importance of quantitative goals
for monetary authoritics in a panel of 42 countries for the period 1960-2000. Distin-
guishing between monetary growth, exchange rate, and inflation targets, they f{ind
that having a quantitative (transparent) de jure target for the monetary anthority
(as opposed to "opaque monetary objectives” /discretion) tends to significantly lower

inflation and smooth business cycles.” Ilitting the target de facto has further positive

% Juselius (1996) compares the hehavior of the Bundeshank in two different periods. For a distine
view of Bundesbank policy, see Clarida and Gertler (1997).

®See also Atkeson and Kehoe (2001) for a similar argument.
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effects. Among the three target types. Fatds ef al. (2004) identify inflation targets
as bringing the most anti-inflationary impact. The differences between targets are
small. however, compared to the presence of any transparent target. With regard to
output variability—an often contemplated side effect of bringing down inflation—the
sample does not reveal increased volatility, implying that adopting explicit targets

comes at little cost-but with large benefits: lower inflation.

In practice, the circumstances under which developed countries and emerging,
markets adopted IT varied widely. A munber of them did not have a specific target
for monetary policy before they adopted IT, others had very precise targets, e.g., for
the exchange rate. Disstiilarities also exist with respect to the speed of adoption. In
general, central banks (and the academic profession) hold diverging views on whet her
the move from the former regime to targeting inflation in their respective countries
can be considered gradual or instantancous. Especially in those countries that chose
I'T in the aftermath of a currency erisis (e.g.. the United Kingdom). adoption was
immediate by nature. While the regime change occurred under different circumstances
in the three economices I focus on, monetary policy was rather “opaque” in all of them
belore they introduced IT.

In New Zealand, the Reserve Bank of New Zealand Act of 1939, which set the stage
for the adoption of IT. was a product of the consensus that had emerged gradually
within governmental circles, and the central bank in particular, in the years follow-
ing the 1981 clection. In fact, the Act was part of a wide-ranging reform package,
including also fiscal. trade. and structural issues, Also. the RBNZ did not have a well-
expressed intermediate target during the period before I'T was introduced. although
it allegedly looked at the major monetary aggregates.”

In Canada, no such legislative mandate aimed at implementing the new frame-
work. Despite a three-year campaign to promote price stability starting with the

Hanson lecture by then-Governor Crow (198%). the policy shift to inflation targeting

"See RBNZ (1983). p. 513.
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came with little notice to the public on February 26, 1991. The BoC had suspended
M1 as an intermediate target in 1982 and had experimented since then with a mon-
etary conditions index (MCI) as a short-run operational target.

In Australia, the broader aggregate M3 served as an intermediate target until
its abandonment in 1985. After that, Australia had no clear-cut monetary policy
anchor until early 1993, when the governor of the Reserve Bank of Australia (RBA)
projected a numerical target of 2-3 per cent in terms of underlying inflation as a

. s
desirable outcome.”

Based on the impression that the adoption of the new monetary policy regime
in Canada coincided with a drop in the average level of inflation (see above), it is
tempting to ask whether this is true for other countries, as well, and whether there
is empirical evidence for failure or success of IT. Visual inspection of the data indi-
cates thal in most countries the average inflation rate has come down notably since
they adopted IT (sce Figure A2.1). Empirically, however, the assessment is com-
plicated by concerns about cconomic policy evaluation A la Lucas (1976), impeding
out-of-sample simulation using within-sample estimation if the model’s parameters
are policy-dependent. Notwithstanding this, an empirical literature cvaluating the
introduction of IT is emerging.

Early on, this literature has provided a number of interesting case studics; see the
contributions by Bernanke et al. (1999) and by Mishkin and Posen (1997). In early
empirical work, Honda (2000) and Groeneveld et al. (1998) do not find convincing
evidence for their claims that IT has had a significant impact on macroeconomic
variables and that this strategy is superior to intermediate monetary strategies in
building monetary policy credibility. Nadal-De Simone (2001) investigates the pos-
sible costs of introducing IT by comparing conditional output variance before and
after. Consistent with the results in Fatds et al. (2001), he finds some evidence that

the decline in inflation variance has not been accompanied by an increase in output.

*See Fraser (1993), p. 2.
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variance—with the possible exception of Canada.

More recent contributions to the empirical IT literature include: Choi et al
(2003), who find using a Markov-switching model that IT has (i) significantly lowered
the volatility of the inflation rate in New Zealand and (ii) led to a structural change
in real GDP growth rate; Hu {2003), whose empirical results suggest that inflation
targeting does play a beneficial role in improving the performance of inflation and
output separately, but who only finds limited support for the proposition that the
adoption of inflation targeting improves the trade-off between inflation and output;
Ball and Sheridan (2003), who conclude that controlling for regression to the mean
in core variables, there is no empirical evidence that IT improves economic perfor-
mance; and Kuttner (2001), who calls the empirical evidence so far “rather mixed.”
The July/August 2001 special issue of the Federal Reserve Bank of St. Lonis Re-
view contains a number of articles that discuss the success of IT. Broadly speaking,
these papers attribute some credit in the deflationary experience in many countries
to the introduction of IT. For example, Levin ¢t al. (2001) document that in indus-
trialized economies, IT has played a significant role in anchoring long-run inflation

expectations by delinking expectations from realized inflation.

So far, cointegration analysis has rarely been used to identify potential effects of
I'T. This approach, by explicitly considering the long-run aspects, appears to offer an
additional point of view almost absent from the empirical IT literature so far. Among
the few notable exceptions are: Lee (1999), who finds only scant evidence of regime
shift eflects in C'anada, New Zealand, and the United Kingdom; Karamanou (1999),
who compares Taylor rules for the United States, Germany, and the United Kingdom
using a variety of empirical techniques (including error correction models); and, to
a lesser extent, Valadkhani (2002), who takes into account the IT framework and
documents a stable demand for broad money in New Zealand over the period 1988
2002 without explicitly addressing the potential eflects related to the introduction of

IT. though.
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2.3 Inflation Targeting as a Monetary Policy Regime

In this scction, the main characteristics of an IT framework are briefly reviewed.
outlining the way in which they have been dealt with by the monetary authorities in

(Canada, Australia, and New Zealand.?

Inflation Targeting has been described by the International Monetary Fund as
“..the public declaration of a quantitative target for inflation in the medium
run, coupled with a commitment by the central bank to pursue and reach this tar-
get.”!? This straightforward definition is subject to considerable interpretation in a
number of directions.

I'irst, the central bank is supposed to be (at least instrument) independent. of the
fiscal policymaker.!’ The move to increased central bank independence is commonly
accompanied by improved accountability (to democratic institutions, e.g., the par-
liament) and continuous communication between the central bank and the genceral
public in order to foster transparency and understanding of monctary policy issues.
All three central banks in this study fulfill this prerequisite, including by publishing
various reports and by reporting to their respective parliament.

Second, there should be no conflicting goal of monctary policy, e.g.. an additional

YSee BoC' (various issues), RBA (2004, 1997), and the publications related to Svensson's (2001)
review of monetary policy in New Zealand. For an introductory literature overview, see Billmeier
(1999), who also discusses issues concerning the central bank’s transparency and credibility. Alore
recently, see Svensson and \Woodford (2001).

19Sce Blejer e al. (2000), p. 5 (bold in original). A similar definition is proposed by by Bernanke
et al. (1999) and accepted by the then-Governor of the Reserve Bank of New Zealand; see Brash
(2002). Svensson (1997) goes further to point out that inflation targeting implies in fact inflation
forecast targeting; that is, the central bank’s inflation forecast hecomes itself an explicit intermediate
{arget.

HFor example, the economy should not show any sign of fiscal dominance. Spill-over effects from
fiscal to monetary policy might be due to, among other reasons, government borrowing from the
central bank, or to an underdeveloped taxation system which relies on seigniorage revenues, sce
Debelle (1997) and Masson et ol. (1997). This does not imply that the central bank must also set
its own goals (goal independence) which can be assigned by law or by the government, see Debelle
and Fischer (1991).
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exchange rate target, in order to guarantee successful IT.!? The countries chosen are
the only economies that adopted IT at an early stage and at the same time did not
form part of an exchange rate arrangement, neither before nor alter its introduction.
Nevertheless. the exchange rate is of key importance for all three countries.

Third. the monetary authority has the choice among a variety of price level mea-
sures. In practice, however, only two versions of the CP’I have been targeted. A
number of central banks focus on so-called “core inflation.”™ an index which commonly
excludes food and energy prices as well as first-round eflects of indirect taxation from
the CPI. This index is, therefore, less volatile and deseribes more precisely the effects
of monetary policy by excluding important transmission channels from abroad and
from the fiscal policy stance. Alternatively, the monetary authority could target the
“headline”™ CPI, which is more casily understood by the general public. In my sample,
the Bo(! has allegedly looked at both rates.'? while monetary authorities in Australia,
as well as in New Zealand (with some delay), aimed predominantly at the underlying
rate of inflation. Given the extraordinary eflects that blur the picture of the headline
inflation rate in Canada (sce above, Figure 2.1). the core rate will be used in the
empirical analysis that follows, while I will have to employ the non-corrected CPI in
Australia and New Zealand for at least two reasons. First, the availability of the time
serics of underlying inflation (for New Zealand and Australia) is basically restricted
to the period after the introduction of I'l. Second, the central banks in hoth countries
have chosen to further modify ad hoc published time series, such that it is difficult
to identify the actual definition of the target variable. also because the composition

may have changed over time. Both central banks admit that the headline CPI serves

2This is the case of Spain, which—while adhering to IT—had to respect at the same time the
restrictions given by the ERAL i.e., limited exchiange rate fluctuations. In fact, adoption of I'T has
had a insignificant effect on inflation, sce Figure A2.1 in the appendix to this chapler.

3Even though the official target is the headline inflation rate, strong cases have been made in
favor of the core rate, see Dion (1999). This point is of general iinportance: The Canadian monetary
authorities often state (e.g., in Freedman (1993), p. 59) that although there is only a small muuber
of core indicators, the BoC does not limit itself to those hut takes an eclectic (“discretionary™) view
when assessing monetary policy conditions.
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at least as a “yardstick against which the Bank should be assessed.”'

Finally, the target (or more precisely: the ultimate goal) has to be specified nu-
merically and over time. In Canada, for example, the first goal was set in February
1991 at a target rate of 3 percent for a 12-month CPI increase by the end of 1992,
Since then, the BoC has gradually scaled down the target to a £1 percentage points
band around a yearly inflation rate of 2 percent over the medium term, i.e., 2-3 years.
In the pioncer country, New Zealand, numerical targets for inflation are set in the
contract between government and central bank, the Policy Targets Agrcement (PTA).
In case of breach of the inflation target, the RBNZ governor may be dismissed. These
PTAs have distinct duration. While the first PTA lasted for only six months, the
latest is to last indefinitely. In the case of New Zealand, these contracts also include
a number of “escape clauses;” that is, references to shocks that should not count for

assessment, such as changes in indirect. taxation.

Table 2.1 presents a selection of instruments, targets, and goals under various
monetary policy regimes. The Bundesbank, for example, historically used reserve re-
quirements and, later, central bank interest rates in order to control the medium-run
target M3, while the ultimate goal was inflation (7).!° The other countries of the
European exchange rate mechanism—acknowledging the Bundesbank leadership—
engaged in the foreign exchange (FX) market and practically targeted the exchange
rate to the Deutsche Mark with a view to import low inflation. Other intermediate
targets include artificially constructed indicators of the monetary environment, such
as monetary conditions indices (MCIs). Alternative (long-run) goals include GDP
growth/the output gap—more generally, an employment goal—or maintaining pur-
chasing power parity (PPP) relative to a benchmark country, for example combined

with an operational crawling peg target for the exchange rate.

HRBNZ (1991), p. 17.
For small open economies with access to international capital markets, often the interest rate

spread between short and long rates is viewed as crucial, since the long (bond) rate is determined
exogenously by the world interest rate (plus a risk premium).

14



The last line of the table presents the commonly agreed characteristics of I'T. It
has been stressed in the literature that thinking of IT as a framework without an
intermediate target is an incomplete perception and that the monetary authority’s
inflation forecast acts as such.!” Under this regime, instruments of monetary policy—
the interest rate(s) controlled by the central bank or the interest rate spread—adjust

according to the divergence of the inflation forecast from its long-run goal.!”

Table 2.1: A Sclection of Monetary Policy Regimes

Instruments Turgets Goals

Reserve requirements | Money stock | 7

Interest rates Sxchange rate | GDP foutput gap
I'X interventions MCI ppp

Interest rate (spread) | (w/) | (Core) m

Consequently, a reliable model for inflation projections is considered a key ele-
ment for successful IT, given that the effects of monetary policy need some time to
work through the transmission mechanism (“long and variable lags™). In (‘anada,
[or example, this forecast was based primarily on the Quarterly Projection Model
(QPM) during the period covered by this analysis. However, other factors. like mon-

etary aggregates, are taken into account as well, and the QPM outcome is adjusted

accordingly. In these three countries—all small. relatively open economies—the ex-
change rate and ties to the rest of the world play a particular role when assessing the
transmission mechanism of monetary policy and domestic inflation. The Canadian
authorities have dealt with this problem in a special way, using an MCI to capture

monetary policy eflects on aggregate demand stemming from the exchange rate and

from the domestic interest rate channel. The MCI indicates the degree of tightness

¥6Gee Svensson (1997). The BoC confirms this view, see Freedman (2000). Conversely. during
the period between 1932, when M1 was dropped as mtermediate target, and 1991, when [T was
introduced, Canadian nmonetary policy did not have an explicit intermediate target.

"It has also been recognized that—notwithstanding the terminology—the output gap can play

an important role in Inflation Targeting, at least in its “flexible” forin, see Svensson (1999),

L R i o ikt T

L3 tetbeaartte

RIS

T
B R Iy ey Ly

LR Siratus S AT £ L1 2 og e e

RV XL T
biassrast aiamirreria seet 5

vemyntm s

L T S O L UL I R o iy

b ta e r




in monetary conditions.!® Over time, however, the BoC scaled down the use of the
MCI because observers and market participants misinterpreted the MCI as a precise

short-term target for Canadian monetary policy.!?

2.4 Steady-State Relations

In the subsequent empirical analysis, I will test a number of theoretical economic
relationships for their data congruency. In economic theory, often equilibrium re-
lationships are derived as solutions to systems of (static) equations. Especially in
macroeconormics, the introduction of the time dimension provides an important wa-
tershed for such equilibrium relations: the empirical analysis can verify whether they
hold over time when brought to the data. IHence, empirical analysis has to account
for the non-stationarity in most of these time series. The Cointegrated VAR frame-
work yields long-run (steady-state) relationships, consisting of integrated series that
“move together™ over time. While I briefly explore the possibility of the series heing
integrated of order 2, or I{2), the basic framework of this chapter, however, will treat

them as 1(1).%°

All three economies are “small” and “open;” that is, the effects of foreign variables

"The MCI is constructed as a weighted average (3:1) of the change in a 90-day commercial paper
rate (rclative to a base period, January 1987) and the percentage change (relative to the same
base period) in the exchange rate of the Canadian dollar against a currency basket of six countries,
reflecting Canadian trade links, and therefore strongly dominated by the USD (85%). No meaning
is attached to the level of the MCL Given that the M( is a linear combination of variables that are
hest modeled as integrated of order one over the period of this analysis, it is highly likely that the
MCI itself displays the charactenistics of an integrated series.

19See Freedman (2000). Another reason for the decline in attention paid to the MCI might be
due to the fact that, as has been noted hy Eika et al. (1996), a meaningful use of an MCI rests on a
number of assumptions (e.g., strong and super exogeneity of the MCIL, choice of the right variables
in the cointegration analysis) that are hardly satisfied.

*“Theoretical research regarding the I(2) model is still ongoing; see, c¢.g., Nielsen and Rahbek
(2003) and Rahbek et al. (1999). For recent applications of the [(2) model, see Juselius (2004) and
Kongsted (2003).
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are potentially important. I will focus on domestic variables, however.>! Not account-
ing for international spill-over eflects does not prevent the statistical interpretation
of the results. In fact, the cointegration property is invariant to an enlargement of
the information set. In other words, an extension to foreign variables would enlarge
the system but the fundamental conclusions regarding cointegration relations would
persist.”> Morcover, restricting the analysis to the closed economy case is driven by
the methodological approach. Larger VAR systems would entail estimating a larger
amount of parameters, and, hence, less significant estimates for a given data span.
Since the series” length is limited by the historical context, I will leave the analysis of

international spill-over eflects for future research.?

This chapter focuses on the potential differences between two regimes of mone-
tary policy, and I will pay special attention to the concepts of a central bank policy
“rule” and of money demand given that: (i) the empirical evidence generally sug-
gests more than one cointegrating relationship; and (i) in connection with adopting
a new monetary policy regime, money demand and a policy rule appear the most
interesting—and empirically relevant-concepts. In the early 1990s, none of the coun-
tries in the sample made an explicit policy shift from targeting monetary aggregates
to targeting inflation. However, also the adoption of IT after a period of discretion
or “opaque monetary policy targets” should be detectable in the data—although less

clearly than the switch from one well-defined target to another.”!

The Central Bank Policy “Rule™
(Clonsistent with Table 2.1, central hank behavior can be described by the way the

short-term interest rate #° reacts to possible right-hand-side variables. including the

“In the Canadian case, this is not quite correct since the MCI reflects the effective exchange rate
toward the six major trading partners (together with a short term interest rate).

“This does not hold for short-term adjustment and the common trends analysis. however.

#3See, e.g., Jusclius and MacDonald (2003), who analyze international parity relationships between
Germany and the United States.

*1See Fatéds et al. (2001).
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inflation rate, monetary aggregates, a measure of output, and possibly the MCL In
accordance with the literature—see, for example, Jusclius (1996)—I use the spread
between short- and long-term interest rates, (i*—~#'), as the variable of monetary policy,
to capture better the transmission mechanism from short to long rates.”® Thercfore,

I will look for a relation of the following form:

LR SEN

(i = '), = 1(Bp = 7*) +32(m — p) + vav{+ygmeie) + Yot + €1, (2.1)

where 1 is a stationary error term, and all variables—with the exception of the
interest rates—are in logs. For variables that matter, I expect the coeflicient 7; to be
positive; that is, the interest rate spread rises with excessive values of inflation Ap,
(above long-run equilibrium 7*); with excessive growth of real money balances (m—p);
and of output y (compared to a simple time trend). The MCI will be included as an
indicator variable only in the case of Canada. Note that this specification resembles
an “augmented”™ Taylor rule: apart from excessive inflation and a measure of the
output gap, the rule acknowledges the potential importance of the money stock.>
The adoption of IT would be expected to impact data patterns that relate to other
monetary policy regimes. In Canada, for example, the importance of the MCI—an
indicator variable under the previous policy regime—should diminish or even disap-
pear. Moreover, real money balances could have played a (limited) role before the
introduction of IT, although the reserve banks of Australia and New Zealand did
officially not target a monetary aggregate. After the introduction of IT, one would

expect the inflation rate to play a prominent role in the monetary policy rule.

**In the cointegration literature, the long-term bond rate has often been found to be important for
{small,) open developed economies—but also exogenous, possibly reflecting the world interest level:
see, e.g., Johansen and Juselius (1990), who provide evidence for Denmark, and Juselius (1996) for
a similar conclusion regarding Germany., Gerlach-Kristen (2003) also finds that long-term interest
rates have an explanatory role in the Euro area context, but associates them with inflationary
expectations.

2$Traditionally, Taylor rules are estimated in a stationary environment. See Gerlach-Kristen
(2003) for a cointegration analysis of Taylor rules in the Euro area.
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Money Demand

The demand for real balances (m—p) is assumed to be the sum of the transactions,

precautionary, and speculative demand for money and is given by
(m—p), = MY+ XoApe + Ay (i — 1), + Aol + =, (2.2

where £y, is a stationary error term.”" I expect the coeflicients to be: A; > 0 (due to
the transaction motive, holding of real money balances increases with economic activ-
ity); Ay < 0 ( the opportunity cost of holding money as opposed to real assets); and
Az > 0 (the opportunity cost of holding monetary assets contained in the definition
of the monetary aggregate—here M2—as opposed to longer-term bonds}.**

The impact of IT on money demand is a priori less clear compared to the conse-
quences for the monetary policy rule. There seems to be no strong reason for which the
importance of the scale variable y—that is, the transaction motive—should change.
With regard to the inflation rate, two lines of reasoning are possible. On the one hand,
the importance of inflation in the demand for money could diminish since effective IT
delivers a lower rate of inflation, and, hence, agents can disregard the opportunity cost
of holding real assets. On the other hand, the credibility and communication eflect
of the new monetary policy regime could entail heightened public awarcness toward
the inflation phenomenon and, consequently, strengthen the role of inflation in money
demand. Finally, the there is no clear reason why the adoption of IT should affect the
opportunity cost of holding (quasi-)money as opposed to bonds as represented by the
interest rates and the spread. However, with interest rates—and the spread between
them—declining substantially in all three economies in the post-IT compared to the
pre-1T period (see Figures A2.2-A2.1 in the appendix to this chapter), it could be

expected that this variable becomes less important, or at least less defined, after the

*"See Goldfeld and Sichel (1990) and Ericsson (1999) on the empirical money demand
specifications.

IR . . . . .
**See C'oenen and Vega (2001) for a more detailed discussion of money demand parametrization
1ssues,
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introduction of IT.

An important prerequisite for both relations to hold is long-run price homogeneity;
that is, real money balances are integrated of order 1, (m — p) ~ I(1). Given that
hoth prices and nominal money are possibly I{2), the above formulation implies a non-
tested assumption, namely that the time series for money and prices cointegrate from
I(2) to I(1), in other words: {m,p} are CI(2,1). This can cause some confusion since
the two series do not necessarily cointegrate; in other words, a common [(2) trend
might still drive real money, and the I(1) framework would be inappropriate for the
analysis. In what follows, I assume that the nominal-to-real transformation effectively
eliminates possible I(2) trends in the data.>® To corroborate this assumption, I will
determine the (reduced) rank of the system in the 1(2) framework to see whether

there are remaining I(2) trends in the systems considered.

2.5 Empirical Analysis

This section turns to empirical issues. As a first step, I present the data and briefly
discuss problems tied to them. The second step will be to fit VAR models to the data;
more precisely, I will present six VAR models, two for each country (before and after
the introduction of IT). The third step consists of a cointegration analysis. Restricting
the (subperiod) VARs allows identification and comparison of the long-run behavior
of the economies in terms of the variables that were introduced in the previous section.
The long-run cointegrating relationships and the adjustment coefficients between the

two subperiods are compared.

The division into subperiods obviously prompts the question of when to break the

series. In the Canadian case, 1 take a rather pragmatic approach and simply cut out

*On the nominal-to-real transformation, see I{ongsted (2005), Kongsted and Nielsen (2004), as
well as Juselius and Toro (1999), who provide a detailed discussion in the context of an I(2) analysis
of the Spanish transmission mechanism. See also Johansen (1992), Juselius (1994), and Rahbek et
al. (1999).
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Table 2.2: Sample Splits
Country Period | Period 2
("anada 1984:01-1990:12 | 1992:01-2000:05
Australia 1980:01-1992:04 | 1993:03-2000:02
New Zealand | 1982:01-1989:01 | 1990:01-2000:02

the year of turbulences (1991), such that roughly eight years of monthly observations
remain before and after the break.®® In the first period, the only obvious central
bank target is the MCI, since money targeting (M1) had been abandoned in 1982.
For the other two countries, New Zealand and Australia, the analysis is conducted on
a quarterly basis because monthly data is not avatlable. Again, the break is assumed
to happen when IT is introduced, but no “adjustment period” is introduced. Table

2.2 presents the sample splits.?!

Splitting the sample into two—with the exception of Canada—adjacent subperiods
begs a number of critical considerations and caveats. First, the notorious lags in
monetary policy transmission likely imply that also a regime change would take some
time to affect not only inflation but also the underlying economic relationships. While
this is in principle correct, the cointegration approach does not focus on eflects in the
months immediately following the regime change. Instead, the sccond subperiod spans
between seven and ten years depending on the country, enough for a regime change
to manifest in the data. Moreover, the general public to some extent anticipated a
stronger anti-inflationary drive, triggered for example by a lengthy legislative process
to prepare for the change (New Zealand), or, as in Canada, by remarks of the then-

Governor of the Bo(C' Crow as early as 1988.

This leads straight to the second caveat, namely the difficulty to correctly identify

the date when to split the sample. While anticipation may have played a role, 1

30Gee Figure 2.1. Juselius (1996) uses a similar approach.

31Preliminary assessment of the time series extended throughout end-2003 did not lead to signifi-
cantly different conclusions.
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assume that ultimate clarity about the central banks’ objective only came about with

the public declaration of the inflation targets in the three sample countries.

A third—notionally similar to but practically distinct from the first—caveat arises
regarding the speed of transition. Given that changes in cconomic aggregates are
influenced by behavioral changes of a large number of economic agents, it is highly
unlikely that all individual agents will react simultaneously to a change in regime. By
implication, a regime change is not abrupt, but implies a transitional period. In this
connection, Leyburne and Mizen (1999) use smooth transition analysis to determine
endogenously the speed of transition between two different trend paths in prices (all
items and underlying CPI) for the same country sample analyzed in this chapter. For
the all-items CPlIs, they find that 90 percent of the transition from one trend regime
in prices to the next takes between about three (Australia) and four (New Zealand)
years. Similarly, the transition period for the underlying CPI for Canada (which I
employ also in this chapter) amounts to about four years. However, a slightly lower
degree of transition, 70 percent, is completed after only 2 - 2.5 years.>> With this in
mind, transitional effects may well impact the end of the first and the beginning of
the second sample, but are at the same time only small parts of the subperiods under
consideration. In addition, the cointegration approach used in this chapter allows for
some flexibility in short-run dynamics without contaminating the long-run analysis.
Considering transitional effects more explicitly in the analysis (by either expanding
the break period or incorporating a transition function) could provide interesting

results but is left for future research.

A similar argument applies with regard to the fourth caveat: the presence of nom-
inal rigidities, which could—arguably—impede fast adjustment of economic agents,

for example due to wage contracts or price rigidities. However, all three countries

32See Leyburne and Mizen (1999), Table 3. Due to the time series properties of the data, the
authors do not estimate the transition period of the all-itemis CPI for Canada. Extrapolating their
results for the underlying CPI, the transition period for the Canadian all-items CPI would be much
shorter, presumably less than two years.

.
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dispose of relatively flexible labor markets compared to other OECD countries.®
Moreover, wage and price setting behavior—if not limited to one-year contracts—is
usually staggered, such that a substantial amount of contract adjustment is possible
over a short span of time. Therefore, nominal rigidities are not considered to crucially

affect the results of the analysis.

2.5.1 Data Description

With the exception of the serics on Canadian underlying inflation, the data used
throughout this chapter stem from the International Monctary Fund’s International
Financial Statistics (IFS) database, CD-ROM version, January 2001, in order to
provide a maximum of data coherence.® The frequency of the data is monthly for
Canada, quarterly for New Zealand and Australia. The CATS in RATS procedure

(together with PeGive/PcFiml) were used for the econometric modelling.®

The preceding introduction set the stage for a more in-depth discussion of data
issues, especially of those time series mentioned above and necessary for the following
analysis. For all three countries, similar time series will be used. I will focus on
each of the variables in turn, starting with the Consumer Price Index CPI;. This
measure (IFS code ...61...ZF...) was chosen instead of the preferred measure of core
inflation (both the RBNZ and the RBA define their target in terms of underlying
inflation) for the sitnple reason that both agencies did not offer a time series long
enough to enable empirical assessment. The underlying rate for Canada (starting
in 1981) comes from Statistics Canada/BoC, provided through Datastreamn. As was
mentioned above, prices can tend to be described best by I(2) processes. Therefore,

the log of the CPI is used in first differences (denominated Ap, or Dp in figures).

93See OECD (2003a, 2003b, 2004).
34In the appendix, Figures A2.2-A2.4 provide plots of the data in levels and first differences (CPI).

35See Hansen and Juselius (1994) and Doornik and Hendry (1997). respectively.
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For Canada, the output measure (scale variable) is the industrial production se-
ries 1P, (code 15666..CZF...), since measures of GDP are not available at monthly
frequency. Using this series is however only a proxy of a broader measure of economic
activity /income, such as GDP. One solution would be to disaggregate/distribute the
lower frequency GDP data. Given that GDP and industrial production move approx-
imately one-to-one over the whole period, I will use, instead, the monthly series for
industrial production, being aware of interpretational restrictions.* In the quarterly
analysis of New Zealand and Australia, I employ seasonally adjusted real GDP data

(line 99BVRZF). The series are computed in (log of) real terms, and denominated .

For all countries, I employ two interest rates when estimating the cointegrating
relationships. The short rate, i, reflects a short-term bank rate similar across coun-
tries (line 60), while the long rate, i’, consists of a 10-year bond rate (61...ZF). To
obtain a comparable monthly yield, Canadian rates (short /long) originally compiled

at a monthly frequency as a yearly return have been modified:
-8/l . s/t
' =log (1 + rate; /100) *100/12.

For Australia and New Zealand, a corresponding transformation is made to obtain

quarterly yields.

Finally, the money stock variable included in the analysis is scasonally unadjusted
M2, (the sum of lines 34 (narrow money) and 35 (quasi-money) in the IFS). In
principle, the definition of the money stock should correspond to the type of short-
term interest rate used in the analysis—the “own rate.” However, the literature
has not been extremely careful to align these two variables for a number of reasons,

including data availability, comparability across countries, statistical properties, and

35The hypothesis of cointegration of the quarterly measures of GDP and IP over the whole period
in a well-specified VAR (2) was accepted with a p-value of 0.91. This fact motivates the assumption
that the measures cointegrate also on a monthly basis. Experiments with interpolation/distribution
of GDP from quarterly to monthly observations led to unsatisfactory results.
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for robustness tests.3 In this analysis, choosing M2 instead of M1 is driven by the
ease of comparability and its statistical properties. In fact, money enters the analysis
in real tenns—lug(c‘%,%—) = (m2 — p) = realm2—which implies the assumption of
homogeneity of degree one in prices. In other words, there is no money illusion,
individuals demand real balances. Scparate tests, not reported here, indicated that

this assumption holds *best™ in most models for M2.

2.5.2 The Statistical Model

In order to analyze the data, I employ a gencral cointegrated VAR(k) mode], written

in error correction form

k-1
AX,=TX,.1+ ) TAX, i+ D +py+ut+e, t=1..T, (2.3)
i=1

where X, is a p-dimensional autoregressive process, k is the lag length, < is an
i.id. error with mean zero and variance Q, Il = ZL] I, -1, T;, = — Z;.':i o 1L,
and D, contains seasonal and intervention dummies. Under the I(1) hypothesis that
rank(Il) = r < p, the decomposition IT = af’ holds, where a, 8 are p x r matrices of
rank r, and o/ '3, has full rank (p—r), where a,, 3, are the orthogonal complements
ofa,, and where " = Ef__flll"i. The trend is restricted to the cointegrating space, i.c.,

a’'| p, =0, since quadratic trends are not observed in the data.

The moving average representation of this I(1) process defines the data-generating

process for X, as a function of the errors <, the initial values Ay, and the variables

37See, e.g., Ahking (2002), who examines both M1 and M2 aggregates in a cointegration framework
for the United States using three-month Treasurv bill and commercial paper rates as “own rates.”
In fact, contributions to the cointegrated money demand literature often use various combinations
of monetary aggregates and interest rates. See Knell and Stix (2003) who survey more than 500
individual specifications in their meta-analysis of empirical money demand studies. For Australia,
Brouwer ¢ al. (1993) survey earlier literature and provide evidence for five different monetary
aggregates, ranging from currency to broad money. Atta-Mensah (1995) provides similar evidence
for Canada, as does Razzak (2001) for New Zealand.

L
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in Dy. It is given by:
t
Xe=C{ D (e + D) + ot | +C (LY (se + po + it + D) + Ao, (2.4)
=1

where (' = 3, (a’ T4, ) 'a’|. C*(L) is a finite polynomial in the lag operator L. and

Ay is a function of the initial values.

The cointegrating vectors are estimated by reduced rank regression of AX; on
(Xi-1.1), corrected for lagged differences and the constant, see Johansen (1996). Theo-

rem 6.2, The vector to be autoregressed is given by X; = ((m2 — p).y, Ap, i*, ¢ (,'m.r'f.)):.

2.5.3 The Empirical Model
2.5.3.1 Misspcecification Tests

Fitting the models to the data, the number of lags was “tested down™ and set to
k = 2 for all models, quarterly and monthly. Centered seasonal, as well as a fow
other dummies, were included when necessary to account for outliers.>® Table 2.

presents some multivariate misspecification test statistics.3?

Apart from some first order residual autocorrelation for the second period in
Australia and New Zealand. the models seem to be well-specified. Univariate tests
report for Canada some problems with ARCH effects for the short term interest rate

in period 1, and a rather low R? (.19) for ¢! in the second period, sec Table A2.1 in

3%The limited number of observations calls for a low number of lags. For Canada, the monthly
model, these outliers include D8406, D3t12, D8602, D9011, D9209, D309, D9412, D210, 1D=0002,
where D is an unpulse, Ds a step dummy at yearmonth. After accounting for these outliers, the
monthly models with two lags became acceptable. For Australia (quarterly). there was no need 1o
include dummies. For New Zealand (quarterly), one dummy, D8802 was needed to account for an
extreme outlier in the monetary aggregate, see Figure A4 in the appendix to this chapter. This is
probably due to a redefinition of the aggregate.

3%Res. AC(1) and Res. AC (4) are tests for autocorrelation in the residuals, first and fourth
order, respectively, while the test for normality is based on a multivariate version of the univariate
Shenton-Bowman test, see Hansen and Juselius (1991).



Table 2.3: Multivariate Misspecification Tests
Country Test Period 1 Period 2
Statistic x3(r) | p-val. [ x2%(r) |p-val.
Australia Res. AC(1) | 18.2(25) | 0.83 | 42.7(25) | 0.02

Res. AC(4) | 29.1(25) | 0.26 | 20.2(25) | 0.74
Normality | 10.3(10) | 0.42 | 6.3(10) | 0.74
New Zealand | Res. AC(1) | 29.1(25) | 0.26 | 38.1(25) | 0.01
Res. AC(4) | 31.1(25) | 0.1 | 27.0(25) | 0.36
Normality | 11.9(10) | 0.29 | 38.6(10) | 0.57
Canada Res. AC(1) [ 43.4(36) | 0.18 | 34.1(36) | 0.56
Res. AC(4) | 44.036) | 0.17 | 23.8(36) | 0.9
Normality | 5.6(12) | 0.94 |14.9(12)| 0.25

the appendix. The explanatory power of the system (as measured by 122) between

the two periods rises in Australia and falls in New Zealand and Canada.

2.5.3.2 Rank Determination

As mentioned above, the presence of real money (and eventually real GDP or indus-
trial production) in the analysis calls for particular attention to the possible presence
of remaining I(2) trends in the system that did not “cancel out™ in the nominal-to-real
transformation. To account for this possibility, the trace test for the cointegration
rank will be taken from the I(2) framework using the maximum likelihood procedure.
Since I include a trend restricted to the cointegrating space, the nonstandard asymp-
totic distributions derived in Rahbek ¢t al. (1999) apply. In all economies, there is
no evidence for the presence of a remaining I(2) root; see Tables A2.2-A2.7 in the
appendix to this chapter. Generally speaking, there scems to be somewhat “less coin-
tegration” in the data in the second period as compared to the first, independently
of the country under observation.?® Table 2.4 summarizes the results from the rank

determination in the I(2) framework.

Given that the I(2) analysis employed here does not. allow for dummies, the tables

40For example, the hypothesis # < 1 is only borderline rejected for both Australia and New Zealand
in period 2.

27




Table 2 4: Rank Determination
Country Period 1 | Period 2
(‘anada 2 1
Australia 2 2
New Zealand 2 2

could be slightly biased. This is, however, not a major concern in the quarterly
models, since there is (almost) no need for deterministic dummies. In the monthly
Canadian model, instead, misspecification tests indicated the need to account for a
few outliers. Based on the finding that there are no I(2) trends in the system, Table
2.5 presents the trace statistic for Canada in the usual I(1) framework, allowing for

dummies. 4!

Table 2.5: I{1} Rank Test Canada
H; Pigenvalue  trace  trace90

period 1

r=0 0.646 2079 110.0
r<l1 0.443 112.8 82.7
r<2 0.324 61.8 59.0
r<3 0.277 38.1 39.1

r<i 0.143 16.2 23.0
r<j 0.012 3.5 10.6
period 2

r=10 0.495 144.94 110.0
r<l1 0.261 92.3 82.7

r<2 0.176 47.4 59.0

r<3 0.114 28.2 39.1

r<4 0.102 16.1 23.0

r<5j 0.054 5.4 10.6

From Table 2.5, it can be seen that applying the trace test including dummies has
non-negligible effects on the test statistics: in both subperiods, the rank of cointegra-
tion seems to rise by one, which is intuitive, since the outliers that were deleted from

the single series might have obscured the cointegration property otherwise present in

1Trace90 gives the 90% quantile of the likelihood ratio test for the cointegration rank. Rejected
hyvpotheses are in bold.
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the data. However, the rejection of r < 2 in period 1 is only marginal.*> Comple-
mentary evidence can be gained from the roots in the companion matrix, once the

cointegration rank is imposed (Table 2.6).

"Table 2.6: Roots of Companion Matrix

Counlry Rank Period 1 Period 2
Canada 3 1 1 1 073 053 0.32
2 111 1 048 01411 1 1 1 069 025
Australia 2 1 1 1 075 075 1 1 1 031 0381
New Zealand 2 1 1 1 070 0.70 1 1 1 072 059

For Canada, it appears that both possible choices—r = 3 and r = 2—would
be acceptable in the first period, since the next-highest roots do not come close to
the unit circle. The unrestricted adjustment coefficients (not reported here) indicate
significant error correction in three cointegrating relationships, pointing to r = 3. For
both New Zealand and Australia, Table 2.6 confirms that r = 2 is acceptable for both
periods. Consequently, I set r = 2 for all models in the following, apart from the first

period in Canada, where I assumne r = 3.

2.5.3.3 Weak Exogencity

The absence of long-run feedback (i.e., weak exogeneity) for a specific variable offers
some preliminary understanding of the driving trends of the system. While I refrain
from a more complete common trends analysis for the sake of brevity, it is interesting
to test for weak exogeneity, since a weakly exogenous variable can be considered a

common I(1) trend.43

Where univariate tests indicated more than one weakly exogenous variable, this
has been tested jointly as a zero-restriction on the adjustment. cocfficient, see Table

2.7. The test for Australia, period one, distributed as x?(6) was accepted with a

#2\oreover, the hyvpothesis would not be rejected at a 95%-level, with the critical value being
62.6.

43Gee Juselius (1996).




Table 2.7: Univariate Tests for Weak Exogeneity

Clountry Period 1 Period 2
Australia y.realm?2,i® Ap (, realm?2)
New Zealand | Ap,y y, realm?2
Canada mei,y, realm2 | i°,4! L

p-value of 0.92. In period 2, joint exogeneity of Ap and realm2 was rejected at
the 2 percent-level, while the system test of Ap being weakly exogenous gave a test
statistic of 2.35 (x2(2)), with a p-value of 0.31. For New Zealand, the joint exogencity
hypothesis was accepted with a p-value of 0.12 (x2(4): 7.20) in the first period for
Ap and y, and with the same p-value (x%(4): 7.34) for the second period, relative to
output and real money, however. In Canada, both interest rates are jointly weakly
exogenous in period 2 (x*(4): 3.12, p-value = 0.54). In period 1, the monetary
conditions index, industrial production and real money can be considered weakly

exogenous, the likelihood ratio test yields x? (9): 13.54, with p-value = (.14, o

This preliminary assessment sheds some light on the driving forces (the common
trends) of the systems before and alter the imposed break.

First, it is interesting to see how (radically) different they are. For example, in the
model describing Canada before the introduction of IT, the trend stemming from the
MCT may reflect some foreign influence via the exchange rate, but there are also two
domestic stochastic trends, one from the real sector (y, or industrial production), and
a monetary trend, realm2. In the second period, this finding is completely inverted
and both interest rates become exogenous. In the Canadian context, this could be
interpreted as a growing economic and especially financial integration, such that the
U.S. interest rates are also dictating the Canadian financial markets, 4

Second, the output measure is weakly exogenous in four out of six models (New
Zealand P14P2, Australia P1, Canada P1)—an indicator of the “non-affectedness”
of output by the other variables in the system, or the limited real eflects of monetary
policy in the long run. In other words, output responds in equilibrium more to the

variables included in the system after the introduction of IT in both Australia and
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Canada.

Third, the price variable ceases to be a common trend in New Zealand after the
introduction of IT, but becomes one in Australia. Since both short- and long-term
interest rates are included in the system, this could mean that monetary policy (as
expressed by movements in interest rates) became less capable of influencing price

developments in Australia—a rather worrisome conclusion.

2.5.4 Long-run Identification

In this section, I describe identified cointegrating relationships for the six modecls,
preferably money demand and a central bank rule where possible. No restrictions on
the a-vectors (i.e., no weak exogeneity assumptions) have been imposed. The corre-
sponding tables in the appendix to the chapter (A2.8-A2.10) report the B—vectors
in the upper part (standard errors in parentheses), and the adjustment coefficients in

the lower part (t-values in parentheses).

2.5.4.1 Australia

The Australian data reveal a money demand relationship (B;)with expected signs
in period 1 (see Table A2.8). Real money balances are borderline error-correcting,
the other variables do not significantly adjust to the long-run equilibrium. This
relationship does not hold up in period 2, where the coefficients to the interest rates
have the wrong sign and where “money demand” does not respond to the change
in the price level any more. Furthermore, it seems that the significant adjustment
of the short interest rate and the large adjustment coefficient to Ap (together with
significant error correction of real money balances) point to another relationship,

which could not be identified.

A similar picture emerges for the second relationship, the central bank rule. In the

first period the interest rate spread (i° — i) moves together with the inflation rate
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and real money, with significant adjustment of the short-term interest rate.*? No such
relationship can be detected after the introduction of IT. The only meaningful result
found in the data is given by 32, and could be interpreted as an IS curve (inverse
output-interest rate relationship), with significant adjustment. in the correct direction.
A similar relationship was not present in the first period. The size of the coefficients
(especially the adjustment coeflicients, but also the cointegrating coefficient to i!) cast
some doubts on the latter result. However, the joint hypotheses on the f—coefficients

were comfortably accepted in both periods at the 50 percent-level.

Somewhat surprisingly, from the whole range of possible formulations for the cen-
tral bank rule in the first period (i.e., excluding one or more of the RIIS variables,
(m2 — p),y, Ap) from the cointegrating space, only two are viable, namely excluding
y or (m2 — p)—but not both at the same time. All others (especially the exclusion of
the inflation rate) are either rejected or lead to implausible coefficients. In the second
period, as described above, no formulation is accepted at conventional levels. This
could be interpreted as evidence of the fact that the RBA did indecd take strongly
into account inflation when setting the short-term interest rate already before the
targeting of inflation was announced. Summing up, there is only a weak case for a

second cointegrating relationship, see also Table A2.7.

2.5.4.2 New Zealand

The New Zecaland analysis proposes a rather similar picture (Table A2.9). The
Bl —vector can be interpreted as a money demand relationship, with conventional co-
cfficients and error-correcting real balances, while in the second period correct signs
can only be achieved if the coefficient to the long interest rate is set to zero; that is,

real balances do not respond to the opportunity cost of holding bonds.

4 Note that the coefficient to inflation is not significantly different from 1. It has been shown in
the context of New I{evnesian sticky price models that a coefficient greater than 1 is a sufficient
(but not necessary) condition to fulfill the “Tavlor principle,” i.c., to avoid indeterminacy of the
rational-expectations equilibrium price level, see Woodford (2001) and Taylor (1999). In his seminal
contribution, Tayvlor (1993) estimated the inflation coeflicient at 1.5.
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The second relationship, the central bank rule, shows the expected signs and
meaningful coefficients in period 1. Note that the coeflicient to inflation is signifi-
cantly below unity, implying a “passive” behavior of the central bank with respect.
to inflation. The monetary authority seems to react strongly to (inflationary) output
growth. Imposing the interest rate spread as proxy for the instrument of monetary
policy in period 2 does not yield meaningful results.?® Therefore, the bond rate is not
included in the cointegrating space of a‘, in the second period. The vector reflects a
relationship between the strongly equilibrium-correcting short-term interest rate and
detrended real M2. Just as in the Australian case, also in New Zealand the inflation
rate cannot be removed from the cointegrating space before the regime switch without
provoking a rejection or implausible coeflicients. In the second period, however, this
is possible. The joint hypotheses on the 3—coeflicients are borderline accepted in the

first period, but comfortably in the second.

2.5.4.3 Canada

As indicated above, three cointegrating relationships are assumed in the first period.
Bl mimics again the money demand relation, which is rather similar in both periods
(Table A2.10). Note that the coeflicient to Ap—the opportunity cost of holding
money instead of real assets~~has roughly tripled in the sccond period. This could be
viewed as evidence of agents’ increased awareness with regard to inflation, possibly
triggered by the adoption of the IT framework. An interpretational problem arises
from the fact that real balances are not significantly equilibrium-correcting in the first
period, but do adjust in the second. The inflation rate, in turn, is strongly adjusting

in the first period but not in the second.

The policy rule (32) offers two interesting conclusions. First, the short-term in-

terest rate strongly adjusts to disequilibria in the first, but not in the second period.

45]n fact, the univariate test statistic for Jong-run exclusion of the bond rate (not reported here) is
non-significant for all choices of the cointegration rank, i.e., the bond rate is not helpful in explaining
the information present in the VAR system.
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This confirms the above analysis, where both interest rates were found to be weakly
exogenous after the introduction of IT. This could be due to the increasing integrated-
ness of North-American (financial) markets, with a common interest rate determined
in the U.S. market. Second, CPI inflation can be eliminated from the cointegration
space in the first period but not the MCI, and vice versa for the second period. This
is what one could intuitively expect from the described change in the monetary policy
regime (from targeting “nothing,” eventually the MCI, to targeting inflation). In the
given specification, the interest rate spread rises with the MCI in the first period and
with real money and inflation in the sccond. Note that the coefficient to inflation

implies an “active™ central bank behavior.

The third cointegrating vector in period 1 presents a relationship visible in the
data, the co-movement of the MCI and the bond rate (sce Figure A2.1 in the ap-
pendix). This comes as no surprise, given the preponderance of an (admittedly

shorter-term) interest rate over the exchange rate in the construction of the MCL

2.6 Conclusion

This chapter has provided an empirical assessment of the effects provoked by the
introduction of a new framework for monetary policy in Australia, New Zealand
and Canada using cointegration theory. The chapter identified long-run relationships
interpretable as monetary policy rules and money demand functions as implied by

the data. A number of interesting results emerge from the above analysis.

First, regarding weak exogeneity, the output variable is to a large extent unaffected
by the other variables in the system, especially the interest rates. Monetary policy
seems to have limited real effects. However, output is “less exogenous™ after the
introduction of IT. In Canada, the short-term interest rate becomes exogenous after

the introduction of IT. This surprising finding is interpreted as evidence of increasing

468ee footnote 18.



monetary integration between Canada and its large neighbor, the United States. The
overnight money market rate becomes a common trend of the system—potentially

driven by the U.S. financial market—instead of the outcome of domestic policy.

Second, the cointegration analysis reveals that especially in New Zealand and
Australia, money demand but also central bank rule-like relationships are more pro-~
nounced/stable in the first period than in the second. After the introduction of IT,
an interest rate rule cannot be detected at all in Australia, while in New Zealand, the
long-term interest rate does not play any role. In both countries, however, the second

cointegrating relation is only borderline stationary.

Third, for New Zealand and Australia, the inflation rate can be removed from the
cointegrating space after the introduction of IT, but not so before. One factor that
might contribute to this rather counter-intuitive result is that both central banks after
the regime switch in fact targeted core inflation while the time series employed in the
analysis refer to the headline CPI due to data availability problems. The implied
discrepancy between core and headline CPI is not intuitive, however. In Canada, on
the other hand, the switch to inflation targeting can be clearly detected in the data:
the MCTI plays-—as expected—a non-negligible role in the first period, while in the
second period removing the (core) inflation rate from the cointegrating relationship

is rejected on statistical grounds.

Fourth, the data provide less evidence of cointegration after the introduction of
IT in a general sense. In fact, the monctary regime switch might have had profound
effects not only on the policy rule but also on money demand, and equilibrium re-
lationships are therefore hard to detect in the data.’? In this sense, the adoption

of a new policy regime may have been a preemptive strike to counter the further

17Clearly, the above analysis (not so much for Canada) is also restricted by the rather limited
number of observations. This is partly due to the fact that New Zealand and Australia do not
collect /publish data on inflation {and industrial production) on a monthly basis. Svensson (2001)
harshly criticized this as “striking,” (p. 4), adding that monthly startistics are “required to bring
data quality up to international standards™ (p. 48). On the other hand, a preliminary assassment of
data sets extended thoughout end-2003 did not appear to provide significantly different conclusions.
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disintegration of a stable money demand, a cornerstone of many other monetary pol-
icy frameworks. From a chronological point of view, financial innovation that could
have triggered money demand instability preceded the introduction of IT by some 10

vears,*

*See, for example, Freedman (1983).

36



2.7 Appendices
2.7.1 Tables

Table A2.1: Univariate Misspecification Tests

Counlry Series Period 1 Period 2
ARCH(2) | Norm | R? ARCH(2) | Norm | R?
Australia Ap 1.906 0.760 | 0.723 ] 0.512 0.4%6 | 0.611
Y 7.632 4.692 10.380 | 0.646 0.441 | 0.707
(m2 —p) | 0.065 2.257 ( 0.490 | 0.411 0.226 | 0.769
i 6.910 1.088 | 0.414 | 2.057 0.996 | 0.891
it 0.943 3.403 | 0.414 | 4.718 3.311 | 0.781
New Zealand | Ap 2.902 5.047 | 0.757 | 2.328 2.028 | 0.752
Y 0.627 1.549 | 0.564 | 1.373 3.9338 | 0.379
(m2—p) [ 2115 1.189 | 0.819 | 0.589 0.872 | 0.501
i° 1.10%8 0.190 { 0.808 | 1.790 0.351 | 0.641
i 0.191 2.081 [ 0.636 | 1.180 2.618 { 0.522
Canada Ap 0.949 0.429 [ 0.854 | 0.413 1.279 | 0.734
mei 2.607 3.828 | 0.563 | 0.084 1.730 | 0.567
Y 1.971 0.477 10.683 | 1.064 3.150 | 0.410
(m2 ~p) | 2.493 0.401 | 0.857 | 1.001 0.745 | 0.523
i° 11.493 1.444 [ 0.593 | 0.991 4.882 { 0.530
it 1.686 1.130 | 0.562 | 1.476 0.066 | 0.192




Table A2.2: I(2) Trace Test Canada, Period 1 (P1)

p-r r S S
6 0 19369 523.2 417.5 326.7 251.9 194.3 168.5
(269.2) (233.8) (202.8) (1749) (151.3) (130.9) (115.4)
5 1 454.3 348.6 257.8 181.2 123.7 98.33
(198.2) (167.9) (142.2) (119.8) (101.5) (87.2)
4 2 311.25 228.8 152.2 88.9 604
(137.0)  (113.0) (92.2) (75.3) (62.8)
3 3 140.36 81.9 64.5 294
(86.7) (68.2) (53.2) (42.7)
2 4 57.2 2.3 129
(47.6)  (31.4)  (25.4)
1 5 262 217
(19.9)  (12.5)
p-T-s 6 9 4 3 2 1 0

Note: The number of 1(1) components is s and the number of I(2) components is
p—r — s. Simulated 95 percent critical values in parenthesis. A test statistic higher
than the critical value means that the hypothesis is rejected. The table is to be read
from upper left to lower right, line by line. Rejected hypotheses are printed in bold.

Table A2.3: 1(2) Trace Test Canada, Period 2 (P2)

S

o
bLP—T

6 0 665.8 513.3 399.6 304.7 228.2 161.3 128.2
(269.2) (233.8) (202.8) (1749) (151.3) (130.9) (115.4)

) ] 450.6 340.3 246.5 171.6 105.1 731
(198.2) (167.9) (142.2) (119.8) (101.5) (87.2)
4 2 274 2065 139.0 73.0 429
(137.0) (113.0) (92.2) (75.3) (62.8)
3 3 170.4 100.4 53.0 24.2
(86.7) (68.2) (53.2) (42.7)
2 4 104.0 394 125
(47.6)  (34.4)  (25.4)
1 5 63.7 3.42
(19.9)  (12.5)

p-r-s 6 ) 4 3 2 1 0
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Table A2.4: I(2) Trace Test New Zealand, P1

r 5% S5

p-r rp-r
] 0 718.0 232.0 194.9 169.7 147.8 131.5
(108.2) (167.9) (142.2) (119.8) (10L.5) (R7.2)
4 1 252.8 148.6 121.9 98.1 81.8
(137.0) (113.0) (92.2) (75.3)  (62.8)
3 2 99.7 744 54.7 41.5
(86.7) (68.2) (53.2) (42.7)
2 3 45.7 26.0 12.9
(47.6)  (3L1)  (25.4)
1 4 16.9 3.4
(19.9)  (12.5)
p-r-s 5 1 3 2 1 0
Table A2.5: 1(2) Trace Test New Zealand, P2
pr_r Sre Srp-r

5 0 294.5 2246 182.8 151.3 124.6 113.6
(198.2) (167.9) (142.2) (119.8) (101.5) (87.2)

4 1 195.6 146.9 110.8 84.8 G63.7
(137.0) (113.0) (92.2) (75.3) (62.8)

3 2 1174 799 57.0 36.7
(86.7) (68.2) (53.2) (42.7)
2 3 63.3 31.0 14.7
(47.6)  (31.4)  (25.40)
1 4 3.4 4.3
(19.9)  (12.5)
pP-r-$ 5 4 3 2 1 0
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Table A2.6: 1(2) Trace Test Australia, P1

pr r S5 5 _,
) 0 1076.2 2224 1749 140.3 111.9 101.0
(198.2) (167.9) (142.2) (119.8) (101.5) (87.2)
4 1 186.4 138.0 103.4 79.1 65.1
(137.0) (113.0) (92.2) (75.3) (628)
3 2 1124 78.0 56.1 37.9
(86.7)  (68.2) (33.2) (427)
2 3 44.8 19.9 18.0
U7.6)  (344)  (254)
1 4 27.2 45
(10.9)  (125)
DI-s 5 1 3 2 1 0
Table A2.7: I(2) Trace Test Australia, P2
pr r S5 S5,
9 0 248.0 194.8 157.1 130.7 108.7 994
(198.2) (167.9) (142.2) (119.8) (101.5) (87.2)
4 1 160.7 1322 102.4 81.2 64.1
(137.0) (113.0) (92.2) (75.3) (62.8)
3 2 1053 764 54.1 36.8
(86.7)  (68.2) (53.2) (42.7)
2 3 50.8 221 18.2
(47.6)  (344)  (23.4)
1 4 106 53
(19.9)  (12.5)
p-I-s 5 4 3 2 1 0
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Table A2.8: Long-run Structure Australia

period 1 period 2
variable ﬁ] ﬁg ﬁ'] ﬂg
Ap 0.198 -1.037 0 0
(se)  (0.020) (0.106)

Y -1 0 -1 1
(s.e.)

(m2 —p) 1 -3.193 1 0
(s.e.) (0.196)

* -0.124 1 0.140 0
(s.e.) (0.015) (0.011)

# +0.124 -1 -0.074 0.006
(s.e.) (0.015) (0.011)  (0.002)
trend 0 0 -0.003  -0.005
(s.e.) (0.000)  (0.000)

a1 Q- a, Qs

Ap -0.872 0.655 -13.541 -5.077
(t-rat.) (-0.380) (1.455) (-2.300) (-0.315)
] -0.047  -0.010 0.122 -0.694
(t-rat.)  (-1.062) (-1.147) (1.640) (-3.712)
(m2~p) -0.141 -0.032 -0.553  -0.700
(t-rat.) (-1.943) (-2.219) (-2.196) (-1.263)
* -2.234 -0485 -1.013 1.253
(t-rat.)  (-1.650) (-2.824) (-5.443) (0.679)
il 1.13%8 0.217 -1.762  16.787
(t-rat.)  (1.728) (1.677) (-1.147) (4.372)

X2(3)=3.64 (0.16)

x*(3)=2.41 (0.49)
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Table A2.9: Long-run Structure New Zealand

period 1 period 2
variable B, B, B, B,
Ap 1.160 -0.391 0.078 0
(se)  (0.142)  (0.051)  (0.010)
Y -1 -4.044 -1 0
(s.e.) (0.364)
(m2 —p) 1 0 1 -3.690
(se.) (0.583)
i* -2.153 1 -0.163 1
(se.)  (0.080) (0.008)
il +2.133 -1 0 0
(se)  (0.080)
trend 0 0 -0.003 0.028
(s.e.) (0.000)  (0.004)
61 62 al 82
Ap -2.726 -6.437  -13.457  -2.333
(t-rat.)  (-1.231)  (-3.950) (-5.288) (-2.167)
Y 0.0006 0.015 -0.041  -0.016
(trat.)  (0.307)  (0.200) (-0.331) (-0.928)
(m2—-p) -0.142 -0.325 -0.556  -0.066
(t-rat) (-3.287) (-2.984) (-3.583) (-2.820)
7* -0.746 -2.762 -3.800 -0.816
(t-rat.)  (-3.004) (-1.409) (-1.908) (-2.698)
7t 0.084 -0.251 -1.748  -0.346
(t-rat.) (-0.459) (-0.541) (-1.504) (-1.961)

X2 (4)=7.514 (0.13)

2(3)=2.55 (0.47)




Table A2.10: Long-run Structure Canada

period 1 period 2

variable B, By By B, B,
Ap 0.566 0 0 1448 -2.682
(se)  (0.019) (0.157)  (0.291)

Y -1 0 0 -1 0
(s.e.)

(m2 —p) 1 0 0 1 -1.258
(s.e.) (0.106)
mci 0 -1.049  -0.599 0 0
(s.e.) (0.179)  (0.151)

i -0.591 1 0 -0.495 1
(se)  (0.199) (0.010)
il +0.591 -1 1 +0.495 -1
(se)  (0.199) (0.010)
trend -0.001 0 0 <0.000 0
(se)  (0.000) (0.000)
ay Qg as a, Qo
Ap -1.807 -85 -2990  2.363 1.650
(t-rat.)  (-8.302) (-1.999) (-2.460) (0.939)  (1.215)
Y -0.002  0.013 0.066 0.085 0.043
(t-rat.)  (-0.353) (0.516) (2.109) (1.648)  (1.538)
(m2—p) -0004 -0078 -0.121 -0.550 -0.290
(trat)  (0453) (-2.002) (-2.430) (-3.767) (-3.677)
met 0.001 -0.025 -0.041 -0.086 -0.050
(t-rat)  (0.267) (-1.117) (-1.123) (-1.813) (-1.959)
i -0.010 -0.670 -0.648 0.019 0.005
(trat.)  (-0.405) (-6.151) (-1.612) (0.107) (0.019)
it 0.037 -0.004 -0.093 0.221 0.122 :
(trat.)  (2.691) (-0.073) (-1.220) (1.561)  (1.593) 5

X2(7)=11.81 (0.11)

x2(5)=8.74 (0.13)
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2.7.2 Figures

Figure A2.1: 4-Quarter CP! Inflation Rates in Selected IT and Non-IT Countries, 1980-2000
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Source: International Monetary Fund, /FS.

Notes: Vertical lines signify the approximate introduction of IT.
The chart for Israel is on a logarithmic scale due to a period of hyperinflation.
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Figure A2.2: Australia: Macroeconomic Data, 1980-2600
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Note: Quarterly data, in (log) levels, CPI in first differences.
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Figure A2.3: Canada: Macroeconomic Data, 1984-2000
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Figure A2.4: New Zealand: Macroeconomic Data, 1982-2000

30 30 28 28
~ L hd
29 29 2l 1 24
28 ¢ 238
a0 Short rate 0
27 b 27 ©
26 b 26 16 16
sy Real N2 a5
12 12
24 q:4
08 08
23 423
22 i L A L A A A A A A A i A re Il F— :2 04 A ' A A e rs 'l A i I i enad i . A A 04
1982 1984 1986 1988 1990 1992 1994 1996 1998 200 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000
19 210 210
1.7
205 F 208
208 Real GDP 0
15
- p .
13 .00 200
1 195 d9s
09
1.90 4 1%
07
05 ] 1.8% e E— e S U S ST I T
1982 1984 1986 1988 1990 1992 1994 1996 1998 2100 1982 1984 1986 1988 1990 1992 1994 1996 1998 2IKX)
40 40
35 435
kXt 4 30
25 CPl inflation 425
20 420
1.5 415
10 4 to
0.5 4 05
00 AV Wa s \V/J; 00
D08 Q.5
1982 1984 1986 1988 1990 1992 1994 1996 1998 200

Source: Intemnational Monetary Fund, IFS.

Note: Quarterly data, in (log) levels, CPI in first differences.

47




4%



Chapter 3

Current Account Fluctuations:
How Important Are Nominal

Shocks?

3.1 Introduction

Since the publication of the Redux paper (Obstfeld and Rogoff, 1993), the general
equilibrium approach to international macroeconomics, often labeled as the “New
Open Economy Macroeconomics”™ (NOEM, for short), has gained remarkable mo-
mentum.! Roughly speaking, this new paradigm marries microfounded economies
open to international exchange with frictions and rigidities stemming from imperfect
competition in product or factor markets. This paradigm, in fact, parallels to some
extent the closed-economy New Keynesian approach.? Up to the present, the liter-
ature has mainly taken a theoretical perspective, leaving empirical issues aside. A
central, but so far underdeveloped topic in this line of research is the behavior of the

current account.

1See Vanhoose (2004) and especially Lane (2001a) for valuable surveys.

2See, e.g., Clarida et al. (1999).
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The emphasis of the theoretical NOEM research program has been on two-country
models, thus enabling the analysis of internat<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>