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Statistically Speaking

It’s just a standard deviation!

To study an entire population is

time-consuming, and usually not fea-

sible. Therefore, studies are usually

conducted on a sample of the popula-

tion, and inferences about the popu-

lation are made based on the data

obtained from the sample. When

reporting experimental data in medi-

cal manuscripts, authors often use

descriptive statistics to describe the

data, for example, ages of patients in

the propofol group were mean (stan-

dard deviation) 38.5 (12.3), whereas

those in the sevoflurane group were

31.9 (9.4) yrs [1]. Descriptive statis-

tics used for normally distributed

data are mean and standard devia-

tion, whereas for data which is not

normally distributed, such as pain

scores and sedation scores, the med-

ian, IQR and range would be given.

The standard deviation (SD,

sometimes given the Greek letter r)

of a sample is an estimate of the

variability of the population from

which the sample was drawn, and

is given in the same units as the

variable. It is calculated by taking

the square root of the average of

the squared deviations of the values

from the mean for that series (for a

simple worked example, please see

Box 1). A set of values that are clo-

sely clustered near the mean will

have a low SD, whereas a set of

numbers that are widely apart will

have a higher SD. For normally dis-

tributed data, around 95% of indi-

viduals will have values within two

SDs of the mean, with the remain-

ing 5% being equally distributed

above and below these limits

(Fig. 1) [2]. The standard deviation

is a valid measure of variability,

regardless of the distribution, with

around 95% of individuals falling

within two SDs of the mean,

though the remaining 5% might not

be so equally distributed above and

below these limits (Fig. 2) [3].

The standard error of the mean

(SEM) is an example of inferential

statistics. It is given by SD/√ sample

size and is an estimate of how close

your sample mean is to your popu-

lation mean. Like the standard devi-

ation, the SEM is also given in the

same units as the variable it

describes. The SEM will become

smaller as the sample size increases,

as the extent of chance variation

decreases [3], whereas the SD will

not change predictably with sample

size.

Standard deviation versus
standard error of themean
So which statistic should be used

when presenting our results in

manuscripts? In nearly all instances,

and especially with experimental

data, you are interested in how

Box 1: How to calculate the standard deviation

You have six values, 4, 7, 8, 12, 13, 16

1 The mean of the six values is 10
2 Minus the mean from each value, and square the result.

4–10 = (�6)2 = 36

7–10 = (�3)2 = 9

8–10 = (�2)2 = 4

12–10 = (2)2 = 4

13–10 = (3)2 = 9

16–10 = (6)2 = 36
3 Sum up the squared differences = 98
4 Divide the sum of squared differences by n – 1

= 98/5 = 19.6 = variance
5 The SD is square root of the variance = 4.43
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widely scattered your measurements

are, and so the SD should be used.

Unfortunately though, it is often

the case that authors will use the

SEM when they want to emphasise

the lack of variation of a particular

marker when biological or technical

repeat experiments are performed

[4]. Figure 3 is an example of when

the SEM is used incorrectly. The

investigators measured the ratio of

IL-1b to b-actin in six samples

from the same mouse, and dis-

played their data using a bar chart

showing mean and SEM. In this

instance, we are interested in know-

ing how varied that particular mar-

ker (IL-1b) is in the same tissue

type of the same animal (any vari-

ability seen would be attributed to

technical issues), and so, SD would

be the correct descriptive statistic to

use. Because SEM is given by the

SD divided by the square root of

the sample size, by definition, it

must be smaller than the SD. When

looking at graphical depictions of

experimental data, the reader

should ascertain what the error bars

actually show, do not mistake a

small error bar showing SEM for

little variability among the data.

Statistical significance
and error bars
When scanning the results section

of a manuscript, many of us are

tempted to look for ‘significance’ by

eyeballing the error bars on bar

charts. We vaguely remember a rule

which says that if error bars do not

overlap (e.g. the error bars of CFA

and inhibitor in Fig. 3), then there

is a statistically significant difference

between the two groups. It is true

that if two errors bars showing SEM

do overlap, there is no significant

difference between the two groups,

but the converse is not true. When

SEM error bars do not overlap, we

cannot automatically assume signifi-

cant differences. Even less informa-

tion can be obtained by eyeballing

SD error bars. When the two means

are significantly different, the SD

error bars may, or may not overlap;

this is also true for when there is no

significant difference, the SD error

bars may, or may not overlap [5].

Confidence intervals
The confidence interval is another

example of inferential statistics

which we often confuse. A confi-

dence interval gives an estimated

range of values which is likely to

include an unknown population

parameter (the parameter most

often used in this context is the

population mean), the estimated

Figure 2 Even in skewed distributions, 95% of all values are within �1.96
standard deviations, though the remaining 5% are not evenly distributed on
either side of the curve.

Figure 1 In a normal distribution, 95% of all values are within �1.96 stan-
dard deviations.

2 © 2016 The Association of Anaesthetists of Great Britain and Ireland

Anaesthesia 2016 Statistically Speaking



range being calculated from a given

set of sample data. The probability

that the confidence interval (CI)

encompasses the true value is called

the confidence level of the CI. The

95% confidence level is the most

often used, although confidence

intervals can be calculated for 90%,

95% or 99%. Confidence intervals

would be cited thus, in the litera-

ture “The number needed to treat

(NNT) to prevent laryngospasm in

children is 7 (95% CI 5–12)” [6].

This is interpreted as having 95%

confidence that the true number

needed to treat (in the population)

is between 5 and 12. To calculate

the 95% confidence interval of the

mean, (e.g. if your mean age was

54, SEM was 6) then you multiply

the SEM by 1.96 (1.96 is the magic

number where in a normal distribu-

tion, 95% of the values would lie

within 1.96 standard deviations of

the mean [2]), 6 9 1.96 = 11.76

and you would express your data as

mean 54, 95% CI 42.2–65.6, mean-

ing that there is a 95% probability

that the true population mean lies

between 42.2 and 65.6.

Although seldom used in the

medical literature [7], confidence

intervals (for the mean) are more

informative than standard error of

the mean, and should always be

given. When bar charts are drawn

using confidence interval error bars,

you can roughly eyeball the data for

significance. If the CI error bars do

not overlap (and presuming that

multiple comparisons were not con-

ducted), you can conclude that

there is a statistically significant dif-

ference between the means of two

groups at p < 0.05 (Table 1).
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Figure 3 An example of how standard error of the means should not be
used.

Table 1 General rules for quick decisions on significance.

Error bar shown Overlap No overlap

Standard deviation No conclusion No conclusion
Standard error of the mean p > 0.05 No conclusion
95% confidence interval No conclusion p < 0.05
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