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Resumen

La presente Tesis se encuentra enfocada en la descripción, análisis y modelaje de
un Sistema Complejo pradigmático como lo es el sistema de transporte aéreo. La
generación, propagación y eventual amplificación de los retrasos aéreos impli-
can un gran número de mecanismos que interactúan. Tales mecanismos pueden
ser clasificados como internos o externos al sistema de tráfico aéreo. Los prin-
cipales mecanismos internos incluyen la rotaciones de aeronaves (los diferentes
vuelos origen-destino que conforman un plan de vuelo diario), operaciones en
aeropuertos, conexiones de los pasajeros y la rotación de la tripulación. Por otro
lado factores externos tales como perturbaciones meteorológicas o amenazas a
la seguridad, también modifican el normal funcionamiento del sistema y con-
tribuyen a un alto nivel de congestión. En el presente sistema socio-técnico
se suceden una multitud de decisiones humanas no siempre coordinadas con
lo cual, dada la complejidad de las interacciones entre todos los agentes, hace
necesario enfocar el problema desde la óptica de la teorı́a de los Sistemas Com-
plejos. Especificamente por complejidad nos referimos a la aparición de un
comportamiento colectivo como consecuencia de la interacción microscópica de
los diferentes elementos que componen el sistema. Diversas herramientas han
sido desarrolladas para hacer frente a sistemas de estas caracterı́sticas. En este
trabajo buscamos un enfoque a nivel de todo el sistema por medio de la teorı́a
de redes complejas para lograr un entendimiento acabado de la propagación de
retrasos aéreos.

Este trabajo se basa en la utilización de datos de tráfico reales, permitiéndonos
un enfoque empı́rico, y de esta forma modelar, entender y comparar la dinámica
de propagación de retrasos contra sucesos reales. A diferencia de otros proce-
sos difusivos, tales como el modelado de enfermedas infecciosas, carecemos de
las ecuaciones que rigen la dinámica del sistema. Por lo tanto, en esta Tesis
se propone un modelo computacional basado en agentes que tiene valor no
solo explicativo sino también predictivo. El enfoque seleccionado es interdici-
plinar tomando elementos de diferentes campos como: Fı́sica, Ciencias de la
Computación e Ingenierı́a de Transporte. La metodologı́a seguida durante el
doctorado es reflejada en la estructura de la Tesis: comienza con un análisis
de los datos reales cuyo objetivo es explorar las principales caracterı́sticas que
hacen a la dinámica de los retrasos aéreos, a partir de las conclusiones de esta
primera aproximación se desarrolla un modelo computacional para entender
los mecanismos internos que generan dicha dinámica, dando paso finalmente al
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estudio de la respuesta del sistema a perturbaciones externas y la cuantifación
del grado de robustez que el mismo presenta.

La primera parte es una introducción de los principales conceptos teóricos y
las herramientas utilizadas para caracterizar las redes espaciales con especial
atención sobre los sistemas de transporte. Sobre el final se describen otros
modelos de propagación de retraso aéreos.

La segunda parte comienza con una descripción de las principales caracterı́sticas
topológicas de la red mundial de aeropuertos (WAN), enfocando el análisis en
la identificación de las comunidades topológicas en dicha red. El estudio de las
comunidades es sumamente relevante para la comprensión de las propiedades
estructurales de las redes y su posterior efecto sobre los procesos dinámicos
que ocurren en ellas. Para ello realizamos un estudio comparativo de los re-
sultados obtenidos al utilizar algoritmos de detección de naturaleza diversa. El
principal aporte es el desarrollo de una metodologı́a capaz de detectar las co-
munidades estadı́sticamente significativas y demostrar como las mismas tienen
un mayor grado de similitud entre ellas en relación a comunidades no significa-
tivas. Los resultados obtenidos pueden servir como guia para la redefinición
de las regiones supranacionales definidas por la IATA, pero en nuestro caso,
de acuerdo a los patrones topológicos presentes en la WAN. Debido a la falta
de datos que contengan la programación de los distintos vuelos comerciales a
nivel mundial, concentramos nuestros esfuerzos en la red de aeropuertos de los
Estados Unidos (USAN); en este caso los datos relativos a la programación y
retrasos en los vuelos se encuentran disponible públicamente y sin costo. Es
por esta razón que, disminuyendo la escala, pasamos a explorar las principales
caracterı́sticas topológicas agregadas de la USAN para luego centrarnos en las
trayectorias de vuelo individuales y las caracterı́sticas temporales del sistema
de tráfico aéreo que se encuentran codificadas en la programación. El segundo
capı́tulo de esta parte profundiza en el estudio de los retrasos aéreos definiendo
métricas para evaluar el grado de congestión a nivel de todo el sistema. Por
esta razón el foco de interés está puesto en la caracterización de los retrasos
y cómo estos se transfieren y amplifican como resultado de las operaciones
aereoportuarias, los llamados retrasos reaccionarios. Naturalmente los retrasos
reaccionarios se propagan a través de la red, por lo que la comprensión de las
caracterı́sticas topológicas de la red de transporte aéreo, las propiedades es-
tadı́sticas de los retrasos y las caracterı́sticas de las rotaciones de las aeronaves
son de gran importancia para el desarrollo del modelo.

La tercera parte está dedicada a la descripción del modelo basado en agentes
para explorar con más detalle los aspectos dinámicos del sistema en estudio. Bajo
el marco propuesto, los agentes son los aproximademente 5000 aviones de las
principales aereolı́neas comerciales, que componen el sistema de tráfico aéreo de
los Estados Unidos cada dı́a. Además, el modelo tiene valor predictivo ya que se
encuentra basado en los datos reales de programación de las distintas aerolı́neas.
En esta parte, se describen los diferents objetos y subprocesos involucrados en
la generación y eventual propagación de los retrasos aéreos. Como se mencionó



anteriormente estos son: la rotación de las aeronaves, la conectividad entre
vuelos y la congestión aeropuertaria. Sobre el final se describen las diferentes
maneras de inicializar el modelo.

La cuarta parte se centra en los mecanismos internos que impulsan las dinámicas
de propagación de retrasos y muestra cómo el modelo es capaz de reproducir los
patrones de propagación observado en los datos reales. Asimismo, puesto que el
modelo es capaz de evaluar operaciones separadas, se identifica la conectivadad
debido a los pasajeros en tránsito y a la rotación de la tripulación como el factor
interno más relevante que contribuye con la propagación de los retrasos através
del sistema. Además, los resultados indican que debido a las restricciones intro-
ducidas por la programación, existe un riesgo no despreciable de inestabilidad
sistémica, incluso bajo condiciones de funcionamiento normales. En otras pal-
abras, sin ningún tipo de perturbación externa importante que afecte al sistema,
como por ejemplo condiciones climáticas extremas o huelgas de controladores
aéreos, es posible alcanzar una congestión en todo el sistema debido a la com-
plejidad de las interacciones entre los diferentes elementos que lo componen.
Este análisis es capaz de proporcionar un marco de referencia para estudiar la
estabilidad de los sistemas de transporte con horarios predefinidos por una pro-
gramación. Su aplicación a otras redes de tráfico aéreo es, por supuesto, sencillo.
Asimismo las métricas definidas para caracterizar la congestión son posibles de
aplicar en otros ámbitos y, además, teniendo en cuenta las particularidades de
otros sistemas es posible trasladarlo a otros medios de transporte con relativa
facilidad.

Analizados las causas internas de la dinámica de retrasos, en la parte final explo-
ramos los efectos de las perturbaciones externas al sistema. Comenzamos por
cuantificar cómo las perturbaciones meteorológicas extremas generan los retra-
sos y motivan la intervención humana (mediante, por ejemplo, la cancelación
de vuelos) para evitar el colapso del sistema. Para este análisis nos centramos
en los hechos ocurridos el 27 de octubre del 2010 en los Estados Unidos. En
esta fecha una tormenta extrema, que más tarde fue llamada “2010 Superstorm”
asoló gran parte del centro y este de los Estados Unidos. Nuestro modelo es ca-
paz de reproducir la evolución de la dinámica de los retrasos. A su vez, teniendo
en cuenta las diferentes medidas de intervención, es posible mejorar los resulta-
dos del modelo para acercar la predicción cuantitativa a la realidad. Tomando
como punto de partida este caso real en el siguiente capı́tulo analizamos la ro-
bustez del sistema en un marco general introduciendo métricas para cuantificar
el impacto de las perturbaciones y la resiliencia del sistema de tráfico aéreo.
Por último analizamos el grado de impacto de los aeropuertos en función de su
tamaño e identificamos un patrón en la dinámica responsable de la propagación
de los retrasos como un efecto dominó.

La Tesis termina con la conclusión y una serie de propuestas de investigación
que continuan la linea de la misma.

Los objetivos de la presente Tesis se encuentran enmarcados por el alcance del
programa de doctorando de ComplexWorld, un proyecto dentro del SESAR



WP-E cuyo objetivo es la promoción de la investigación en el área de tráfico
aéreo e Ingenierı́a de Transporte. El doctorando ha publicado los siguentes
artı́culos y una patente Española (asimismo una patente Europea esta pendiente
de revisión), este material es utilizado en la presente Tesis:
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Abstract

The focus of this dissertation is to quantitative describe, analyze and model
a paradigmatic socio-technical complex system such as the air-transportation
system. The generation, propagation and eventual amplification of flight de-
lays involve a large number of interacting mechanisms. Such mechanisms can
be classified as internal or external to the air traffic system. The basic internal
mechanisms include aircraft rotations (the different flight legs that comprise an
aircraft itinerary), airport operations, passengers’ connections and crew rotation.
In addition, external factors, such as weather perturbations or security threats,
disturb the system performance and contribute to a high level of system-wide
congestion. Although this socio-technical system is driven by human decisions,
the intricacy of the interactions between all these elements calls for an analy-
sis of flight delays under the scope of Complex Systems theory. Complexity
is concerned with the emergence of collective behavior from the microscopic
interaction of the system elements. Several tools have been developed to tackle
complexity. Here we use Complex Networks theory and take a system-wide
perspective to broaden the understanding of delay propagation.

This work is driven by real traffic data, allowing us to take an empirical ap-
proach to the problem and model delay propagation dynamics against realistic
situations. Unlike other spreading processes such as infectious disease model-
ing, we lack the mathematical equations that rule the dynamics. Therefore we
propose an agent-based computational framework that has either explanatory
and predictive value. The path chosen makes this thesis truly interdisciplinary
tying fields as Physics, Computer Science and Transportation Engineering. The
research methodology followed during this PhD is reflected in the thesis struc-
ture: it begins with a exploratory data analysis to identify the key drivers be-
hind the dynamics of delay propagation, and then uses the output of this initial
phase to develop a computational model that was later employed to under-
stand the problem at hand focusing in the endogenous mechanisms that foster
the spreading of flight delays. Finally, the last part explores the system response
to weather perturbations and give insights regarding the system robustness to
perturbations.

The first part provides an introduction of the main theoretical concepts and tools
used to characterize spatial networks focusing on transportation systems, and
describes other modeling approaches of flight delay propagation.
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The second part starts with a description of the main topological characteris-
tics of the World Airport Network with special attention to the identification of
communities in this network. Community detection is of great relevance for the
understanding of the structural properties of networks, and here we compare
the output of widely used community detection algorithms and identify statis-
tically significant and similar communities across methods. The results provide
insights to define supranational regions according to topological patterns in the
World Airport Network. Due to the lack of performance data for world-wide
traffic we concentrate our efforts on the US Airport Network, for which data re-
garding flight delays is publicly available without cost. We therefore explore the
main topological characteristics of the aggregated network and next we focus
on the individual flight trajectories and temporal features of the system encoded
in the schedule. The second chapter of this part deepens in the understanding
of flight delays and defines metrics to asses the level of system-wide congestion.
In the second part of the thesis the interest is put in characterizing delays and
how they are transferred and amplified by subsequent operations, the so-called
reactionary delays. Naturally reactionary delays spread across the network, so
an understanding of the topological features of the air transportation network,
the properties of aircraft rotations and the statistical features of flight delays is
of great significance for subsequent modeling efforts.

The third part is devoted to the description of the data-driven agent-based
model developed to further explore the dynamical aspects of the system under
study. Under the proposed framework, the agents are the approximately 5
thousand aircrafts, from the main commercial airlines, that are part of the US
air-traffic system every day. In addition it is data-driven because it uses the real
airline schedules, which is why it has predictive value. In this part, we describe
the object models and the subprocesses involved in the cascading mechanism
of delay propagation. As mentioned before these are: aircraft rotation, flight
connectivity and airport congestion. We also describe the different possible
initial conditions for the simulations.

The fourth part focuses on the internal mechanisms that drive the flight delay
dynamics and shows how the model reproduces the delay propagation patterns
observed in the US performance data. Also since the model is able to evaluate
separate operations, it identifies passenger and crew connectivity as the most
relevant internal factor contributing to delay spreading. Furthermore, the results
indicate that due to the constraints introduced by the existence of a schedule,
there is a non-negligible risk of systemic instability even under normal operating
conditions. In other words, without any major external perturbation affecting
a large part of the system, such as extreme weather conditions or air controller
strikes, the dynamics can move towards a network-wide congestion due to the
intricacy of the interactions between the different elements of the system. Our
analysis provides insights on how to study the performance and stability of
networked transport systems with predefined schedules. Its translation to other
airport networks is, of course, straightforward, and even though the modeling



of other transportation systems may require some particular details, the appli-
cability of the metrics defined to measure network-wide congestion based on
clustering is universal.

The final part explores instead the consequences of external perturbations to the
system. We begin by quantifying how system-wide weather perturbations affect
delay propagation and the effectiveness of managers and pilots interventions to
prevent possible large-scale system failures. We focus on the events occurring on
October 27 2010 in the United States. A major storm complex that was later called
the 2010 Superstorm took place that day. Our model reproduces the evolution of
the delay-spreading dynamics. By considering different intervention measures,
we can even improve the model predictions getting closer to the real delay data.
Next we generalize the problem of the system resilience to perturbations and
introduce metrics to quantify the impact of perturbations and the robustness of
the air-traffic system. We also provide insights depending on the airport size
and identify the dynamical patterns that boost delay propagation.

This dissertation ends with the discussion and proposes future research lines.

The PhD objectives were formulated under the scope of the ComplexWorld
PhD programme a SESAR WP-E project, which aims to promote research and
Complex Science in aerospace and air-traffic management. During the PhD the
candidate has published the following articles and also a Spanish patent (as
well as a European patent with pending status), whose material is used in this
dissertation:
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Air Transportation Network. transportation, 11, 12.
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CHAPTER 1
Theoretical framework: Complexity

Science in transportation systems

The Science of Complexity has undergone a rapid expansion through a variety
of interdisciplinary fields such as Computer Science, Technology, Biology and
Socio-economical Systems. Complexity Science is a recent approach to compre-
hend a certain type of systems, the so-called Complex Systems, composed of
a large number of interacting entities that produce emergent behaviors. Given
this general framework, Complexity is not used to refer just to complicated
phenomena within Science, it emphasizes the notion of collective behavior that
surge from microscopic interaction scales.

Statistical Mechanics has provided a mathematical toolbox to analyze Complex
Systems. Thus, modeling approaches from physics are combined with power-
ful computational resources to gain insight on fundamental questions poorly
suited to traditional science. This is the case in systems, where a reduction-
ist approach fails to explain the emergent behavior, thus following a Complex
System’s approach can shed light on it.

1.1

Tackling complexity: networks

One of the keystones of Complexity Science is Complex Networks. A network
is a mathematical abstraction that represents systems of interacting entities.
Naturally, entities are symbolized by nodes and the interactions by edges or
connections between them. For instance, the World-Wide Web is a network of
nodes representing web-pages and edges hyper-links between them. The use
of network analysis to characterize Complex Systems has been generalized in
the last decade. The potential of graphs describing social systems was pointed
out almost a century ago (Moreno et al., 1934) and network theory was guided
by the early work on random graphs by Erdós and Rényi (ERDdS and R&WI,
1959). These are networks with a majority of vertices that have roughly the
same number of connections around the average value. However this modeling

3



CHAPTER 1. THEORETICAL FRAMEWORK: COMPLEXITY SCIENCE IN
TRANSPORTATION SYSTEMS

paradigm switched at the end of the 90’s after the seminal works by Watts and
Strogatz (Watts and Strogatz, 1998) and by Albert and Barabasi (Barabási and
Albert, 1999). In these works they found that real networks behave differently
from the traditional approach, showing non-trivial topological characteristics.
Ever since Complex Networks have been applied in a growing range of disci-
plines such as Technology (Huberman et al., 1998), Biology (Jeong et al., 2001),
Social Systems (Castellano et al., 2009) or Economy (Snyder and Kick, 1979).

It should come as no surprise, though, that the topology of networks plays an
important role on the dynamics taking place on them (Newman, 2010). Therefore
the study of networks is of paramount importance to understand the behavior
of, interconnected, real systems. A successful example is in the context of
Social Science and the mechanisms behind social influence and information
diffusion (Wasserman and Faust, 1994; Conte et al., 2012; Ugander et al., 2012;
Christakis and Fowler, 2010). Other field where Network Science has been of
fundamental importance is in the modeling of propagation of infectious diseases
at a global scale that occurs when infected persons travel across the air-traffic
network (Hufnagel et al., 2004; Colizza et al., 2006a; Balcan et al., 2009a,b; Tizzoni
et al., 2012). The modeling concepts of epidemic spreading have a long tradition
going back almost a century (M’Kendrick, 1925). One example is the SIR model,
originally developed to understand epidemic spreading. In the SIR, a set of
individuals are initially infected and for each time step they can randomly
interact with each other so that a disease begins to propagate through the system.
If the contacted neighbor is in the susceptible state (different from infected), then
with probability λ will be infected. At the same time, the infection has a finite
lifetime so there is a certain probability µ of an individual to recover and become
immune.

In recent years these modeling efforts evolved to include real data. Cutting-
edge technology has increased the availability of digital data concerning human
activity patterns offering an opportunity to model complex socio-technical sys-
tems. Datasets capturing mobile phone calls, friends and followers within social
networks, web-browsing, e-mail or transport ticketing have opened the path to
understand systems at a realistic level. The amount of digital data created, repli-
cated and consumed doubles every 2 years and it is estimated that for 2020 the
size of the digital universe will be about 40 trillion of gigabytes. In other words,
approximately 5 thousand gigabytes per person (Gantz and Reinsel, 2012). This
gave rise to the term Big Data, a far-reaching concept that has an increasing in-
fluence in diverse areas such as new enterprise managerial systems (McAfee and
Brynjolfsson, 2012), politics (Bond et al., 2012) or science (Provost and Fawcett,
2013). However data per se is pointless, one should look for novel ways to make
use of it. In this sense, data-driven computational models have the potential to
offer a predictive approach as well (Vespignani, 2012). As mentioned before, the
modeling and forecasting of disease spreading patterns using air traffic data is a
story of a notable success. One can, thus, wonder if this success can be extended
to the propagation of other phenomena. In particular, we are interested in con-
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sidering this conceptual framework as a stepping stone for the modeling of flight
delay propagation and the way in which congestion can become a systemic risk.

1.1.1 The structure of real Complex Networks: definitions and
topology

To understand the structure of networks and the dynamics happening on them,
different concepts were developed that describe the main features of real com-
plex networks. The set of metrics presented here is not exhaustive but rather
the most relevant for the conceptual framework of this thesis; that is, spatial
networks.

Adjacency matrix & degree distribution

Among all, the most salient is the degree distribution of a network. Besides
lattices, nodes in a network may have different number of connections, the so-
called degree of a node (k). By representing an undirected network with M
edges and N nodes as a N ×N adjacency matrix A:

Ai j =

{
1 if i and j are connected;
0 otherwise.

the degree of a node i is the number of neighbors and so it is defined as:

ki =
∑

j

Ai j (1.1)

Therefore the degree distribution of a network P(k), is a mathematical function
accounting for the probability that a node selected randomly has exactly k edges.
As pointed out before, in a Erdos-Renyi graph, most nodes will have a degree
close to the average degree of the network (⟨k⟩). In this case the degree distri-
bution is a Binomial centered around the average degree, ⟨k⟩. In contrast, most
real (complex) networks show heavy-tailed degree distribution, where some
nodes, called hubs, have a number of edges orders of magnitude larger than the
average network degree.

Assortativity measures

In the case of uncorrelated networks P(k) fully determines their statistical prop-
erties, however this is not the case for most real complex networks as the degrees
of two linked nodes are, in general, correlated. To account for this degree-degree
dependency it is necessary to account for the conditional probability P(k′|k) that
an edge starting at a node with degree k points to a node of degree k′. Neverthe-
less the direct evaluation of this quantity is not easy, therefore one can overcome
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this problem by defining the average neighbors degree of a node i as:

knn(i) =
1
ki

∑
j∈N(i)

k j (1.2)

where N(i) are the neighbors of node i and k j is the degree of neighbor j. Also
one can implicitly incorporate the dependency on k by calculating the average
neighbors degree of nodes with degree k or assortativity function as:

knn(k) =
1

N(k)

∑
i/ki=k

knn(i) (1.3)

where the sum is over nodes i given that their degree is equal to k. The above
definition can be expressed in terms of the conditional probability P(k′|k) as
in (Pastor-Satorras et al., 2001):

knn(k) =
∑

k′
P(k′|k)k′ (1.4)

If knn(k) is a decreasing function of k it implies that nodes with high degree
values (hubs) tend to connect with nodes with relatively low degree (disassor-
tative network). On the other hand, a positive correlation with k suggests that
nodes have a tendency to connect with similar nodes regarding the degree (as-
sortative network). Although the degree correlation present in the network is
characterized by the behavior of knn(k) it is sometimes useful, specially when
the assortativity function gives noisy results, to compute the assortative mixing
coefficient r of a network as defined in (Newman, 2002):

r =
M−1 ∑

m jmkm − [M−1 ∑
m

1
2 ( jm + km)]2

M−1
∑

m
1
2 ( j2

m + k2
m) − [M−1

∑
m

1
2 ( jm + km)]2

(1.5)

where jm, km are the degrees of the nodes at the ends of the mth edge, with
m = 1 · · ·M. By these means, the r coefficient lies in the range −1 ≤ r ≤ 1 going
from purely dissortative (r = −1) to assortative (r = 1) topological structure.
Nevertheless, as we shall see in transportation networks the spatial constraints
usually implies a flat assortativity function (or r close to 0).

It could happen though that degree-degree correlations may be masked by aver-
aging over its neighbors. Another way to discern more subtle effects regarding
these correlations is by means of the rich-club coefficient. The rich-club effect
expresses the propensity between high degree nodes to be very well connected
among each other. In social networks, this would suggest a kind of closed club
behavior among highly connected individuals in contrast to a network structure
comprised by groups of individuals with mixed connectivity features. A quanti-
tative definition of the rich-club effect is given by the rich-club coefficient (Zhou
and Mondragón, 2004):

ϕ(k) =
Mi/ki>k

1
2Ni/ki>k(Ni/ki>k − 1)

(1.6)
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i 

Figure 1.1: The clustering coefficient of node i is 1/3.

where Mi/ki>k is the number of edges among nodes i with degree higher than k
(Ni/ki>k) over the total possible number of edges within these nodes. As shown
in (Colizza et al., 2006b) ϕ(k) uses a different projection of the conditional proba-
bility P(k′|k) from the one used by r or knn(k). Indeed, it is not trivially related to
the above assortativity measures as it can be shown that dissortative networks
can have rich-club effects.

Clustering coefficient

Another relevant parameter to characterize networks is the clustering coefficient
C (Watts and Strogatz, 1998). It is a topological property that accounts for the
degree of interconnectivity in the neighborhood of a node. In a social context, it
would express how likely is that two individuals with a common friend know
each other. For a node i of degree ki the clustering coefficient is given by:

C(i) =
Mi

1
2ki(ki − 1)

(1.7)

with Mi being the number of edges among the neighbors of i. It is useful
to visualize it as the fraction of the actual number of triangles over the total
possible number of triangles a node belongs to. In Figure 1.1 the clustering
coefficient of node i is 1/3 since it belongs to only one triangle (solid one) of the
three possible ones (dashed ones). Similarly, with the assortativity function it is
more convenient to express C as a function of the node degree:

C(k) =
1

N(k)

∑
i/ki=k

C(i) (1.8)
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Average shortest path

In particular for transportation systems it is useful to have a topological measure
that can be related to the transportation efficiency of the network (see Section
1.2) and its characteristic size. One simple way to achieve this is by means of
the average shortest path:

⟨l⟩ = 1
N(N − 1)

∑
i , j

l(i, j) (1.9)

being l(i, j) the minimum number of edges between nodes i and j. For a small-
word network the average shortest path scales as:

⟨l⟩ ∼ log N (1.10)

On the other hand, d-dimensional regular lattices evince ’large-world’ behavior
scaling as:

⟨l⟩ ∼ N1/d (1.11)

Weighted & directed networks

Importantly in many real complex networks not all links have the same weight.
In fact, in some cases associating a value different from 1 may provide useful
information concerning the structure and the dynamics of the system. In this
case, the adjacency matrix of a weighted network is defined as:

Ai j =

{
wi j if i and j are connected;
0 otherwise.

where wi j is a non-zero value that accounts for the weight of the link connecting
nodes i and j. Weights are associated to a specific function of pair-wise con-
nections and depend on a relevant property of the system under study. For
instance, in (Barrat et al., 2004) weights refer to the number of available seats
on a given connection for the World Airport Network (WAN) or the intensity of
collaboration between authors in the Scientific Collaboration Network (SCN).
On a biological context, weights can be associated to the contact energy between
residues in amino acid networks (Jiao et al., 2007) or level of carbon flow be-
tween species in food webs (Luczkovich et al., 2003). Under this schema one
can define the strength of a node in similar fashion to the degree of a node for
unweighted networks:

si =
∑

j

wi j (1.12)

and redefine the previous topological measures to take into consideration the
available information concerning the role of edges beyond simple binary inter-
action.
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In some systems, considering the link directionality may also provide useful
information about the structure of the network that could be masked in the
corresponding undirected graph representation (Bianconi et al., 2008). In the
simple undirected case the adjacency matrix is symmetric therefore the degree
is either defined as:

ki =
∑

j

Ai j (1.13)

or:
ki =

∑
j

A ji (1.14)

whereas in its directed counterpart one has to distinguish between the in-degree
kin

i and the out-degree kout
i :

kin
i =

∑
j

A ji kout
i =

∑
j

Ai j (1.15)

In this thesis, if not otherwise stated, we will consider the unweighted air
transportation network symmetric.

Community detection: exploring the mesoscale structure

Finally, an important topic in complex network studies is Community detection.
The identification of communities is of great relevance for the understanding
of the structural properties of networks and the emergence of macro-level col-
lective behavior in complex systems (Fortunato, 2010). Despite the stochastic
nature of their generation mechanisms, many real complex networks show a
remarkable degree of organization at the mesoscopic level. Protein modules in
biological networks (Hartwell et al., 1999; Jonsson et al., 2006), clusters based
on geopolitical constrains in infrastructure networks (Guimera et al., 2005), sci-
entific collaboration in coauthorship networks (Newman, 2004a) and group of
friends or acquaintances in social networks (Ferrara, 2012; Grabowicz et al.,
2012) are all examples of community structure in large-scale complex networks.

Intuitively a community is a tightly knit group of nodes with comparatively few
edges joining nodes of different communities. Also this modular structure can
be organized in different hierarchical levels as shown in Figure 1.2. The first
methods to address the problem of community detection were based on graph
partitioning and hierarchical clustering techniques (Kernighan and Lin, 1970;
Scott and Carrington, 2011). In the last 10 years the field has been rejuvenated
with several different methods. In a seminal paper published in 2002, Girvan
and Newman (Girvan and Newman, 2002) fueled the field by proposing the
concept of edge betweenness to detect and remove edges that connect nodes of
different modules. A more recent approach relies on computing a global func-
tion, which gives an estimate of the quality of a network partition. The most
popular algorithms of this kind are those employing modularity maximization
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Figure 1.2: Example of modular structure with two hierarchical levels: in
grey and a lower level differentiating smaller modules (color modules).

From (Lancichinetti et al., 2011).

such as simulating annealing (Guimera et al., 2004), extremal optimization (Duch
and Arenas, 2005) and greedy (Newman, 2004b) techniques. Information theory
measures have also been used to explore community structure. A commonly
used algorithm built upon this framework is INFOMAP (Rosvall and Bergstrom,
2007). Another class of methods are those employing clique-based techniques
such as the Clique Percolation Method (Palla et al., 2005), which has the in-
teresting feature of finding overlapping communities. A recent method also
capable of finding overlapping communities is OSLOM (Lancichinetti et al.,
2011). This method is based on the local optimization of a fitness function. Two
unique characteristics of OSLOM are that it is capable of computing the statis-
tical significance of each community and detect nodes that does not belong to
any community (homeless nodes).

A recurring problem faced by researchers when comparing different community
detection algorithms is how to measure their efficiency. Normalized mutual in-
formation (Strehl and Ghosh, 2003) since the work by (Danon et al., 2005) has
been used by several authors to measure the performance of different algo-
rithms in benchmarks (Fortunato, 2010; Lancichinetti et al., 2008, 2011; Aldecoa
and Marı́n, 2013), where the underlying partitioning of the network is known.
The mutual information I(X,Y) measures the information shared between the
original partition X and the one obtained by the algorithm, Y. Since this quantity
has an upper bound given by the minimum entropy H between both partition,
i.e., I(X,Y) ≤ min (H(X),H(Y)), a common normalization factor is the arithmetic
average of the entropies:

NMI(X,Y) =
2I(X,Y)

H(X) +H(Y)
. (1.16)

10



1.2. TRANSPORTATION SYSTEMS AS SPATIAL NETWORKS

In a network with n nodes, let C(a) and C(b) be the set of clusters in partitions A
and B, respectively. Define n(a)

i , n(b)
i as the number of nodes in a specific cluster

i ∈ C(a), C(b), and ni j as the number of nodes from cluster i ∈ C(a) found in cluster
j ∈ C(b). Finally, assuming that each partition has a total of c(a) and c(b) clusters,
the NMI can be obtained as

NMI(A,B) =
−2

∑c(a)

i
∑c(b)

j ni j log
(

n · ni j

n(a)
i · n(b)

j

)
∑c(a)

i n(a)
i log

(
n(a)

i
n

)
+

∑c(b)

i n(b)
i log

(
n(b)

i
n

) . (1.17)

This quantity is 1 when A and B are identical and should tend to 0 the more
dissimilar the two partitioning are.

Another way to measure the degree of similarity between groups of nodes is
by means of a confusion matrix where we calculate the Jaccard index between
every pair of communities between different algorithms. In this matrix, each
row represents a community C(a)

i from algorithm A, while columns identify
communities C(b)

j from method B. The entries are given by the corresponding
Jaccard index, that is

Mi j = J
(
C(a)

i ,C
(b)
j

)
. (1.18)

By ordering the columns and rows of the matrix according to the Jaccard index,
it is possible to visually identify how well represented the communities of one
method are in the other. Identical partitioning would lead to the identity matrix,
that is, with value one on the diagonal and zero elsewhere. Two methods with
good agreement with each other should have a well defined, single peak of value
close to 1 in each column and row of the confusion matrix, showing a strong
one-to-one relationship between their communities. This matrix also have the
advantage of offering the possibility to easily access the recall score (Hric et al.,
2014) of the communities of one method with respect to the other, which is given
by the maximum Jaccard index:

R(C(a)
i ) = max

j

(
Mi j

)
, (1.19)

R(C(b)
j ) = max

i

(
Mi j

)
. (1.20)

This quantity provides a measure of how well community i ( j) from method A
(B) is reproduced in method B (A). A perfect match will give a recall score of 1.

1.2

Transportation systems as Spatial Networks

Infrastructure systems such as transportation, Internet, mobile phone networks,
power grids are all examples of networks which are characterized by a spa-
tial embedding of its constitutive elements. The inclusion of spatial aspects
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in these networks strongly affects the topological characteristics mentioned in
Section 1.1.1 by associating a cost to the length of edges (Barthélemy, 2011). In
particular, if there is an increasing cost related to distance, longer connections
must be rewarded by some competitive advantage such as being linked to a
network hub. For instance, this effect is clear in the air transportation network
where is not common to have intercontinental flights between two regional
airports, instead long haul flights connect large degree nodes.

This particular feature generates a trade-off between cost and efficiency driv-
ing decisions in the conception and development of infrastructure systems.
Therefore systems of this kind evolve by balanced cost/efficiency optimization
processes taken by numerous stake-holders in a short time scale (for instance,
airlines constantly modify their schedule due to economical reasons). However,
this does not mean, specially in the long term, a central planning process. On
the contrary, optimization at the micro-level can produce suboptimal large scale
systems and unexpected collective emergent behavior. However this optimiza-
tion trait is crucial for understanding the topological structure of transportation
systems (Banavar et al., 1999; Gastner and Newman, 2006; Helbing, 2001) as will
be shown in Chapter 6 for the WAN.

In this regard, assuming that the cost is proportional to the length of the links
in the system, it is therefore important to know which is the minimum-cost
structure for a given set of nodes. For a set of N nodes the minimum number
of edges required to connect the nodes is E = N − 1, thus producing a tree-like
structure. Hence from all possible trees we should look for the minimum-cost
structure by minimizing the total tree length:

lT =
∑
e∈M

dM(e) (1.21)

where dM(e) is the length of edge e. Following these arguments will lead us
to the most economical structure given by the minimum spanning tree (MST).
However, the MST is neither efficient in terms of transportation due to average
longer paths nor resilient to failure because low connectivity. This kind of struc-
tures are very susceptible to errors/attacks as the probability of disconnecting
a part of the network with the failure of a single edge is very high, and also it
would produce large travel times between different locations. Nevertheless, it
is interesting to evaluate the interplay between cost and efficiency by using the
MST as a null model of the actual network. For instance, the relative cost of a
network with respect to the minimum-cost structure is then given by:

Cost =
lT

lMST
T

(1.22)

In the same way the transport efficiency or transport performance P can be
defined as the ratio between the average shortest path of the network compared
to its MST null model:

P =
⟨l⟩
⟨lMST⟩

(1.23)
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One final distinction among spatial networks is the way space is embedded
in the system. This is particular relevant in transportation networks, due to
the fact that most networks can be considered up to a good extent as planar
(although some intersections are unavoidable) except for the air transportation
system. A planar network is defined as a graph that can be drawn in a 2-
dimensional space in such a way that there is no edge intersection. The planar
embedding produces some unique topological characteristics such as bounded
average degree < k >≤ 6 and consequently sparse networks.

1.2.1 Modes of Transport

Land transportation

Road, rail and subway networks are all examples of transport by land systems
which can be categorize to a good extent under planar graphs (Figure 1.3).
The typical network representation of an urban road system consists of edges
representing streets and end points and streets’ intersections by nodes (Cardillo
et al., 2006; Buhl et al., 2006; Batty, 2007; Lämmer et al., 2006). In the case of rail
systems edges indicate rail-lines between nodes or train stations (Sen et al., 2003;
Kurant and Thiran, 2006) and subway networks are represented in a similar
way (Latora and Marchiori, 2002; Sienkiewicz and Hołyst, 2005; Von Ferber
et al., 2009). These networks share some topological features that are very
different to other transport networks, specially in the case of air transportation.
As mentioned before the approximately planar embedding of such networks
imposes constraints on the level of connectivity of the nodes and therefore on
the degree distribution. Generally, transport by land systems show a distribution
P(k) peaked around the average degree value that it is always lower than 6. In
most cases, the degree distribution it is shown to have an exponential form and
a flat assortativity function knn(k), implying a lack of degree-degree correlations.
Furthermore, the average shortest path scales as N1/2 a typical behavior of a
2-dimensional lattice.
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B)A)

C)

Figure 1.3: Examples of land transportation networks. A) Boston subway
network (Latora and Marchiori, 2002), B) European railway network (Lenor-

mand et al., 2014) and C) Dresden road network (Lämmer et al., 2006)
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Maritime transportation

A critical infrastructure network for international trade is the Maritime Trans-
portation Network (MTN). Shipping is the cornerstone of the global economy as
it moves over 90% of the world trade. The world shipping fleet can be grouped
depending on the type of cargo, each of which produces a different network
structure where nodes are ports and edges direct routes between them (Kaluza
et al., 2010). Broadly speaking, shipping is divided into containerized, bulk
dry and crude/oil cargo. (Hu and Zhu, 2009) studied the structure of the MTN
considering only containerized cargo. The network used is composed of 878
nodes (sea ports) and 7955 edges (direct routes) bearing a weight proportional
to the number of container lines in a time period. The authors found that the
network has a relatively small average shortest path of approximately 3.6 and
a clustering coefficient of 0.40 following a truncated power-law behavior for kin

and kout.

As noted in (Kaluza et al., 2010) one of the peculiarities of the MTN network
within transportation systems is the heavy asymmetry of its links due to the the
abundance of circular path. This behavior differs from the WAN network where
back-and-forth trips are more statistically significant. With a larger dataset than
in (Hu and Zhu, 2009) they claim that P(k) is a heavy-tailed distribution but does
not follow a power-law behavior (Figure 1.4). In addition, the weight P(w) and
the node strength P(s) distributions are found to be power-laws with exponent
µ = 1.71 ± 0.14 and µ = 1.02 ± 0.17 respectively. Finally, by exploring the
relationship between node strength and degree the authors show that network
hubs have, on average, heavy weighted links.
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Figure 1.4: Statistical features of the MTN. A) Degree, B) Weight and C)
Node strength distributions. D) Average node strength as a function of

node degree. From (Kaluza et al., 2010).

Air transportation

Among all the different means of transport, the air transportation system is the
one that has experienced the fastest growth (Heppenheimer and Heppenheimer,
1995). In 2013 domestic and international air passengers summed up 3023 mil-
lions1 and is expected to increase by 6% this year2. However, the rapid increase
in demand comes at a high price causing the system to become saturated. It is
therefore of great importance to understand the interplay between the various
components of the system, whereas demand and capacity are two sides of the
same coin.

For this system the first results were published in 2004 and 2005. Air transporta-
tion systems have been traditionally described as static graphs over a certain
time period with vertices representing airports and edges direct flights (Barrat
et al., 2004; Guimera et al., 2005). Each edge also bears a weight corresponding
to the number of seats available in the connection. Clearly, although spatially
embedded the network is not planar as land transportation networks. In addi-
tion, unlike the MTN the unweighted version can be considered almost bidirec-
tional. The initial works (Guimera et al., 2005) were done using the OAG MAX3

1The World Bank database: http://www.worldbank.org
2International Civil Aviation organization (ICAO), forecast of scheduled passenger traffic:

http://www.icao.int
3OAG worldwide: http://oagdata.com/solutions/max.aspx
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database for the period Nov 2000-Oct 2001 that consists of N = 3883 airports
and E = 27051 unique airport pairs having non-stop connections. (Guimera
et al., 2005) focuses on the network description with an analysis of the degree
distribution and community structure. In particular the authors found that the
tail of the degree distribution follows a truncated power law:

P(k) = k−γ f (k/k⋆) (1.24)

where γ ≃ 2.0, f (k/k⋆) is a truncation function and k⋆ depends on the network
size.

In addition the authors explore the community structure of the network using
simulating annealing to find the network partition that maximizes the mod-
ularity. Other works have focused as well on the meso-scale structure of the
WAN (Sales-Pardo et al., 2007), and in this thesis we draw some observations
regarding the communities in it. Figure 1.5 depicts the partition found with
each color representing a community. As the authors noted, using modular-
ity optimization, the communities cannot be explained solely by geographical
considerations. Distinguishing between edges that connect nodes of different
communities (intracommunity) and edges linking nodes within a community
(intercommunity) each node is classify according to its role in the network (Fig-
ure 1.6 A) and compared with the roles in a randomized version of the WAN
(Figure 1.6 B):

• Nonhub node categories

– Ultraperipheral nodes (black): nodes with all edges in their commu-
nity.

– Peripheral nodes (red): nodes with most edges within their commu-
nity.

– Nonhub connector nodes (green): nodes with many edges to other
communities.

– Nonhub kinless nodes (blue): nodes with homogeneously distributed
edges among communities.

• Hub node categories

– Provincial hubs (yellow): hubs with the majority of edges within their
community.

– Connector hubs (brown): hubs with many edges to most of the rest
of the communities.

– Kinless hubs (gray): hubs with homogeneously distributed edges
among communities.

The classification is done through the within-community degree z-score zi and
the participation coefficient Pi. The former measures the level of connectivity of
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Figure 1.5: Communities in the WAN using modularity optimization.
Each node corresponds to an airport and each color to a community.

From (Guimera et al., 2005).

node i to other nodes in its community and the latter the level of connectivity to
nodes in other NM communities:

zi =
ki − k̄si

σk̄si

Pi = 1 −
NM∑
s=1

(
kis

ki

)2

(1.25)

where ki is the number of edges of node i to other nodes in its community si, k̄si

is the average degree over all nodes in si, σksi
is the standard deviation of degree

in the community and kis is the number of edges of node i to other community
s.

A second work (Barrat et al., 2004) includes an analysis on the correlations
between network topology and fluxes of passengers finding a non-linear relation
between them:

wi j = (kik j)θ (1.26)

where wi j is the number of seats available in the connection between airports
i and j, while ki is the number of connections with other airports of airport i,
and θ is a parameter whose value was estimated to be approximately 0.5. This
non linear relation between the topology and traffic has been used later for
modeling (Colizza and Vespignani, 2007). The airport network has also been
studied at different geographical resolution scales, restricted, for instance, to a
single country (usually the U.S. (USAN) (Opsahl et al., 2008; Gautreau et al.,
2009; Wuellner et al., 2010; Lancichinetti et al., 2011) but also China (Li and Cai,
2004) or Europe (Burghouwt and de Wit, 2005)). A different formalism was used
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A) B)

Figure 1.6: Each node corresponds to an airport and the colors correspond
to different node classification depending on the role. A) Actual WAN
network and B) randomized version of the network From (Guimera et al.,

2005).

in (Cardillo et al., 2013) where the authors considered the European network
composed of different layers each corresponding to an airline network.

Most studies, as the ones previously mentioned, consider the air transporta-
tion network as a static graph. Indeed, this is a simplifying approach, that
works depending on the focus of the study and therefore on the time-scale of
the relevant parameters compared to the time-scale of the network evolution.
However, the structure of the air transportation network is far from been static.
Airlines are constantly rescheduling flights based on unforeseen perturbations
(canceled and diverted flights) and, in the long run, adapting its routes to the
varying demand of passengers. Due to data availability there is a growing body
of research in this topic. Specifically, the dynamics of the connections and the
traffic levels have been analyzed for the USAN (Gautreau et al., 2009). In ad-
dition, for the European air-traffic system (Burghouwt et al., 2003) studied the
effects of deregulation on the network evolution, (Zhang et al., 2010) explored
the impact of China’s economic reform on the geographic patterns of China air
transportation system and (da Rocha, 2009) did a similar analysis regarding the
Brazilian network.

1.3

Previous studies concerning flight delays

According to the 2008 Report of the Congress Joint Economic Committee, the
monetary cost of domestic flight delays drained from the U.S. economy 40.7 bil-
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lion dollars in 20074. Likewise, in Europe, similar results are expected, squander-
ing billions in system inefficiencies5,6. The situation can turn even grimmer in
the next decade since the air traffic is envisaged to increase7,8,9 (Jetzki, 2009). De-
lays damage companies’ balances due to enhanced operation costs contributing
to deteriorate their image with costumers (Folkes et al., 1987). Passengers suffer
a loss of time, even more acute in case of missing connections, that translates
into decreased productivity, missed business opportunities or leisure activities.
Additionally, the impact of flight delays is not only an economic problem; it
also raises environmental concerns given the additional climate-disrupting CO2

emissions (Zou et al., 2013).

As a consequence of this challenging situation, a considerable effort has been
invested in the area of Air Traffic Management to characterize the sources of
initial (primary) delays (Rupp, 2007; AhmadBeygi et al., 2008) and the way in
which they may be transferred and amplified by consequent operations, the so-
called reactionary delays (Jetzki, 2009; Beatty et al., 1999; Mayer and Sinai, 2003;
Bonnefoy and Hansman, 2007; Cook, 2007; Belobaba et al., 2009). The concept
of delay itself implies a time difference with respect to the baseline provided by
a predefined schedule (Rupp, 2007; Mayer and Sinai, 2003). The propagation
of delays thus corresponds to the spreading of a malfunction across the system.
The mechanisms responsible for it reflect the complexity of air traffic operations.
Apart from the airport network structure and dynamics, other factors contribut-
ing to the delay propagation are airport congestion (Bonnefoy and Hansman,
2007), plane rotation or crew and passenger connection disruptions (Beatty et al.,
1999; Cook, 2007; Belobaba et al., 2009). Airline schedules typically include a
buffer time to deal with all these issues. However, when this time is not enough,
the departure of the next flight gets delayed and can affect further operations in
a cascade-like effect (Beatty et al., 1999). Additionally, other external factors can
affect flight performance as, for example, weather, labor regulations and strikes
or security threats. The intricacy and interaction between all these elements
clearly qualifies delay propagation phenomena under the scope of Complexity
Science.

Because of the inherent complexity of the mechanisms that produce and boost
delay spreading, different modeling techniques were proposed. A first line of
research focused on simulating the air traffic system as a network of queues
without considering information on aircraft schedules (Schaefer and Millner,

4Joint Economic Committee of US Congress, Your flight has been delayed again: Flight
delays cost passengers, airlines and the U.S. economy billions (May 22, 2008): http://www.jec.
senate.gov

5ICCSAI Fact Book on Air Transport in Europe (2007-2011):http://www.iccsai.eu
6Eurocontrol Annual report (2008-2011): http://www.eurocontrol.int
7ICCSAI Fact Book on Air Transport in Europe (2007-2011):http://www.iccsai.eu
8Eurocontrol Annual report (2008-2011): http://www.eurocontrol.int
9Joint Economic Committee of US Congress, Your flight has been delayed again: Flight

delays cost passengers, airlines and the U.S. economy billions (May 22, 2008): http://www.jec.
senate.gov
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2001). A second line of research was devoted to analytical approximations for
modeling the airport runway operations as a dynamic queuing system with
varying demand and service rate (Malone, 1995). Another analytical queuing
model were used in (Pyrgiotis et al., 2013) and (Lacasa et al., 2009), the latter
combining a diffusive process to study the onset of phase transitions in the sys-
tem. In this work, airports were modeled as dynamic queues and implemented
in a network. The authors ran the model in a network of 34 airports with a
specific algorithm that accounts for downstream propagation of delays. An ad-
ditional body of work uses statistical tools to predict the delay patterns observed
in the data. Such techniques could be classified into traditional linear regression
models (Churchill et al., 2007), artificial neural networks (Sridhar et al., 2009)
and Bayesian networks (Xu et al., 2005). Other modeling attempts were devoted
to understand the impact of external perturbation in the system (Rosenberger
et al., 2002; Wang et al., 2003; Janić, 2005).

Some of the mentioned models have been limited to single airport or just a few
major airports analysis with different level of detail, while others performed
an aggregated analysis of the whole system. By considering an agent-based
framework (Bazzan and Klugl, 2009; Shah et al., 2005) we can give insights,
in a cost-effective way, of how micro-level interactions give place to emergent
behavior from a network-wide perspective. To do so, we define metrics able
to quantify the level of spread of the delays in the network. We then apply
these metrics to a database with information on the operations in the U.S during
2010, and introduce a model that reproduces the delay propagation patterns
observed in the data. The model shows also a notable capacity to evaluate the
risk of development of system-wide congestion and to assess the resilience of
daily schedules to service disruptions.

21





Part II

Data analysis
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CHAPTER 2
Air Transportation: a topological

perspective

The present chapter is the stepping-stone of this Thesis where the subsequent
efforts aimed at modeling delay spreading in the air transport network are built
on. The results obtained here together with the ones from the next chapter are
relevant in order to better characterize flight delays from a statistical perspective
and have to be taken into account for the model development and validation. We
begin the analysis by exploring the data sets available to understand the main
characteristics of the air transportation system. In this sense, we start by ad-
dressing some topological characteristics of the World Airport Network (WAN)
using data from the International Air Transportation Association (IATA)1. Some
of the results are well known for this network but still are relevant for the dy-
namics of delay propagation. We then continue our top-down analysis and
focus on the United States Airport Network (USAN) a subset of the WAN. The
reason for doing so is that, unlike the WAN system, there is performance data
concerning flight delays. In this regard, the data sources used for the analysis
can be categorized into three distinct groups: annual fraction of connecting pas-
sengers per airport, time zone conversion data and flight schedules and USAN
network construction.

2.1

Large scale structure of World Airport Network

The evolution of the World Airport Network (WAN) is the result of several
social and economic factors. Intuitively, geographical and political constrains
are some of the organizing principles that drive its structural patterns (Guimera
and Amaral, 2004). In addition, in a shorter time scale, its structure is influenced
by the actions of airlines trying to maximize their economic benefit (Cardillo
et al., 2013). Clearly the outcome of all these factors must be encoded in the

1International Air Transportation Association (IATA): http://www.iata.org
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Figure 2.1: Cumulative degree distribution for the WAN.

network topology and these cannot be fully understood without a system-wide
perspective.

Our WAN database comprises a network with 3728 airports and 24208 edges
or direct flights between each node. A large percentage of connections between
airports are bi-directional so in the following we will work with the undirected
WAN. On average each airport is connected with 13 other airports, while the
maximum degree found is 305. It is a sparse network with an average link
density (ρG), defined as L

N(N−1)/2 , of 1.7×10−3 (a network with L links and N nodes).
Sparsity could be the result of balanced cost/efficiency optimization processes
taken by individual airlines trying to maximize efficiency while diminishing the
cost of having a densely connected network. In addition the assortativity mixing
coefficient r of the network has a value of 0.011. As mentioned in Chapter 1
purely dissortative and assortative networks have, respectively, a value close (or
equal) to −1 and 1. Thus, in the WAN case the topological structure shows, on
average, no assortativity between nodes of similar degree. However, the average
can hide some preference between highly connected nodes and this will become
clear once we compute the rich-club ratio. Another relevant topological measure
is the average clustering coefficient C̄ and for the WAN network this has a value
of 0.51. This parameter varies from 0 to 1, therefore the WAN network, has a
higher number of triangles between neighboring nodes when compared to to the
average clustering coefficient of its randomized version (C̄ = 0.049) (Guimera
et al., 2005). In other words, we find airports linked to a third airport which are
also linked between themselves. In addition the network can be categorized as
a “small-world” network in which airports can be reached from every other by
a relatively small number of links. This observation is confirmed by the average
shortest path ⟨l⟩ between nodes of network which yields 4.4 (Guimera et al.,
2005).
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Figure 2.2: Degree-degree correlations. A) Average network degree and B)
Rich club ratio for the WAN.
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Figure 2.3: Average clustering coefficient as a function of the nodes degree
for the WAN.

We have analyzed the main topological characteristics from an aggregate level
making no distinction whatsoever with the airport size. In the following we
will explore the topological characteristics as a function of the node degree.
Therefore we begin by computing the cumulative degree distribution of the
World Airport Network in Figure 2.1. In agreement with previous studies of the
WAN, P(k) shows a heavy-tailed behavior and as some studies have shown it
can be fitted to a truncated power law:

P(k) = k−γ f (k/k⋆) (2.1)

Not surprisingly the truncated behavior is due to the fact that each airport can
only withstand a finite number of connections.

Figure 2.2 shows the results for the neighbor average degree (knn) and the rich-
club ratio (ϕ) as a function of the node degree. On the one hand, knn is an
increasing function of the node degree for low values and then remains almost
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flat (Figure 2.2). In B the rich-club ratio signals that it is proportional to the
degree, meaning that nodes with high degree tend to be connected among
them. This result could be related with the observation that long haul flights
connect mainly continental and, therefore, network hubs resembling the idea of
“superhighways” as described by Z. Wu et al. in (Wu et al., 2006).

Finally, in Figure 2.3, we compute the average clustering coefficient as a function
of the node degree. The decreasing pattern is expected due to the fact that the
clustering coefficient varies as k−1. However we cannot discard the effect of the
typical air transportation network hub and spoke structure where hubs connect
smaller airports that are not connected between them, thus for largely connected
airports, the network shows mix of star-like structures.

2.2

Community detection algorithms & the meso-scale
structure of the World Airport Network

We continue our analysis by focusing on the meso-scale structure of World
Airport Network. A classical line of action to tackle this subject is through com-
munity detection algorithms. There is a large and diverse family of algorithms.
For this reason, it is important to be able to compare the relative performance
of each method. One way of evaluating this is by determining how well they
behave against artificial benchmarks with known community structure. The
first tests were carried out using the benchmark by Girvan and Newman (Gir-
van and Newman, 2002). This benchmark consists of a synthetic network of 128
nodes split in four groups of 32 nodes each. The probability of edges belonging
to the same community and between them are chosen to keep the average de-
gree of a node equal to 16. By varying the average number of inter-community
edges per node one can check the efficacy of different methods by comparing
the fraction of correctly classified nodes. Lancichinetti, Fortunato and Radic-
chi (Lancichinetti et al., 2008) developed a more complete type of benchmark
that accounts for heterogeneous node degree and community sizes distributions
and can include overlapping nodes as well. The LFR (Lancichinetti, Fortunato
and Radicchi benchmark) poses a much more challenging test for most algo-
rithms than standard benchmarks as the Girvan and Newman. However very
few validations have been done in real complex networks due to the lack of
ground truth (Radicchi, 2014; Hric et al., 2014).

We apply two modularity optimization algorithms the Fast Greedy (Clauset
et al., 2004) and Louvain (Blondel et al., 2008) methods; plus algorithms of
a very different nature such as INFOMAP (Rosvall and Bergstrom, 2007) and
OSLOM (Lancichinetti et al., 2011) to check for their consistency in a real complex
network as the WAN. We show that the partitions found by each method are
remarkably dissimilar according to community features such as number, size,
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quality and visual inspection. In view of these results, we asses the quality
of the modules against the basic community definitions and found that an
important fraction of the obtained communities are statistically non-significant
when compared to a randomized ensemble of the WAN.

A topological community can be thought as a cohesive group of nodes with
more internal edges than edges linking community nodes with the rest of the
network. This basic notion is at the core of all community detection algorithms.
The methods used here are among the most popular algorithms and were also
selected because they rely on different methodologies.

Fast Greedy & Louvain. These algorithms are among many methods that look
for a partition of the network into communities that maximizes the modularity
measure (Newman, 2006b). Modularity quantifies the quality of a partition by
comparing the number of edges that belongs to a given module with the num-
ber we would expect from a random graph with the same degree distribution.
According to these techniques a good partition would be one that maximizes
the value of modularity. Finding the optimal partition is computationally ex-
pensive (Brandes et al., 2008) because of the large number of ways to divide a
network into communities. For this reason several methods have been devel-
oped to at least find fairly good partitions, in our case we use the Fast Greedy for
assessing community fundamentals and the Louvain algorithm, because of its
stochastic nature, when assessing the community fundamentals in the ensemble
of randomized versions of the WAN.

INFOMAP. Another way of exploring community structure in complex net-
works is with the INFOMAP algorithm, which aims to concisely describe the
diffusion of information over the network. This process is characterized by the
probability flow of random walks in the network. One way of describing the
diffusion of random walkers in the network is by Huffman coding (Huffman
et al., 1952) in which frequent events or objects retain short names and rare
events long names. The algorithm applies a two-level description to separate
relevant structural objects of the network. The code retains unique names for
coarse-grain objects and recycle the individual nodes names within each struc-
ture. This description allows to highlight network structures where the walker
will spend much of its time and will use fewer bits for describing the information
flow than a one-level description. Therefore community detection, under this
framework, is reduced to finding the network partition that minimize the de-
scription length of an infinite random walk process. This optimization process
is done by integrating greedy search with simulated annealing.

OSLOM. Whereas the previous methods focus on finding the best partition
given a global measure, OSLOM’s approach is to locally optimize the statistical
significance of each cluster. This difference can be very beneficial when exploring
networks that are partially modular. The core idea of the cluster significance is to
quantify how likely is to find that cluster as a subgraph of a random graph with
the same degree distribution as the original network.The lower this likelihood
is, the stronger the indication that the cluster is a real community and not just
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a product of random fluctuations. The algorithm starts from a single node and
adds an arbitrary number of the most significant neighbors. It adjust this group
of possible community nodes by adding/removing neighboring nodes in order
to increase the cluster significance. Because of its stochastic nature, several
realization have to be performed. The method output is a cover of the network
with the possibility of finding nodes in more than one community (overlapping
nodes) and nodes in no community at all (homeless).

2.2.1 Communities in the World Airport Network

When a researcher aims to unveil the possible modular structure of a real net-
work the first question that arises is; given the limited size of the WAN which
of the various methods should be used? We are not interested in computational
time efficiency but rather on the quality of the resulting partition. If a modular
structure is present in the network, at least we shall expect the methods’ results
to be fairly similar signaling a unique partition of the network into communi-
ties. This structural characteristic must be unique because it is the product of the
particular mechanisms that have generated the network in the first place. Fur-
thermore, if this is not the case, community finding in real networks would be a
poorly defined problem. Uniqueness is the fundamental idea behind the com-
parative analysis done with respect to the ground truth communities generated
in synthetic benchmarks, so the same concept must be applied to real networks.
We explore the consistency of the different approaches but with respect to the
WAN, a extensively used network in the community detection field.

Let us start the analysis by visually inspecting the communities found by the
three methods in the WAN (weighted and unweighted) spatial network. As
shown in Figure 2.4 the results look strikingly different to one another. The Fast
Greedy algorithm produces a more coarse-grained partition with the largest
communities spanning different continents, as the one formed by Asia, most
of Oceania and Middle East in the unweighted case. Other large communities
are the ones constituted by Europe and Eastern Russia or the United States
plus Central America for both the weighted and unweighted WAN. On the
other hand, the cover produced by OSLOM is fine-grained but, therefore, more
fuzzy. For instance, the United States, in the unweighted case, is divided into 4
communities besides homeless and overlapping nodes and Europe is divided in
several communities matching no geopolitical subdivision of the continent. In
the weighted case, the United States is divided in 2 communities (mainly East
and West) with many homeless nodes. The INFOMAP partition seems like a
trade-off between the results of the previous methods with communities at the
level of countries in most cases. It is also important to highlight that while this
representation of the community structure gives the impression that each of the
methods Fast Greedy, OSLOM and INFOMAP obtain a relatively small number
of clusters, in fact they return 48, 83 and 160 partitions, respectively.
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Unweighted

Weighted

Figure 2.4: Community maps in the unweighted and weighted WAN net-
work using the Fast Greedy (A), INFOMAP (B) and OSLOM (C) algorithms.
White colored airports in the OSLOM community map represent homeless
nodes (nodes that do not belong to any community), while grey ones are

overlapping nodes (nodes in more than one community).
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WAN Unweighted

WAN Weighted

Fast Greedy INFOMAP OSLOM

Figure 2.5: Network of communities for the unweighted (upper panel) and
weighted (lower panel) WAN network using the Fast Greedy, INFOMAP
and OSLOM algorithms. Only communities larger than 30 nodes are rep-
resented and sized according to the number of nodes that belongs to each

community.

Furthermore, Figure 2.5 displays a network of the largest communities for the
unweighted (upper panel) and weighted (lower panel) WAN, that is, only those
that have more than 30 nodes (∼ 1% of the nodes in the network). One im-
mediately realizes the difference in the number of communities that share this
property in each method. For the unweighted WAN, the edges between clusters
are weighted according to the number of links connecting the communities in
the original network. In the weighted case, according to the number of avail-
able flight seats between clusters. In both cases, the connectivity patterns differ
with more homogeneously distributed weights for the cover found by OSLOM
than for the INFOMAP and Fast Greedy. Moreover, Fast Greedy shows a great
disparity between the link weights and INFOMAP’s largest clusters are heavily
connected within them than with respect to the rest of the communities. These
results would lead to different conclusions if, for instance, the research focus
was to explore the dynamics of information flow.

In the same line, the conclusions regarding the cities global roles in the study
by Guimera et al. (2005) (see Section 1.2.1 of the Introduction) would had been
very different if instead of using a simulating annealing algorithm for modu-
larity optimization, the authors might have used the INFOMAP algorithm. In
Figure 2.6 we reproduced Figure 1.6 of the Introduction but in this case we used
the INFOMAP algorithm. The differences in node classification are quite clear,
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Figure 2.6: Each node corresponds to an airport and the colors correspond
to different node classification depending on the role. The algorithm used

is INFOMAP.

for instance the abundance of nonhub connectors (green) and kinless nodes
(blue) and the existence of kinless hubs (grey) is something that cannot be repro-
duce by the modularity optimization algorithm used in Guimera et al. (2005).
These results would yield different conclusions regarding the identification of
most influential cities in dynamical processes taking place in the World Airport
Network.

According to the community size probability density function (see Figure 2.7)
we can conclude that Fast Greedy usually finds communities of large size while
OSLOM’s modules are of intermediate size. This is one of the reasons why the
OSLOM cover is visually less clear. Similar conclusions are derived from the
weighted version (see Appendix A.1). Importantly, the large size of the com-
munities found by the Fast Greedy, is something well-known in the literature. It
has been discussed in previous papers that modularity optimization techniques
have a resolution limit which makes them unable to find communities smaller
than a certain threshold (Fortunato and Barthélemy, 2007). The results reinforce
the observation that the methods, not only qualitative but also quantitative, give
very diverse partitions/covers. This is very puzzling, how can the algorithms
detect partitions be so dissimilar?
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Figure 2.7: Community size probability density function.

2.2.2 Assessing community fundamentals

A starting point to understand why the methods analyzed here give such dis-
similar results is by testing them against the basic definition of what topological
communities are. However this is not an easy and trivial task to start with, due
to the fact that there is no single definition of community universally accepted.
The concept of topological community has much evolved in the last decade. The
first definitions where based in the idea that there should be more edges linking
nodes of the same community (intra-cluster links) than edges connecting nodes
of the community with the rest of the network (inter-cluster edges) (Radicchi
et al., 2004). On the other hand, the prevailing framework defines a community
as a group of nodes more tightly interconnected among themselves than with
the rest of the network, yet in this context, tightly means coherently connected
not with more links. A possible approach to explore the “coherence” of a tightly
group of nodes is by comparing it to what we would find, for the same algo-
rithm, if we apply it to a null model or randomized version of the WAN network.
The reason to do so is that in an ensemble of null models of the network we
should not expect to find any community structure. Defined the scheme we
will follow, we still lack a measure to explore the differences (or similarities)
between the communities found by the methods used. In this regard we will
use the link ratio lr (for other measures see Appendix A.1) between the number
of intra-cluster (li) and inter-cluster links (lo):

lr =
li

lo
. (2.2)

In addition we can simply extend this definition to account for link weights:

wr =
wi

wo
. (2.3)
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Besides its simplicity and clear intuitive meaning these measures are the building
blocks of the most challenging and used benchmark for community detection:
the LFR benchmark. The mixing topological parameter µ of the benchmark,
defined as the fraction of links shared by the community with other nodes of
the network, can be rewritten as a function of the link ratio:

µ =
1

1 + lr
. (2.4)

With the other measures explored in Appendix A.1 the general picture remains
the same.

We begin by inspecting the identified modules based on the link ratio measure.
In Figure 2.8 we plot for the unweighted network the logarithm of the ratio
between the number of intra-cluster and inter-cluster links for the communities
found by each algorithm. A value of zero means that a module has the same
number of internal and external edges. We have also included the results for
a synthetic network constructed using the LFR benchmark (B1). This artificial
network is built from a power law distribution with exponent 2.5 for the degree
sequence and exponent 1 for community size. The mixing topological parameter
µ used is 0.2, which means that the synthetic modules have twice the number
of links connecting nodes of the same module than links to other modules. The
Figure confirms the high variability among the distributions of link ratio for the
different methods spanning through a wide range of values for each method. In
great contrast, the interquartile range is almost null for the synthetic network,
evincing that they have detected the ground truth communities.
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Figure 2.8: Distribution of the logarithm of the link ratio definition for the
communities found by each method: Fast Greedy (FG), INFOMAP (I) and

OSLOM (O).

Testing the communities with the weight ratio measure shows similar results
(Figure 2.9). It is important to stress that in the OSLOM case its ability to
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detect overlapping nodes can increase the occurrence of inter-cluster edges (Yang
and Leskovec, 2013). Therefore with highly overlapping communities these
measures can be overshadowed.
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Figure 2.9: Distribution of the logarithm of the weight ratio definition for
the communities found by each method: Fast Greedy (FG), INFOMAP (I)

and OSLOM (O).

In the Appendix A.1 we further tested the link and degree ratio against artifi-
cial networks that by construction do not have modular structure. All artificial
networks have 5000 nodes. We used the configurational model to construct two
networks: one with a random degree sequence with mean 20 and standard de-
viation 1 (Random) and another with a degree sequence following a power law
of exponent 2.5 (Scale Free). The third artificial network was generated with the
LFR benchmark but with a mixing parameter of 0.65 (Benckmark B2). This cor-
responds to a kr of 0.35 and a lr of 0.27, thus the structures are not communities
but anti-communities (Newman, 2006a) (communities with a number of intra-
cluster links smaller than expected by chance and with a number inter-cluster
links correspondingly bigger). Important to note is that the resulting OSLOM’s
cover for the Scale Free network has 88.6% of homeless nodes. For INFOMAP
it found 2 big communities of 4090 and 515 nodes and the remaining divided
in very small communities. This signals that the algorithms have detected the
random nature of these two artificial networks. Worth noting are the results for
the Benchmark B2 where INFOMAP and OSLOM were capable of finding the
anti-communities, while the Fast Greedy algorithm manage to find other com-
munities different from the ground truth ones. An interesting result though, that
shows how INFOMAP and OSLOM are well trained to find anomalies in the
topology even when these anomalies are not considered communities on the con-
text the LFR benchmark. As suggested by Newman (Newman, 2006a) if instead
of maximizing the modularity the algorithm minimize it, most likely the Fast
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Greedy algorithm would have been capable of finding these anti-communities.
The problem with testing the different algorithms against synthetic networks
is that the methods are very well trained to spot anomalies as it the case with
communities having all approximately the same link ratio. This regularity is
not seen in real complex networks, and this is the main reason why algorithms
results vary widely.

2.2.3 Comparison between real networks and their randomized
counterpart

Despite of the disparity of the results, the topological structures can still be
statistically significant when compared to a randomized version of the real
network, thus coherently connected. To do so, we rewire the unweighted real
networks by link swapping avoiding the creation of parallel edges and self
loops. The Fast Greedy algorithm is deterministic so in order to work with an
ensemble of random network versions of the WAN we have used a stochastic
modularity optimization algorithm; the Louvain algorithm. Figure 2.10 depict
the link ratio and community size distributions for the original and randomized
WAN. Importantly, it is not possible to carry out the analysis using the OSLOM
method. The reason is that OSLOM is constructed upon the idea of the b-score of
a community (Lancichinetti et al., 2010). The b-score quantifies how significant a
community is when compared to the configuration model (random null model).
This is a major advantage that neither INFOMAP or the Louvain algorithm
possess, which results in not finding any community when OSLOM is run over
the randomized network. That being said the communities found by OSLOM,
in the original network, whose score is lower than the p-value are significant
per se, from the algorithm point of view.

With the proposed methodology we are able to identify a threshold under which
it is not possible to assert if the community found is statistically significant or
the result of the system internal noise given that the corresponding link ratio
has also been found in the ensemble of WAN null model networks. By these
means we consider a community to be statistically significant if the probability
of finding a link ratio higher than a certain value in the random ensemble is
less than 5%. This threshold is depicted for each method as a dashed vertical
line (Figure 2.10); all communities above this threshold are significant regarding
the algorithm used. Table 2.1 shows that for Louvain and OSLOM methods
the communities found are all significant. In the INFOMAP case 44.4% of
communities are labeled as significant and almost 72% of the networks nodes
belong to significant communities.
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Figure 2.10: Link ratio cumulative probability. Comparison between the
communities found by INFOMAP (blue), Louvain (red) & OSLOM (green)
algorithms for the WAN network (dots) and their randomized version
(dashed line). In the OSLOM case the method is able to recognize the

randomized version, finding no communities whatsoever.

Method
Link
ratio

threshold

Significant
Communities

(%)

Significant
Nodes

(%)
INFOMAP 1.073 44.4 71.8

Louvain 0.296 100.0 100.0
OSLOM - 100.0 100.0

Table 2.1: Link ratio threshold, % of significant communities and % of
significant nodes for each algorithm.

2.2.4 Comparison within methods of the most significant com-
munities

In Appendix B.1 we discuss the Normalized Mutual Information (Danon et al.,
2005), a commonly used tool on network detection literature to asses the global
quality of a community detection algorithm with respect to ground truth and to
compare the performance of alternative methods. We analytically demonstrate
that the Normalized Mutual Information has low resolution and even with a
50% of random spurious communities the score is relatively high. In the present
work, the lack of ground truth for the real networks analyzed and the striking
differences between algorithms call for a measure that allows quantifying not
only a global similarity between partitions, but a local one as well. That is, a
measure that enables the comparison of individual communities between meth-
ods. As shown in the previous section, when comparing the results obtained
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by each method on the original network and its randomized counterpart, we
have found a threshold under which it is not possible to assert that a community
found is statistically meaningful or just the result of the system internal noise.
One possible way to achieve is by means of the recall measure defined in the
introduction.
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Figure 2.11: Recall score between sets of communities of different meth-
ods for the WAN network: INFOMAP-Louvain (IL), OSLOM-INFOMAP
(OI) and OSLOM-Louvain (OL). X-labels are: significant/significant (YY) or

significant/non-significant (YN)

With this in mind it is possible to asses how well significant communities across
methods compare to each other. Are significant communities found by the dif-
ferent methods more similar than non-significant ones? In order to answer this,
in Figure 2.11 we plot the recall score between the sets of significant communi-
ties between two methods (YY) and compare it against the set of non-significant
communities between the same two methods (NN). In case a method has all of
its communities significant with respect to the link ratio the comparison is done
between significant/significant (YY) and significant/non-significant (YN). All
communities found by Louvain and OSLOM are significant in this sense, so the
methods cannot be compared for the difference with non-significant commu-
nities, this is the reason why we compared INFOMAP-Louvain and OSLOM-
Louvain.

Importantly, from Figure 2.11 we can conclude that significant communities
are more similar between them than non-significant and this stands for every
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Figure 2.12: Significant and identical communities between: OSLOM
& INFOMAP (RED), OSLOM & Louvain (BLUE), INFOMAP & Louvain

(GREEN).

pair of methods used. This result alleviates the differences in the partitions
found by each method and, therefore, one can pose the following question:
how to determine which method is better given a particular real network? A
possible way is to use the present framework and analyze the resulting partition
against an ensemble of null models to separate significant structures from noisy
ones. From the set of significant communities, Figure 2.12 shows some of the
communities found with more than one algorithm. In this case we have selected
an example of the set of identical communities, that is, communities A and B
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(of different methods) that when compared the Jaccard index (J(A,B)) is equal
to 1. Same communities found between OSLOM and INFOMAP, OSLOM and
Louvain, and INFOMAP and Louvain are, respectively, in red, blue and green.
As can be seen, the communities are of very different size ranging from 42
airports in Alaska to 6 in Scotland. Other examples of identical communities,
can be found in Appendix A.1. The same exploratory analysis can be done with
communities for which J(A,B) < 1 and analysis the results depending on the
level of similarity, e.g: set of communities with J(A,B) approximately 0.9, 0.8,
0.7, etc.

2.3

Characterizing the United States Airport Network

The US airport network is constructed using the information available at the
Bureau of Transport Statistics2. We restrict our analysis to domestic flights con-
ducted in the year 2010. In particular, we use the Airline On-Time Performance
Data, which is built with flight data provided by air carriers that exceed one
percent of the total domestic scheduled service passenger revenue. Added to-
gether this represents 18 carriers that combined, sum up 6, 450, 129 scheduled
domestic flights from 305 commercial airports. Considering all flights from
2010 and not only those that report On-Time Performance Data, the number of
scheduled domestic flights totalizes 8, 687, 8003. Consequently the used dataset
represents 74% of all scheduled domestic flights of 2010. The database com-
prises relevant flight information that enables us to represent the US airport
network and furthermore replicate the scheduled flights for every day of 2010.
It is important to note that this schedule is based on real events, which in some
occasions may differ from the original planned schedule of the companies. If a
flight gets canceled or diverted the airline may introduce changes in the original
schedule that are not possible to trace back. However, given that these flights
represent, respectively, the 0.20% and 1.75% of all flights in the database, one
can expect these changes not to be of large magnitude.

Among the available data fields, we consider the following: Tail number, airline
ID, airports of origin and destination, date of the flight, scheduled departure
and arrival times, real departure and arrival times, and whether the flight was
canceled or diverted. The tail number is an alphanumeric code that identifies
the aircraft and allows to track it along the daily plane rotation. Arrival and
departure times (real or scheduled) refer to the event when the flight actually
reaches or departs from the gate. Taxing or take-off and landing times are
considered to be part of the departure (arrival) times. We will exclude of the

2Bureau of Transport Statistics of the US Government, RITA database. Available online at:
http://www.bts.gov

3BTS press release of March 22, 2011, Available online at: http://www.bts.gov/press_
releases/2011/bts017_11/html/bts017_11.html
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coming analysis diverted and canceled flights since are a small fraction of the
total operations.

2.3.1 Connecting passengers for each US commercial airport

Another key input for modeling the delay propagation over the network is the
connection between flights. The previous database has no information regard-
ing flight connectivity, neither for the crews nor the passengers. To approximate
the heterogeneity of the airports we used the T100 Domestic Market (US carri-
ers) and the DB1B Ticket information downloaded from the BTS page. These
documents allow us to obtain an approximation of the annual fraction of con-
necting passengers per airport. The information of T100 corresponds to the total
number of passengers who have a flight departing from an airport regardless of
their real point of origin (PT100). On the other hand, the database DB1B contains
a 10% sample of the number of passengers whose itinerary originated in each
given airport (PDB1B). So for each airport we can get an approximation of the
annual fraction of connecting passengers as:

C =
PT100 − 10 · PDB1B

PT100
(2.5)

Although our model is based on flight not passenger connectivity, these ratios
are related given that a flight might wait for passengers if the economical impact
of leaving them behind is higher than delaying the flight. Examples of these
factors for the network hubs are given in Table 2.2.

Airport code Fraction of connecting passengers
ATL 0.81
ORD 0.72
DFW 0.75
DTW 0.69
DEN 0.71
MSP 0.68
IAH 0.75
SLC 0.73

MEM 0.81
MCO 0.69

Table 2.2: Fraction of connecting passengers for the top ten airports in
degree.
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2.3.2 Time zone conversion

The United States spans through several time zones. In order to unify criteria
and simplify the analysis, we transform local time to the East Coast local time.
The selected timezone is the natural choice considering the daylight time flow
in the United States. Olson or tz database4 is used to ensure an accurately
timezones conversion from the respective local times in the database to the East
Coast time (EST in winter and EDT in summer time).

2.3.3 Flight schedules and network construction

Based on the data a network between airports can be built, where airports are
the vertices and edges represent direct flights from one airport to another. Even
though, the network is not completely bidirectional, i.e., if there is a flight from
A to B there is always a flight from B to A, on a daily basis almost 98% of the
edges are on average bidirectional. The day with the lowest percentage in 2010
has 92% of its links bidirectional. Small airports cause these minor anomalies.
To simplify the analysis we symmetrized the network. As a result, on an annual
basis, the resulting US air-transportation network comprises 305 commercial
airports and 2, 318 connections. A graphical representation of the network can
be seen in Figure 2.13. Nodes are sized according to their degree.

The largest and most active airports for 2010, in the sense of the number of
connections and flights, are represented in Table 2.3. The maximum degree cor-
responds to Atlanta International Airport (ATL) with 159 different connections
and the average degree of the whole network is 15.2.

Airport code # edges # flights
ATL 159 809, 869
ORD 147 608, 981
DFW 140 524, 206
DTW 128 314, 369
DEN 125 470, 592
MSP 116 246, 245
IAH 107 362, 562
SLC 94 246, 245

MEM 86 152, 730
MCO 83 241, 851

Table 2.3: Major airports according to their degree (number of different
destinations).

4pytz - World Timezone Definitions for Python: http://pytz.sourceforge.net
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Figure 2.13: US Airport Network considering all flights from 2010. Nodes
are sized according to their degree and the top 10 airports according to their

degree are labeled.

Figure 2.14 depicts the complementary cumulative distribution of the number
of flights and different connections for all the airports of the network in 2010.
Both distributions are wide and confirm the presence of high heterogeneities
in the airport network. Some few airports are large hubs with many different
connections and flights while most of the airports have low traffic. These topo-
logical characteristics are well known for this network but still are relevant for
the dynamics of delay propagation.

For cluster and individual airport dynamics, we will consider networks aggre-
gated in a 24 hour period. The reason for this is that most airports are closed
or have low operation activity in the early morning, causing a disruption in the
flight dynamics. Figure 2.15 shows the departure probability as a function of
the scheduled departure time. We can distinguish a operating zone with few or
no activity that goes from 00:00 am to 04:00 am (local time).
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Figure 2.14: Complementary cumulative distribution of the number of
flights and number of different connections (degree) for the airports in 2010.
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Figure 2.15: Probability of flight departure as a function of the scheduled
departure hour.

2.3.4 Flight trajectories

Because the airport network can be thought as an ensemble of individual flight
trajectories, understanding the airplane rotation is an important ingredient to
characterize the propagation of reactionary delays. Using the airplane’s tail
number we trace back the airplanes movements. It can be seen that 80% of
trajectories are composed of a number of leaps between 2 and 7 (Figure 2.16).
Very few do longer rotations due to time constraints for the duration of the
flights.

45



CHAPTER 2. AIR TRANSPORTATION: A TOPOLOGICAL PERSPECTIVE

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Leap

0

5

10

15

20

25

T
ra

je
ct

o
ri

es
 (

%
)

Figure 2.16: Percentage of trajectories as a function of the number of leaps.

A low percentage of aircraft trajectories follow a circular path, i.e., an airplane
starts and finishes the day in the same airport (Figure 2.17). This finding does
not mean that the trajectories cannot close taking into account longer periods of
time (weeks, months or years).
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Figure 2.17: Percentage of daily trajectories that start and end in the same
airport.

The airports can be classified according to the fraction of trajectories starting in
them that are circular. Not necessarily, these airports are the ones with highest
degree (see Figure 2.18). This clearly indicates that the network hubs (nodes
with highest degree) do not always coincide with the airlines hubs. We are
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Figure 2.18: Percentage of trajectories ending at an airport as a function of
the airport degree. IATA codes stands for: MIA (Miami), EWR (Newark),

IAH (Houston) and ATL (Atlanta).

assuming here that the airline hubs are those airports with a larger percentage
of closed rotations.
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CHAPTER 3
Flight delay characterization

We have described the topology of the network and the rotation of the flights.
The next step is to focus on the data regarding flight delays. There are several
definitions of flight delays. For instance, according to the FAA a flight can be
considered as delayed if the operation takes place 15 minutes after scheduled1.
In our work, we follow the definition given in (Beatty et al., 1999; Rupp, 2007)
and define delay as the time difference between real and scheduled operations
(arrival or departure at the gate). This definition is more flexible and does not
filter out small delays that can form part of a general state of congestion.

3.1

Flight delay distribution

We plot in Figure 3.1 A the complementary cumulative distribution of departure
and arrival delays for 2010. Firstly, just like the degree and flight distribution,
the delay distribution is broad showing a long tail. Secondly, the shape of
these distributions is quite for arrival or departure. Another factor that does
not modify the shape of the delay distribution is seasonality (Figure 3.1 B). As
can be seen, there is no noticeable difference between the curve apart from that
raising from smaller statistics.

In Figure 3.2 we depict the cumulative distribution for several airports. A pe-
ripheral airport like Honolulu International Airport (HNL) and two continental
airports are displayed in the Figure: Atlanta Hartsfield-Jackson International
Airport (ATL) and John F. Kennedy Airport (JFK). We can see that ATL and
JFK show slight differences at the tail of the distribution. On the other hand,
Honolulu displays a broader distribution. This is probably due to the longer
duration of the flights with destination or origin in HNL that allow for an easier
absorption of short delays. The delays in the islands can be, therefore, much
larger than those in the continent and as a consequence the distribution be-

1FAA definition of variables: http://aspmhelp.faa.gov/index.php/APM:_Definitions_
of_Variables

49

http://aspmhelp.faa.gov/index.php/APM:_Definitions_of_Variables
http://aspmhelp.faa.gov/index.php/APM:_Definitions_of_Variables


CHAPTER 3. FLIGHT DELAY CHARACTERIZATION

A) B)

100 101 102 103 104

Delay [min]
10-8

10-6

10-4

10-2

100

P(
D

el
ay

)

Arrival
Departure

100 101 102 103 104

Delay [min]
10-8

10-6

10-4

10-2

100

P(
D

el
ay

)

Summer (month 6-8)
Winter (month 11-1)

Figure 3.1: (A) Complementary cumulative distribution of delays per flight
for arrival and departure. (B) Distribution of departure delays separating

the flights according to the season.

comes more skewed. The heavy-tailed characteristic of these distributions is an
indication of the complex nature of the delay spreading mechanisms.

In order to understand the tail of the distribution, we extract the flights with
departure delay above 12 hours and compare them with all the flights of 2010.
Plotting the departure delay as a function of the scheduled departure time we
can distinguish how flights with delay higher than 12 hours are more abundant
than the baseline at the beginning and at the end of the day (see Figure 3.3).
Conversely the distribution taking into consideration all flights of the year is
almost flat.

Another feature of the flights with departure delay longer than 12 hours is the
relevance of the destination airport. In Table 3.1, we compare the data for long
delayed flights with two sets of randomly selected flights: one among all the
flights and the other with flights selected among those with any positive delay.
From the data 51 airports (16.00%) are the destination of 414 delayed flights. If
the 414 flights are randomly chosen, the number of destination airport increases
up to 120 (more than double the results from the real data) regardless of the way
we choose the flights. This shows a bias towards a smaller set of destination
airports. Note that the same phenomenon is not observed for the departure
airports that are in the same range both in the data and in the randomly selected
flights.

Other variables as days, tail-number or air carries remain the same. This sig-
nificance of the destination airports could be related to GDP or Ground Delay
Program from the FAA Chang et al. (2001). This program is implemented to
control air traffic volume to airports where the estimated demand is expected
to surpass the Airport Arrival Rate. When a GDP is issued flights destined to
the affected airport are not permitted to depart until their Controlled Departure
Time. In Figure 3.4, we plotted the number of flights with long delays versus
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Figure 3.2: Complementary cumulative delay distribution for flights de-
parting from Atlanta Hartsfield-Jackson (ATL), New York John F. Kennedy

(JFK) and Honolulu (HNL) airports.
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Figure 3.3: Probability of flight departure as a function of the scheduled
departure hour. Blue bars represent the probability taking into account all
flights of 2010. In red is the probability of flight departure only for those

flights whose departure delay is 12 hours or more.
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FLIGHTS WITH DEPARTURE DELAY ≥ 12 HOURS
Flights Origin Destination Days Planes Airlines

With Problems 414 118 51 226 314 14
Total 6, 341, 340 305 305 365 5, 081 18

Percentage 0.01% 38.0% 16.0% 62.0% 7.0% 77.0%
RANDOMLY CHOSEN 414 FLIGHTS

Flights Origin Destination Days Planes Airlines
With Problems 414 114 120 248 392 18

Total 6, 341, 340 305 305 365 5, 081 18
Percentage 0.01% 38.0% 39.0% 67.0% 8.0% 100.0%

RANDOMLY CHOSEN 414 FLIGHTS DELAYED
Flights Origin Destination Days Planes Airlines

With Problems 414 112 120 246 383 18
Total 6, 341, 340 305 305 365 5, 081 18

Percentage 0.01% 36.0% 39.0% 67.0% 7.0% 100.0%

Table 3.1: Statistical analysis of flights with departure delay higher than 12
hours.

the ranking of destination airport with respect to the number of long delayed
flights. The data correspond to the blue bars while the randomly selected set of
flights are the red curve. In the data, the first 8 airports are destination of 75%
of the long delayed flights, while in the randomly selected set the first 8 airports
totalize only 52%.
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TIME
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Figure 3.4: Ranking of the number of flights delayed 12 hours or more for
the 51 destination airports for the data (blue bars) and the randomly selected
airports (red line). For the sake of clarity, from the 120 destination airports

from the random case we only plot the first 51 airports.

3.2

Average delay per delayed flight and Turn Around
Time

The average delay per delayed flights (those with positive delays) for 2010 is 29
minutes. Furthermore, the annual average delay for the years between 2006 and
2009 is, as well, approximately 29 minutes. This value is used to define when
an airport is considered congested an used for days of operational problems
(unsatisfactory) or not (satisfactory). Those are respectively days whose average
delay per delayed flight is over or below 29 minutes, respectively. Table 3.2
shows the ranking of the 20 best and worst days of the year according to their
average delay for flights with positive delay.

Another informative measure is the Turn Around Time (TAT), which stands for
the time spent by an aircraft on ground from arrival to departure from the gate.
We refer as ∆TAT to the difference in TAT between scheduled and actual (real)
times:

∆TAT = TATsch − TATact (3.1)

This difference between the planned time an aircraft remain parked at the gate
and the real time is related with the aircraft ground handling efficiency and accu-
racy. Hence, Turn Around Time is associated with schedule punctuality, airport
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Unsatisfactory days Satisfactory days
DATE Average delay (mins.) DATE Average delay (mins.)
Oct, 27 54.3 Apr, 19 16.9
Mar, 12 53.0 Oct, 09 17.2
Dec, 12 51.9 Nov, 11 17.3
Jan, 24 49.8 Apr, 14 17.6
Feb, 24 49.1 Oct, 08 18.0
May, 31 46.8 Set,11 18.4
May, 21 45.5 Apr, 15 18.4
May, 14 44.6 Oct, 13 18.5
Jun, 23 44.6 Apr, 17 18.5
Jul, 13 44.3 Nov, 10 18.8
Jun, 24 42.8 Nov, 09 18.9
Jul, 12 42.7 Mar, 06 19.1
Jan, 21 41.5 Oct, 12 19.2
Jul, 29 41.4 Mar, 17 19.3
Jun, 15 41.2 Feb, 28 19.5
Jun, 27 40.5 Oct, 16 19.5
Mar, 20 40.5 Apr, 13 19.5
Mar, 11 39.9 Nov, 26 19.5
Aug, 22 39.7 Set, 09 19.6
Jan, 25 39.5 Set, 20 19.7

Table 3.2: Ranking of the 20 worst/best days of the year 2010 according to
their daily average delay for flights with positive delay.

operational efficiency and is a key factor in maintaining flight connectivity and
aircraft rotational sequence stability (Wu and Caves, 2000).

To study how congestion impacts airport operations, in Figure 3.5, we compare
two opposite scenarios: March 12, one of the days with the largest average delay
and April 19, the lowest average of the year (see Table 3.2). It is clear how a
congested day is characterized by higher fluctuations. The intra-day evolution
of ∆TAT for Atlanta shows the capability of airports to recover, positive values
of ∆TAT, even in one of the worst days of the year (Figure 3.5 A).

The distribution of ∆TAT also shows long tails both in the positive and nega-
tive values (Figure 3.6), another indication of the complex nature of this phe-
nomenon.
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Figure 3.5: Difference between the scheduled and real Turn Around Time
(∆TAT) for operations in ATL on March 12 (A) and April 19 (B).
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3.3

Cluster and airport dynamics
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Figure 3.7: (A) Daily size of the largest cluster. (B) Complementary cumu-
lative distribution of the size of the largest cluster (log-normal scale).

The focus so far has been on individual flight delays. We define now a metric
of congestion for the full network. As mentioned in the previous section we
consider an airport as congested during a given time period when the average
delay of all its departing flights in that period exceeds the 29 minutes threshold.
Because of the low operating activity in the earlymorning that disrupts the delay
propagation dynamics from day to day (Chapter 2), a daily airport network is
built using to assess whether congested airports form connected clusters. Note
that being in the same cluster is a measure of spatio-temporal correlation of
congestion but not necessarily a sign of a cause-e ffect relation. Maps with the
congested airports and the connections between them are shown for di fferent
days in Figures 3.8 A-C. We analyzed days with di fferent level of congestion
given by the daily average departure delay: March 12 high congestion, April 19
low congestion (see Table 3.2) andMarch 9 in order to explore what happen at an
intermediate level of congestion we selected. The scenario dramatically changes
from day to day: in some days a large cluster surges covering 1 / 3 of all airports
(high congestion), while in others only one or two airports cluster together (low
congestion). At an intermediate level some airports rise as congested but they
are not able to merge into a cluster. These behaviors indicates that connectivity
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is thus an important factor to produce high congestion and consequently delays
are propagating through connected airports in an intra-day time period.

Taking into account all days of 2010 the largest connected cluster size is explored
for each day (Figure 3.7 A). A strong variability is thus the main characteristic
of the delay dynamics, with congested days scattered among low congested
ones. The cumulative distribution of the cluster size is displayed (Figure 3.7 B)
is compatible with an exponential decay.

In-depth analysis considering an intra-day basis shows the characteristics of
delay propagation dynamics (Figure 3.9). Not only the cluster size changes
significantly from day to day, but in a congested one (Figure 3.9 A) the cluster
emerges and decays, from hour to hour, in a recognizable pattern that involves
days marked with a network-wide spreading of the delays (further examples
in the following Chapter). In this case we can differentiate a growing and a
decaying phase, that do not occur in a low congested day (Figure 3.9 B).

This feature combined with the variation in the number of clusters through-
out the day says much about the importance of connectivity of airports in the
network. We distinguish again two different behaviors for congested and uncon-
gested days. The former, exhibits a fluctuating number of clusters throughout
the day, implying that no stable merging of clusters takes place (Figure 3.10).

The latter shows some clusters surging within the first hours of the morning
and from then on diminishing almost monotonously. In fact, the first hours
of this decaying process takes place simultaneously with the growing phase
concerning the cluster size which implies the development of merging events.
This high-level interaction dynamics between clusters appears to be crucial in the
evolution of an unsatisfactory day, where high-degree nodes play an important
role to make this merging event come about.

In addition, events involving individual nodes occur and varies dramatically
from time to time. Figure 3.11 displays how nodes that belong to the largest
cluster of the day vary their condition rapidly. One hour they are above the
29 minutes threshold and next they recover and vice versa. Most nodes switch
from one state to the other very quickly, although some few nodes repeat their
condition at least two time steps (red series).

An open question is whether the congested airports are recurrent. In Figure 3.12,
we calculate the Jaccard index to compare the sets of airports in the largest
cluster in consecutive days or for the top 20 worst and best days. This index
is 1 if the clusters are equal and 0 if they are strictly different. Interestingly,
the index is relatively low for days with large clusters, which implies that the
largest congested cluster is not persistent in time. However, some airports are
consistently part of the largest cluster (Table 3.3). This entails that the largest
cluster is composed of a hard core regularly present in it and a group of airports
that alternate in time. Although some airports appear in both lists, the order
changes and both sets are not exactly equal. In these lists, there is a strong
component of airports located in the West Coast. We think that this is due to the
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A)  April 19

B) March 9

C) March 12

Figure 3.8: Maps of the congested airports showing also connections be-
tween them: (A) low, (B) intermediate, and (C) high level of congestion
according to the daily average departure delay. The airport color codes are:
red, congested airport belonging to the largest cluster; orange,congested
airport not belonging to the largest cluster; green, airport not congested.

Links connecting airports in the largest cluster are in red.
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Figure 3.10: Evolution of the number of clusters for: A) March 12 and B)
April 19.
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Figure 3.11: Number of airports that belongs to the largest cluster of the
day for A) March 12 and B) December 12. Red color indicates the number
of “old” airports (that their average departure delay per flight has been >
29 minutes at least in the previous hour as well), while new airports that
match this condition are shown in orange. The nodes which their average
departure delay per flight will drop below 29 minutes in the next hour are
shown in green (if they have been in problem for only one hour) and blue

(if they have been in problem at least for two hours).
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Airport code days in largest cluster Airport code days with problems
ACV 100 OTH 167
CEC 80 CEC 138
SFO 54 ACV 136
OTH 52 LMT 111
MOD 49 MOD 90
EWR 45 CIC 86
CIC 45 MFR 70
LMT 44 BRW 62
MFR 43 CRW 60
CRW 41 MLB 60

Table 3.3: Top 10 raking of airports in number of days belonging to the
largest congested cluster or in number of days with problems.

time difference between East and West Coasts. Flight operations initiate before
in the East Coast and so the delays can propagate Westwards toward the end of
the day.

The results of this Chapter evince a very different behavior between non con-
gested and congested days. Furthermore, the broad delay distributions signals
the heterogeneity present in the system. Therefore, several questions regard-
ing the nature of delays dynamics still have to be answered and these will be
addressed in the upcoming chapters.
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A.1

Community detection in Real Complex Networks
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A) Fast Greedy

B) Oslom

C) Infomap

Figure A.1: Community maps of the weighted WAN network using the
Fast Greedy (A), Oslom (B) and Infomap (C) algorithms. White colored
airports in the Oslom community map represent homeless nodes and black

ones overlapping nodes.

A.2

Other measures for assessing the quality of a commu-
nity

Besides the link ratio one can also compute the ratio between the sum of the
internal degree of the vertices (ki) and the total degree of the community (kt, sum
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A.2. OTHER MEASURES FOR ASSESSING THE QUALITY OF A
COMMUNITY

of degrees for all nodes belonging to a community) Radicchi et al. (2004):

kr =
ki

kt
. (A.1)

This definition can be quite lenient, since in an undirected graph internal degrees
are summed twice. On the other hand, the degree ratio has the convenience of
being equal to 1 − µ (mixing parameter) in the LFR benchmark. In the case of
weighted networks these definitions can be easily extended accounting for the
sum of the link weights instead of the number of links and the node strength
instead of the degree.

Ln
(k

i
k)

−3

−2

−1

0

Benchmark B1 WAN

FG I    O FG I    O

Figure A.2: Distribution of the logarithm of the degree ratio definition for
the communities found by each method: Fast Greedy (FG), Infomap (I) and

Oslom (O).

From Figure A.4 we can conclude that both INFOMAP and OSLOM algorithms
perform really well on the synthetic network B2. They are able to find exactly the
ground truth anti-communities. On the other hand, the Fast Greedy algorithm
is not capable of finding these ground truth anti-communities.
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Figure A.3: Upper panel: Distribution of the logarithm of the link ratio for
the artificial networks. Lower panel: Distribution of the logarithm of the

degree ratio.

Benchmark Unweighted

Benchmark Weighted

Fast Greedy INFOMAP OSLOM

Figure A.4: Jaccard matrices for the Benchmark B2 unweighted (upper
panel) and weighted (lower panel) synthetic network for each method. Each
matrix row correspond to a ground truth anti-community of the benchmark

and each column to a anti-community found by the algorithm.
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A.3. SIGNIFICANT & IDENTICAL COMMUNITIES FOUND BETWEEN
THE DIFFERENT ALGORITHMS

A.3

Significant & identical communities found between
the different algorithms

Figure A.5: Significant and identical communities between: OSLOM
& INFOMAP (RED), OSLOM & Louvain (BLUE), INFOMAP & Louvain

(GREEN).
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B.1

Normalized Mutual Information

A recurrent problem faced by researchers when comparing different commu-
nity detection algorithms is how to measure their efficiency. Normalized mu-
tual information (Strehl and Ghosh, 2003) has been used by several authors
to measure the performance of different algorithms in benchmarks (Fortunato,
2010; Lancichinetti et al., 2008, 2011; Danon et al., 2005; Aldecoa and Marı́n,
2013), where the underlying partitioning of the network is known. The mu-
tual information I(X,Y) measures the information shared between the original
partition X and the one obtained by the algorithm, Y. Since this quantity has
an upper bound given by the minimum entropy H between both partition, i.e.,
I(X,Y) ≤ min (H(X),H(Y)), a common normalization factor is the arithmetic
average of the entropies:

NMI(X,Y) =
2I(X,Y)

H(X) +H(Y)
. (B.1)

In a network with n nodes, let C(a) and C(b) be the set of clusters in partitions A
and B, respectively. Define n(a)

i , n(b)
j as the number of nodes in a specific cluster

i ∈ C(a), i ∈ C(b), and ni j as the number of nodes from cluster i ∈ C(a) found in
cluster j ∈ C(b). Finally, assuming that each partition has a total of c(a) and c(b)

clusters, the NMI can be obtained as

NMI(A,B) =
−2

∑c(a)

i
∑c(b)

j ni j log
(

n · ni j

n(a)
i · n(b)

j

)
∑c(a)

i n(a)
i log

(
n(a)

i
n

)
+

∑c(b)

i n(b)
i log

(
n(b)

i
n

) . (B.2)

This quantity is 1 when A and B are identical and tend to 0 the more dissimilar
the two partitioning are.

Unfortunately, this measure can be very insensitive to errors, as can be demon-
strated by the following construction. Suppose one knows the ground truth
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communities of a given network. This will be our set C(a). Now let us divide
each of the c(a) clusters in two, by taking a fraction x of the n(a)

i nodes and form-
ing a new cluster with them. The set C(b) will be this new partitioning, with
c(b) = 2c(a) clusters. Therefore, for every original community i in C(a) we have
two communities in C(b) with common nodes. For simplicity, lets order the in-
dexes of communities in C(b) so that those formed by the (1 − x)n(a)

i nodes from
cluster i in C(a) have the same index in C(b). The complementary partition will
be denoted by index is. Also, lets define Λ the set of community indexes in C(a)

and Λs the set of indexes is. Therefore, the number of nodes in each cluster j in
the set C(b) is

n(b)
j =

(1 − x)n(a)
i if j = i ∈ Λ

xn(a)
i if j = is ∈ Λs.

(B.3)

Similarly, the number of common nodes between communities in each parti-
tioning follows the same relation:

ni j =


(1 − x)n(a)

i if j = i ∈ Λ
xn(a)

i if j = is ∈ Λs

0 o/w.
(B.4)

In this scenario, the calculation of the NMI is straightforward since the sum over
the communities in C(b) can be split in those two groups. Making use of this
property, that is,

c(b)∑
j

=
∑
j∈Λ
+

∑
j∈Λs

, (B.5)

we obtain that the NMI can be written in closed form as a function of x and
H(A). The mutual information I(A,B) gives us

I(A,B) =
c(a)∑

i

c(b)∑
j

ni j

n
log

 n · ni j

n(a)
i · n(b)

j


=

c(a)∑
i

(1 − x)n(a)
i

n
log

 n

n(a)
i

 + c(a)∑
i

xn(a)
i

n
log

 n

n(a)
i


= H(A), (B.6)
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while the entropy of partition B is

H(B) = −
c(b)∑

i

n(b)
i

n
log

n(b)
i

n


= −

c(a)∑
i

(1 − x)n(a)
i

n

log(1 − x) + log

n(a)
i

n


−

c(a)∑
i

xn(a)
i

n

log x + log

n(a)
i

n


= − log

(
xx (1 − x)1−x

)
+H(A). (B.7)

Therefore, the Normalized Mutual Information is simply

NMI(A,B) =
2H(A)

2H(A) − log
(
xx (1 − x)1−x

) , (B.8)

where H(A), the entropy associated to the original partitioning, is given by

H(A) = −
c(a)∑

i

n(a)
i

n
log

n(a)
i

n

 . (B.9)

It is immediate to notice that the minimum value for the NMI in this situation
is when x = 0.5, as should be expected since this construction is symmetric.
Therefore, the minimum is simply

min
x
{NMI(A,B)} = H(A)

H(A) − 0.5 log 0.5
. (B.10)

Equation B.8 allows us to construct a heat map in the phase space (H(A), x) to
analyze how sensitive is the Normalized Mutual Information when faced with
this construction (Fig. B.1). With that equation we can see that even for small
values of entropy (H ∼ 1) we already have a minimum value of NMI > 0.85.

Of course, there is still the question of what are the typical values for the en-
tropy. As Eq. B.9 shows, this quantity will depend on the specific distribution
of community sizes. To give an illustration of possible values, we present three
scenarios from typical benchmark structures. In the case of homogeneous com-
munity size, that is, when all communities have the same size n(a)

i = n/c(a), the
entropy Hh is simply

Hh = log c(a). (B.11)

Therefore, with more then 10 communities we are already in the area of H > 1
(Fig. B.2), which places us in the region of NMI closer to 1 even for x ∼ 0.5. For
instance, the Girvan-Newman benchmark (Girvan and Newman, 2002) uses 4
communities of homogeneous size, which would already give a minimum of
0.8 with this construction.
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Figure B.1: Normalized Mutual Information variation with respect to the
network community structure entropy H and the fraction of nodes used to
form sub-communities from the original ones. Each original community in
the partitioning A is divided in two, with a fraction of x and 1 − x of its

original nodes in each.

Figure B.2: Entropy H(A) as a function of number of communities c(a) in
the case of homogeneous community size distribution.
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Figure B.3: Entropy H(A) as a function of number of nodes in the network
in the case of community size distribution ∼ s−1 with two different specified
boundaries for minimum and maximum size. The small scenario has s ∈
[10, 50] (red line) while the big one has s ∈ [20, 100] (blue line). The inset

presents the same plot in semi-log scale.

While the homogeneous size distribution might illustrate the situation for the
mentioned benchmark, for large scale real world networks one expect to find
a heterogeneous distribution, say a power-law, for the communities size. With
that in mind, the LFR benchmark Lancichinetti et al. (2008, 2011) has been
developed for constructing communities with such distribution. In their work,
they compare different community detection algorithms using two scenarios of
their benchmark, both with size distribution with an exponent of −1 and two
different boundaries. In the first case, called small, the communities have a
fixed minimum size smin = 10 and maximum smax = 50, and big scenario where
smin = 20 and smax = 100. By inspecting the curves of entropy obtained in
those two scenarios for different network sizes(Figure B.3), we can see that for
networks with more than 1000 nodes we reach an entropy larger than 1 even in
the best case scenario of big communities. This leads to the result that even for
small networks (n ∼ 100) the NMI barely lowers from 1 when the communities
are disrupted (see Fig. B.4).

These results should not be interpreted as diminishing the utility of the bench-
marks mentioned, but rather as shedding light on the lack of sensitivity of the
NMI when used to evaluate the success of community detection algorithms on
those benchmarks.

So far, the construction proposed divides the communities in two but preserves
the subtracted nodes together. That is, nodes that are originally from different
communities are not mixed on the new partitioning. Such construction could
be deemed unfair to NMI, since it preserves a higher overlap between the
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a) b)

Figure B.4: Normalized Mutual Information variation with respect to LFR
networks of size n and the fraction of nodes used to form sub-communities
from the original ones. Each original community in the partitioning A is
divided in two, with a fraction of x and 1−x of its original nodes in each. The
original community size distribution is a power-law with exponent −1 and
lower(upper) boundary smin(smax) fixed. a) smin = 10, smax = 50. b) smin = 20,

smax = 100.

new artificial communities and the original ones, resulting in higher mutual
information. The other extreme would be to mix the subtracted nodes from all
communities and draw at random the new ones, keeping the sizes constrained
at xni, which would give the lowest mutual information possible with such
constraint. On the other hand, if a detection algorithm is good, we expect that
when it fails to detect a community in its entirety, it should give subgroups
within that set of nodes, with a low occurrence of mixture. Therefore, we expect
the mutual information to lay between the preservation of subgroups (upper
bound) and the random structure (lower bound).

To compute the NMI for the randomized case, again we have to determine the
overlap between the original communities and the ones in the new partition.
As in the previous case, from each original community i in the set C(a) we will
remove xn(a)

i nodes and preserve the remainder. As before, for simplicity we
will preserve their indexes and make use of the label sets Λ and Λs The new
communities will be formed by (1 − x)n(a)

i and xn(a)
i nodes. The first ones will

preserve its (1 − x)n(a)
i original nodes, while the former will be populated by

nodes chosen at random from the pool of orphaned nodes. This pool is formed
from the collection of the xn(a)

i subtracted from all original communities i ∈ C(a).
Since we assume that every node belongs to a single community, this pool will
have

∑
i xn(a)

i = xn nodes. Therefore, the probability of picking a node that was
originally from community i is simply n(a)

i /n. This allows us to calculate the
expected number of nodes from cluster i ∈ C(a) found in cluster j ∈ C(b), which is
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given by

ni j =


(1 − x)n(a)

i if j = i ∈ Λ
xn(a)

j n(a)
i /n if j = is ∈ Λs

0 o/w.
(B.12)

Since the entropy is a function of the community size distribution alone, this
construction does not alter H(B). The only quantity affected in Eq. B.2 is the
mutual information itself, I(A,B). Once more, we will make use of the splitting
of the sum over communities in C(b), so that

I(A,B) =
c(a)∑

i

c(b)∑
j

ni j

n
log

 n · ni j

n(a)
i · n(b)

j


=

c(a)∑
i

(1 − x)n(a)
i

n
log

 n

n(a)
i

 + c(a)∑
i

c(a)∑
j

xn(a)
j

n
n(a)

i

n
log

n · xn(a)
j n(a)

i /n

n(a)
i · xn(a)

j


= (1 − x)H(A). (B.13)

Since both H(A) and H(B) are the same as in the previous structure, by comparing
Eq. B.13 to Eq. B.6 we see that the NMI will have the same expression as in Eq. B.8,
multiplied by 1 − x.

NMI(A,B) = (1 − x)
2H(A)

2H(A) − log
(
xx (1 − x)1−x

) . (B.14)

Figure B.5: Normalized Mutual Information variation with respect to the
network community structure entropy H and the fraction of nodes used to
form sub-communities from the original ones. Each original community i
in the partitioning A has x of its ni nodes removed. For each one of those
communities, a new one is formed by taking at random xni nodes from the

pool of all orphaned nodes.
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From Figs. B.5- B.6 we can see that, although this scenario presents a better
picture for the NMI measure, we still have to remove more than 20% of the
nodes from each community to be able to detect a drop below 0.8 in almost
all situations. One would need a relatively small network (n ∼ 100) and big
clusters in order to have a noticeable decrease in the NMI for a removal of 10%
of the nodes in each community, as shown in Fig. B.6b. But it is important to
notice that in this situation, since the lower boundary for the community size is
already 20 nodes, we would have a maximum of ∼ 5 communities, each with
∼ 20% of the nodes in the network.

a) b)

Figure B.6: Normalized Mutual Information variation with respect to LFR
networks of size n and the fraction of nodes used to form sub-communities
from the original ones. Each original community i in the partitioning A has
x of its ni nodes removed. For each one of those communities, a new one is
formed by taking at random xni nodes from the pool of all orphaned nodes.
The original community size distribution is a power-law with exponent −1
and lower(upper) boundary smin(smax) fixed. a) smin = 10, smax = 50. b)

smin = 20, smax = 100.
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CHAPTER 4
NewCat: Network-wide Congestion

Assesment Tool

We propose an agent-based model at the level of aircrafts and data-driven in
the sense that the daily schedules and the primary delays are obtained directly
from real records in the database. The model also combines within the same
framework queuing behavior and a schedule based approach dynamics. This
level of realism is necessary to confront the model predictions with the real
unfolding of the delay events during each day. Importantly, the schedule is not
the a priori airline’s flight plans, meaning that the data that we have is modified
by the events occurred during a day. However, for simulation purposes we
will initially use days with low or almost no heavy external perturbations, and
therefore days with low levels of canceled and diverted flights are used.

The purposes of this model is to understand how delays propagate and magnify
considering internal operational factors and schedule. As it will be explained
further below, “extrinsic” or primary delay is given at the initial conditions of
the simulation to the first flight of the day for some aircraft rotations, and then let
this perturbation evolve multiplying or diminishing the delay according to the
particular structure of the system. Concretely, the model dynamics will be based
on three subprocesses which are: (i) aircraft rotation, (ii) flight connectivity and
(iii) airport congestion. The last two are independent from each other, and
can be turned on/off to explore the relevance of each subprocess in the delay
propagation dynamics. Aircraft rotation, on the other hand, is intrinsic to the
schedule and so we do not switch it off.

We use one-minute intervals as the basic time step unit in the model and proceed
in each simulation until the schedule of a selected day is completed (all flights
had completed their itinerary). In most cases, this means slightly more than
1, 440 minutes. This time interval allows the simulation to execute actions at a
realistic concurrent time-scale and is the finest level available in the data. As
shown in the previous Chapter most airports have a operating zone with few
activity between from 00:00 to 04:00 am local time. It should also be noted that
the United States has six different time zones: four of them corresponding to the
continental United States (eastern, central, mountain, pacific), and the other two
corresponding to Alaska time zone (one hour behind pacific time) and Hawaii
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time zone (one hour behind Alaska for most part of the year). We should decide
which time zone is best appropriated and the time to start the simulations in
the model. Given that most US traffic is initially located in the East and low
operating zone between 00:00 and 04:00 (local time) we select 4am East Coast
local time as the starting point for airport operations and to begin the aircraft
rotational sequences. By selecting 4 am Eastern Time (EST) as the starting point
we ensure that most aircraft rotational sequences are sorted correctly and is the
natural choice considering the daylight time flow in the United States. So as to
arrange the schedule in a sequential order we converted time data from Local
to Eastern Time.

4.1

Hierarchy of Objects

4.1.1 Aircraft (tail-number)

The airplane is the primary fundamental agent of the simulation. The number
of airplanes that participate in the simulation varies with the day considered
and is approximately 4, 000. Each aircraft is unique and comes identified by
their tail number. This code allows us to reconstruct the rotational sequence of
the plane during the day. This sequence can be subdivided in individual flight
legs or point-to-point flights.

4.1.2 Point-to-point flight

This is the basic schedule unit. It is the minimum package of information used
as an input to relocate an aircraft from an origin to a destination airport, meeting
the planned schedule. During their itinerary an aircraft can be in one of two
flight phases: block-to-block or turn-around phase. The former is the time
elapsed from the airport origin gate to the airport destination gate. The latter is
defined as the time the aircraft remains parked at the airport gate (Figure 4.1).

Flights are characterized by a tail-number, origin airport, destination airport,
schedule departure time (Tsch.d) and schedule arrival time (Tsch.a). Block-to-
block time (Ti j

b ) for an aircraft between two airports i (origin) and j (destination)
is calculated as:

Ti j
b = T j

sch.a − Ti
sch.d (4.1)

Another issue worth noting in our model is that, in the block-to-block phase we
do not allow for delay absorption or reduction. This can only be achieved in the
turn-around phase by means of the difference between the actual arrival time of
the previous flight leg and the scheduled departure time of the next flight leg.
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Taxi-
in 

Flight time 
Turn-around 

time 
Taxi-
out 

Flight time Taxi-in 

Wheels on Wheels off 

Scheduled 
arrival time 

Scheduled 
departure time 

Block-to-block time 

Figure 4.1: Turn-around and block-to-block time/phase definition.

4.1.3 Air carrier (airline id)

Air carriers are the second level in the model. Each aircraft has an airline
associated via the airline code id. Only aircrafts having the same airline id are
allowed to interact during the process of flight connectivity (see section 4.2.2 for
further details).

4.1.4 Airport

The airport is an intermediate-level entity located in space coordinates, where in-
teractions among aircrafts take place. This interaction occurs indirectly through
the schedule, flight connections or airport queues (see section 4.2.3 for further
details). Each airport is different from the others because of their planned ca-
pacity and the local aggregation of the schedule. Airports play the role of nodes
in the transport network.

4.1.5 Clusters of congested airports

This is a high-level entity that represents the interactions between airports. The
clusters are formed by airports whose average (departure) delay per flight is
higher or equal to 29 minutes and are linked by a direct connection (see C.1.1 for
further details). In most cases, we are interested in the largest cluster of the full
day (or by hour in some cases). The size of a cluster is measured by the number
of airports that belong to it.

Figure 4.2 shows a representation of two clusters (Cluster A and B) constituted by
airports whose average departure delay per flight in a certain time period is equal
or larger than 29 minutes (red dots). Apart from this condition airports within
these clusters are linked by a connection. In this case, cluster A correspond to
the largest cluster in a certain time period according to the number of airports
that form this cluster.
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Cluster A 
size 4 

Cluster B 
size 2 

Figure 4.2: Red dots correspond to airports whose average departure delay
per flight in a certain time period is > than 29 minutes. Green dots corre-
spond to airports whose average departure delay per flight in a certain time

period is ≤ than 29 minutes.

4.2

Subprocesses

4.2.1 Aircraft rotation

During a day each aircraft has an itinerary to accomplish, which for approxi-
mately 88% of the trajectories consists of two or more flight legs. Naturally, to
complete a flight leg, the previous ones have to be fulfilled, e.g., it is not possible
to depart from San Francisco to Honolulu if the airplane has not completed the
previous leg from Atlanta to San Francisco. Besides this evident situation, if an
aircraft arrives late (inbound delay) and the delay cannot be absorbed by the
turn-around time it will depart late in the next flight leg (Figure 4.3). A buffer
time is included in the turn-around phase to absorb this type of delay but this is
already incorporated in the schedule obtained from the data.

Another feature of this subprocess, is that in the turn-around phase each air-
craft, when arrived, has to comply with a minimum service time Ts, set as 20
minutes. This service time includes operations such as refueling, passenger
unboarding/boarding, luggage handling, safety inspection, etc. The equation
that govern the rotation subprocess is given by:

T j
act.d = max[T j

sch.d; T j
act.a + Ts] (4.2)

where j corresponds to destination airport and i to the origin one. The subindexes
act.d,act.a and sch.d correspond respectively to Actual Departure, Actual Ar-
rival and Schedule Departure.
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c Inbound delay Departure delay 

Scheduled turn around time 
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Figure 4.3: Aircraft rotation description.

4.2.2 Flight connectivity

In addition to rotational reactionary delay, the need to wait for load, connecting
passengers and/or crew from another delayed airplane from the same fleet may
cause, as well, reactionary delay.

To simulate this, for each flight at a particular airport, connections from that
airport are randomly chosen as follows. Firstly, we take a ∆T window prior to
the scheduled departure time of the flight. Secondly, we distinguish possible
connections of the same airline from other flights, that have a scheduled arrival
time within the ∆T window (Flights B and D in the example of Figure 4.4).
Finally, from these possible connections we select those with probability αmul-
tiplied by the flight connectivity factor. The flight connectivity factor defined in
the previous Chapter is the annual fraction of connecting passengers for each
US commercial airport and α is an effective parameter of control that allows to
modify the strength of this effect in the model. For instance, α = 0 means that
there is no connection between flights with different tail number, while α = 1
makes the fraction of connecting flights of the same airline equal to the frac-
tion of connecting passengers in the given airport. The parameter α is varied
according to the case under study and ∆T is always taken to be 180 minutes
(3 hours). We have tried different values of ∆T and those below 180 make the
model very difficult to reproduce the real congestion because connections are
scarce and above 180 the additional increase in connections has negligible effect
because the buffer time is larger. Let us suppose that from the previous example

Figure 4.4: Possible connections within flights of the same airline.
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Figure 4.5: Flight connectivity description.

Flight D was randomly selected. By this subprocess an airplane is able to fly
if and only if their connections have already arrived to the airport, if not it has
to wait until this condition is satisfied (Figure 4.5). It is important to note that
flight connectivity is the only source of stochasticity in the model due to a lack
of knowledge about the real flight connections within the daily schedule. In this
case the Actual Departure time of the next flight leg is given by:

T j
act.d = max[T j

sch.d; T j
act.a + Ts; max[Ti′ j

act.a]] , ∀i′ , i (4.3)

The index i′ corresponds to the connections that the flight has to wait for in order
to depart (Flight D). Notice that the rotation subprocess is included because it is
intrinsic to the schedule. It is the baseline subprocess.

4.2.3 Airport congestion

Since airports are entities with a finite capacity, the possibility of congestion
has to be introduced in the model. By considering this effect there exists a
possibility of spreading the delays between flights of different airlines. This
occurs indirectly through an airport’s queue. That is to say that delays from
aircrafts of different airlines can delay others because they congest the airport.
In this case the propagation is not one-to-one as in the previous cases, it requires
a cumulative effect of several delayed aircrafts to perturb the airport efficiency
and once this condition is met the delay spread to other aircrafts and affect other
airlines. We assume a “First in-First Served” queuing protocol, the most widely
used queue operation in the US and simple to introduce in the model. In the
simulations each airport will have a capacity that varies throughout the day
according to the Scheduled Airport Arrival Rate (SAAR). This means that for
every airport the nominal capacity for each hour of the day is the scheduled
flights that arrive per hour (Figure 4.6). Due to reactionary delays aircrafts
may not arrive as planned and the Real Airport Arrival Rate (RAAR) will vary.
Whenever RAAR > SAAR, a queue begins to form with the arriving aircrafts.
Naturally, airplanes that are not in queue are being served and this service time
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Figure 4.6: Example of SAAR for three major airports: Atlanta International
Airport (ATL), O’Hare International Airport (ORD) and Denver Interna-

tional Airport (DEN).

takes Ts (see section 4.2.1 for further details). It should be noticed that once
an aircraft starts to be served this process cannot be interrupted no matter how
SAAR varies. We define another effective control parameter β in order to modify
the nominal capacity of the airports. This parameter multiplies the SAAR and
in the simulations presented here affects all the airports in the same way. For
instance, if we want to introduce a buffer capacity of 20%, β is set to 1.2.

When aircraft rotation and airport congestion is present the equation is ruled
by:

T j
act.d = max[T j

sch.d; T j
q + T j

act.a + Ts] (4.4)

where q means the time spent by the aircraft in the queue waiting to be served.
Finally, the full model dynamics is govern by a combination of the three sub-
processes:

T j
act.d = max[T j

sch.d; T j
q + T j

act.a + Ts; max[Ti′ j
act.a]] , ∀i′ , i (4.5)

4.3

Initial conditions

Initial condition refers to the situation of the first flight of an aircraft sequence,
meaning when, where and the departure delay of this flight. As will be later
shown, variations on this situation can have a great impact on the delay prop-
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agation. In other words, as we will see in the next Chapter the dynamics of
delays over the network is highly sensitive to the initial conditions.

We took as initial conditions the average delay per flight for the first flights
of all the aircraft sequences and by the fraction of rotations whose first flight
is delayed fraction of airplanes. Comparing the ranking of the 20 worst and
best days of 2010 (Figure 4.7) we can observe that it is most likely that if a day
started with unfavorable initial conditions it will likely produce large congested
clusters. We initialize the simulations by two different ways depending on the
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Figure 4.7: Initial conditions of the 20 worst days (red) and of the 20 best
days (green) of 2010.

case under study: from data or random initial conditions.
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4.3.1 From the data

Initializing the model from the data means to replicate exactly the situation of
the first flights of all the aircrafts sequences for a particular day.

4.3.2 Random initial conditions

When random initial conditions are set, initial delays are reshuffled among all
possible aircrafts, so when and where may vary. Two inputs are needed: initial
delay and fraction of flights initially delayed. For instance,

Initial delay: 20 minutes

Percentage of airplanes initially delayed: 10%

Suppose that the number of aircrafts for one day simulation is 4, 000. In this
example, 400 aircrafts will have their first flight departing with an initial delay
of 20 minutes.
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C.1

Decision Tree & clustering

Model flowchart summary including all the subprocesses. Flowchart objects in
green and red will be explained separately.
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• Generate class objects:
Once the data is loaded for a particular day into the data class object, the
remaining class objects are created using this data structure. These objects
are:

– Airport list: Indexation of all the airports that operated that day.

– SAAR matrix: Includes the hourly capacity (schedule airport arrival
rate) for every airport in the list.

– Airport Flight Connectivity Factor List.

– Adjacency list: Contains the network structure for that day.

– Tail number: Indexation of all the aircrafts that operated that day.

– Schedule: For each flight the schedule object contains the information
described in section 4.1.2, initial delay (see 4.3), flight index, flight
status ( on land “L”, flying “F” and in service or in queue “S”), inbound
index (previous flight leg index) and connections (see 4.2.2). All
flights are initialized with flight status “L”.

– Tail number situation: For each aircraft contains the origin airport, the
destination airport, the scheduled and actual block-to-block time and
the departure delay (initial, inbound, queue and due to connections).

– Airports tail number queue: For each airport contains the aircrafts
ordered as First in - First served.

– Airports flight queue: The same as the previous one but indexed with
flight number.

• Update class objects & t +1 min:
Objects as Schedule and Airport tail number and flight queues are syn-
chronous updated for each time step.

• Aircraft arrival :
The flight status is changed from “F” to “S” and the airport’s tail number
and flight queues are updated.

• Aircraft can depart? :
The aircraft can depart if the service time (20 minutes) is complete and the
are no flight connections to wait for. Initial flight legs of an itinerary are
considered as already served.

• Aircraft departure:
Tail number situation and origin airport queues are updated. The actual
block-to-block time is reset. Flight status is changed from “L” to “F”.

• Previous flight legs are not completed? :
Check if the inbound index is among the flight connections and the flight
status is “L”.
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• Aircraft is in service? :
Inspect if the flight status for the aircraft is “S” and the service time is
different from zero or the aircraft position at the airport queue is less than
airport capacity.

• Aircraft is in airport’s queue? :
Check if the flight status is “S” and the service time is zero.

• Connection/s not landed? :
Verifies if the number of connections in the schedule for the flight is zero
and the flight status is “L”.

C.1.1 Clustering

1. Create a cluster list with all airports labeled as −1 (unexplored).

2. Create an empty list (active list) to include the airports to inspect while
traversing the adjacency list (network).

3. While unexplored airports continue to exist in the cluster list:

• For each airport in the cluster list:

– Check if the airport is unexplored and the average delay per flight
for the airport is greater than 29 minutes.

– If it is so, label the airport with its index and insert the airport
index in the active list.

– Else, label the airport as −2 (not delayed).
– While the active list continue to have airports to explore:
◦ For each airport in the active list:
∗ Explore its neighbors in the adjacency list.
∗ Check if they are labeled as unexplored and their average

delay per flight is greater than 29 minutes.
∗ If it is so, label them with the same index as before and

insert the airport index in the active list.
∗ Else, label the airport as “not delayed”.

◦ Remove from the active list the airports that their neighbors
had been explored.
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CHAPTER 5
Delay propagation dynamics

In this chapter we will analyze the performance of the US Air-transportation
system in terms of the internal mechanisms defined in the previous chapter, these
are: aircraft rotation, flight connectivity and airport congestion. We also explore
the model performance and show that is able to reproduce the delay propagation
patterns observed in the U.S. performance data. Our results indicate that there
is a non-negligible risk of systemic instability even under normal operating
conditions.

We begin with an overview of the model parameters used for the individual
day simulations of the most and less congested days of 2010. In section, we
explore the model accuracy and sensitivity to α for all days of this same year. In
section 5.1 and 5.2 we asses some results concerning the variability of the cluster
dynamics regarding its time evolution throughout the day. In section 5.3, we
explore the relative importance of each internal mechanism to propagate the
delays and finally in section 5.4, we give some insights concerning the model
sensitivity to initial conditions.

Parameter Oct 27 Mar 12 Dec 12 Jul 13 Oct 9 Apr 19
Ts [min] 30
∆T [min] 180
α 0.263 0.190 0.265 0.075 0.020 0.020
β 1.0

I. Cond. “From the data”

Table 5.1: Overview of default values of the model’s parameters. The values
of α correspond to the best fit for the day.
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5.1

Model validation and sensitivity to α

In order to compare empirical results and model predictions regarding the evo-
lution of the cluster of congested airports, we run the model fixing the airport
capacity parameter β = 1 and fitting the flight connectivity factor α to obtain a
maximum cluster size as the one observed in the data. By fixing β to 1, we are
assuming the same airport capacity as in the data. The results for the evolution
of the congested cluster size hour by hour can be seen in Figure 5.1 for December
12 (A), July 13 (B) and October 9 (C). Note that the fit of α is essential to get the
maximum of these curves, however the cluster size evolution predicted by the
model follows that of the real data.
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Figure 5.1: Evolution of the largest cluster size for A) December 12 (α =
0.265), B) July 13 (α = 0.075), C) October 9 (α = 0.002) and D) October 27

(α = 0.263)

In the case of October 27 (Figure 5.1 D), the size of the cluster evolved much
faster than the model prediction. Analyzing the possible explanation to this
difference, we found that severe weather conditions occurred that day across
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an important part of the country1 affecting flights in airports such as Hartsfield-
Jackson (Atlanta), John F. Kennedy (New York), La Guardia (New York), St. Paul
(Minneapolis), O’Hare (Chicago), Philadelphia and Newark. External perturba-
tions were not explicitly introduced in the model so we cannot expect to be able
to reproduce well delay dynamics of days with large external perturbations. In
the next Chapter, we deal with this case and adapt the model to take into account
external perturbations.

Besides the evolution of the size of the largest cluster per hour, we also checked
the results concerning the evolution of the number of clusters during the day
(see Figure 5.2). Results for March 12 (A), December 12 (B), April 19 (C) and Oc-
tober 9 (D) confirm that the model is in good agreement. In the previous sections
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Figure 5.2: Evolution of the number of clusters. Comparison between data
and model results for: A) March 12, B) December 12, C) April 19 and D)

October 9 of 2010.

we have defined days/airports with problems as those whose average delay per
delayed flight was over 29 minutes. Another way, of classifying the days is by
means of the largest cluster size of the day. To do so, we set a cluster size that

1Severe weather occured on October 27. See NOAA: http://www.weather.gov/arx/
oct2610 and CNN: http://edition.cnn.com/2010/US/10/27/us.weather/index.html?_s=
PM%253AUS
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Figure 5.3: Frequency of the largest cluster size for all days of 2010.

corresponds to 15 airports so that if the largest cluster size in a day is higher than
this threshold the day is labeled as problematic or unsatisfactory. On the other
hand, if it is less than 15 airports the day is labeled as satisfactory. This threshold
was selected because in the distribution of largest cluster size there exists a small
depression at this value (Figure 5.3). This particular value for the threshold is
arbitrary. Still, we have repeated the analysis with some other thresholds and
checked that the main conclusions are maintained. The introduction of the
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Figure 5.4: Model forecast accuracy as a function of the α parameter for the
two classes (unsatisfactory/satisfactory days). All days of 2010 are taken

into account.

threshold allows us to define a binary variable associated to the performance of
the network each day. Since the model requires a fit in α to reproduce the precise
dynamics of the congested clusters, the aim of this exercise is to set a generic
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5.1. MODEL VALIDATION AND SENSITIVITY TO α

value of α and study how many of the satisfactory/unsatisfactory days are ac-
tually predicted. According to our definition, during 2010, 75% of the days get
a satisfactory performance. In order to assess the model correspondence with
reality, we have to take into account that satisfactory days outweigh unsatisfac-
tory ones. Naturally, with a high α the model simulations predict unsatisfactory
days with high accuracy but provide many false positives for satisfactory days.
On the other hand, with a low α, most of days with small clusters are success-
fully predicted but not those with large congested clusters. Bearing this in mind,
we defined the percentage of accuracy as a tradeoff between the percentage of
accuracy for satisfactory and unsatisfactory days. Figure 5.4 show the fraction

Unsatisfactory days Satisfactory days
DATE Accurate Prediction DATE Accurate Prediction
Oct, 27 No Apr, 19 Yes
Mar, 12 Yes Oct, 09 Yes
Dec, 12 Yes Nov, 11 Yes
Jan, 24 No Apr, 14 Yes
Feb, 24 Yes Oct, 08 No
May, 31 No Set, 11 Yes
May, 21 Yes Apr, 15 Yes
May, 14 No Oct, 13 Yes
Jun, 23 Yes Apr, 17 Yes
Jul, 13 Yes Nov, 10 Yes
Jun, 24 No Nov, 09 Yes
Jul, 12 Yes Mar, 06 Yes
Jan, 21 Yes Oct, 12 Yes
Jul, 29 Yes Mar, 17 No
Jun, 15 Yes Feb, 28 Yes
Jun, 27 No Oct, 16 Yes
Mar, 20 Yes Apr, 13 Yes
Mar, 11 Yes Nov, 26 Yes
Aug, 22 Yes Set, 09 No
Jan, 25 Yes Set, 20 Yes

Table 5.2: Ranking for the top 20 days by the average delay for flights with
positive delay. Model accuracy according to the classification of each day
in satisfactory or unsatisfactory. The model is able to predict unsatisfactory

days with an accuracy of 70% and satisfactory ones with an 85%.

of correct predictions both for satisfactory and unsatisfactory days. Both curves
cross at a value of α = 0.087 and at an accuracy rate of 65.9%. Obviously, this
is a simplistic technique to measure performance. A more elaborate technique
should include appropriate economic considerations to take into account that
the cost related to false positives, claiming that a day is going to have a large
congested cluster without actually occurring, and false negatives, not being able
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CHAPTER 5. DELAY PROPAGATION DYNAMICS

to predict a major collapse, are different. Even so, this simple method provides
us with a quantitative framework to validate the model and to assess the impor-
tance of including further mechanisms in the simulation. Another accuracy test

March 12
Airport Code Percentage Realizations Accurate Prediction

ATL 100.0 Yes
CWA 100.0 Yes
DFW 100.0 No
DLH 100.0 Yes
EAU 100.0 No
EYW 100.0 Yes
FLL 100.0 Yes

GGG 100.0 No
MGM 100.0 Yes
MIA 100.0 Yes
ORD 100.0 No
SJT 100.0 No
STT 100.0 Yes
TOL 100.0 No
BHM 99.8 Yes
CAK 99.5 Yes
CHA 98.6 Yes
FAY 98.4 Yes

MEM 98.3 Yes
HSV 97.9 No

Table 5.3: Top 20 ranking of airports that appear more frequently in the
largest cluster for the model results compared to what actually occurred on

March 12.

was done to check if the model is able to predict not only the size but the airports
that comprises the largest cluster of the day. We selected March 12 whose largest
cluster is formed by 97 airports. The model is stochastic, so we run it for 1500
realizations. Comparing the data with the model results for the top 97 airports
most frequently appearing in the largest cluster, the model accurately identify
57.8% of them. Table 5.3 displays the Top 20 airports which are more prevalent
in the simulations showing if they appeared in the real data as part of the largest
cluster for March 12. This is a first comparison, since the real cluster is coming
from a single realization in a particular day it cannot be taken as a definitive
validation of the model. However, an accuracy of 57.8% with such a simple
framework is already encouraging.
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5.2. FURTHER RESULTS ON CLUSTER DYNAMICS

5.2

Further results on cluster dynamics

Because of the stochasticity included in the flight connectivity each realization
has a slightly different outcome. Figure 5.5 displays the variability between
model realizations of the results for March 12 considering a confidence interval
of 95% with a fitted α value of 0.190. Simulations in this case were done using
initial conditions “from the data”; this means that the stochasticity is caused only
by flight connectivity. No matter which set of flight connections are randomly
selected, March 12 will continue to display a large cluster. In Figure 5.5 we can
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Figure 5.5: Variability of the model results for March 12. Blue margin
represents the 95% confidence interval of the size of the largest cluster

throughout the day.

differentiate a growing phase that goes from 4am to 5pm and a declining phase
from 5pm onwards. As already said, merging is critical for the size evolution of
the clusters. Because in the first hours of an unsatisfactory day there are several
clusters, thus more possible combinations of merging events, the growing phase
is characterized by a stronger variability than the declining phase. The latter,
depicts a low variability and as Figure 5.2 A shows the number of clusters do
not increase during this phase. All in all, this indicates that no atomization into
smaller clusters is produce when the size diminishes. The cluster size dissolves
continuously.
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Figure 5.6: Evolution of the largest cluster per hour. A) for the full model,
B) the model only with plane rotations, C) only with plane rotations and
passenger connections and D) only with plane rotations and airport con-
gestion. The selected days are the ones with the lowest delay (April 19) and

the second day with the largest delay (March 12).

5.3

Relative importance of each subprocess

The model allows us also to explore which are the contributions of the main
three ingredients (plane rotation, flight connectivity or airport congestion) to
propagate delays. From Figures 5.6 B-C, we can conclude that flight connectiv-
ity is the most important factor. Only when the flight connectivity subprocess
is turned on we can reproduce the cluster dynamics observed in the real perfo-
mance data (Figure 5.6 C). One may still wonder if the picture changes when
the capacity of the airports is modified. Actually, the model exhibits weak sen-
sitivity to variations on the β coefficient as shown in Table 5.4. For April 19
Table 5.4 shows that only by diminishing the scheduled capacity by half, the
day will start to have some problems according to the size of the largest cluster
of the day. In the case of March 12 the scheduled airport capacity was increased
by 50% and the results indicate that this increment did not change the overall
picture. Furthermore, Figure 5.7 B shows that increasing airports’ capacity will
not ease off the propagation of delays. The reason for this is that the main cause
of delay spreading, flight connections within the schedule, is independent of
the airport capacity. Conversely, reducing β by 50% could worsen the situation
(Figure 5.7 A). In this case, a decrease on the airports’ capacity could act as a
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5.3. RELATIVE IMPORTANCE OF EACH SUBPROCESS

April, 19 March, 12
β < S > [num. airports] β < S > [num. airports]

1.0 1.0 1.0 92.0
0.9 1.0 1.1 92.3
0.8 1.0 1.2 89.9
0.7 1.0 1.3 88.7
0.6 1.3 1.4 86.4
0.5 16.8 1.5 86.4

Table 5.4: Average largest cluster size < S >. β variation for April 19 with
an α fixed at 0.02: airports should work at half the scheduled capacity to
transform this day into an unsatisfactory one. β variation for March 12 with
an α fixed at 0.19: an increase of 50% in β decreases the size of the cluster by

only a 7%.
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Figure 5.7: Dependence of the hourly largest cluster with a variation in β.
A) April 19 and B) March 12.

trigger to new primary delays (different from the initial ones) that later on will
spread in a cascading effect due to the flight connectivity. Although a decrease
on the scheduled capacity of 50% for every airport in the network is not likely
to occur in practice, a much realistic situation could be an airport or group of
airports operating under-capacity when severe weather conditions are met.

In any case, airport congestion could be the source for primary delays but it
is not able to propagate them throughout the network as it is the case of flight
connectivity. These results suggests that models failing to incorporate flight
connectivity as a source for the propagation dynamics may not fully capture the
system-wide effect of this phenomenon.
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5.4

Sensitivity to the initial conditions

The initial delays affect the outcome of the model. In the results of Figure 5.1
and 5.2, we take the primary delays for each aircraft from the data as initial
conditions for the model. Introducing different initial conditions, we can assess
the resilience of a day schedule to an increase of unexpected incidences. This
question is explored in Figure 5.8 where a fraction of randomly selected flights
are delayed. The size of the largest cluster is the fraction of delayed flights
and of the intensity of the initial delays. For the sake of simplicity, we set all
the initial delays in the simulation equal to a fixed value (delay intensity in
Figure 5.8). The results are displayed for the schedules of two days: April 19
and March 12, which respectively show a very small and very large cluster in
the real data. In particular, the average flight delay on March 12 was the second
largest in 2010. The congestion on the worst day of the year, October 27, can
be explained due to extreme meteorological conditions, while on March 12 no
major external event was reported. Therefore, the network-wide propagation
of delays in that day was likely caused and driven by internal mechanisms
of the system. Comparing in Figure 5.8 the curves for March 12 and April 9,
one notices that the surface representing the largest cluster size for March 12
is displaced toward smaller values of the initial delay intensity or fraction of
flights with primary delay. This shows a higher susceptibility of the schedule of
this day to disruptive perturbations. Another interesting feature of the curves
of Figure 5.8 is that, given enough primary delays, they show a non-negligible
risk of systemic failure regardless of the schedule. The curves in Figure 5.8 for
different values ofα also confirm the relevance of connections and crew rotations
for the spreading of delays.

The primary flight delays in a day of real operations do not necessarily localize
randomly in the network. If the causes are bad weather, technical or labor issues
delays are more prone to concentrate in a few airports. In Figure 5.9, this issue
is explored by comparing the intra-day evolution of the cumulative size of the
largest congested cluster when the initial delays are introduced in the model in
two different ways. The first one is by using the primary delays given in the
database. The second procedure is by randomly shuffling the flights affected by
the primary delays. The values of the real delays in the database are maintained
but they are assigned to flights selected at random. The comparison of the
curves for the two cases with the real data shows that random perturbations
are way more efficient to collapse the system. While airports in general have
some capacity to recover delays, the random selection of delayed flights affect
a larger number of them and besides concentrate a heavier burden on smaller
airports which have less capacity to react. This result evinces that the method
followed for schedule evaluation in Figure 5.8 is conservative in the sense that
it considers the schedule under a non favorable scenario for the distribution of
primary delays.
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B)A)

D)C)

March 12 2010April 19 2010 α = 0.1α = 0.1

April 19 2010 α = 0.03 March 12 2010 α = 0.03

Figure 5.8: Assessment of the schedule resilience to develop large clusters.
In the plots, the size of the largest congested cluster is displayed as a function
of the fraction of initial delayed flights and of the intensity of the initial
delays for a congested March 12 in B) and D), and for an uncongested day
on April 19, A) and C), for two values of the flight connectivity factor α. An

initial fixed delay is assigned to randomly chosen flights.

March 12 2010
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Figure 5.9: Time evolution of the cumulative size of the largest congested
cluster for different initial delays of the flights: assigned as found in data or

to randomly selected flights but keeping the same values as in the data.
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Part V

Impact of Perturbations
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CHAPTER 6
Case study: weather perturbations

The upsetting consequences of weather conditions are well known to any person
involved in air transportation. Among the sources of primary delay, some of
the most devastating are related to weather perturbations (Allan et al., 2001;
Klein et al., 2007, 2009). Still the quantification of how these disturbances affect
delay propagation and the effectiveness of managers and pilots interventions
to prevent possible large-scale system failures needs further attention. In this
chapter, we take a coarse-grained approach to understand the system response
to the introduction of large-scale disruptions that will be followed by a more
detailed view, in the next Chapter, regarding the system’s dynamics due to
perturbations.

External disruptions are commonly caused by adverse weather, ranging from
reduced ceiling and visibility to convective weather. Therefore, we selected for
simulation and comparison purposes October 27th 2010, a day for which we
count with real performance data and that turned to be the worst day in 2010
according to the average flight delay. The origin of this high congestion levels
was a severe weather phenomena distributed across the country1. Indeed, the
meteorological disturbances of this day were later known in the media as part
of the 2010 Superstorm.

In the previous chapters, we have analyzed the system response to primary
delays in the first flight leg of an aircraft itinerary. By going one step further, we
want to understand the system behavior to disrupting events that may compro-
mise the system stability. Previous attempts to understand the stability of the air
traffic network were based on queuing (Janić, 2005) and percolation (Woolley-
Meza et al., 2011) theory. Here we simulate the system performance under
weather-disrupting inputs modeled as a shortfall on terminal capacity. Our
viewpoint falls in line with earlier research on weather-related delays associ-
ated to capacity constraints (Allan et al., 2001; Klein et al., 2007).

By considering different intervention measures, we can improve the model
predictions getting closer to the real delay data. Our model can thus be of

1Severe weather occured on October 27. See NOAA: http://www.weather.gov/arx/
oct2610 and CNN: http://edition.cnn.com/2010/US/10/27/us.weather/index.html?_s=
PM%253AUS
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CHAPTER 6. CASE STUDY: WEATHER PERTURBATIONS

help to managers as a tool to assess different intervention measures in order to
diminish the impact of disruptive conditions in the air transport system.

6.1

October 27 of 2010 Superstorm

October 27 2010 embodies the concept of external disturbances affecting a large
part of the air transport network. The disturbances were the result of severe
weather conditions generated by a low-pressure system that started during
the early morning hours of the 26th in the Southern Plains and moved North,
producing a significant pressure gradient that caused strong wind gusts2. The
massive storm complex continued throughout the 27th and dissipated on the
28th impacting some airports of the National Aviation System. According to the
news reports, at least Hartsfield-Jackson airport in Atlanta (ATL), and the three
main airports of the New York-New Jersey area, John F. Kennedy airport (JFK),
La Guardia airport (LGA) and Newark airport (EWR), experienced large delays
because of inclement weather3. Focusing on the On-Time Performance data, this
day presented the largest average flight departure and arrival delay of the whole
year. These values are, respectively, 54 and 53 minutes. Moreover, the largest
congested cluster of the day amounts to 88 airports, the third worst performance
of 2010 after March 12 (97 airports) and December 12 (103 airports). A map of
the congested cluster of airports for October the 27th is shown on Figure 6.1
A. The congested airports are plotted in yellow if they do not belong to the
largest cluster and in red if they do. The size of the symbols of the airports in
the largest congested cluster is proportional to the average delay. In the map,
we can observe how the network congestion affected a vast area that spread
from Central to Eastern U.S matching the area where the windstorm developed.
In addition, the average departure delay for the first legs of the day for the
flight rotations equals 46 minutes, which ranks among the top 10 days with
worst initial conditions. Remember that these primary delays are the initial
conditions introduced as external inputs for the simulations of our model. The
map in Figure 6.1 A shows how weather perturbations can produce system-
wide effects in the air transportation network. The managers and pilots of
the different airlines and airports, of course, reacted to the problems generated
by the weather disturbances. Typically, these reactions included flight delay
but also cancellations and flight diversion to airports different from those of
destination. These two latter factors introduce changes in the planned schedule
that it is important to analyze. We depict in Figure 6.1 B the number of cancelled
flights per hour for October 27 and October 20. October 20 was a low congested
day with only 2 airports being part of the daily largest congested cluster and

2NOAA October 27 wind event: http://www.weather.gov/lot/2010oct26
3Delays in JFK, LGA and EWR: http://www.myfoxny.com/story/17450431/

airport-delays-at-jfk-lga-newark?clienttype=printable
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6.2. MODELING EXTERNAL INTERVENTIONS & PERTURBATIONS IN
THE SYSTEM
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Figure 6.1: A) Map of the US airport network for October 27 showing the
daily congested cluster in red. The airport color codes are: green (airport not
congested), orange (congested airport not belonging to the largest cluster)
and red (congested airport belonging to the largest cluster). B) Number of

canceled flights per hour for October 27 and 20.

also showed a low average flight delay equal to 24 minutes (less than half of the
value for the 27th). From Figure 6.1 B we can conclude that the rise of network
congestion, if compared with a low congested regime, induced an important
rate of flight cancellation.

6.2

Modeling external interventions & perturbations in
the system

The intraday evolution of the size of the congested cluster per hour is displayed
in Figure 6.2. The cluster size shows an initial steep growing phase that starts
at early morning hours and continues up to 5 pm followed by a declining phase
from 5pm onwards. We first used a simple model scenario with a fitted α value
of 0.26 and introducing the initial conditions as given in the data to the schedule
of October 27th (green dots Figure 6.2). In this basic scenario, we consider every
airport working at a nominal capacity (β = 1) throughout the day. Although
the maximum cluster size is reproduced well, the simulation results show a
slower increase in the growing phase that does not match the real evolution
of the cluster size. In fact, it seems that this particular day morning hours are
crucial to understand the development of the congested regime. In addition, the
declining phase decays earlier in the empirical data. This difference regarding
the dynamics could be due to the fact that the basic model does not take into ac-
count external perturbations to the system. As stated before, the severe weather
conditions enhanced the delay spreading by affecting some airports capacity. As
mentioned in (Fleurquin et al., 2013) events of this kind can be included in the
model by modifying the capacity parameter β. Although a change in β is not able
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Figure 6.2: Evolution of the largest cluster size per hour. Comparison
between reality (data), model without perturbation (basic) and model in-

cluding perturbation (baseline).

to generate a network-wide spreading of the delays, it could be in fact a source of
new “primary” delays that later on will propagate throughout the system. The
new delay results from an increase in the length of the waiting queue mecha-
nism. In this sense, we mimic the capacity shortfall of 4 airports (ATL, JFK, LGA
and EWR), mentioned in the news report, by setting to 0 the capacity parameter
in the morning hours (from 8 am to 10 am local time). This modification intro-
duced to the basic model is shown in Figure 6.2 as the baseline model, while
the connectivity factor remains constant. Our assumptions regarding the mod-
eling of weather impacts through the β coefficient are confirmed, remarkably
improving the model results in the growing phase (Figure 6.2). Even though the
baseline model already shows acceptable results, we analyze even further the
results by exploring different scenarios. We call these scenarios variants of the
model and will go from 1 to 4 (see Table 6.1 for a summary of the details). We
are interested in improving specially the plateau and the timing of the declining
phase of the curves representing the cluster evolution along the day. So far we
have introduced the weather disturbances into the baseline model by temporar-
ily reducing the capacity of a few major airports, the next step is to simulate
the human interventions on the schedule. Naturally, one way of tackling the
congestion problem is flight cancellation. According to our modeling approach,
this external intervention should affect the airport network connectivity. The
passengers and crew of the canceled flight will not be able to connect with fol-
lowing flights in their destination airports. One way of translating this effect
into our model is to temporarily modify the α parameter. Figure 6.3 A shows
the cluster size evolution for what we refer to as variant 1 of the model and com-
pares the results with real observations and the baseline model. In particular,
variant 1 of the model incorporated a connectivity parameter α set to 0 between
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Figure 6.3: Evolution of the largest cluster size per hour. Comparison
between model variants 1 to 4.

7 and 9 pm EST (∆ Tα). This time window (8pm ± 1 hour) is selected because it
corresponds to the time with the maximum number of flight cancellations (see
Figure 6.1 B). As can be seen in Figure 6.3 A, the simulation results improve
for the declining phase, verifying our assumption of modeling the intervention
through a decrease of the network connectivity. We also check the sensitivity
of the simulation output to a change in the connectivity factor α and the time
window ∆ Tα, variant 2 and variant 3 of the model, respectively. In Figure 6.3 B,
we consider for variant 2 a decrease of α in one half, instead of setting it to zero,
and this slightly increases the congestion on the declining phase if compared to
variant 1. The effect of an increase in ∆ Tα is even more significant as shown in
Figure 6.3 C for variant 3 of the model. In this case we fix α to 0 (as in variant 1)
increasing the time window by two hour between 6 pm and 10 pm. Therefore,
we can observe a refinement of the declining phase matching. It is important to
note that after the∆ Tα period the cluster size slightly grows and this effect is not
seen in the empirical data. This could be due to the fact that queue congestion
at the airports does not ease off by this intervention, triggering the propagation
of delays when the connectivity is reestablished. The above results show how
with slight changes one can gradually improve the capacity of the model to
forecast congestion. After exploring the effect of changing the connectivity on
the model, we consider now the implementation of a further response element:
the so-called Ground Stops. This consists in preventing the departure of flights
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Variant of the model Characteristics (changes implemented)

Basic model The airport capacity β equals 1 (nominal capacity) for
every airport in the network and the connectivity fac-
tor α is 0.26. These values remain constant througout
the day.

Baseline model
(basic model +
perturbation)

The airport capacity β equals 1 except for ATL, JFK,
LGA and EWR that the value is set to 0 between 8am
to 10am (local time). Connectivity α is 0.26.

Variant 1
(baseline model +
intervention in the

network)

Same β conditions as the Baseline model. Connectivity
α equals 0.26 except for the time period between 7pm
and 9pm (Estearn Time) that drops to 0.

Variant 2
(baseline model +
intervention in the

network)

Same β conditions as the Baseline model. Connectivity
α equals 0.26 except for the time period between 7pm
and 9pm (Estearn Time) that drops to 0.13.

Variant 3
(baseline model +
intervention in the

network)

Same β conditions as the Baseline model. Connectivity
α equals 0.26 except for the time period between 6pm
and 10pm (Estearn Time) that drops to 0.

Variant 4
(baseline model modified)

Connectivity α is 0.26. The airport capacity β equals
1 for every airport in the network. In this case the
perturbation is included by issuing Ground Stops to
flights whose destination is ATL, JFK, LGA and EWR
between 8am to 10am (local time).

Table 6.1: Modifications of the model accounting for external perturbations
and interventions.
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6.2. MODELING EXTERNAL INTERVENTIONS & PERTURBATIONS IN
THE SYSTEM
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Figure 6.4: Evolution of the largest cluster size per hour. Green dots, using
the schedule of October 20 with the initial conditions of October 27.

on origin when the destination airport has problems4. In our case, this measure
affects the flights with destination in one of the four airports with reduced ca-
pacity and with scheduled arrival time between 8 and 10 am Eastern Time (same
period of time when β is set to 0 in the baseline mode). The connectivity factor
and the airport capacity remain constant throughout the day and equal to the
values of the basic model (respectively 0.26 and 1). This scenario corresponds
to the variant 4 of the baseline model (Table 6.1). The results of the simulation
for the evolution of the largest congested cluster size can be seen in Figure 6.3
D. The congestion starts earlier because the delays surge before in time and the
largest clusters extension considerably increases. The effect of an early onset of
Ground Stops is shown to be devastating for the delay dynamics. Still, general-
ized Ground Stops is not likely to happen without early palliative interventions
such as flight cancellations or diversions. In our simulations, we have used
the schedule of October 27 as observed in the real operations including flight
diversions and cancellations. One may thus wonder which is the effect of this
particular configuration of the schedule on the final spreading of the delays and
how much the changes in the schedule help to reduce congestion. We do not
have access to the unperturbed day plan of the airlines but we can still use for the
sake of comparison the schedule of October 20. This day the system showed a
low level of congestion and so the interventions in the schedule must have been
minimal. The variant 4 of the model is thus the baseline scenario, plus the initial
conditions of October 27 but implemented in the schedule of October 20. The
results of the simulations are depicted in Figure 6.4. It is clear that the schedule
of the 27th was not the reason for the unfolding of a large congestion since an
important congested cluster of airports still appears. We can thus blame the
weather disturbances for most of the congestion of October 27. The differences
between the evolution of the unperturbed schedule of variant 4 and the baseline
model speak in favor of the intervention measures taken on October 27.

4Description of the Ground Stop Operations: http://www.fly.faa.gov/Products/AIS_
ORIGINAL/shortmessage.html
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CHAPTER 6. CASE STUDY: WEATHER PERTURBATIONS

In this chapter, we have introduced the weather impacts by varying the airport
capacity parameter β to some airports in the network. This change produces a
drop in the airport capacity service rate enlarging the airport queue. On the other
hand, we implement flight cancellations by affecting the network connectivity
parameter α, thus reducing the delay propagation dynamics. Our simulations
evidence that weather impacts produce system congestion independently of the
day considered, as it is the case when the initial conditions and same input
perturbations are introduce to the schedule of October 20. Next we will deepen
the understanding of system stability by defining some metrics to measure the
system robustness to perturbations and the impact that each element has on the
system.
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CHAPTER 7
Addresing the dynamical robustness

of the air transportation system

Recent works in the area of Complex Systems have addressed the robustness of
networks such as power grids, social groups and the Internet. The robustness
is evaluated against an external perturbation that can be different in nature
depending on the particular network. For instance, the failure of power stations
that can trigger a nationwide blackout or a general shutdown of routers and the
consequent connectivity loss. In this chapter, we introduce metrics inspired by
Complexity Science to explore the robustness of the air transportation system
in the US with respect to delay propagation. We use the model to assess the
effect of disruptions in the network. These disruptions are introduced as initial
conditions and can affect single flights or full airports. The model is then
run with and without disruptions and the outcome is compared to quantify
the system robustness. Our results indicate that large hubs (in the sense of
number of offered destinations) are more vulnerable to flight delays than small
or medium sized airports. However, the impact in the whole network of delays
initiated in an airport does not depend on whether it is a hub or not. We also
detect a set of high impact flights and explore the drivers that generate these
long tail extreme events.

7.1

Background

Robustness against external perturbations is an important feature of the net-
works, bringing together the system structure and dynamics. It can be defined
as the system ability to continue primary functions after a perturbation occurs.
Perturbations can be modeled in different ways. Reference (Albert et al., 2000)
studied how the network is affected to the removal of a fraction of nodes. Un-
der certain conditions this may produce the network fragmentation, therefore
severely damaging the communications between its components. In this work,
the authors distinguish between random removals (errors) and targeted attacks
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AIR TRANSPORTATION SYSTEM

to its most connected nodes (hubs). While networks with heterogeneous de-
gree distributions (scale-free networks) are robust against random errors they
are likely to fragment into smaller clusters if a critical fraction of its hubs is
removed. As noted in Ref. (Cohen et al., 2000) this can be understood as a
percolation process, thus as shown in Ref. (Callaway et al., 2000) it is possible
to derive exact analytical solutions for node and edge percolation (removal of
a fraction of edges). Initial disturbance can trigger a cascade of subsequent
failures (Barzel and Barabási, 2013), such is the case in power grids (Albert
et al., 2004; Dobson et al., 2007) or air transportation networks (Cardillo et al.,
2013; Lordan et al., 2014). This dynamic effect is enhanced by networks cou-
pled together (Buldyrev et al., 2010; Cardillo et al., 2013); where the failure of
elements in one network can lead to a branching process affecting elements of
other networks in a recursive way.

In this chapter, we tackle the problem of the air transportation network robust-
ness using US performance data. Instead of a structural view, we focus here
on the robustness of the system dynamics. In this case, the initial disruption is
given by one or several delayed flights (when considered the airport disruption)
that later, as the flight operations continue, can spread and multiply producing
a cascade of reactionary delays. We therefore consider the initial disruption as
a primary delay (Belobaba et al., 2009; Allan et al., 2001) and the subsequent
cascade as reactionary delays (Beatty et al., 1999; AhmadBeygi et al., 2008). As
shown in (Fleurquin et al., 2013) this ripple effect is boosted by the network
connectivity through the aircraft rotation and crew and passenger connections
between flights. Based on these findings, in the following section we define
metrics able to assess the robustness of the network when a delay impact is
produced by an individual delayed flight or a congested airport. Given that
the events in the model are fully traceable, we develop a cause-effect analysis
allowing us to reconstruct the trees of reactionary delay (Beatty et al., 1999).

Under these assumptions, we use data from the 13th of July 2012. This day
showed a high level of congestion, which according to the news was not im-
putable to meteorological1, technical or labour causes.

7.2

Assessing network robustness and impact of delays

One way of evaluating the response of the system to a perturbation, is by
exploring the delay Di(t) induced in flight or airport i in response to a primary
delay in a flight/airport j, D0

j (t0), at time t0. Therefore, we can measure the

1National Oceanic and Atmospheric Administration, web page: http//:www.noaa.gov
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Figure 7.1: Example of a tree of reactionary delay with 4 levels. In this case
the delay per flight diminish downstream. ρ is the reproductive number of

each flight.

response of an element of the system to an induced perturbation as:

si j(t|t0) =
dDi(t)

dD0
j (t0)

. (7.1)

Following the previous definition, we can construct the response matrix Si j with
each entry measuring how responsive an element i is to a perturbation in j
(si j(t|t0)). Regarding delay propagation dynamics, a perturbation could be to
delay all departing and arriving flights at an airport within a certain time period
and then measuring the delay generated at an airport throughout the day. To
better understand the airports response to perturbation, we begin by defining
the delay impact of an airport i in the system as:

It
i =

N∑
j=1

ST
ij . (7.2)

Due to the temporal variability of traffic patterns during the day, the perturbation
outcome strongly depends on the time of the day that it is generated. Therefore,
an airport perturbed at a certain hour t0 might not have the same consequences
in another hour.

In addition, it is possible to revert the argument and measure how robust an
airport i is to a perturbation generated in airport j. A way of evaluating the
robustness of i (or lack of it, i.e. vulnerability) is by means of Si j as:

Rt
i =

1∑N
j=1 Si j

. (7.3)

Hence, the robustness of an airport captures its response to perturbations in
other airports. A large value of Ri indicates that the airport is very robust.

As a way of measuring the delay impact of a single flight, we make use of the
concept of trees of reactionary delay as described in Ref. (Beatty et al., 1999).
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The perturbation starts by setting a primary delay of 1 hour to an initial flight.
The tree can contain one flight if there is enough slack time in the subsequent
flight legs or connections given by the schedule. If this is not the case the delay
propagates following a cascade-like effect as it is shown in Figure 7.1. In this
example the perturbation branches by delaying the departures of the connecting
flights and legs. Because of the complex pattern of connectivity in the network
each reactionary tree will have different characteristics. We are interested, in
measuring the total impact (Ii) and the average reproductive number (ρ̄i) or
branching rate of the tree generated by flight i. These two measures give an
idea of the extent of the perturbation in the system. The reproductive number
is defined as the number of flights delayed by a delayed flight. For instance, the
initial flight with 60 min has ρ = 3 because it affects three more flights in the level
immediately downstream. The average reproductive number encapsulates the
effect of the branching process in a tree. The total impact measures the fraction
of minutes generated by the branching process over the initial delay. It could
happen that a tree might be large enough in number of levels but with relatively
low impact because the were enough slack time in the schedule to absorb the
delays. Because of the inherent causality of the tree, we can also capture the
influence of 3 important system components: the destination airport, the arrival
time and the airline of the perturbed flight. Worth noting is that both impact
variants (airport and tree impact) are conceptually equal, one at the level of
nodes and the other at the level of edges.

7.3

System response to airport perturbations

We begin by evaluating the system response to a perturbation of one hour at
each airport of the network. To do so, the model is run delaying all incoming
and departing flights of each airport, one airport at a time, for each hour of
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Figure 7.2: Airport impact and robustness as a function of the number of
connections. Perturbation is produced delaying all incoming and departing

flights from the airport at each our of the day.
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the day. Figure 7.2 shows the results concerning airport impact and robustness
as a function of the number of connection of each airport (k). Surprisingly, the
robustness has a steep decline for the airports with largest degree (Fig 7.2 A). This
unexpected result evinces the vulnerability of network hubs. In other words,
large airports (in number of connections) are strongly affected by perturbations
originated throughout the system. This is not the case for the rest, as it is
clear that the relation is almost flat. One might expect a priori that hubs are
robust enough to absorb delays due to its excess of capacity, but this result
clearly contradicts this vision. A plausible explanation could be because of the
reinforcement caused by flights that repeatedly go to a spoke and then return
to the hub, magnifying the delay on the hubs. Figure 7.2 B depicts the impact
that each airport has on the network, evincing that it does not depend on the
node degree. It is important to say though, that while hubs strongly perturb the
system generating a large amount of delayed flights, the induced total initial
delay at the airport is also high. Therefore, the It

i for network hubs is not as
high as one might expect. In any case, what this result reflects is that there is no
relation whatsoever with respect to the airport size (in number of connections).
In principle, this suggest that there are more subtle effects in the dynamics that
might be related with other system features. In the next section we explore other
possibilities that may affect the system response, accounting for individual flight
impact.

7.4

System response to flight perturbations

Following a top-down analysis we keep going further down into the microlevel
features of the airport network. If impact is indistinguishable at the airport level
may be individual flights produce very different responses. We explore the sys-
tem response by randomly selecting a flight for each airline, airport and schedule
arrival time combinations, thus we generate simulations for 7658 different ini-
tial perturbations. In Figure 7.3A we evaluate this possibility by plotting the
cumulative impact distribution of the trees generated by 60 minutes delayed
flights. As previously explained, each flight might produce a cascading effect
developing trees of reactionary delays. The broad distribution of tree impacts
signals the heterogeneities present in the system with respect to flights. In this
sense, there are few highly impact flights among many low impact ones. But
the distribution shows that highly impact flights are likely to occur. Figure 7.3B
shows the probability distribution of the average reproductive number ρ̄. Sim-
ilarly, there are quite a few trees with ρ̄ < 1, the most probable are flights with
no impact at all ¯ρ = 0. Needless to say that the delay propagation is boosted by
trees with average reproductive number larger than one. In addition there exist
flights that produce a large cascade with ρ̄ > 2.
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Figure 7.3: Cumulative probability distribution of tree impact and proba-
bility distribution of the average reproductive number of the tree.

Spotted how susceptible the system is to individual flights, we remain to under-
stand what are the main characteristics of flight impacts. To do so, we analyze
the tree impact with respect to the time of the day the perturbation starts and
according to the airline the flight belongs to. Figure 7.4A depicts the tree impact
that generates each perturbation in relation to the airline of the initially delayed
flight. The first thing to notice is that some airlines (code: 20366, 19790, 20398,
20304, 19393) are likely to produce high impact flights evincing a long tail of
extreme events. In addition the average airline impact is slightly different from
one another. The main reason for this result should be a combination regarding
the airline’s pattern of connectivity and the planned slack time within flights.
Figure 7.4 B depicts the flight impact regarding the schedule arrival time of the
first flight of the tree. Not surprisingly the impact decreases along the day be-
cause the temporal cone of events (downstream flights that could be affected by
the perturbation) is smaller as the time passes. Nevertheless, hours with highest
impact time happens in the morning, not in early hours because, although with
larger temporal cone, they also have the lowest average reproductive number
(Figure 7.4 D). According to the results shown in Figures 7.4 B and 7.4 D there is
a trade-off between the temporal horizon and the reproductive number. While
the cone of events decreases through time the connectivity increases, therefore
impact in between is the highest. Finally, Figure 7.4 C confirms that ρ̄ is closely
related to the extent of the impact on the system of each airline with high dense
schedules combined with high impact trees. However, there some exceptions
(code: 20437, 19790) where the branching rate is relatively high compared to
the impact measured. As mentioned before these are large trees but with low
impact because there was enough slack time in the schedule to absorb the delays
produced.

To further understand the drivers behind the long tail of extreme events, we
compare the data for the top 100 highest impact flights, those generating the
largest impact trees, with other 100 flights selected at random. Regarding the
destination airport of the initially perturbed flights, 67 airports are the initial
target for the highest impact trees while also roughly 68 airports are the desti-
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Figure 7.4: Assessing the impact of individual flights (A,B) and the average
reproductive number of reactionary trees (C,D) refers to the airline the flight
belongs to and the time of the day when the perturbation starts, respectively.

nation of the randomly chosen 100 flights. This represents roughly the 23% of
all possible airports for July 13 for the two sets and there is no statistical differ-
ence between both. On the other hand, when the airline and scheduled arrival
hour of the initial flights are taken into account there is a noticeable difference
when compared to the random case. With respect to the hour of the day when
the perturbation starts, the top impact tree flights are concentrated in the early
morning hours (only 34% of the all daily operational hours). On the contrary,
when flights are randomly selected this percentage increases up to 67%. Most
striking are the results regarding the airline that the initial flight belongs to. In
this case the statistical difference almost triples, with 33% for the top impact
trees (5 airlines) while the randomly selected flights affect to 95% of the airlines.
These results merely confirm what was observed in Figure 7.4, although we
would have expected the destination airport to be another key aspect of high
impact flights.

7.5

Dynamical patterns of flight delays

We still lack an explanation of the role of networks hubs in delay-spreading.
We have shown that these are more vulnerable to perturbations throughout the
system, and we proposed that the key driver behind this observation may be
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Initial Flight Delayed
Dest: ACT

DFW

DFW

DFW

DFW

DFW

DFW

DFW

DFWDFW

DFW

Rotation
Path

Other 
airports

Other airport

Figure 7.5: 4rd highest impact tree for July 13 with an initial delay of 60 min.
Schedule arrival: 12 : 05 pm EST (local time: 11 : 05 am CDT). Airline code:

20398.

the reinforcement pattern caused by flights that repeatedly go to a spoke (other
airports that are not hubs in the system) and then return to the hub, magnifying
the delay on the hubs and subsequently on the whole system. To explore this
issue we reconstructed the trees of reactionary delay for the top 5 highest impact
ones. Figures 7.6 and 7.5 show, respectively, the 1st and the 4rd highest impact
trees, the rest of the top 5 impact trees are shown in Appendix ??. Each tree
node represents a different flight and there is a link if one flight is connection of
the other. The edge width and the color intensity are proportional to the flight
delay. Each Figure contains information on which was the destination of the
initially delayed flight and the rotation path that was followed by the aircraft
of this first delay. It is also shown the destination airport of some flights, when
the destination is a network hub, and when it is not a hub it is labeled as “other
airports”. The Figures shown here were chosen to show trees of different airline,
that consequently repeatedly go and return to a different hub, in the examples
ATL (Atlanta Hartsfield-Jackson international airport) and DFW (Dallas/Fort
Worth interantional airport). The other trees on the Appendix use as hubs ATL
and LAX (Los Angeles international airport). In all there is a recurrent pattern:
flights continuously go back and forth to the different hubs, and is in the hubs
where the spreading mostly takes part by multiplying the branching process.
This result is conclusive showing that the role of hubs is critical for boosting the
delay and act as a delay multiplier magnifying the number of flights delayed
in the system. Clearly the pattern occurs as a result of how most airlines base
their operations and develop their connectivity network as “hub and spoke” for
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Figure 7.6: Highest impact tree found for July 13 with an initial delay of 60
min. Schedule arrival: 8 : 55 am EST. Airline code: 20366.

increasing the efficiency of connections throughout the system, but this, as has
been shown has clear implications on delay spreading.

In summary, we have shown that hubs are more vulnerable to perturbations
throughout the system than medium and small sized airports. Among other
results, we explore the influence of the airline and time of the day of the initially
perturbed flights. Results display a dependence on the airline the flight belongs
to, specially with regards to high impact flights. Also perturbations that start
in the morning have higher impact than those in the afternoon because of a
larger temporal cone of events. However, perturbations that start in the early
hours of the day are an exception because of a relatively lower average repro-
ductive number. Thus, we can conclude that the interplay between the airline
connectivity pattern and the time of the day are two major causes of the different
behaviors encountered in dynamics of delay propagation at the individual flight
level.
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CHAPTER 8
Discussion and Outlook

Next we summarize the most important findings following the approach used
in this Dissertation. We begin by summing up the results related to the WAN
and US topology. We then, describe the key aspects of the model developed
to explore delay propagation in air transportation and its results related to
the internal mechanisms responsible for the delay dynamics and the effects of
perturbations in the system. Finally, we discuss the possibility of extending the
present approach to other transport systems and asses the viability of using the
techniques used here to develop tools for real management problems.

8.1

Air transportation system: a topological approach

In summary, we have analyzed the structural characteristics of the WAN and US
airport network paying special attention to the aspects related to delay propa-
gation of secondary delays. We begun by exploring the meso-scale structure of
the WAN finding dissimilar partitions that highly depend on the methods used.
In this dissertation we applied widely used methods: OSLOM, INFOMAP and
modularity optimization techniques (Fast Greedy & Louvain algorithms). To
overcome this problem we developed a methodology that extricates the most
significant and alike communities between the applied methods. The proposed
methodology is based on a systematic comparison of each algorithm result
with a null model and examine whether these clusters are consistent across
the algorithms used. The results, for instance, could be of used for redefining
the IATA regions according to traffic patterns encoded in the WAN topology.
Furthermore, the present methodology can be extended not only for the air-
transportation system but, also, to systems of a very different nature such as
biological and social systems.

We then focused on the US Aiport Network a system for which we have perfor-
mance data regarding flight delays. Therefore, a daily network has been built
by taking into account the direct flights connecting couples of airports and its
topological properties such as the distribution of number of flights per airport or
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the number of destination per airport. In addition to the topology, we consider
also the properties of the airplane rotation in the network and of the real delays
observed. The airplane rotation shows a complicated and highly heterogeneous
profile with some airplanes covering essentially back and forth routes and others
not closing the routes in a simple periodic way. The heterogeneity of the rotation
procedures can play a role in the development and propagation of delays.

8.2

Modeling delay dynamics as a cascading failure mech-
anism

Regarding the real delays, we initially focus on basic properties as, for instance,
delay distributions, which show long decays both for arrival and departure
delays. The long tails are usually indicative of the complex nature of the mecha-
nisms contributing to the propagation of delays. Similar distributions have been,
for example, observed in the size of human epidemics when the infectiveness is
close to the propagation threshold (Balcan et al., 2009a). In this case, the system
is not necessarily working under critical conditions but the combined action of
several factors such as connecting passengers, a predetermined schedule and
the geographical distance of the airports can contribute to reach a similar system
state at a global level. We study also the properties of the flights with a delay
higher than 12 hours, those in the tail of the delay distribution. The evolution
of the number of these long-delayed flights as a function of the hours of the day
shows a relative concentration early in the morning or late in the afternoon. The
destination airport seems to be important to understand which are the elements
influencing the surge of the flights with long delay. These results are relevant
in order to understand the mechanism behind the propagation of real delays.
To do so, we introduce a measure for the level of network-wide extension of
the delays by defining when an airport is considered as congested and studying
how congested airports form connected clusters in the network. The size of the
largest congested cluster displays in the data a high variability from one day to
the next. This feature is due to the re-start that the system suffers at the end
of each day and points toward the relevance of the daily schedule to define the
delay propagation patterns.

In addition, we introduce an agent-based data-driven model able to reproduce
the delay evolution observed in the data. It works as a queuing model at the level
of airports and reproduces cascading failure dynamics through the connection
between flights. In this regard, the model includes three main mechanisms to
spread delays: plane rotation, flight connections of either passenger or crews
and airport congestion. The last two processes can be modulated at will to
understand the role that each one of them plays in delay propagation. Our
simulations evidence that passenger and crew connections is the most effective
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single mechanism leading to network congestion. The model not only has
explanatory value but also predictive power as well. We show how it can be
used to study the relevance of primary delay localization for the evolution of
congestion in the network.

8.3

System response to perturbations

After signaling the most influential internal mechanisms for the propagation of
delays we adapted the model to assess the system ability to deal with an in-
crease in the number of disruptive events. We therefore analyze the effects that
external disturbances and interventions produce in the US air traffic network.
In particular, our analysis focuses on October 27 2010 because a large meteo-
rological disruption occurred that day. We present the results as a function of
the level of network-wide extensions of the delays. By computing the evolution
of the largest congested cluster size of the day, we compare the empirical re-
sults with the delay dynamics observed in the model and find good agreement
when weather impacts and canceled flights are considered as input variables.
With a data-driven model we are able to implement the schedule information,
weather effects and different intervention measures that took place that day. We
introduce weather impacts by varying the airport capacity parameter β of some
airports. A variation of β produces a drop in the airport capacity service rate
thus enlarging the airport queue. Flight cancellations are implemented by affect-
ing the network connectivity parameter α, thus reducing the delay propagation
dynamics. Our simulations evidence that weather impacts could produce sys-
tem congestion independently of the day considered, as it is the case when the
initial conditions and same input perturbations are introduce to the schedule of
October 20, an a priori low congested day.

Encouraged by these results, we define a set of measures to assess the suscepti-
bility of the different elements that compose the air transportation system. We
explore the response of the system by means of impact and robustness to per-
turbations at different system levels; namely, at the airport and at the individual
flight level. We find that the airport impact on the system has no clear relation to
the airport degree, measured as the number of different destinations of the flights
leaving the airport. This, as explained in the corresponding chapter, occurs if the
impact is normalized by the number of flights leaving the airport. It is thus clear
that traffic influences the impact that a perturbation has, but the definition of
airport impact was constructed to look for other topological mechanisms other
than traffic load. In addition, we show that hubs are more vulnerable to pertur-
bations throughout the system than medium and small sized airports. Among
other results, we explore how the airline and time of the day of the initially
perturbed flights affects the spread of congestion across the system. Results
show a dependency on the airline, specially with regards to high impact flights.
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Also, naturally, perturbations that start in the morning have higher impact than
those in the afternoon because they have more opportunities to propagate the
delays. However, perturbations that start in the early hours of the day are an
exception because of a relatively lower average reproductive number. There-
fore, we can conclude that there is a trade-off between the airline connectivity
and the time of the day, and the interplay between this two are the major causes
of the different behaviors encountered in dynamics of delay propagation at the
individual flight level. We have also identified an important aspect regarding
the cascading mechanism behind delay propagation, namely, the reinforcement
pattern of back and forth flights on the network hubs. This dynamical pattern
is the reason behind high impact flights and a major cause for delay spread-
ing and reinforcement. Finally, a next step regarding the study of perturbations
could be to explore the relationship between the system’s resilience and network
percolation.

8.4

Outlook for transportation systems

The methodology employed here generates results rich in details that can be
used as a predictive tool. Furthermore, our model offers the possibility of
evaluating different policy decisions before their real implementation. We show
a way of introducing different external inputs that can be used at the strategic
planning level to assess possible delay management tools for airports, airlines
and the whole network. There are, of course, many possible interventions
whose efficiency could be assessed. To give an example, we can quantify the
sensitivity of airports to delays, or which ones are most prone to magnify delays,
and design palliative measures customized for each airport concentrated, for
instance, in increasing the slack time in turnarounds. In addition, with the
identification of the reinforcement dynamical patterns, we can then explore
how slight modification to these patterns can make the system more efficient.
Motivated by these results, researchers have pursued on adapting the model for
the European setting. This in principle is not trivial due to the fact that operations
at the level of airports are very dissimilar with respect to the US system, and the
first results have shown interesting and different behaviors (Campanelli et al.,
2014; Ciruelos et al., 2015).

Finally, our results focus on the air transportation system but the concepts and
techniques employed can be easily extrapolated to the analysis of the perfor-
mance of a generic transport system. Flight delays represent failures to meet
constraints imposed by a daily schedule. Its propagation in the network is
a paradigmatic example of the way in which a distributed transport system
moves toward collapse. Its translation to other airport networks is, of course,
straightforward, and even though the modeling of other transportation systems
may require some particular details, the applicability of the metrics defined
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to measure network-wide congestion based on clustering is universal. The
framework developed in this work is thus of easy extension to systems with
dynamics regulated by predefined schedules. A possibility worth exploring,
outside transportation systems is what it has been recently defined as Com-
plex Projects (Remington and Pollack, 2007; Williams, 1999). The increasing
complexity of endeavors such as the AIRBUS 380 construction, the Panama
Canal Expansion or the National Broadband Network in Australia introduce
serious problems to meet deadlines and budget. Recent studies have shown
that projects unable to meet time and budget, leading to project failure, are an
everyday situation, especially in IT (Yeo, 2002; Al Neimat, 2005; Evans, 2005).
Despite the clear difference in nature with the object of study in this Thesis they
all are a time-constrained effort to efficiently manage a myriad of connected
events, activities and stakeholders that interact between different layers driving
the system through a predefined schedule.
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Barthélemy, M. (2011). Spatial networks. Physics Reports, 499(1):1–101.

135



BIBLIOGRAPHY

Barzel, B. and Barabási, A.-L. (2013). Universality in network dynamics. Nature
physics, 9(10):673–681.

Batty, M. (2007). Cities and complexity: understanding cities with cellular
automata, agent-based models, and fractals. The MIT press.

Bazzan, A. L. C. and Klugl, F. (2009). Multi-Agent Systems for Traffic and
Transportation Engineering. Information Science Reference - Imprint of: IGI
Publishing, Hershey, PA.

Beatty, R., Hsu, R., Berry, L., and Rome, J. (1999). Preliminary evaluation of flight
delay propagation through an airline schedule. Air Traffic Control Quarterly,
7(4):259–270.

Belobaba, P., Odoni, A., and Barnhart, C. (2009). The global airline industry,
volume 23. John Wiley & Sons.

Bianconi, G., Gulbahce, N., and Motter, A. E. (2008). Local structure of directed
networks. Physical review letters, 100(11):118701.

Blondel, V. D., Guillaume, J.-L., Lambiotte, R., and Lefebvre, E. (2008). Fast
unfolding of communities in large networks. Journal of Statistical Mechanics:
Theory and Experiment, 2008(10):P10008.

Bond, R. M., Fariss, C. J., Jones, J. J., Kramer, A. D., Marlow, C., Settle, J. E., and
Fowler, J. H. (2012). A 61-million-person experiment in social influence and
political mobilization. Nature, 489(7415):295–298.

Bonnefoy, P. A. and Hansman, R. J. (2007). Scalability and evolutionary dynamics
of air transportation networks in the united states. In Procs. of 7th AIAA
Aviation Technology and Operations Conference.

Brandes, U., Delling, D., Gaertler, M., Görke, R., Hoefer, M., Nikoloski, Z.,
and Wagner, D. (2008). On modularity clustering. Knowledge and Data
Engineering, IEEE Transactions on, 20(2):172–188.
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