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We have investigated the temperature dependent recombination dynamics in two bimodally

distributed InAs self assembled quantum dots samples. A rate equations model has been

implemented to investigate the thermally activated carrier escape mechanism which changes from

exciton-like to uncorrelated electron and hole pairs as the quantum dot size varies. For the smaller

dots, we find a hot exciton thermal escape process. We evaluated the thermal transfer process

between quantum dots by the quantum dot density and carrier escape properties of both samples.
VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4729315]

I. INTRODUCTION

Semiconductor quantum dots (QDs) represent a vast

field of research for both fundamental physics and technol-

ogy development.1,2 Yet, to use them as a real alternative to

current technologies, they have to be fully functional at

room temperature.

The main consequences of a temperature raise on the

QD photoluminescence (PL) are the redshift of the semicon-

ductor band gap, the broadening of the homogeneous line-

width, and the quenching of the PL intensity by thermal

promotion of carriers to high energy levels. The redshift of

energy transitions might be considered an advantage if we

want to tune the emission of InAs QDs grown on GaAs to

more interesting spectral windows (1.3–1.5 lm). Homogene-

ous linewidth broadening is the direct consequence of the

loss of coherence or dephasing. Although there are some

fundamental QD properties that are less influenced by

exciton-phonon interaction, like the QD hole spin coherence,

a temperature raise will be detrimental in most coherent

applications.3 Among all, thermally activated carrier escape

is the most important problem for QD operation at high tem-

peratures. A variety of carrier redistribution effects caused

by temperature has been investigated in QD ensembles.4–15

It is commonly accepted that the sigmoidal evolution of the

peak energy and full width at half maximum of the PL bands

is due to carrier promotion from small QDs to larger ones.6

Therefore, quantum dot size distributions, carrier capture,

relaxation, and re-trapping among QDs of different sizes had

to be considered to model correctly the QD recombination

dynamics.2,6 These models reveal new effects like the

competition between band narrowing by thermal escape

processes and band broadening due to exciton-phonon

interactions,7,16 or the role of the wetting layer (WL) contin-

uous states as a mediator for carrier diffusion.4,6,8,9,11,17–20

The thermally activated escape mechanism initiates the

temperature dynamics and therefore has deserved a lot of

attention in the past. It has been investigated attending to the

available final states, i.e., QD excited states,15,21 wetting

layer,4,6,7,13,20,22 GaAs barrier,8,9,23 and impurity/defect

levels.23–26 Thermal escape can be also investigated attend-

ing to the nature of the particles being promoted to a higher

energy state.14 Depending on the model, the correlated (exci-

tonic escape),6,8,10,12,23 the uncorrelated electron-hole pair

(ambipolar escape),4,9,14 or just one of the carriers (unipolar

escape)15 can be considered. Whether one or the other is

appropriate in a particular sample depends on the barrier

height and therefore might vary for QDs of given composi-

tion but different size.13

The QD areal density must be also considered as it

might be comparable to the density of traps and defects com-

peting for the same carriers. A superlinear evolution of the

integrated intensity at high power excitation has been pro-

posed as a sign of independent electron and hole capture and

escape.8,9 However, the same effect was explained consider-

ing the saturation of temperature activated trap states in the

barrier.10 Lobo et al.7 found that the efficiency on carrier

transfer is limited by the rate of carrier transfer on the WL

only for low density samples, and normal Arrhenius depend-

ence has been found for high density samples. A similar

result by Zhou et al.19 concluded that the WL might act as a

quenching (transfer) channel for low (high) density samples

while Torchynska23 has reported that the effective thermal

activation energy might depend on the QD density.

Low density samples are also interesting because enable

the study of single QDs and reveal new aspects of the carrier

capture and escape mechanisms.8 Single QD emission spectra

are characterized by the coexistence of exciton complexes of

different charge state and particle number.27 They correspond

to dynamical configurations, which cannot be explained with

conventional rate equations for the ensemble averaged level

occupations.28 The stochastic capture/escape processes can be

better described using a random population model. Using such
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model, we have recently analyzed the excitation power de-

pendence for a single QD finding that a small number of

uncorrelated captures (electron alone, for instance) have a

large impact in the micro-PL (l-PL) spectra.29

In the following, we study the recombination dynamics

in two InAs/GaAs QD samples, both containing a bimodal

distribution of QDs: small quantum dots (SQD) and large

quantum dots (LQD). Both samples have similar low QD

densities but were grown with different design and growth

parameters, in order to influence the QD size distribution.

We present ensemble-PL and l-PL spectra recorded as a

function of temperature as well as energy dependent time

resolved PL (TRPL) transients. The data are analyzed using

a rate equations model, which takes into account the size dis-

tribution and the thermal transfer within the SQD ensemble.

As the QD size shrinks, we observe that the carrier escape

mechanism changes from uncorrelated to excitonic and also

find marked differences for the different WL morphologies.

II. SAMPLES AND EXPERIMENTAL SET-UP

MBE-grown structures consist of (i) 100 nm GaAs

buffer grown at 600 �C, (ii) InAs QDs deposited by MBE at

0.01 ML/s at Tg growth temperatures, and (iii) a 20 nm-thick

GaAs cap layer grown by atomic layer MBE at 360 �C.30 In

particular, sample II has been grown with Tg¼ 530 �C and

2.0 ML resulting in a QD density of 25 QDs/lm2, while for

the sample I the temperature was increased to 535 �C and

2.50 ML to allow for a reduction of the QD density to 16.5

QDs/lm2 and a change in QD size distribution (see Figs.

1(b) and 1(c)). It should be stressed that the coverage values

indicate the amount of In supplied during growth and, due to

the substantial In desorption occurring at such high tempera-

tures, may not represent the effective deposited material.

Further details about the growth procedure and in-depth dis-

cussion of the effect of different growth parameters on QD

properties are available in Ref. 31. AFM characterization

was performed on uncapped samples grown under similar

conditions of samples studied by PL.

Conventional PL spectra as shown in Fig. 1 have been

collected using a temperature variable He closed-cycle cryo-

generator. A double monochromator selects the wavelength

which we direct to a Si CCD or avalanche photodiode for CW

or time resolved acquisition, respectively. The time resolution

including the tunable 76 MHz Ti:Saph pulsed laser is �400 ps

and has been deconvoluted to extract the decay lifetimes. The

excitation laser wavelength was 790 nm (1.57 eV) and the ex-

citation power density was 7 nw/lm2. The sample was also

held in an immersion He cryostat to record l-PL spectra as a

function of temperature using a fiber based microscope

arrangement with single mode (multimode) excitation (collec-

tion) spot. With this configuration, we collect the emission

from immediately captured excitons as well as from those dif-

fusing through the WL before radiative recombination.

III. EXPERIMENTAL RESULTS

In this section, we present our results from temperature

dependent ensemble-PL and TRPL and l-PL, for both

samples I and II.

In Figure 1, we show the ensemble-PL spectra for both

samples (a) and their corresponding AFM images (b, c). In

both cases, the emission band is divided into three energy

ranges: low and high energy QD emission bands associated

with a bimodal size distribution and the highest energy emis-

sion band related to the WL. The low (high) energy emission

bands correspond to the exciton recombination at LQD

(SQD) families defined above. SQD emission from sample I

is narrower and distributed close to the WL peak. The WL

emission from sample I dominates over the QD emission and

exhibits a single Gaussian shape (peaked at �1.428 eV).

Meanwhile, in sample II, the WL emission intensity is

weaker than the QD luminescence and exhibits a double

peak structure (peaks at �1.406 and �1.418 eV). This sug-

gests that in sample I the WL has a larger two-dimensional

(2D) character, while in sample II the WL has small islands

with an inhomogeneous distribution on the WL thickness.15

Such WL morphological differences have been previously

associated with different growth conditions as the continuous

or interrupted growth protocols32 and with the sample misor-

ientation.33,34 In our case, this effect may be related to the

difference in temperature and coverage between the two

samples. AFM characterization suggests that such WL dif-

ferences between the samples may indeed be present (Figs.

1(b) and 1(c)).

Figures 2 and 3 show the temperature evolution of

ensemble-PL for the SQD band (Figs. 2(a) and 2(b)) and for

LQD band in both samples (Figs. 3(a) and 3(b)). The PL in-

tensity quenching for the high energy SQD starts at low tem-

peratures (10–20 K and 30–40 K for samples I and II,

respectively), while for LQD bands the PL intensity quench-

ing starts at higher temperatures (70–80 K and 120–140 K

for samples I and II, respectively), as expected for a ther-

mally activated process.4–6 SQD and LQD bands in sample I

also exhibit an increase of the integrated intensity with tem-

perature as it is shown on the Arrhenius plots at Figures 3(c).

FIG. 1. (a) Top (lower) panel: Ensemble-PL from sample I (II) covered

with three grey regions for the LQD, SQD, and WL optical emission. (b)

3� 3 lm AFM picture from sample I. (c) 3� 3 lm AFM picture from

sample II.

123522-2 Muñoz-Matutano et al. J. Appl. Phys. 111, 123522 (2012)

 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP:  161.111.180.103 On: Tue, 21 Jun

2016 07:17:47



This PL-temperature trend is an accepted signature of a car-

rier thermal transfer.7,13,22,35–38

However, there are some particularities which must be

taken into account. The integrated intensity from sample I

SQD band increases at intermediate temperatures. This effect

must be fulfilled by an extra exciton injection channel. It

could be assumed some QD to QD transfer mechanism,

which is justified by the ensemble-PL linewidth temperature

evolution6 (Fig. 2(a)). Nevertheless, the extra exciton injec-

tion in the SQD sample I band comes from WL carrier diffu-

sion at intermediates temperatures (�40 K). Therefore, as

temperature rises, carriers at WL suffer an activated carrier

channel loss. Sample II SQD band temperature evolution has

a different trend, as it is shown in Figure 2(c). The results

did not show an extra excitonic injection in the Arrhenious

plot, i.e., it is not present any significant increasing of the

integrated intensity. As a result, sample II SQD band evolves

following conventional thermal escape and transfer through

WL states with WL diffusion process activated even at 10 K.

This will be discussed in more detail in Sec. IV.

Contour plots at Figures 4(a) and 4(b) show the l-PL

temperature evolution from samples I and II. Here, we can

compare the l-PL thermal evolution between two samples

characterized by SQD bands whose energy distance to the

WL is appreciably different. The regions where single SQD is

strongly affected by the thermal escape are indicated with two

white straight lines on both contour plots (Figs. 4(a) and 4(b)).

The temperature evolution of the l-PL in four single

QDs (A0, B0, C0, and D0 for sample I and A, B, C, and D for

sample II) is marked in Figures 4(a) and 4(b), whereas the

evolution of their intensity is represented by Arrhenius plots

in Figures 4(c)–4(f). We observe l-PL quenching above

�30 K for the SQD band in sample I (Fig. 4(d)) and above

�60 K in sample II (Fig. 4(f)). The integrated intensity with

temperature below 60 K increases in both samples, but it

occurs at higher temperatures in sample II and has a stronger

effect in sample I. This is in good correspondence with the

larger mean SQD-WL energy difference on sample II and

the observed carrier thermal injection described in the above

ensemble-PL temperature analysis.

Finally, we labeled Se-Sh and Pe-Ph in both Figures 4(a)

and 4(b) as the fundamental and first excited optical transi-

tions from LQD bands. Both samples show thermal transfer

to the first LQD excited states (B0 and B peaks at Figures

4(a) and 4(b), and their Arrhenious plots at Figures 4(c) and

4(e)). The effect has been shown previously in ensemble-PL

studies19 and could be used as a thermal excitation to gener-

ate molecular coupling between Pe-Ph LQD and resonant

Se-Sh SQD levels in a similar procedure than in the exciton

to exciton thermal coupling48 and transfer.49 More details

concerning excited state assignation and evaluation could be

found in Ref. 27. In summary, by this micro-PL study we

demonstrate the presence of thermal carrier promotion to

SQD and LQD bands in both samples.

FIG. 3. Ensemble-PL temperature dependence from LQD bands from sam-

ples I (a) and II (b). (c) Arrhenius plot for the integrated intensity of the

entire LQD band, normalized to the 10 K initial integrated intensity. It was

used 7� 10�3 lW/lm2 as 790 nm excitation source.

FIG. 2. Ensemble-PL temperature dependence from SQD bands from sam-

ples I (a) and II (b). (c) Arrhenius plot for the integrated intensity of the

entire SQD band, normalized to the 10 K initial integrated intensity. It was

used 7� 10�3 lW/lm2 as 790 nm excitation source.
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Further insight can be obtained from the temperature

dependence of the PL decay time within the SQD distribu-

tion on both samples. PL transients are reproduced by sin-

gle monoexponential decays. The extracted time constants

are summarized in the upper panels in Figures 5(a) and

5(b), as a function of the emission energy and temperature.

In both samples, above a certain temperature the decay

time falls to a sub-nanosecond scale due to the activation of

non-radiative channels.4,13,37,39–41 The observed tempera-

tures at which PL decay times begin to decrease in Figure 5

are in good correspondence with the QD Arrhenius plots.

As observed for the integrated intensity, the PL decay time

increases in the low temperature range. Both effects have

been reported in the literature4,13,39,40,42–44 and might be

attributed here to thermal transfer of carriers4,39,42 among

nearby QDs.

IV. THERMAL CARRIER ESCAPE AND TRANSFER

In this section, we analyze both thermal carrier escape

and transfer on the basis of the experimental results just

described. We have adapted a rate equation model to our sys-

tem, based on the previous description from Yang et al.,4 to

study the QD size dependence on the carrier thermal escape.

Yang et al.4 proposed the integration of the escape rate on

the whole QD energy band. Using similar definitions and

approaches, we propose to divide the entire ensemble into a

number of single QD energies (sizes) using a finite set of

delta like QD density of states. We obtain an energy depend-

ent estimation of the carrier escape process, and, therefore,

an evaluation of the correlated/uncorrelated escape nature as

function on the QD size. This model has a principal short-

coming: We lost most of the inhomogeneous QD informa-

tion. Therefore, in this study we neglect the ensemble-PL

lineshape temperature evolution.

A. Thermal escape

We have restricted this study to the SQD family, as

these QDs have smaller size and thus thermal escape repre-

sents the main carrier loss mechanism in the low-medium

temperature range (10–100 K). The model is valid within the

excitonic approach at low excitation density. We assume that

the QD population is well described by excitons.29

Figure 6 shows the carrier dynamics scheme proposed in

this work. The whole feeding process is given by the G pa-

rameter, representing the direct excitonic pumping to the

WL. Excitons at the WL can recombine with a rate qr, ther-

mally promoted to the GaAs barrier or captured within the

QD ensemble. At high enough temperatures, the excitons at

the i-QD of the distribution can promote to the WL with a

rate ei. Under thermal equilibrium conditions, energy inde-

pendent capture rate (C) and i-QD escape rate (ei) are related

to each other through

FIG. 4. Contour plots: l-PL vs temperature for samples

I (a) and II (b). Arrhenius plots for the QDs labeled in

(a) from the LQD distribution in samples I (c) and II

(e). Arrhenius plots for the QD labeled in (b) from the

SQD distribution in samples I (d) and II (f).
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ei

C
/ exp � �iDEQD�i

kT

� �
; (1)

where DEQD�i ¼ EWL � EQD�i is the energy difference

between the WL and the i-QD excitonic ground state, k is the

Boltzmann constant, and T is the lattice temperature. The pa-

rameter �i represents the ratio between the actual activation

energy (Ea
i ) and DEQD�i (�i ¼ Ea

i

DEQD�i
). This parameter has

been used to classify the carrier escape nature.14 The value

�¼ 1 is associated with correlated (excitonic) escape, while

� < 0.5 and �¼ 0.5 to unipolar and uncorrelated pair escape,

respectively. In their model, Yang et al.4 obtain a single �
value, independent of the QD emission energy. An energy

dependent � value (�i ¼ �iðEiÞ) leads to the following rate

equations for WL population (MðtÞ) and i-QD populations

(NiðtÞ):

dMðtÞ
dt
¼ �ðqr þ qe þ CÞMðtÞ þ

Xp

i¼1

Niei; (2)

dNiðtÞ
dt
¼ ciMðtÞ � ðri þ eiÞNi; (3)

where qe is the WL to GaAs escape rate, including its tem-

perature dependence as qe ¼ qe;0expð� DEB

KT Þ (DEB ¼ EGaAs

�EWL is the energy difference between GaAs and WL band

edges and qe,0 is a constant). Subscripts i and p indicate the

individual energy and the total number of energies consid-

ered in the problem, respectively. ri is the effective recombi-

nation rate from the i-QD. Each ci is calculated by the

product ci ¼ Ji � C, where Ji is the normalized density of

states for the i-QD energy, obtained from the 10 K ensemble-

PL lineshape.6 The model reproduces quite well the experi-

mental data from the TRPL by fitting the parameters qe,0, C,

and �i, as it is shown in Figure 5. The input parameters are

the number of QD energies (p), the SQD-QD areal density

(NSQD), WL exciton mass (mWL), GaAs-WL energy differ-

ence (DEB), the WL effective recombination rate (qr), and

the effective decay rate from all i-QDs (ri).

Table I summarizes all input values found or assumed

for the parameters of the model in both samples. The areal

density of SQD, NSQD, is estimated both from AFM images

and from low power ensemble-PL integrated intensity analy-

sis. The exciton effective mass at the WL, mWL, is assumed

to be 0.4 m0.4 The WL transition energies are at 1.428 and

1.418 eV, giving DEB takes values of 88 and 98 meV in sam-

ples I and II, respectively. The WL emission in sample II is

composed by two PL lines. This suggests that there could be

an additional thermal escape rate and hence qr is modeled as

qr ¼ qr;0 þ qr;1 � e �
DEWL

KTð Þ. The first term is the experimental

FIG. 5. Upper panels: Single layer representa-

tion for decay time temperature dependence

from samples I (a) and II (b). Lower panels:

same decay time evolution represented on multi-

layer plot from samples I (a) and II (b). Red con-

tinuous lines correspond to the numerical fitting

results from a balance equation model.

FIG. 6. Carrier dynamics scheme proposed for the InAs/GaAs QD system

and corresponding for the rate equation model from Eq. (2).
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WL recombination rate measured at 10 K and takes the value

of 14.2 ns�1. The second term takes into account the thermal

escape, being qr,1 a fitting parameter and DEWL the observed

energy difference between both WL PL lines. The QD effec-

tive recombination rate (ri) is composed by the sum of radia-

tive and non-radiative terms. The QD radiative

recombination rate is obtained from the inverse of the meas-

ured PL decay time at 10 K. The activation energy of the

thermal carrier capture into defect states has been set to

�20 meV,25,26 and hence ro;j � e �
20
KTð Þ (j¼ I, II), where

r0;j¼I � 15 and r0;j¼II � 1 are obtained for samples I and II.

Such a high
r0;I

r0;II
ratio might be related to the different effec-

tive coverages of the two samples: The larger In coverage of

sample I might induce ripening of QDs with associated

nucleation of structural defects, as widely described in Ref.

45. 1/C is equal to 83 ps in both samples.

The main output parameter is the energy dependent �i

values plotted in Figure 7(a). We observe how �i decreases

with the QD size in both samples with almost the same trend,

reflecting the carrier escape character. Correlated (or exci-

tonic) escape (� � 1) is found for SQD whose emission

occurs between EWL � EQD ¼ 40� 70 meV, as shown in

Figure 7(a). In sample II, � goes down to 0.8 as the energy

difference increases. These observations are in good

correspondence with the results from Schulz et al.,13 where

in bimodally distributed samples they found excitonic escape

in the high energy PL band and uncorrelated pair escape in

the low energy PL band.

We also find that 2 > � > 1 for the highest QD emission

energies in both samples. These � values cannot be explained

by direct thermal escape to upper levels (WLHH (�¼ 1),

WLLH (� � 3), GaAs (� � 4)). In this range, the activation

energy �i � ðEWL � EQDi
Þ remains constant and equal to

�36 meV (GaAs LO phonon energy). Within the current

model, this means that thermal activation for the smallest

QDs occurs through absorption of a single LO phonon and

resonant injection of a hot exciton (K 6¼ 0) into the WL con-

tinuous state. Assuming a parabolic dispersion for the WL

with m ¼ 0:4 m0, K varies between 0:4 and 0:11 nm�1 for

DEQD�i between 22 and 35 meV. These values of K are of

the same order than the inverse of the exciton localization

length, 1=LX � 0:2 nm�1, with LX � 5 nm typical for small

QDs.46

B. Thermal transfer

In this section, we analyze the QD carrier thermal trans-

fer through WL states in both samples.

To determine the in-plane motion of carriers in the WL

and their trapping rate, areal density has to be compared with

the diffusion length. In the literature, the problem has been di-

vided into two extreme cases18,20: high and low QD density

samples. In the first case, carrier trapping from WL to QDs is

limited by QD to QD distance (dQD�QD). For high QD density

samples, carriers are trapped in the QDs before they can radia-

tively recombine in the WL, i.e., dQD�QD distance is smaller

than the 2D WL effective diffusion length (LD). In these cir-

cumstances, QD emission is stronger than WL emission.20

This is the case of sample II, as it is shown in Figure 1.

In the second case, carrier diffusion within the WL is

not limited by dQD�QD distances, as these distances are simi-

lar or larger than LD. The WL optical emission is pronounced

and dominates over the QD optical emission.20 This is the

case of sample I, as it is shown in Figure 1. Following the

model proposed by Ohmori et al.,20 we estimate the LD value

of sample I studying the temperature dependence of the rela-

tive integrated intensity between SQD and WL bands. This

model is based on the proportionality between LD and the

QD/WL emission intensity ratio (b ¼ IQD

IWL
). The LD values

deduced from the b coefficient at different temperatures in

sample I are � 90 (230) nm at 10 (40) K. These values are

similar to those found in other studies on InAs QDs.18,20,47

TABLE I. Parameters used to calculate PL decays.

Parameter Sample I Sample II

P 15 16

qr qExp
r;0 ðTÞ qExp

r;0 ðTÞ þ 150 � e
�15ðmeVÞ

KT

DEB 0.088 eV 0.109 eV

mWL 0:40 � m0 0:40 � m0

NSQD 13� 1012 m�2 15� 1012 m�2

R 0.881 to 1.293 ns�1 1.292 to 1.290 ns�1

qe,0 1� 106ns�1 1� 106ns�1

1=C 83 ps 83 ps

vi ¼ viðESQDÞ See. Fig. 8(a) See. Fig. 8(a)

FIG. 7. (a) Energy dependence for the vi output parameter. Black continu-

ous line corresponds to vi ¼ �hxLO=ðEWL � EQDÞ. (b) Energy dependence for

the activation energy (Ea) derived from the vi parameter. Doted lines corre-

spond to the uncorrelated and correlated carrier escape trends.
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Figure 8 shows a statistical analysis of dQD�QD from

AFM images of both samples in Figure 1. The most probable

interdot distance dQD�QD is �125 and �110 nm in samples I

and II, respectively. We have added two gray shaded areas in

Figure 8(a) to indicate the dQD�QD distances covered by LD

at 10 and 40 K, as obtained from the approach described

above for sample I. The carrier diffusion in the WL at 10 K

is able to connect a small fraction of neighbour QDs

(L10K
D ¼ 90 nm < dmean

QD�QD ¼ 125 nm). However, the diffu-

sion at 40 K would reach most of the dQD�QD distances

(L40K
D ¼ 230 nm > dmean

QD�QD ¼ 125 nm). It could be expected

that thermal carrier transfer between QDs should be more ef-

ficient in sample II, as its dQD�QD distribution is centered at a

lower value. However, the smaller energy difference

between the SQD and WL states in sample I allows that a

large number of thermally activated carriers can spatially dif-

fuse in the WL and be transferred to other QDs at relatively

low temperatures (�40 K). For this reason, a more efficient

thermal transfer is expected in sample I at low temperatures,

which is in concordance with our ensemble and l-PL results

from Sec. III.

V. CONCLUSION

In summary, we have measured temperature dependence

of the ensemble-PL, l-PL, and TRPL in two bimodal distrib-

uted InAs/GaAs self assembled QDs samples. The observed

increase of the integrated intensity and the decay times for

both samples are tentatively attributed to thermal carrier

transfer through the WL state. We have derived a rate equa-

tion approach to study the thermal escape through the analy-

sis of the energy dependent � parameter. Our data show

excitonic escape for the smaller dots emitting close to the

WL energy. This correlated escape character is relaxed as

the QD size becomes larger. Finally, we have shown how

WL carrier diffusion length vs inter quantum dot distances

plays a relevant role in the QD thermal carrier transfer pro-

cess present in these samples.
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