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P R E FA C E

This dissertation is the result of my work at Clausthal Univer-
sity of Technology (TUC) between December 2008 and December
2011. In 2006, due to the initiative of Bayer MaterialScience (BMS)
joint research started in association with 12 project partners. This
project was funded by the German Ministry of Education and
Research (BMBF) for work on the project of CO2 Reduction Dur-
ing the Production of Basic Chemicals. One of the important goals
of the project was to reduce the cell voltage down to 2.2 V – 2
V of the chlor-alkali cell by using a Oxygen Depolarized Cath-
ode (ODC). Eventually, successful outcome of the project should
be a commercially viable technology for chlor-alkali cell based
ODC. TUC was also one of the project partners; manufacturing of
the ODCs and mathematical modeling was the assigned responsi-
bilities at TUC. Other project partners were from the universities
and the industries. Total budget allocated to the project was €
12.3 million over a period of four years. Professor Turek gave me
the opportunity to work on this industrially relevant project as a
Ph. D. student. During my initial tenure at TUC, I manufactured
the electrodes and tested them in bench scale electrolyzer; later
started modeling.
This modeling dissertation is for those who are interested in ODC
based chlor-alkali cell as well as gas diffusion electrode. To under-
stand throughly, some relevant background of physical chemistry
and electrochemical process engineering is desirable.
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A B S T R A C T

Chlor-alkali electrolysis, the electrolytic splitting of NaCl solu-
tions, is an energy intensive process. The most modern variant,
the membrane electrolysis process, has been continuously im-
proved over the last decades. Nevertheless, the average energy
demand with the current state of the art of this technology is 2292
kWh/tCl2 at 6 kA/m2. Consequently, any reduction of the elec-
trical energy demand in chlor-alkali electrolysis would be highly
desirable for both economic and environmental reasons. Replac-
ing hydrogen evolving reaction by oxygen reduction reaction can
reduce the energy demand by approximately 30%. In this work
mathematical models in steady and dynamic state for an indus-
trial scale chlor-alkali electrolysis cell with ODC is developed.
The steady state model predicts the distributions of tempera-
ture, concentration, current density, and overpotential as a func-
tion of height. At an industrially relevant current density of 4
kA/m2 neither current density nor overpotentials exhibit strong
variations along the cell height. Main reason for this behavior
is the uniformity of temperature distributions in the solid com-
partments of the cell (anode, membrane, ODC) which can be ex-
plained by efficient heat transfer between the electrodes and the
electrolyte streams. This is especially true for the caustic solu-
tion, through which most of the irreversible heat released in the
cell is removed. However, the temperature of the oxygen stream
increases slowly along the height. Due to the initially low tem-
peratures and the low water content of the inlet oxygen stream,
the gas phase takes up considerable net amounts of water vapor.
Nevertheless, the oxygen partial pressure at the electrochemically
active regions of the ODC remains high allowing for efficient op-
eration of the cathode. Operating cell at higher current requires
better heat management as the heat production is high. However,
cell operating at lower oxygen partial pressure up to 90% won’t
affect the performance of the electrode significantly.
The dynamic model predicts the performance of the electrode un-
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der the ripple voltage. However, Current Interruption (CI) mea-
surements have been used to validate this model. Due to ripples,
hysteresis appears at even low frequency of 100 Hz. As frequency
increases the amplitude of current oscillation reduce. No signifi-
cant difference in the hysteresis can be seen after lowering oxygen
partial pressure up to 75%.
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I N T R O D U C T I O N



”The first step to knowledge
is to know that we are ignorent.”

— Socrates

1C H L O R - A L K A L I E L E C T R O LY S I S

Chlorine has an exceptional importance in chemistry and, so in
our lives. It is involved in over 50% of all commercial chem-
istry [1]; even though, it may not be present in the final prod-
uct. For example, it is used to produce polymers, pesticides, high
purity silicon for photo-voltaic applications, and lifesaving phar-
maceuticals. Biggest use (35%) of chlorine is for manufacturing
polyvinyl chloride [2]. Worldwide chlorine production capacity
was 84 Mt/a in the year 2012 [3]. Growth in chlorine production
indicates the developments of and in the chemical industry.

Chlorine is produced by energy intensive electrolysis of NaCl
solution. Germany alone produces 41% of Europe’s chlorine, which
makes it the largest producer in the Europe [4]. The European
chlor-alkali industry consumes about 35 TWh of electricity per
year [5]. Electricity consumption of NaCl electrolysis by mem-
brane process is about 2400 to 3000 kWh/tC2 [6]. The current
state of the art of this technology still requires 2035 kWh/tNaOH
(≡ 2292 kWh/tCl2 ) at 6 kA/m2 [7]. 90% of the electricity is used
only for the electrolysis and rest 10% are used for operating
pumps and compressor like equipment [2]. The European Union-
Emissions Trading system (EU-ETS) directive compels to include
indirect CO2 emission cost in electricity prices [5]. This hampers
the competitiveness of European chlor-alkali industry compared
to the regions where electricity is cheaper than the Europe. There-
fore, the optimization strategy should be reducing the electricity
demand. It will also reduce possible emission of CO2 during pro-
duction of electricity.



1.1 production processes

About 95% of chlorine is produced by electrolysis of sodium
chloride solution. This work focus only on the NaCl electrolysis.
There are three main production processes,

• The diaphragm cell (Greisheim cell) since 1885

• The mercury cell (Castner-Kellner cell) since 1892 and

• The membrane process since 1970

Among these, the membrane process is the least energy intensive
and competitive process contrary to the mercury cell, which con-
sumes the highest amount of electricity. Membrane cell reduces
approximately thirty percent of electrical demand than the mer-
cury cell [6, 8]. While mercury and diaphragm cell produce ap-
proximately 70% of world chlorine [9]. Diaphragm technology is
predominate in the United States, Russia and China [9]. Due to
the environmental regulation and economic benefits, membrane
chlor-alkali cell is used in Europe. Since 1999, all production sites
in Japan were made to switch to the membrane cell. Summary
of usage of production technologies, in Europe and Germany is
given in table 1.1.

Table 1.1: Percentage of mass of chlorine produced in Europe by
different processes in year 2014* [10]

Amalgam Diaphragm Membrane Other †

Europe 24.6 13.6 58.8 3.0
Germany 11.8 22.4 60.0 5.7

1.1.1 Diaphragm cell

First commercial technology was developed by Griesheim Com-
pany, in Germany. In this type of cell Cl2 is produced at the anode

* total production 12.4 ktCl2
† electrolysis of HCl or moltan salt electrolysis
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and cathode generates H2 and NaOH. Half-cell reactions and to-
tal cell reaction is given by eqs. (R 1.1) to (R 1.3).

anode : 2 Cl− Cl2 + 2 e− (R 1.1)

cathode : 2 H2O + 2 e− H2 + 2 OH− (R 1.2)

total reaction : 2 NaCl + 2 H2O Cl2 + H2 + 2 NaOH (R 1.3)

In this design, anode and cathode are separated by permeable
asbestos diaphragm (see fig. 1.1). It separates the anolyte and
catholyte chambers. The anode is mesh type Dimensionally Sta-
ble Anode (DSA®) with the base material of the anode being a
titanium mesh coated with RuO2 +TiO2 +SnO2, while the cathode
is made of carbon steel [11]. Brine (NaCl solution) enters in the
anolyte chamber and chlorine ions get oxidized to produce Cl2.
At the outlet of anolyte chamber Cl2 gets saturated with water
vapor. Further processing is required to make Cl2 free from mois-
ture and other impurities. Depleted brine flows into the catholyte
chamber, through the permeable diaphragm. Upon reduction of
water at cathode—H2 and caustic (NaOH solution) is produced.
Stream leaving the catholyte compartment contains both brine
and caustic (12% by weight) which is concentrated in the down-
stream process. Separated NaCl salt can be reused to saturate
reactant brine.

1.1.2 Mercury cell

Hamilton Y. Castner and Karl Kellner developed the mercury cell
in 1892—known as Castner-Kellner cell. Major difference of the
diaphragm and mercury cell is the cathode reaction, the anode
reaction being the same. Figure 1.2 shows the schematic diagram
of the cell. Mercury cell produces chlorine gas and Na-Hg is de-
composed in the decomposer. Reaction of brine electrolyzer and
decomposer are given by eqs. (R 1.4) to (R 1.6)
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diaphragm
cathode

NaCl

anode
Cl2 H2

NaCl
NaOH

Na+

Cl-

OH-

Figure 1.1: Schematic diagram of diaphragm cell.

in electrolyzer

anode : 2 Cl− Cl2 + 2 e− (R 1.4)

cathode : 2 Na+ + 2 Hg + 2 e
−

2 Na−Hg (R 1.5)

total reaction : 2 NaCl + 2 Hg 2 Na−Hg + Cl2 (R 1.6)
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Na-Hg

amalgam
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Figure 1.2: Schematic diagram of mercury-cell.

Brine electrolyzer consists of a slightly inclined trough through
which the brine flows from this trough. While the anode is made
of titanium; coated with RuO2 + TiO2 and the cathode is made
up of Nickel [11]. Anode’s bottom surface is close to the film
of sodium amalgam. Brine reaction at the cathode generates Na
metal from Na+ ions migrating toward the mercury cathode, which
dissolves in the mercury. Cl2 gas is formed at anode. Cl2 pro-
duced by this process is almost pure and can be used without
any further treatment. Reduction of Na+ ions at the cathode gen-
erates low concentration of sodium about 0.1 to 0.3% (by weight).
Na – Hg reacts with H2O in the decomposer to produces H2 and
pure concentrated caustic (50% by weight). Pure Hg from the de-
composer is recirculated to the electrolyzer with the help of a
pump. In Europe, mercury cell based chlorine producers volun-
tary declared to shift to non-mercury technology, by 2020 [12].

6



m
em

br
an

e

cathode

brine

anode
Cl2 H2

concentrated
caustic

Na+

caustic

depleted
brine

Figure 1.3: Schematic diagram of membrane cell. (conventional
cell)

1.1.3 Membrane cell

The major difference in diaphragm and membrane cell is that,
the diaphragm is replaced by the selective ion conducting mem-
brane. Reactions at anode and cathode are the same as given by
eqs. (R 1.1) to (R 1.3). The membrane passes only Na+ from the
anolyte to the catholyte chamber, shown in fig. 1.3. Thus avoiding
the brine crossover to the catholyte chamber. Membranes for this
technology are manufactured by DuPont/USA, Asahi Glass, and
Asahi Chemical/Japan under the trade names Nafion®, Flemion®,
and Aciplex® respectively. Contrary to the diaphragm cell, de-
pleted brine can be obtained easily. Brine can be re-used, after
de-chlorination and saturating with solid salt. The anode is the
mesh type made of titanium coated with RuO2 + TiO2 + IrO2 and
cathode is made of Ni [11]. Instead of using pure water for cath-
ode reaction, caustic solution is fed to the electrolyzer. This strat-
egy reduces ohmic losses, due to the caustic solution’s higher
ionic conductivity than pure water. Caustic solution is recycled
to maintain the concentration in desired range and for heat re-
moval. Finally as products hydrogen gas, and concentrated caus-
tic are obtained at the outlet of catholyte chamber. This is the
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Figure 1.4: Comparison of half-cell electrode overpotential of con-
ventional and ODC based cell (standard potential at
90 ◦C [16])

least electricity consuming process therefore, chlorine producers
in Europe are switching to this technology. Comparison of above
discussed three types of cells is given in tables 1.2 and 1.3.
Hydrogen produced in this process can be utilized for the power
generation by combustion process, thereby, increases cell econ-
omy. Alternatively, it also can be used in the fuel cell but, capital
investment for this is high. Instead ODC used in the chlor-alkali
cell avoid hydrogen production and reduces 30% of electricity
demand [13]. Energy and economical saving due ODC surpasses
the hydrogen utilization savings [14]. An electricity price rise in
the near future is eminent and hence the economic benefits of
ODC based technology will further increase [14]. Concept of us-
ing ODC in chlor-alkali cell is explained in next section. Mem-
brane cells with hydrogen evolution reaction is referred to as
conventional cell—in further discussion.
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Figure 1.5: Schematic diagram of ODC based membrane cell (not
to scale)

1.1.4 Membrane cell with oxygen depolarized cathode

From above discussion we learned that, the membrane cell is the
most promising technology; it has fewer environmental impacts
and low on the energy demand. Further reduction in electricity
demand is possible by changing the cathode reaction. Oxygen Re-
duction Reaction (ORR) depolarizes cathode by suppressing the
hydrogen evolution reaction. Figure 1.4 shows that, the difference
in equilibrium potential decrease by 1.23 V and a gain of 0.8 V to
1 V can be reached at industrially relevant current densities.
In practice, it is known that gas diffusion electrode facilitate ORR,
for example in fuel cell. Depolarizing gas diffusion electrode in
chlor-alkali cell is called as Oxygen Depolarized Cathode (ODC).
Total reaction of NaCl electrolyzer based on Oxygen Depolarized
Cathode (NaCl-ODC) is given as follows,

total reaction : 2NaCl + H2O +
1
2

O2 Cl2 + 2 NaOH (R 1.7)

ODC reaction shown in fig. 1.4 indicates that, ODC requires liq-
uid water, gaseous oxygen and electrons from solid phase. There-
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fore, ODC should be a porous electrode and the cathode com-
partment has to be split in two chambers, one each for caustic
solution and oxygen gas. Figure 1.5 shows the falling-film con-
figuration of ODC based cell. Some other cell configurations are
available for example, zero-gap technology, in which catholyte
chamber is eliminated. It offers two benefits og having simpler
design and diminishing the ohmic losses of the catholyte cham-
ber. Some other designs for NaCl-ODC technology are discussed
in detail by Moussallem et al. [13] and Jörissen et al. [8].
Gas diffusion electrode in chlor-alkali cell should facilitate inti-
mate contact of gaseous oxygen, liquid water and electrons from
solid state. Figure 1.6 shows that, the O2 gas dissolves in the
electrolyte and then, reacts with electrons and liquid water to
form hydroxyl ions. Established three phase (gas, solid and liq-
uid) boundary in gas diffusion electrodes should meet following
requirements [13],

• Chemically stable in alkaline solution at temperature from 80
◦C to 90 ◦C.

• High mechanical stability in technical electrolyzer with area of
2.72 m2.

• High electronic conductivity and low thickness.

• High activity and surface area of electrocatalyst.

• Appropriate hydrophobic/hydrophilic pore structure for easy
access of gases and liquid. Such a structure avoids the break-
through of gas in catholyte chamber and the flooding of the
electrode.

• Stable performance even in pressure fluctuations.

• Long-term operational life and consistent performance.

• Low cost material

Spray method can be used for manufacturing Gas Diffusion Elec-
trode (GDE) and process for which is depicted in fig. 1.7. Sus-
pension of silver powder (catalyst), PTFE solution, water(solvent)

12
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Figure 1.6: Illustration of three phase boundary in pore structure
of the ODC (reproduced with publisher’s permission
[13])
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sinteringgas diffusion
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Figure 1.7: Illustration of gas diffusion electrode manufacturing
process
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and methyl-cellulose (binder) is prepared. Hydrophobic/hydrophilic
nature of electrode is controlled by the Polytetrafluoroethylene
(PTFE) content. Methyl-cellulose also acts as thickening agent so
that the heavy Ag powder does not settle immediately. This sus-
pension is repeatedly sprayed over the Ni-net until the desired
thickness is achieved. Ni-net acts as a current distributor in the
electrode as well as offers mechanical stability to the electrode.
Later, the finished electrode dries in oven and is subsequently
hot pressed to establish intimate contact between the catalyst par-
ticles. Sintering is the final step in the production process. In this
process, methyl cellulose is burned out and creates pores in the
electrode to offer the passage to the gas as well as electrolyte. De-
tailed description of manufacturing process is given in [17].
The idea of using ODC in the chlor-alkali cell is over 50 years old.
Many companies tried to develop this technology since 1980s.
Summary of all research programs and their outcomes are dis-
cussed in detail by Moussallem et al. [13]. In 2006, BMS started a
joint research program to commercialize NaCl-ODC technology,
in cooperation with several industries and universities. Clausthal
University of Technology was one project partners of this pro-
gram and current dissertation is one of the outcomes of the project.
Project was funded by BMBF, see details in www.klimazwei.de.
Important outcome of this project is that ”A demonstration plant
using this process (NaCl-ODC cell) started operations at the Krefeld-
Uerdingen site in mid-2011.” [18]. Today, this technology is exclu-
sively marketed by, ThyssenKrupp Industrial Solutions and UH-
DENORA. Important features of the commercial electrolyzer are
given in table 1.4.

1.2 objective of the dissertation

From previous sections, it is well understood that, the chlor-alkali
process is an energy intensive one. Over the years, several ideas
were implemented to overcome environmental and economical
impact of this process. Even though, ODC based chlor-alkali cell
seems to be a promising solution. It has always been difficult
to commercialize the NaCl-ODC technology. The Gas Diffusion
Electrode (GDE) is the key component of the process as it brings

14



Table 1.4: Important features of NaCl-ODC cell [13, 17, 19, 20]

Unit Value

Typical current density kA/m2 4
Typical cell voltage V 2 - 2.2
Cl2 purity % (m3/m3) >98
O2 in Cl2 % (m3/m3) 0.5 - 1
NaOH concentration before evapo-
ration

% (kg/kg) 32

NaCl in NaOH ppm <60
O2 consumption with O2 recycling Nm3/mtCl2 183
Power consumption kWh/mtNaOH 1400
Cell temperature ◦C 82-90
Active area per element m2 2.72
Height of the electrode m >1
ODC life years 4
ODC electrocatalyst Silver

all the three reacting phases in intimate contact for the ORR.
Failure of the electrode will result in cell voltage increase, sub-
sequently resulting in evolution of hydrogen. Apart from this,
electro-catalysts are expensive and hence the understanding of
physical and chemical process taking place in the pores of ODC is
essential for optimizing of the electrodes. To address these issues,
Pinnow et al. [21] developed a steady state model and predicted
the performance of the cell. This model was validated using lab-
oratory scale electrode.
On the operational side, the concern remains that of how elec-
trode will perform in a technical electrolyzer? Industrial scale
electrodes have large of about 2.7 m2and height of over 1 m (see
table 1.4). Owing to this, uniform current density distribution is
of utmost important for the following reasons,

• Proper utilization of electro-catalyst

• Longer operational life of ODC

• To avoid side reactions e. g. hydrogen peroxide
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• High current efficiency

• Increase of production per unit electrode area

Until now, there have been no attempt made to determine current
and overpotential distribution of the industrial scale electrode—
either theoretically or experimentally. Similarly, there is a lack of
discussion, on heat balance of industrial scale NaCl-ODC elec-
trolyzer.
Objective of this dissertation is to predict the ODC performance
in industrial electrolyzer. Under this framework temperature, cur-
rent, and overpotential distribution of the industrial scale ODC
is predicated. Rectified three phase current is required for the in-
dustrial electrolyzer. Therefore, effect of ripple (unwanted resid-
ual periodic variation of the Direct Current (DC)) on the perfor-
mance of electrode is also predicted in this work. To achieve the
aforementioned objective following research work is undertaken,

steady state modelling

Height dependent model (section 3.2) predict the magnitude of
heat and it’s distribution in industrial scale electrolyzer. It also es-
timates the mass balance of electrolyzer, along the height. Previ-
ously developed Thin-Film Flooded Agglomerate (TFFA) model
[21] (along thickness) and height dependent model solved to-
gether to predict current density and overpotential distribution
of the ODC. This array of calculation is denoted as 1D+1D ap-
proach (section 3.3).

dynamic modelling

To predict the effect of ripple on the performance of the electrode,
a dynamic model has been developed (chapter 4). To validate dy-
namic model CI (section 6.2) experimental data has been used.
As explained above, this work gives an existing opportunity to
enhance our understanding of industrial scale ODC. Due to con-
strains of availability of data and computational complexity, cer-
tain assumptions were made and discussed in detail during the
course of discussion.
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”Whenever a theory appears to you as the only possible one,
take this as a sign that you have neither understood the
theory nor the problem which it was intended to solve.”

— Karl Popper

2T H E R M O D Y N A M I C S A N D H E AT B A L A N C E

Previous chapter explained that the chlor-alkali process is energy
intensive in terms of electricity requirement. However, only some
of the provided electrical energy is used for the reaction in elec-
trolysis while unused part is converted into heat. To estimate this
heat generation it is essential to understand the thermodynamics
of the process. This chapter explains the heat balance and associ-
ated thermodynamics of the electrochemical reactor.

2.1 gibbs free energy and electrical work

The Gibbs free energy of a reaction provides the information
about the maximum work done in a thermodynamic system. To
understand it better let’s consider a galvanic cell producing elec-
tricity. The obvious question would be how much is the maxi-
mum electrical work done by this cell? We know that in a re-
versible process work done is maximum. Gibbs free energy of the
reaction gives the information about maximum electrical work.
Mathematically it can be express as below,

∆G = −E n F (2.1)

where, ∆G is the change in Gibbs free energy, E is the reversible
potential, n is the number of electrons in half-cell reaction, and F
is the Faraday’s constant. Since reversible process are always in
a state of equilibrium therefore, reversible potential is also called
as equilibrium potential/voltage. Reverse case of galvanic cell is
electrolytic cell. In this cell, electric work is required due to the
non-spontaneity of the reaction. In this case the question is how



much minimum electrical work is required to progress the reac-
tion in the desired direction? Again answer is, Gibbs free energy
at constant temperature and pressure. So far, we understood the
relation between E of the cell and Gibbs free energy of the reac-
tion. Similarly, other thermodynamic quantities can be derived
from reversible potential. From Gibbs-Helmholtz relation,

∆S = −
(

∂∆G
∂T

)
P

(2.2)

where T is the temperature and S is the entropy. From eq. (2.1)
and eq. (2.2)

∆S = n F
(

∂E
∂T

)
P

(2.3)

and

∆H = ∆G + T∆S = n F
[(

T
∂E
∂T

)
P
− E

]
(2.4)

where H is the enthalpy of the reaction.

2.2 heat production in electrochemical cell

Industrial cell voltage is much higher than the reversible poten-
tial. Total cell voltage can be further split in to the following
forms,

Ucell = E + ∑ R + ∑ η (2.5)

where, Ucell is the total cell voltage, R is the cell resistance, and
η is the overpotential. The last two terms at the right hand side
of eq. (2.5) contribute to the irreversible heat and is called Joule
heat.

QJoule,T = −n F
(
∑ R + ∑ η

)
(2.6)

where, Q is the heat in J/mol and subscripts ‘Joule’ and ‘T’ in-
dicate Joule heat and total respectively. The total heat produced
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|E = −∆G
n F | |∑ R + ∑ η|

|Utn = −∆H
n F | |∑ R + ∑ η| |−Qrev

nF |

|Ucell |

Figure 2.1: Illustration of thermodynamic of heat production in
electrolytic cell

in the cell shouldn’t be necessarily equal to Joule heat because
entropy may contribute the reversible heat (Qrev),

Qrev = T∆S (2.7)

where, subscript ‘rev’ indicate reversible. Negative value of Qrev
indicates that the entropy is reduced during the reaction, hence
heat is released. The opposite case is the positive value where
the heat is absorbed. Reversible heat will be either evolved or
absorbed, depending on the thermo-neutral cell voltage (Utn),

Utn = −∆H
n F

(2.8)

Enthalpy of the reaction and it’s relation to reversible heat is ex-
plained in the fig. 2.1. In this figure, first y-axis bar from the top,
shows the total cell voltage divided into reversible potential and
summation of ohmic losses and overpotential. Consider Utn < E
for same cell (see second y-axis bar from top); it doesn’t con-
tribute to heat production. Summation of Utn and |∑ R + ∑ η| is
less than Ucell. Thus, remainder of electrical energy will produce
heat. This heat is produced due to entropy of the reaction, hence
called as reversible heat. With this analogy, when, Utn > E re-
versible heat will be absorbed from surrounding and for Utn = E
reversible heat will be zero. From this understanding, following
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Table 2.1: Comparison of heat produced in conventional and
ODC based chlor-alkali electrolysis at 4 kA/m2

Cell Ucell * Utn
† Qirr

Qirr
nFUcell

Qrev

V V kJ/mol % kJ/mol

conventional 3.0 ‡ 2.27 140.9 24.3 20.1

NaCl-ODC 2.2 § 0.80 270.2 63.6 -36.7

equation can be written to determine total irreversible heat pro-
duced in electrolysis cell.

Qirr = −n F (Ucell −Utn) (2.9)

Subscript ‘irr’ denotes irreversible. Alternatively, following equa-
tion can be written,

Qirr = QJoule,T + Qrev (2.10)

From the above discussion, we understood how to calculate the
magnitude of the heat source or heat sink. Based on the above
understandings, we can compare the heat produced in the con-
ventional chlor-alkali cell and NaCl-ODC cell. Table 2.1 shows
the comparison of heat produced in conventional and NaCl-ODC
cell. This comparison is based on industrial operational condi-
tions and parameters. The most important revelation from this
table is the percentage of the amount of heat produced for same
operating conditions. For example, NaCl-ODC cell produces heat
of upto 63.6% of total electricity input, while for the conventional
cell this is 24.3%. It is interesting point out the large difference
despite the anode reaction for both the cell types being the same.
This difference can be explained by the vaöues of Utn and Qrev.
In a conventional chlor-alkali cells the heat is absorbed from the
immediate surrounding due to the increase of the entropy. This

* positive sign convention is taken for electrolytic cell
† from [22] at 90 ◦C
‡ from [15]
§ from [20]
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accounts for positive value of Qrev. Contrary to this in an ODC
based cell heat is released due to decrease of the entropy.

2.3 half cell reaction thermodynamics

From the above discussions it can be well understood that in con-
ventional chlor-alkali cells reversible heat is absorbed from the
surrounding and is reverse for NaCl-ODC cell. However, total re-
action entropy doesn’t provide information of half cell reaction
entropy. Uniform heat distribution on electrode ensures high cur-
rent efficiency. In worst cases, poor heat management can dam-
age membrane. Therefore, it is necessary to calculate the individ-
ual half cell reaction entropy.
In this work, method of thermal coefficients by deBethune et al.
[23], Salvi and deBethune [24] is used. It calculates half-cell re-
versible potential as function of temperature. Later the entropy is
calculated by Gibbs-Helmholtz equation (eq. (2.3)).

The heat produced in an electrode is caused by the overpoten-
tial and through entropy effects. The reversible heat produced by
the entropy can be calculated by the Gibbs–Helmholtz equation,

Qrev(T) = T ∆S(T) = TnF
dE(T)

dT
. (2.11)

The half-cell equilibrium potential as function of temperature can
be calculated by the method of thermal coefficients [23, 24], as-
suming unit activity of the species

E(T) = E−◦ + (T − T−◦ )
dE−◦

dT
+

(T − T−◦ )2

2
d2E−◦

dT2 . (2.12)

Here, E−◦ is the equilibrium potential at standard conditions. The
first temperature coefficient in the above equation is,

dE−◦

dT
=

∆H
nFT

+
E−◦

T
, (2.13)
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where ∆H is the enthalpy change during the reaction at tempera-
ture T. The second temperature coefficient can be calculated with
the following equation [24]

d2E−◦

dT2 =
∆C−◦p
nFT

, (2.14)

where ∆C−◦p is the change of the molar specific heat capacities at
standard conditions during the reaction. Data for molar specific
heat capacity and heat of formation is taken from [25].
Figure 2.2 compares reversible heat of ODC and conventional
cell’s half-cell reaction, at 363 K ¶. The anode reaction is the same
in both the cells and is endothermic. Similarly, cathode reaction’s
reversible heat in both the cell is exothermic. However, ODC re-
action is more exothermic than conventional reaction. Therefore,
reversible heat of overall reaction in ODC based cell is exother-
mic, while it is endothermic in conventional cell.
Jörissen et al. [8] showed that ODC is the highest contributor to
the overpotential at industrially relevant current density. ODC
overpotential contribute to Joule heat and in addition, reversible
heat is also produced. Thus, ODC is highest contributor of heat
production. Therefore, appropriate heat removal measures are
necessary, to avoid damage to the membrane due to heat genera-
tion as well as to obtain uniform temperature distribution. Heat
management becomes even more crucial in zero gap arrangement
of the cell in which the ODC and the membrane are in close con-
tact.

2.4 heat balance of electrolysis cell

Normally, the industrial electrolysis process operates at higher
temperature (chlor-alkali at 88-90 ◦C) [20] and hence making
heat transfer very crucial. Non-uniform heat distribution could
burn out the membrane and isothermal operation may not occur.
Proper heat management of Joule heating can reduce the usage
of external heat used for electrolytes preheating. It can also be
utilized to increase the rate of mass transfer and the reaction rate.

¶ Specific heat and heat of formation data is taken from ref. [25]
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These pros and cons compel us to understand the process of heat
transfer in electrolysis cell. So far, we understood the method of
calculating the magnitude of heat production. However, the pro-
cess of heat transfer is equally important.
Figure 2.3 shows, an illustration of the continuous electrochem-
ical reactor and heat flow. In any electrolysis cell total electrical
energy applied is expressed as below,

total electrical work applied = j A Ucell (2.15)

where j is the current density and A is the area of the electrode.
Only some part of the applied electrical energy is required for
the formation of the product i. e. ∆H, remainder converts into
the heat. Reactants streams enter into the cell at temperature Tin,
and acts as heat-exchanging medium. Heat production in the cell
increases the temperature of these reactant streams and leaves the
cell at Tout. It leads to a change in the enthalpy of these streams.
At the same time, gaseous streams that get saturated with wa-
ter vapor also require heat. In addition to this the outer surface
of the cell transfers heat to the surrounding by convection and
radiation. At steady state, the heat produced in the cell is equal
to the flowing steams’ enthalpy change and heat loss. It can be
mathematically expressed as follows,

.
qT = ∑

j

.
mj,outcP,j,out(Tj,out − T−◦ )

−∑
j

.
mj,incp,j,in(Tj,in − T−◦ ) +

.
qλ +

.
qloss (2.16)

where,
.

m is the mass flow rate of stream and
.
q is the heat flow

rate in W. Subscript in, out, λ, and loss refer to inlet, outlet, phase
change, and loss to the surrounding respectively. The first term
at the right side of equality calculates the summation of the en-
thalpy change of the outlet streams from the datum temperature
(T−◦ = 298K). The second term, calculates the summation of the
enthalpy change of the inlet stream from the datum temperature.
While the third term is the heat consumed by evaporated water
flowing along with the gases. The last term is the heat lost from
the surface of the cell by radiation and convection.
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What is research, but a blind date with knowledge.
— William Henry

3S T E A D Y S TAT E M O D E L L I N G

A porous electrode or GDE plays an important role in electro-
chemical applications such as in various types of fuel cells, bat-
teries, and electrolysis cells. Porous electrode provides a large
interface area compared to its superficial area. This distinctive
feature provides a high reaction rate at lower overpotential. It
also enables passage for gaseous reactants to reach the reaction
sites and thereby facilitates a three phase contact of gas, liquid
and solid, which is important to avoid poor performance of the
electrode.
GDE modeling can play a vital role for revealing physical and
chemical phenomena taking place in the GDE at microscopic and
macroscopic levels. Its performance can be predicted in connec-
tion with decisive structural, transport and kinetic parameters of
the electrode reaction. Thus, insights provided by modeling re-
sults, may help in planning critical experiments or operational
optimization. Well planned experiments always save time as well
as expensive resources. In some cases, conducting experiments
could be costly thus, modeling may serve as an economical al-
ternative. It is a proven tool for structural optimization of GDEs
used in fuel cells. ODC is also a GDE therefore, modeling might
serve our objectives as well.

modeling methodologies

Today, GDEs are modeled extensively for fuel cell and battery
technologies. A detailed review of the fuel cell models is pre-
sented by Weber and Newman [27]. Overall aim of the study
dictates the approach of the modeling. To start with a favorable
geometry of the GDE is required to be chosen. Later the equa-
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Figure 3.1: Various geometry used for modeling gas diffusion
electrode [26]
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tions or complex expressions related to mass transports, charge
transport and electrochemical reactions are required. Sometimes,
energy and momentum balance of each component is incorpo-
rated. These types of the models are often complex because the
dependent variables are coupled with nonlinear equations.
Simplest form of the models are the empirical models [28, 29,
30, 31]. These models describe the polarization curve (current-
voltage relationship), a typical expression for these types of model
is given as follows,

Ucell = E + ∑ R + ∑ η (3.1)

These models are easy to evaluate and compare experimental
data. Other complex models can further be classified as micro-
scopic, macroscopic and quantum levels. Microscopic models fo-
cus at individual pore level while in macroscopic models the cata-
lyst is assumed to form a certain ordered geometry. All phases ex-
ists uniformly in the volume and constitutes variables like poros-
ity and surface area per unit volume. Quantum models investi-
gate the reaction mechanism and elementary transfer reaction.
Most widely used geometries to model gas diffusion electrode
are shown in figs. 3.1 and 3.2. Perhaps the first model consists
of a single cylindrical gas pore, developed by Euler and Non-
nenmacher [32]. Later Austin et al. [33], Grens and Tobias [34]
assumed that the pore is flooded with electrolyte (fig. 3.1 (A)). In
a cylindrical pore model or flooded pore model the solid cata-
lyst exhibit cylindrical shape and pores are filled with electrolyte
phase [35, 36]. Electrolyte phase carry the ions and reactants. Elec-
trons flow only in the solid phase and reactions takes place at
the liquid-solid interphase . Cutlip [37] considered a thin film of
electrolyte over the agglomerate and presented the so called Thin-
Film Flooded Agglomerate (TFFA) model (see fig. 3.2). Homoge-
neous models (fig. 3.1 (B)) consider the catalyst particle as con-
tinuously distributed in the electrode and pores are filled with
the electrolyte. Effective ionic and electronic conductivity is used,
based on the porosity of the electrode instead of pure state prop-
erty. These types of the model are one dimensional as the cata-
lyst particles are much smaller than the thickness of the electrode.
Based on homogeneous geometry a seminal paper presented by
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Figure 3.2: Thin-Film Flooded Agglomerate (TFFA) geometry of
the model [45]

Springer et al. [38] on modeling of GDE for polymer-electrolyte
fuel cell. This model predicts the performance of the fuel cell.
Later, several groups [39, 40, 41] modeled gas diffusion electrodes
based on this geometry. Spherical agglomerate geometry (fig. 3.1
(C)) was also used to model gas diffusion electrodes [42, 43, 44].
In these types of models, agglomerates are assumed to be of same
size and shape. Catalyst particles are covered with the electrolyte
film and reactant diffuses through this film. In this work a TFFA
geometry has been used to model the ODC.

3.1 thin-film flooded agglomerate model

Figure 3.2 explains the TFFA geometry. It assumes that, ODC is
made of cylindrical agglomerates and its void are flooded with
electrolyte (caustic solution) in Reaction Layer (RL). In the same
layer, a thin film of electrolyte covers the agglomerate. A Gas Dif-
fusion Layer (GDL) gives the passage to the oxygen for reaching
up to the reaction sites in the RL. Figure 3.3 shows the scanning-
electron-micrograph of an electrode produced by spray method
on Ni-net. The electrodes produced have a typical thickness of
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less than 1 mm. The real pore structure of an electrode can be
seen in the right side of fig. 3.3. Silver catalyst particles can be
seen surrounded by PTFE fibers. The drawn small and large cir-
cles represent a typical distribution of the corresponding gas and
liquid filled regions in the reaction layer of the electrode, adopted
from the model. To model the ODC of chlor-alkali cell, Wang
and Koda [46, 47] used the TFFA geometry. These models were
isothermal and take into account the structural parameters of the
electrode such as thickness, porosity etc. They predicted the per-
formance of the electrode at various current density. Pinnow [16]
extended the Wang and Koda [46, 47] model by using general-
ized Maxwell-Stefan equation to describe the mass transfer of the
multi-component system in gas and liquid phase. Electrochemi-
cal reaction described by the Tafel reaction and two Tafel slopes
were used to validate the model. In this dissertation, to model
1D+1D (height + thickness), Pinnow [16] model is used along the
thickness. Some of the parameters are made as function of tem-
peratures as discussed in section 3.1.2. Important assumptions of
the TFFA model with relevance to this work are summarized in
the following section

3.1.1 Model assumptions

All the assumptions considered in the previous model [21, 16]
are valid for ODC, except of being isothermal. In this work, trans-
port parameters and solubility of oxygen in caustic solution are
described as function of temperature. Additionally the boundary
layer thickness is changed, due to cell’s industrial scale dimen-
sions. Structural parameters of the electrode remains the same.
The model assumptions are listed below:

1. Tafel slope and exchange current density are independent of
the temperature. This is justified by the fact that only small
temperature gradients occur in the ODC, as will be demon-
strated later.

2. The thickness of the solid phase components is much smaller
than the height. Therefore, along the thickness (z) uniform
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temperature is assumed. Addition of temperature dependent
parameters are useful for the 1D+1D model (section 3.2).

3. The silver electrical conductivity is very high and therefore,
assumed independent of temperature.

4. Thickness of concentration and thermal boundary layer are
equal (see section 3.2.7).

5. Concentration and thermal boundary layer are fully developed.
Linear temperature distribution is assumed in the thermal bound-
ary layer.

3.1.2 Temperature dependent parameters

This section describes the TFFA model modifications to solve tem-
perature dependent behavior of the ODC.

Ionic conductivity

The ionic conductivity of caustic solution as a function of temper-
ature and concentration is based on data from BMS,

κcaustic

S/m
= 1.729

(
T
◦C

)
− 99.89

(
wcaustic

kgNaOH/kgcaustic

)
− 3.794 (3.2)

where κcaustic is the ionic conductivity of the caustic solution and
w is the mass fraction. Subscript caustic denotes caustic solution
or related to caustic chamber. Equation 3.2 is valid for 0.294 <
wcaustic < 0.322 and 70◦C < T < 95◦C. Comparison of the results
obtained with the correlation and experimental data are shown
in fig. 3.4.

Diffusivity of O2 in caustic solution

Diffusivity of oxygen (Dl
O2

) in NaOH solution as a function of
temperature is calculated by using Stokes-Einstein equation.

Dl
O2

=
Dl

O2,refµref

µ(T)

(
T

Tref

)
(3.3)
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Figure 3.4: Comparison of experimental data with values ob-
tained from eq. (3.2)

In the above equation µ is the dynamic viscosity and subscript ref
is used for reference condition at which diffusivity is known for a
given temperature. Reference values in Stokes-Einstein equation
are taken from [48, 49] at 80 ◦C.

Henry constant of O2 in caustic solution

Henry constant (He) for oxygen in NaOH solution as a function of
temperature is calculated by using Van’t Hoff equation. Reference
values for this equation are taken from [48] at 80 ◦C.

He(T) = Heref · exp
(
−CH

[
1
T
− 1

Tref

])
(3.4)

where CH is the constant, related to heat of dissolution of oxygen
in caustic solution.

Thermal conductivity of ODC

The ODC is made from Silver, PTFE and as current distributor Ni
net. Therefore, the thermal conductivity of the solid part (Ksd) is
mass averaged and calculated using the following equation,

Ksd = (wNi · KNi) + (wAg · KAg) + (wPTFE · KPTFE) (3.5)
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Figure 3.5: Schematic diagram of falling-film NaCl-ODC cell and
domains of the model (not to scale)

where K is the thermal conductivity of the subscripted species
and w is the mass fraction. Subscript PTFE denotes Polytetraflu-
oroethylene; it’s thermal conductivity is taken from [50] at 100
◦C. Thermal conductivity of metal as a function of temperature
is determined by using correlation given in [51]. Effective ther-
mal conductivity (Keff) of the porous electrode can be calculated
by Bruggeman’s relation of approximation [52]. Thermal conduc-
tivity of the gas and caustic solution is much less than that of the
metal and hence neglected in following equation [53],

Keff = (1− εs)
1.5Ksd. (3.6)

Here, εs is the porosity of the GDL and (1− εs) is the volume
fraction of the solid in the ODC.

3.2 height dependent model

Figure 3.5 shows a schematic diagram of the falling-film config-
uration of a NaCl-ODC electrolyzer. It also explains the model
region and the length domain. The height dependent model de-
termines the temperature distribution of electrolyzer components
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such as anode, membrane, and ODC as well as the electrolyte
streams (brine, caustic, and gas). It also calculates the electrolyte’s
mass balance. It should be noted that, brine and caustic flow are
counter-current and same for caustic and gas flow. In this model
heat sources are the reversible heat at cathode and the Joule heat
due to ohmic losses. Heat sinks are reversible heat at the anode,
water evaporation and the cold electrolyte streams coming inside
the electrolyzer. Important assumption are summarized in the
following section

3.2.1 Model assumptions

1. Since the production of chlorine gas in the brine chamber cre-
ates considerable turbulence, it is assumed that the brine flow
is ideally mixed. This assumption is backed by Chandran and
Chin [54], who also considered the brine chamber in their
study as Continuous Stirred-Tank Reactor (CSTR).

2. For the caustic solution flowing from the electrolyzer top, plug
flow is assumed.

3. For simplification, gas flow is also treated as ideal plug flow.

4. Water flowing through the membrane along with Na+ ions is
in thermal equilibrium with the membrane.

5. Temperature gradients in z-direction are neglected, because
the thickness of the solid phase components is much smaller
than their height.

6. Chlorine gas evolving in the brine chamber is saturated with
water vapor.

7. Dissolution of chlorine in the brine is neglected.

8. No side reactions occur, therefore the current efficiency is as-
sumed to be one hundred percent.

9. The electrolyzer is assumed to be adiabatic. Hence, heat losses
to the surroundings are neglected.

35



10. The pressure drop along the height of the cell is not consid-
ered.

3.2.2 Brine chamber

The stoichiometry of the anode reaction is

2 Na+ + 2 Cl− 2 Na+ + Cl2 + 2 e−. (R 3.1)

While chlorine ions are oxidized to produce Cl2 and electrons,
Na+ ions cross the membrane to reach the caustic chamber (see
fig. 3.5). The electrons flow through the external circuit toward
the ODC. Taking into account the stoichiometry of the overall
ODC reaction (R 1.7), the rate of NaCl consumption during the
electrolysis process can be calculated with Faraday’s law

RNaCl =
javg A MNaCl

F
, (3.7)

where F is the Faraday constant, MNaCl the molar mass of sodium
chloride and javg is the average current density. As per assump-
tion 1, the brine flow profile is perfectly back-mixed. Thus, this
compartment can be treated as CSTR for mass and energy bal-
ance and the outlet mass flow rate,

.
mi of species i is calculated

with the following equation,

.
mi,out =

.
mi,in + Ri. (3.8)

Equations 3.7 and 3.8 can be used to calculate the mass flow rate
of Cl2 leaving the brine chamber

.
mCl2,out =

javg A MCl2
F

. (3.9)

Together with sodium ions, a certain amount of water flows from
the brine chamber to the caustic chamber through the membrane
(see fig. 3.6). The corresponding mass flow rate is

.
mH2O(l),mem = nd

javg A MH2O

F
, (3.10)
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where nd is the number of moles of water flowing per mole of
Na+ ion. The produced chlorine gas flow is saturated with water
vapor thus yielding the following water mass flow

.
mH2O(g),out,brine =

MH2O

MCl2
·

Psat
H2O(g),out,brine ·

.
mCl2,out

(P T,brine − Psat
H2O(g),out)

. (3.11)

Here, PT is the total pressure and Psat
H2O(g)

the water saturation

pressure above the brine solution, which is obtained from [55].
With

.
mH2O(l),out,brine =

.
mbrine,in −

.
mNaCl,in,brine

− .
mH2O(l),mem −

.
mH2O(g),out,brine (3.12)

the flow rate of liquid water and

.
mbrine,out =

.
mNaCl,in,brine − RNaCl +

.
mH2O(l),out,brine. (3.13)

the flow rate of the brine at the outlet of brine chamber are cal-
culated. The anode is perforated (see figure fig. 3.6) so that Na+

ions can pass to the caustic chamber through the membrane. The
ohmic loss (ϕ) in the brine solution due to the flow of these ions
is calculated with

ϕbrine = (1− εano)
javg

κbrine
dano, (3.14)

where εano is the area fraction of the anode which is in contact
with the membrane, dano is the anode thickness and κbrine is the
ionic conductivity of the brine, which is estimated by Kubasov’s
theory [56]. The Ohmic loss in the brine produces Joule heat,
which is calculated as follows

.
Qbrine = javg b ϕbrine, (3.15)

where
.

Q is the heat gradient in W/m and b is the width of the
electrode. Fig. 3.6 shows that, due to the perforation of the anode,
brine is in contact with the membrane and

.
Qano and

.
Qmem are
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Figure 3.6: Illustration of mass flows and location of heat
sources/sinks associated with the brine chamber [45]

the heat sources at anode and membrane, respectively. Hence, the
respective heat flows are proportional to the corresponding con-
tact areas. Some of the heat is used to saturate chlorine gas with
water vapor, while the enthalpy change of water flowing through
the membrane is also considered. Finally, the steady state energy
balance for this cell compartment is as follows,

.
Qbrine h + εano αbrine A(Tano,avg− Tbrine,out) + (1− εano)αbrine

A(Tmem,avg−Tbrine,out) +
.

mbrine,in cp,brine,in(Tbrine,in−T−◦ ) =
.

mH2O(g),out,brine
[
Hwg(Tbrine,out)− Hwl(Tbrine,in)

]
+

.
mH2O(l),mem

[Hwl(Tbrine,out)− Hwl(Tbrine,in)] + [
.

mCl2 cp,Cl2 +
.

mbrine,out

cp,brine,out](Tbrine,out − T−◦ ), (3.16)

Here, h is the height of the electrode and α is the heat trans-
fer coefficient. For determination of the heat transfer coefficient,
chlorine bubble diameter and gas velocity are required [57, 58].
However, this data is unavailable for the chosen configuration
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and operating conditions. Therefore, the overall enthalpy balance
(see section 5.3) and the height dependent model had to be solved
simultaneously to determine the required values for Tbrine,out and
αbrine. Data for chlorine and brine specific heat capacity is taken
from [59]. Hwg and Hwl are the specific enthalpy of water in
gaseous and liquid phase respectively. For the description of en-
thalpy of water as function of temperature, a correlation from
[60] was employed.

3.2.3 Anode

The anode overpotential is calculated with the following Tafel
relationship,

ηano = Ts,ano · log
(

javg

j0,ano

)
, (3.17)

where η is the overpotential, Ts is the Tafel slope and j0 is the
exchange current density. Finally, the total heat flow produced at
the anode

.
Qano taking into account reversible and Joule heat is

obtained from

.
Qano = javg b

(−Qrev,ano(T)

nF

)
+ javg b ηano. (3.18)

Since the anode receives additional heat from the hot membrane
surface, the overall heat balance is given by the following equa-
tion

εano A Kano
d2Tano(x)

dx2 = εano αbrine b (Tano(x)− Tbrine,out)

−
.

Qano − εano b
(Tmem(x)− Tano(x))

Rth
. (3.19)

Here, Kano is the thermal conductivity of the anode material (ti-
tanium), the values of which are calculated using a correlation
from [51]. Rth is the thermal contact resistance between mem-
brane and anode, which was considered as a fitting parameter. It
was varied until the temperature difference between the anode
and the membrane at the bottom of the cell became less than
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1K. However, this assumption is arbitrary, it was made to allow
for the development of different temperatures in the two solids,
membrane and anode. If this contact resistance is neglected the
two components would attain the same temperature.

3.2.4 Membrane

In the membrane Na+ ions are transported from the brine to
the caustic chamber. During this ionic transport, additional water
molecules are dragged. The resulting mass flux of water through
the membrane can be calculated as follows

d
.

mH2O(l),mem(x)

dx
=

nd j(x) b MH2O

F
. (3.20)

This water also takes up heat from the membrane (see assump-
tion 4). The membrane potential as function of temperature and
current density for a Flemion® membrane was calculated using
data by Jörissen et al. [61].

ϕmem(x)

mV
= 5.326× 10−11

(
j(x)

kA/m2

)2

− 2.4
(

j(x)

kA/m2 ·
T
◦C

)
(3.21)

+0.267
(

T
◦C

)2
+ 260.8

(
j(x)

kA/m2

)
− 39.37

(
T
◦C

)
+ 1462.4

(3.22)

Comparison of experimental potential of membrane (F-8020 SP)
with values obtained by eq. (3.21) is shown in fig. 3.7. The corre-
sponding heat source is the ohmic loss within the membrane and
is represented by,

.
Qmem(x) = j(x) b ϕmem(x). (3.23)
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On the other hand, anode and brine solution are heat sinks for
the membrane resulting in the following overall energy balance

AKmem
d2Tmem(x)

dx2 = αcaustic b (Tmem(x)− Tcaustic(x))

−
.

Qmem(x) + (1− εano) αbrine b (Tmem(x)−Tbrine,out) + εano b

(Tmem(x)− Tano(x))

Rth
+

d
.

mH2O(l),mem(x)

dx
[Hwl(Tmem(x))− Hwl(Tbrine,out)]. (3.24)

Since thermal conductivity data for the Flemion® membrane is
unavailable, thermal conductivity of a Nafion® membrane has
been used. This assumption appears to be valid since both types
of membranes are chemically very similar to tetrafluoroethylene
based fluoropolymers.

3.2.5 Caustic chamber

In the caustic chamber, caustic solution flows under plug flow
condition is as per assumption 2 and the according mass and
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energy balances had to be used. The rate of production and con-
sumption is given by the following differential equation

dRi(x)

dx
=

νi j(x) b Mi
n F

. (3.25)

Oxygen comes in contact with caustic solution through the porous
part of the ODC while water from the caustic solution evaporates
to saturate oxygen in the gas chamber (see fig. 3.8). Details of the
calculation of water evaporation are given in section 3.2.7. The
water balance in the caustic chamber as a function of height is
expressed using the following equation,

.
mH2O(l),caustic(x) = RH2O(l)

(x) +
.

mH2O(l),mem(x)

− .
mH2O(g),gas(x). (3.26)

The flow rate of caustic as function of height is given by,

.
mcaustic(x) =

.
mH2O(l),caustic(x) + RNaOH(x). (3.27)

The mass fraction of the caustic is calculated by the following
equation.

wcaustic(x) =
RNaOH(x)
.

mcaustic(x)
. (3.28)

The ohmic loss in the caustic chamber is obtained with

ϕcaustic(x) =
j(x)

κcaustic(T)
dcaustic, (3.29)

where dcaustic is the thickness of caustic chamber and κcaustic is
the ionic conductivity. The heat gradient in the caustic solution
caused by the ohmic losses is

.
Qcaustic(x) = j(x) b ϕcaustic(x). (3.30)

Furthermore, the caustic solution receives heat from the ODC,
while the addition of water coming along with Na+ through the
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membrane also causes an enthalpy change. The resulting energy
balance for the caustic compartment can be described with

.
mcaustic(x) cp,caustic(x)

dTcaustic(x)

dx
= αcaustic b (Tmem(x)

−Tcaustic(x)) +
.

Qcaustic(x) + αcaustic b (TODC(x)−Tcaustic(x))

+ RNaOH(x) ∆Hdil(Tcaustic). (3.31)

Here, ∆Hdil(T) is the enthalpy change due to dilution, which is
calculated with a correlation from [49]. The specific heat capacity
for the caustic solution is taken from [59].

3.2.6 Oxygen Depolarized Cathode (ODC)

In the porous ODC liquid water reacts with oxygen to produce
hydroxyl ions according to the following stoichiometric equation,

1
2

O2 + H2O + 2 e− 2 OH− (R 3.2)

These hydroxyl ions and Na+ ions coming from the membrane
finally produce NaOH(aq) inside the caustic chamber. The TFFA
model developed by Pinnow et al. [21] is used. However, some of
the added temperature dependencies are discussed in section 3.1.
Uniform temperature is assumed along the thickness (z-coordinate)
of an ODC but not along the height (x-coordinate). The heat gra-
dient along the height of the ODC taking into account the over-
potential and the reversible heat is given by

.
QODC(x) = j(x) b ηODC + j(x) b

(−Qrev(T)

nF

)
. (3.32)

This heat produced in the ODC is transferred to the caustic solu-
tion and the gas mixture. A portion of the heat is used to evap-
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orate water, which flows along with the oxygen gas. The final
energy balance can be described by the following equation:

A Keff
d2TODC(x)

dx2 = αcaustic b (TODC(x)−Tcaustic(x))−
.

QODC(x)

+ αgas b (TODC(x)−Tgas(x)) +
d

.
mH2O(l),gas(x)

dx
[Hwg(TODC(x))

− Hwl(Tcaustic(x))]. (3.33)

3.2.7 Gas chamber

Figure 3.5 shows how the mixture of oxygen and water vapor
enters the gas chamber, where oxygen diffuses through the con-
centration boundary layer to the ODC. On the other hand, a ther-
mal boundary layer develops in the gas chamber due to the tem-
perature difference between ODC and bulk gas stream, which
also might have an effect on the mass transport in concentration
boundary layer. The thermal boundary layer thickness (δthermal)
is calculated using the following equation

δthermal =
αgas

Kgas
, (3.34)

while the thickness of the concentration boundary layer (δconc) is
obtained from the Lewis number

Le1/3 =
δthermal

δconc
. (3.35)

As the resulting thickness ratio amounts to 1.03 for the given
conditions, we assumed that concentration and thermal bound-
ary layer have the same thickness (assumption 4). In the thermal
boundary layer, a linear temperature profile ranging from the
ODC temperature to the bulk gas temperature was assumed (c.f.
eq. (3.40)).

The conversion of O2 under the assumed plug flow condition
is described by

dRO2(x)

dx
=

j(x) b MO2
4F

. (3.36)
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Figure 3.9: Illustration of mass flows and location of heat
sources/sinks associated with the gas chamber [45]

Figure 3.9 shows that water vapour enters the gas chamber through
the ODC while additional water is transported along with the gas
stream. The resulting water balance can be expressed with

d
.

mH2O(g),gas(x)

dx
= −b NH2O(x)MH2O, (3.37)

where NH2O(x) is the molar water vapor flux at the interface of
gas chamber and boundary layer (for details see Pinnow et al.
[21]). The flow rate of the complete gas mixture along the height
can be calculated with

.
mgas(x) =

.
mH2O(g),gas(x) + RO2(x). (3.38)

The partial pressure of species i in the gas chamber is calculated
using the following equation

Pi,gas(x) =
P T,gas

.
mi,gas(x)

Mi ∑j
.

mi,gas(x)/Mi
(3.39)

where subscript j denotes the various species in the gas chamber.
Since ODC is the only heat source for the gas mixture, the temper-
ature distribution along the electrolyzer height can be calculated
as follows

.
mgas(x)cp,gas(x)

dTgas(x)

dx
= αgasb(TODC(x)− Tgas(x)), (3.40)
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where the specific heat capacity of the gas mixture cp,gas is calcu-
lated with Aspen Properties® software.

3.3 1d+1d approach

The TFFA model has a fixed water and oxygen boundary concen-
tration however, along the height of the electrolyzer, temperature
and concentration changes. Thus, the TFFA model has to account
for the changes in boundary conditions along the height. The
height dependent model (section 3.2) provides boundary condi-
tions to the TFFA model (section 3.1); these models are iterated
to determine either the current density distribution or the over-
potential distribution. Such solution approach is called as 1D+1D
or pseudo-2-D model. Previously several researcher [62, 63, 64,
65] used such 1D+1D models for fuel cell. A major drawback of
1D+1D approach is—it can not calculate current and overpoten-
tial distribution simultaneously. Nevertheless, proper discretiza-
tion of a 1D+1D model reflects the result of full 2D model [27].
Previously Šimek and Roušar [66] developed a two-dimensional
model to determine the primary (in the absence of overpoten-
tials) and secondary (taking into account activation overpoten-
tials) current density distribution in an amalgam cell. Their anal-
ysis revealed that the secondary current density distribution is
more uniform than the primary current density distribution at
the cathode. White et al. [67] determined the three-dimensional
current density distribution for bipolar conventional electroly-
sis. The obtained results showed that the primary current den-
sity distribution is uniform in the electrodes due to their high
conductivity. Byren et al. [68] predicted primary, secondary, and
pseudo-tertiary current density distributions of a conventional
chlor-alkali cell. None of these models, however, were applied
to a chlor-alkali cell with ODC. This dissertation is a first at-
tempt to determine the current and overpotential distribution in
a NaCl-ODC electrolyzer.
The configuration of the cell and the flow directions are shown
in fig. 3.5. This model accounts the mass transport in z and x di-
rection, whereas heat transport is calculated in x-direction only.
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Aspen Custom Modeler® V7.3 is used, to solve model equations
simultaneously. Structural and kinetic parameters of the ODC are
the same as given in Table 1 and Table 2 of [21] nevertheless, some
important parameters are summarized in table 3.1. Other impor-
tant parameters used for the simulation are given in table 3.2 and
table 3.3. Algorithms to calculate current density and overpoten-
tial distribution along the height are explained as follows,

Solution technique (1)

Objective of this technique is to determine current density distri-
bution, assuming a constant overpotential in the ODC. A calcula-
tion algorithm is shown in fig. 3.10 (see page 52). Microsoft Excel
VBA (Visual Basic for Applications) is used to do iterations.

Solution technique (2)

This technique determines ODC’s overpotential distribution, as-
suming a constant current density in the ODC. The simulation by
this technique determines a current density distribution. It takes
the initial value of ηODC from the solution technique -1. A calcu-
lation algorithm is shown in fig. 3.11 (see page 53).

3.4 total cell voltage
Once the solution is achieved either by solution technique (1) or
solution technique (2), the total cell voltage can be calculated.

for solution technique (1)

ODC’s overpotential is constant along the height for solution
technique (1) and the total cell voltage (Ucell) is calculated by
following equation,

Ucell(x) = E(x) + ηano + ϕbrine(x) + ϕmem(x) + ϕcaustic(x)

+ ηODC (3.41)
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Figure 3.10: Algorithm to determine current density distribution
of ODC [45]
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from the height

dependent model

calculate η(x) from
TFFA using T(x)
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Figure 3.11: Algorithm to determine overpotential distribution of
ODC [45]
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for solution technique (2)

ODC’s overpotential is a function of height for solution technique
(2) and the total cell voltage is calculated by the following equa-
tion,

Ucell(x) = E(x) + ηano + ϕbrine(x) + ϕmem(x) + ϕcaustic(x)

+ ηODC(x) (3.42)

3.5 boundary conditions

For the energy balance of the solid compartments two boundary
conditions at the top (x = h) and the bottom (x = 0) of the
electrolyzer are required, which are summarized in the following
equations.
ODC energy balance, x = h:

A Keff
dTODC

dx
=

.
mcaustic cp,caustic(TODC − Tcaustic)

+
.

mgas cp,gas(TODC − Tgas) (3.43)

Membrane energy balance, x = h:

A Kmem
dTmem

dx
=

.
mcaustic cp,caustic(Tmem − Tcaustic)

+
.

mbrine cp,brine(Tmem − Tbrine) (3.44)

Anode energy balance, x = h:

εano A Kano
dTano

dx
=

.
mbrine,avg cp,brine (Tano − Tbrine)

+ εano b
(Tmem − Tano)

Rth
(3.45)

As the electrolyzer is assumed to be adiabatic (assumption 9), the
following boundary conditions at the bottom (x = 0) apply

dTODC

dx
= 0,

dTmem

dx
= 0, and

dTano

dx
= 0.
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Table 3.4: Electrolyte streams inlet parameters

Stream Flow rate Concentration Temperature

Brine 237.6 kg/h 0.25 kgNaCl/kgbrine 60 ◦C
caustic 453.6 kg/h 0.30 kgNaOH/kgcaustic 71 ◦C
Gas 8.22 kg/h 0.025 molH2O/molgas 20 ◦C

Electrolytes’ mass and energy balance equations require inlet
flow rates and temperatures respectively as their boundary condi-
tions. These boundary conditions are given in table 3.4. The oxy-
gen flow at the entrance of the electrolyzer is 1.27 times higher
than the stoichiometric requirement. This slight excess was cho-
sen to maintain a sufficient oxygen supply even at the end of the
gas chamber.
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The most beautiful thing we can experience is the
mysteries. It is the source of all true art and science.

— Albert Einstein

4D Y N A M I C M O D E L

Previous chapter explained the steady state model for a indus-
trial scale NaCl-ODC electrolyzer—aimed to determine temper-
ature, current, and overpotential distribution. However, these re-
sults consider that the current flowing through the electrolyzer is
DC. In practice, three phase Alternating Current (AC) is obtained
from the power plant and therefore the rectifier is used to obtain
DC. However, incomplete suppression of the components of har-
monics results in ripple. It has the small undesirable residual
harmonic variation in the DC. Ripple is responsible for reduction
of current efficiency [74]. In this chapter a dynamic model will
be developed to predict the effect of ripple current on the perfor-
mance of the ODC.
AC current tends to concentrate near the surface of the conduc-
tor, which increases the resistivity and this phenomenon is called
skin effect. Increased resistivity due to the skin effect results in
unnecessary heat production. Apart from that, ripple current also
reduces process equipment life, creates disturbance in process in-
strumentation, electromagnetic coupling with nearby structures.
These are some additional undesirable effects. Ripple current varies
with time, therefore it is necessary to develop a dynamic model to
understand its effect on the performance of the ODC. To simulate
TFFA model under dynamic condition, double layer current need
to be added. For the ease in computation, previously developed
model by Pinnow et al. [21] is simplified.

4.1 three phase diode bridge rectifier

In industry, three phase current is required due to a high power
requirement of electrolytic cells operating in stack. To produce
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Figure 4.1: Principle of working of a three phase bridge rectifier
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DC, a three phase diode rectifier is required as shown in fig. 4.1(a).
The rectifier is supplied by a balanced three-phase voltage with
a phase shift of 120◦, shown in fig. 4.1(b). The diodes conduct
only in positive direction thus producing constant voltage (VDC).
Three phase diode bridge rectifier is a full wave rectifier and the
voltage responsible for the direct current is given by [75],

VDC ≈ 1.65Vpeak, (4.1)

where, Vpeak is the peak voltage in the three phase. The output
DC voltage wave is shown in fig. 4.1(b); it is calculated by the
following Fourier series [75],

Vr =
3
√

3Vpeak

π

(
1−

+∞

∑
k=1

2
36k2 − 1

cos(6kωt)

)
, (4.2)

Here, Vr is the output ripple voltage from the rectifier, ω is the
angular frequency and t is the time.

4.2 dynamic model

An important difference in steady and dynamic state models is
that accumulation term in the dynamic model is not zero. In any
electrochemical system ions get accumulated, at the interface of
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the electrode and electrolyte (see fig. 4.2). Accumulation of ions
creates electrochemical capacitance. Under unsteady state condi-
tion double layer current flows due to ions accumulation. There-
fore, it is necessary to include double layer current [43], to predict
unsteady state behavior.

4.3 model assumption

This model is based on our previous steady state model [21, 16].
For ease in calculations some of the assumptions are changed.
These changes do not affect much on the performance of the elec-
trode, as discussed later in section 6.1. These assumptions are
summarized as follows,

1. Electrolyte diffusion is neglected.

2. Binary diffusion in between O2 and H2O is considered.

3. O2 is saturated with water vapor in ODC as well as in a gas
chamber.

4. Total pressure is allowed to change as H2O partial pressure
changes.

5. Effect of N2 is simulated by changing partial pressure of
oxygen in the gas chamber [76].

6. Solid potential is assumed zero due to high conductivity of
solid.

As per the above assumptions, H2O vapor flux and it’s partial
pressure won’t add any constrains on the ODC behavior there-
fore, these quantities are not calculated. Rest of the assumptions
of Pinnow et al. [21] are the same.

4.4 model equations

Figure 4.3-a shows that, concentration gradient starts develop-
ing from the boundary layer, due to the electrochemical reaction.
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Therefore, O2 mass transfer from the boundary layer to the RL
needs to be calculated. The rate of reaction is calculated by Tafel
equation and, the double layer current is calculated for dynamic
behavior. Equations (4.3) to (4.5) calculate partial pressure of O2
at steady state. Steady state equations are required to specify the
initial values of dynamic state as well as to predict steady state
performance.

Boundary layer

The change in O2 partial pressure in the boundary layer (PO2,b)
is calculated by Fick’s law,

NO2,b =
Dgas

O2,H2O

RT
∂PO2,b

∂z′′
(4.3)

where NO2 is the oxygen flux, the additional subscript b denotes
the boundary layer. DO2,H2O is the binary diffusion coefficient of
the subscripted species, R is the ideal gas constant and T is the
temperature.

Gas Diffusion Layer

Due to Porosity and tortousity of the GDL and RL creates resis-
tance to O2 flow. Therefore, the effective diffusivity (Deff

O2, H2O) is
required in Fick’s diffusion,

NO2,s =
Deff

O2,H2O,s

RT
∂PO2,s

∂z′
(4.4)

where subscript s denotes in GDL. Similarly change in oxygen
partial pressure (PO2,t) in RL is calculated by Fick’s law,

Reaction Layer

NO2,t =
Deff

O2,H2O,t

RT
∂PO2,t

∂z
(4.5)
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Oxygen flux

Flux of the oxygen in RL is calculated by Faraday’s equation,

NO2 (z) = −4F jtf (4.6)

where jtf is the faradic current. O2 flux in GDL and boundary
layer is equal to the RL flux at z = 0.

NO2 (z = 0) = NO2 (z′) = NO2 (z′′) (4.7)

Potential balance

As per the assumption no. 6 solid potential (ϕe) is assumed zero.
Electrolyte’s potential (ϕi) is calculated by Ohms’s law,

ϕe = 0 (4.8)

∂ϕi

∂z
=

ji
κeff

i
(4.9)

where ji and κeff
i is the ionic current density and the effective ionic

conductivity respectively. At the end of RL ionic current density
is equal to the external current density j.

ji(z) = −j (4.10)

Driving force for the reaction is the, potential difference between
electrode and electrolyte phase; it is calculated by the following
equation,

∆ϕ = −(ϕe − ϕi) (4.11)

ODC overpotential (η) is calculated by the following equation,

ηODC = ϕi(zt)− ϕe − E (4.12)

E* is the equilibrium potential at T = 80◦C.

* 231 mV experimental value
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Diffusion and reaction in RL

PO2,t values obtained from the eq. (4.5) are the initial steady state
values for unsteady state diffusion. Dynamic change of PO2,t is
calculated by following equation,

∂PO2,t

∂t
= Deff

O2,H2O,t
∂2PO2,t

∂z2 − Stf jtf
nF

(4.13)

For the ORR oxygen must dissolve in the agglomerate’s elec-
trolyte film (see 4.3-b). Therefore, dissolved O2 concentration (c∗)
in the agglomerate’s electrolyte film is calculated by Henry’s law,

c∗ =
PO2,t

He
(4.14)

Specific surface area of thin-film (Stf) is calculated by following
equation,

Stf =
2

rag
(1− εt) (4.15)

where rag and εt are the radius of agglomerate and porosity of the
RL respectively. The oxygen concentration change at the bound-
ary of electrolyte film−agglomerate (c, see fig. 4.3) with respect
to time can be calculated by following equation,

∂c
∂t

= Stf

(
Dl

O2

δtf
(c∗ − c)− jtf

nF

)
(4.16)

where δtf is the thickness of thin film, and jtf is the faradic current;
it is calculated by following equation,

jtf =

−A1 c 10
∆ϕ
Ts1 for η ≤ Echange

−A2 c 10
∆ϕ
Ts2 for η > Echange

(4.17)

Double layer current density (jdi) is calculated as follows,

jdi = Cd
∂ϕ

∂t
(4.18)
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where, Cd is double layer capacitance. The change in the local
current density flowing through the electrolyte ji is the sum of
the double layer current density and the faradic current density,

∂ji
∂z

= Stf (jdi + jtf) (4.19)

The rate of reaction (r) is calculated by the following equation,

r = Stf
jtf

4 F
(4.20)

The oxygen concentration in the agglomerate (cag) as with respect
to time is calculated by the following equation,

∂cag

∂t
=

Dl
O2

rag

(
∂cag

∂rag
+ rag

∂c2
ag

∂r2
ag

)
− r

cag

cag(Rag)
(4.21)

cag(Rag) is the oxygen concentration, when, rag = Rag. The par-
tial pressure of oxygen in the gas chamber is increased a bit, from
1.0× 105 Pa to 1.015× 105 Pa. This change is required to equalize
the current model and Pinnow et al. [21] model results. As per
assumption no. 5—for 75% of N2 partial pressure of O2 in gas
chamber is changed as follows,

PO2 (z′′ = 0) = 0.75 · PO2,3 (4.22)

For 50% of N2,

PO2 (z′′ = 0) = 0.5 · PO2,3 (4.23)

The effectiveness factor (ηeff) is calculated by the following equa-
tion,

ηeff =
Average rate of reaction in the agglomerate

r
(4.24)

To simulate the ripple effect the overpotential is made harmonic
ηODC,r by using following equation [75],

ηODC,r =
3
√

3 ηODC,peak

π

(
1−

+∞

∑
k=1

2
36k2 − 1

cos(12π f kt)

)
, (4.25)
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where f is the frequency. ηODC,peak is calculated by following
equation,

ηODC,peak =
ηODC

1.65
(4.26)

where ηODC is the constant voltage at which ODC is expected to
be operated.
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Somewhere, something incredible is waiting to be known.
— Carl Sagan

5S T E A D Y- S TAT E S I M U L AT I O N S

At low current density, kinetics is the limiting phenomenon in
electrolysis, whereas at high current density mass transfer be-
comes limiting. Generally, the industrial scale electrolysis process
is aimed to operate at higher current density. 1D+1D model re-
veals the location of the heat source and the cell’s temperature
distribution. It also determines the ODC’s current and overpo-
tential distribution. Following calculations are based on solution
technique (1), in which ODC’s overpotential is constant along the
height and current density is varying. However, fig. 5.2 is based
on solution technique (2), in which current density is constant
(4 kA/m2) along the height and ODC overpotential is varying.
Enthalpy balance is carried out to determine the process of heat
removal; it is based on electrolyte streams’ inlet and outlet tem-
perature obtained from the 1D+1D model. Later, the operating
current density (javg) and the inlet oxygen concentration are var-
ied, to understand the current density distribution of ODC.

5.1 comparison of the two solution techniques

Figure 5.1 shows the ODC current density distribution along the
height for a constant overpotential (solution technique (1)). It can
be seen that the difference between the top and the bottom of the
electrolyzer is only about 293 A/m2at the chosen average current
density of 4 kA/m2. This result is the outcome of the distribution
of transport parameters due to the temperature, for detail see Ap-
pendix A. Figure 5.2 shows the overpotential distribution in the
ODC assuming a constant current density of 4 kA/m2 (solution
technique (2)) as a function of the electrolyzer height. The aver-
age overpotential in this case is 0.5848 V, which is almost identi-
cal to the constant value used for solution technique (1) (fig. 5.1).
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Figure 5.1: Current density distribution in the ODC along the
height, assuming uniform overpotential in the ODC
[45]

The results of these simulations reveal that neither current den-
sity (at constant overpotential) nor overpotential (at constant cur-
rent density) exhibit strong variations over the height of the elec-
trolyzer. For this reason, all following calculations are based on
solution technique (1) assuming a constant overpotential in the
ODC.

5.2 distribution of cell voltage and temperature

In fig. 5.3 the ohmic losses in the different cell compartments and
their contribution to the total cell voltage are depicted as a func-
tion of height*. In agreement with earlier results by Jörissen et
al. [8] one can see that, in addition to the equilibrium potential,
ODC overpotential and ohmic losses in the membrane are the by
far largest contributors to the resulting total cell voltage. It is fur-
thermore evident that only the membrane losses are significantly
changing as a function of height with the highest values occur-

* for detail see appendix B
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Figure 5.2: Overpotential distribution in the ODC along the
height, assuming uniform current density in the ODC
[45]

ring at the top of the cell. In contrast, the contributions of losses
at the anode as well as in the brine and the caustic are relatively
small†. This behavior can be explained with the developing tem-
perature profile in the membrane which is depicted in fig. 5.4.
It can be seen that the ODC is the hottest electrolyzer compart-
ment, except for a small section at the top of the cell, where the
brine, that is assumed to be ideally mixed, has a slightly higher
temperature. This is due to both, the large amounts of reversible
heat released and the high overpotential in the ODC (see fig. 5.5).
Caused by the intimate contact between ODC, caustic falling film,
membrane and anode, all these compartments have quite simi-
lar temperatures with differences of only a few kelvins. Larger
deviations only occur at the very top of the cell where caustic
solution enters with a temperature of 71 ◦C (cf. Table 3.4). The
brine, which has an inlet temperature of 60 ◦C, exhibits a con-
stant temperature of about 79.5 ◦C throughout the height of the
brine chamber. Oxygen, that is fed with ambient temperature at
the bottom of the cell, is heated very slowly by the hot ODC.
Only at the top of the cell, gas temperatures around 78 ◦C are

† Individual profiles of heat source and sink are shown in appendix B.
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Figure 5.3: Equilibrium potential, overpotentials, and ohmic
losses in the cell as a function of height (solution tech-
nique (1)) [45]

achieved. This behavior can be explained by the low heat trans-
fer coefficient in the gas phase.
Figure 5.5 shows the quantitative distribution of heat source/sink
in the cell ‡. Positive values indicate heat evolved and negative
heat absorbed. At the anode reversible heat is absorbed and at
the cathode it is evolved. The anode’s Joule heat is quantitatively
low compared to the reversible heat. As a result the Joule heat
doesn’t compensate the endothermic reversible heat. On the con-
trary, ODC Joule heat due to overpotential and exothermic re-
versible heat makes the ODC highest heat producing element of
the cell. Membrane is the second highest contributor to the Joule
heat. Ohmic losses in the brine and the caustic are of the same
magnitude, therefore Joule heat produced on these elements have
same magnitude. However, the heat produced in these liquid elec-
trolytes is of much lower magnitude than the membrane and the
ODC. Individual profiles of heat sources and sinks are shown in
appendix C.
In tables 5.1 and 5.2, the operating parameters of the electrolyte

‡ for detail see appendix C
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Figure 5.4: Temperature distributions in chlor-alkali cell along
the height [45]

Table 5.1: Electrolyte streams’ inlet parameters

Stream Flow rate Concentration Temperature

Brine 237.6 kg/h 0.25 kgNaCl/kgbrine 60 ◦C
caustic 453.6 kg/h 0.30 kgNaOH/kgcaustic 71 ◦C
Gas 8.22 kg/h 0.025 molH2O/molgas 20 ◦C

streams are summarized. The concentration changes in the brine
and the caustic calculated with our model are in the same range
as values reported for the conventional as well as the ODC based
chlor-alkali electrolysis process [77, 78, 79]. For optimal perfor-
mance of the cell, the outlet temperature of the caustic solution
should be in a range from 85 ◦C to 95 ◦C [79] at cell temperatures
from 82 ◦C to 90 ◦C [77]. Similarly, the brine flow rate should
be maintained in such a way that the temperature difference be-
tween inlet and outlet of the caustic solution is not greater than
15 ◦C [79]. The model results shown in table 5.1 and table 5.2
reveal that our simulations and the reported industrial operation
conditions are in the same range.
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Table 5.2: Electrolyte streams’ outlet parameters

Stream Flow rate Concentration Temperature

Brine 183.0 kg/h 0.20 kgNaCl/kgbrine 79.5 ◦C
caustic 494.4 kg/h 0.307 kgNaOH/kgcaustic 88.3 ◦C
Gas 5.62 kg/h 0.182 molH2O/molgas 78.1 ◦C
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5.3 overall enthalpy balance for the electrolyzer

With the developed 1D+1D model, it is possible to calculate the
temperature distribution in solid phases and electrolyte streams
as discussed in the previous sections. However, the question re-
mains if the electrolyzer is thermally balanced with the given
simulation results. For this reason the enthalpy change in the
electrolyte streams based on their inlet and outlet temperatures
was compared with the total irreversible heat produced. The heat
flow related to water evaporation in the brine chamber (

.
qλ,brine)

is given by the following equation
.
qλ,brine =

.
mH2O(g),out,brine {Hwg(Tbrine,out)−Hwl(Tbrine,in)}, (5.1)

whereas the heat flow due to water evaporation in the gas cham-
ber (

.
qλ,gas) is obtained by

.
qλ,gas = (

.
mH2O(g),out,gas −

.
mH2O(g),in,gas)

{Hwg(Tgas,out)− Hwl(Tcaustic,in)}. (5.2)

The total heat related to water evaporation in the electrolyzer
(

.
qλ,T) is then the sum of the two terms. The overall enthalpy

change in the electrolyte streams can finally be calculated with

.
qT = ∑

i

.
mi,outcp,i,out(Ti,out − T−◦)−∑

i

.
mi,in cp,i,in(Ti,in − T−◦)

+
.
qλ,T. (5.3)

In the above equation i denotes liquid (brine, caustic) and gaseous
(Cl2, O2, H2O(g)) streams. On the other hand, the irreversible heat
produced in the cell is given by

.
qirr = javg A

(
Ucell,avg − Eavg

+
−Qrev,ano,avg

n F
+
−Qrev,ODC,avg

n F

)
. (5.4)

Only in case of
.
qirr =

.
qT the electrolyzer is thermally balanced

and the simulation results are consistent. To achieve this goal,
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Figure 5.6: Change in enthalpy of flowing streams due to genera-
tion of heat [45]

overall enthalpy balance and 1D+1D model were solved itera-
tively using αbrine as fitting parameters. Figure 5.6 reveals that
consistent results could be obtained. The slight differences be-
tween enthalpy change and irreversible heat can be explained by
the fact that produced heat was calculated with average entropy
values whereas distributions as a function of the electrolyzer height
were taken into account for the enthalpy balance. Figure 5.6 also
shows that most of the released heat inside the electrolyzer is re-
moved through the liquid streams, especially the caustic solution.
This can be explained by high values of the heat transfer coeffi-
cient, heat capacity, and the mass flow rate of the sodium hy-
droxide solution. Caused by the lower flow rate and the vicinity
to the endothermic anode, the contribution of the brine is much
lower. The only significant contribution to the heat removal of the
gaseous streams is due to the evaporation of water in the brine
chamber.
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Figure 5.7: Distribution of Partial pressure of oxygen in the bulk
of gas stream and at the interface of ODC and bound-
ary layer [45]

5.4 gas chamber

Insight into the operation of the ODC electrolyzer can also be
gained from the calculated distribution of the oxygen concentra-
tion along the gas chamber as well as in the porous structure of
the cathode. As the total pressure was fixed for the calculation
and oxygen is consumed during the electrochemical reaction, the
partial pressure of oxygen must decrease in the electrolyzer. Fig-
ure 5.7 shows the development of the oxygen pressure versus
height in the bulk gas phase as well as at the end of the concen-
tration boundary layer, i. e. at the surface of the ODC. The strong
decrease of the concentration gradient in the boundary layer can
be explained by the increasing temperature in the gas phase (cf.
Figure 5.4), which favors the mass transport. Nevertheless, the
change in the oxygen partial pressure along the height is less than
20%. Figure 5.8 shows that the oxygen distribution in the ODC
is relatively homogeneous with a slight minimum occurring in
the reaction layer at heights of 0.4 m to 0.8 m. It is interesting
to note that due to the profiles of oxygen concentration and tem-
perature as a function of height, the direction of the net water
flow between the caustic solution and the gas chamber changes
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(fig. 5.9). It can be seen that the water flux at the interface of the
concentration boundary layer and the bulk gas phase is negative
until a height of about 0.7 m is reached. This means that water
is transported from the catholyte through the ODC to the gas
phase. This can be explained by fig. 5.10, where the partial pres-
sure of water in the gas chamber is increasing along the height
due to the transport of water. After a certain height the partial
pressure profiles are intersecting. This behavior is caused by the
decreasing temperature in the caustic with increasing height and
the corresponding decrease of the saturation pressure. Neverthe-
less, the integral water flow in the whole cell is clearly directed
from the caustic to the oxygen stream.

5.5 effect of change in current density

It is common in industry to operate a cell at higher current den-
sity as it gives higher production rates. Therefore, it is necessary
to understand the ODC behavior at a higher current density. Fig-
ure 5.11 shows that, as the average current density of ODC in-
creases, the current density distribution along the height becomes
more non-uniform. It is because at a higher current density more
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heat will be produced in the cell and the temperature of the ODC
will also increase. Figure 5.12 shows the temperature distribution
in the ODC for variation of the average current density distribu-
tion. As the average current density increases the ODC tempera-
ture distribution becomes more non-uniform reaching 95 ◦C at 5
kA/m2. Similarly, current density distribution also becomes non-
uniform as current density increases. Further increase in current
density will raise the temperature of the cell that could damage
the temperature sensitive membrane.

A summary of the electrolytes’ important parameters is given
in the table 5.3 and the table 5.4. However, caustic temperature
becomes more non-uniform compared to ODC temperature, see
fig. 5.13. It also shows that, at javg = 5 kA/m2 caustic temper-
ature at the bottom reaches 94 ◦C. Brine outlet concentration at
javg = 5 kA/m2 also gets lower i.e. 18.0% (see table 5.3) when
compared to the conventional chlor-alkali cell’s value [78]. Brine
flow rate can be increased to cope the reduction of the brine con-
centration [79] and rise of electrolytes’ temperature at higher cur-
rent density.
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5.5.1 Enthalpy balance

Figure 5.14 shows the enthalpy balance of the electrolyte streams
at various current densities. The results shows that as current
density increases the heat production also increases. In heat re-
moval the caustic solution plays an important role, while brine
solution remains almost un-affected. It is due to the increased
flow of water from the brine chamber to the caustic chamber
along with Na+ ions. Water evaporation along with chlorine gas
also increases.

5.6 effect of change of concentration

Using oxygen at a lower concentration is always lucrative for an
industrial scale operation. In an extreme case ODC working on
air will give substantial financial benefits given that overpoten-
tial is lower than hydrogen evolution reaction. However, using
impure oxygen obtained by Pressure Swing Adsorption (PSA)
might be the first step toward the ultimate goal of using air-ODC.
PSA produces oxygen concentration in the range of 88% to 93%
[80]. Therefore, in this section the performance of the industrial
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Figure 5.15: Effect of variation in oxygen partial pressure on the
current density distribution (javg=4 kA/m2)

scale ODC is predicted for the variation in the oxygen concentra-
tion. The experimental effect of the variation of the oxygen con-
centration on the ODC performance is extensively studied by Pol-
cyn [81]. Pinnow et al. [21] validated the TFFA model using these
experimental results. However, above mentioned work were per-
formed on laboratory scale electrodes. In current work the fo-
cus is on the industrial scale electrode performance. Figure 5.15
shows the current density distribution for variation in the oxy-
gen concentration at an average current density of 4 kA/m2. It
is evident that, up to 90% of oxygen there is insignificant change
in the current density distribution. Rise in the ODC temperature
is also minimal as can be seen from fig. 5.16. Figure 5.17 shows
the partial pressure distribution of the components of the gases
along the height of the gas chamber. Due to the constant average
current density i. e. 4 kA/m2 the oxygen partial pressure reduc-
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Figure 5.16: Effect of variation in oxygen partial pressure on ODC
temperature distribution (javg=4 kA/m2)

tion along the height is of the same magnitude. While the wa-
ter partial pressure along the height doesn’t change significantly
due to the temperature rise in ODC is minimal. Thus, ODC can
be operated at lower oxygen concentration. Figure 5.18 (page 86)
shows the working of NaCl-ODC electrolyzer with PSA unit and
recycling of gas stream. In this illustration, it is assumed that O2
concentration at the inlet of gas chamber is 80% and 88% at the
outlet of PSA unit. O2 concentration at the outlet of the gas cham-
ber will be approximately 62% at 4 kA/m2 and other parameters
are same as given table 5.1. Purging of the recycle stream is nec-
essary to reduce the concentration of inert nitrogen.
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Every solution breeds new problems.
— Arthur Bloch

6D Y N A M I C M O D E L S I M U L AT I O N S

In previous chapter, simulation results of the steady state model
are shown. In this chapter, simulation results of the dynamic state
are discussed. To validate the dynamic model, CI measurement
data has been used. Experimental results by the Polcyn [81] are
used to validate the simplified TFFA model. Later, the perfor-
mance of the ODC is predicted under the effect of ripple voltage.
6.1 comparison of simplified model

For ease in the calculation model developed by the Pinnow et al.
[21] is simplified. To understand the difference, both models’ re-
sults are compared at steady state. Structural parameters of the
ODC are the same as given in [21]. Figure 6.1 shows the compari-
son of the simplified and Pinnow et al. [21] model. Results of the
both models are almost the same except at high current densities.
For all simulations Tafel slopes, pre-exponential factors (A1 and
A2) and equilibrium potential are the same as given in the [21].
Thus simplified model can be used to do further calculations.

6.2 principle of current interruption technique

Generally, CI technique is used to determine electrode’s ohmic
losses. When external current goes zero i. e. interrupted, ohmic
losses vanish and the double layer starts to discharge. Thus, lo-
cal current continues to flow and the overpotential decay starts.
After some characteristic time (time constant), it reaches the equi-
librium potential. CI technique separates the physical and chem-
ical processes on different time scale. Thus, it offers the unique
opportunity to investigate reaction’s mechanism and kinetic pa-
rameters e. g. Tafel slope and exchange current density. Potential
relaxation obtained from the current interruption method is free
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of IR losses, contrary cell running under steady state includes
the IR losses. Therefore, Tafel slopes obtained by the steady state
technique, and by the CI are different, particularly at high cur-
rent density.
Figure 6.2 shows the principle of working of CI measurement.
With the help of Haber-Luggin capillary overpotential of the ODC
is measured against the reference electrode when current is inter-
rupted. Current interruption measurements were performed by
Polcyn [81] at TU Dortmund university. For these measurements
caustic soda concentration was 0.31 kgNaOH/kgcaustic at 80 ◦C
and humidified O2 fed to the electrode. ODCs used in these mea-
surements were manufactured by the spray process [17]. Current
interrupter switch breaks down the current within < 1µs, when
cell is operating in steady state at a particular current density.
Potential relaxation is measured against the reference electrode.
Ohmic losses are eliminated within < 10−10 s after current in-
terruption. Later diffusion and reaction overpotential relaxes at
their respective time constants.

6.3 steady state performance with and without ir
correction

Figure 6.3 shows the IR corrected experimental data and the mod-
eling results simulated for pure oxygen. Experimental result used
in previous work [21] were at steady state but not IR corrected.
Table 6.1 shows the comparison of fitting parameters used in pre-
vious work [21] (with IR losses) and without IR losses (shown
in fig. 6.3). fig. 6.4 shows the overpotential difference before and
after current interruption due to the IR losses in the electrode. As
shown in the figure, even at low current density i. e. 1 kA/m2 IR
loss is 10 mV. Thus, it is necessary to use the IR corrected overpo-
tential.
In CI technique, when, external current goes zero, electrode seek
new steady state potential and current density. This new steady
state potential and current density is called as equilibrium potential
and exchange current density. During simulation when current in-
terrupts, in eq. (4.10) an exchange current density has been used
i. e. j = j01, because it is a new steady state current density.
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6.4 fitting parameters in steady and dynamic state

This section discusses the possibility of fitting experimental CI
data by using the parameters used to fit steady state data. Experi-
mental points (symbol) shown in fig. 6.5(A) are obtained by inter-
rupting curve at 1855 A/m2, in presence of pure oxygen. Black
curve in fig. 6.5 is simulated by using the parameters which fits IR
corrected experimental steady state data (see also table 6.2). Black
curve in current interruption follows the experimental points up
to the 0.01 s later it deviates and finally relaxes at 2 s. Possible
reason of deviation could be high exchange current density. It is
known that ODC kinetics is sluggish [82], therefore exchange cur-
rent density should be low. On the contrary, an exchange current
density from the model is high i. e. 2 A/m2. This problem arises
due to the limitation of Tafel equation in low potential region.
As per aforementioned arguments discussed in above paragraph,
model parameters are changed to fit experimental CI data; see
dotted curve in fig. 6.5. In a fuel cell study by Jaouen et al. [26]
showed that, Tafel slope and exchange current density of the
steady state need to be change to fit potential relaxation of the
GDE in dynamic state. In case of ODC also, Tafel slopes and pre-
exponential factors are changed; comparison of fitting parame-
ters is given in the table 6.2. Major difference is low value of A1
compared to steady state value. Steady state curve simulated by
using the CI-fitting-parameters is shown in fig. 6.5 (B) (dotted
line). This curve shows the deviation from experimental values
in low potential region, due to the low value of A1.

6.5 current density variation in presence of pure
oxygen

Figure 6.6 shows the potential relaxation curves, when current
is interrupted at different current densities. Symbols are experi-
mental results, while lines overlapping the experimental points
are the results of the model. Fitting parameters are the same as
given in table 6.2 for CI fit. Model seems to be in good agreement
with experimental values up to 10 s and corresponding overpo-
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Figure 6.6: Current interruption at various current densities in
presence of pure oxygen (symbol: experiment and
line: model)

tential is 50 mV. After 10 s model overpotential relax faster than
experimental values.

6.6 variation of oxygen partial pressure in gas cham-
ber

Figure 6.7 shows the CI experimental data (symbols) at different
current density and O2 partial pressure. Lines overlapping the ex-
perimental points are the results of the model. Fitting parameters
are the same as given in table 6.2 for CI fit except the equilibrium
potential. For 75% and 50% oxygen equilibrium potential are 236
mV and 223 mV respectively. Capacitance affects the initial relax-
ation time, and it is same for all three cases.
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Figure 6.7: Current interruption results of variation in partial
pressure of oxygen
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1.3 effect of ripple on the electrode 6
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Figure 1.3: Effectiveness factor change with respective time for
variation in oxygen concentration

rent density and both parameter are related by following equa-
tion,

i0 =
R TCd

Fτkr
(1.1)

Relaxation of effectiveness factor is shown in, Figure 1.3 for vari-
ation in oxygen partial pressure. It can be seen that, irrespective
of the oxygen pressure electrode remain in mass transfer control
until 10 s.

1.3 effect of ripple on the electrode

Previous sections validate the dynamic model simulated for CI
measurements. Experimental results by Polcyn [78] are used to
compare with model simulations. Thus, dynamic model further
can be used to understand the effect of the ripple on the per-
formance of the electrode. Three phase rectifier can not suppress
completely, the sinusoidal current thus producing ripple. Increased
heat production, reduction in current efficiency and life span of
electrode are the adverse effect of the residual ripple. Amplitude

Figure 6.9: Effectiveness factor change with respective time for
variation in oxygen concentration

6.7 effect of oxygen partial pressure on the con-
centration relaxation in the agglomerate

Pinnow et al. [21] showed that ODC is under strong mass trans-
fer limitation. It implies that, concentration relaxation time will
be more. We also know that, ODC kinetic is sluggish [82], there-
fore kinetic relaxation time will be also high. It is question: how
much is the kinetic and concentration relaxation time ? Figure 6.8
shows the concentration relaxation time in agglomerate is approx-
imately 10 seconds for pure (100%) oxygen. Kinetic relaxation
time can be calculated by subtracting the concentration relaxation
time from total time i. e. 100 s (see fig. 6.6), which gives 90 s. Thus,
kinetic relaxation time is longer than the concentration relaxation
time.
Higher the kinetic relaxation time (τkr), lower the exchange cur-
rent density and both parameter are related by following equa-
tion,

i0 =
R TCd
Fτkr

(6.1)
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Relaxation of effectiveness factor is shown in the fig. 6.9 for the
variation in oxygen partial pressure. It can be seen that the irre-
spective of the oxygen pressure electrode remain in mass transfer
control until 10 s.

6.8 effect of ripple on the electrode

Previous section validate the dynamic model simulated for CI
measurements. Thus, the dynamic model can be further used to
understand the effect of the ripple on the performance of the
electrode. Three phase rectifier can not suppress completely the
sinusoidal current thus producing ripple. An increased heat pro-
duction, a reduction in current efficiency and the life span of
electrode are the adverse effect of the residual ripple. The ampli-
tude of the overpotential oscillation is fixed by eq. (4.25) thus, the
frequency is the only parameter that can be varied. Figure 6.10
shows the performance of the electrode when subjected to rip-
ple voltage. As the frequency of the oscillation increases the hys-
teresis becomes more pronounced. At low frequency (1 Hz), the
current-overpotential relationship in steady state and under rip-
ple voltage coincide. However, at higher frequency hysteresis ap-
pear (100 Hz). In practice, frequency from the power plant grid
is 50 Hz [83]. However, further increasing frequency i.e. 500 Hz
reduces the amplitude of current oscillation. Cell operating at
lower overpotential, exhibit a low amplitude of current oscillation
thus, reduces the hysteresis. Figure 6.11 shows the comparison of
the current-potential relationship at different O2 partial pressures
and frequencies. There is no significant difference in the ampli-
tude of the current even after reduction of O2 partial pressure
up to 75%. Thus, ODC operating under ripple and lower oxygen
concentration will not affect adversely on the performance of the
electrode.
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Figure 6.10: Comparison of the performance of the electrode at
various ripple frequency and current density
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”We live on an island surrounded by a
sea of ignorance. As our island of knowledge

grows, so does the shore of our ignorance.”
— John Archibald Wheeler

7C O N C L U S I O N

Steady state (non-isothermal 1D+1D) and dynamic models are
developed to understand the performance of the ODC working
in industry. The height dependent model calculates the mass and
heat balance along the height of technical electrolysis cell at an in-
dustrially relevant current density. For the mass balance the brine
chamber is assumed as Continuous Stirred-Tank Reactor while
the caustic and the gas chambers are under the Plug flow con-
ditions. For the heat balance the Joule’s heat and the reversible
heat are the sources while electrolyte streams flowing through
the chambers are the sinks. Apart from that, some of the transport
parameters in Thin-Film Flooded Agglomerate model are made
temperature dependent. Finally, two iteration loops were devel-
oped to couple the TFFA model and height dependent model.

With the model it is possible to calculate the distributions of
the temperature, the concentration, the current density, and the
overpotential along the height of the electrolyzer. The results ob-
tained at an industrially relevant current density of 4 kA/m2 re-
veal that neither the current density nor the overpotentials ex-
hibit strong variations along the cell height. One of the main
reasons for this desirable behavior is that the temperature dis-
tributions in the solid compartments of the electrolyzer (anode,
membrane, ODC) are relatively homogeneous with variations in
the range of 10 K. Obviously the heat transfer between the elec-
trodes, where the endothermic (anode) and exothermic (cathode)
electrochemical reactions take place, and the electrolyte streams
is highly efficient. This is especially true for the caustic solution,
through which most of the irreversible heat released in the cell



is removed. For this reason zero-gap cell configurations, where
the membrane and the ODC are in direct contact would have
poorer heat management properties. Although the ODC is the
hottest compartment in the cell, the temperature of the oxygen
stream increases only slowly until at the top of the electrolyzer
gas temperatures around 78 ◦C are achieved. Due to the initially
low temperatures and the low water content of the inlet oxygen
stream, the gas phase takes up considerable amounts of water va-
por until at a certain height of the cell the direction of the water
flow is reversed. Nevertheless, the oxygen partial pressure at the
electrochemically active regions of the ODC remains high allow-
ing for an efficient operation of the cathode.
Operating at cell at higher current density increases heat produc-
tion significantly. It results in a temperature rise in the cell compo-
nents and in the electrolyte streams. This rise eventually results
in a non-uniform current density distribution. To cope with this
problem, it is necessary to increase the mass flow rate of caus-
tic solution keeping the constant inlet temperature. It will also
help to maintain the caustic concentration almost uniform along
the height. In addition, brine flow rate also must be increased to
maintain brine’s outlet concentration around 0.20 kgNaCl/kgbrine.
This strategy will maintain cell at lower temperature.
Using pressure swing adsorption or locally available recycled
oxygen of lesser concentration may give financial benefit over
the pure one. With state of the art electrode, reducing oxygen
concentration upto the 90% is possible. It neither significantly in-
creases the overpotential nor the temperature of the ODC. How-
ever, using 90% oxygen at a higher current density i. e. 5 kA/m2

will need improved heat management as discussed above. It also
needs long term studies to understand the effect of using lower
concentration oxygen on electrocatalyst activity. It is also neces-
sary to evaluate financial trade-off between savings due to usage
of impure oxygen and corresponding increase of electricity de-
mand.
Above modeling work is based on the certain assumption which
limits the accuracy of the results. For example, assuming hun-
dred percent current efficiency, plug flow in the gas chamber
and Tafel slope independent of temperature etc. However, to re-
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move these assumptions, further detailed experimental work is
required. Furthermore, for validation of the model experimen-
tal results are needed. However, experimental evaluation current
density distribution of an industrial scale electrode will require
significant capital. Nevertheless, these results seems to be promis-
ing where the Oxygen Reduction Reaction is carried out in alka-
line environment e. g. Zinc-air battery. These findings encourage
to built these electrolytic cells for mass production which will
give good financial return when compared to the conventional
electrolysis cell.

A dynamic model has been developed, to understand the per-
formance of the electrode in industrial set-up i.e. under the rip-
ple voltage. CI measurement data has been used to validate this
model. Results showed that, the concentration within the agglom-
erate relaxes in ≈ 10 s irrespective of oxygen partial pressure in
gas chamber. Complete relaxation of the overpotential takes place
more than 100 s. Thus, the kinetic relaxation time is much higher
than the diffusion relaxation time. This confirms that, the kinet-
ics of the ODC is sluggish and exchange current density must
be very low. Influence of the ripple on the performance of the
electrode is investigated with varying frequency and oxygen par-
tial pressure. Operating a cell at constant current is possible at
a higher frequency as the amplitude of the current gets lower
as frequency increases. However, in Europe the frequency from
power grid is fixed i.e. 50 Hz. Nevertheless, cell operating at 4
kA/m2and 100 Hz, amplitude of current oscillation is only ±300
A/m2. There is no appreciable difference in the amplitude of the
current density even after lowering oxygen partial pressure i. e.
at 75%. These results infers that, industrial scale ODC operating
on lower oxygen concentration and under ripple current won’t
have any adverse effect on the performance of the cell.
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[49] J. Olsson, Å Jernqvist, and G. Aly. Thermophysical prop-
erties of aqueous NaOH—H2O solutions at high concen-
trations. In: Int J Thermophys 18.3 (1997), pp. 779–793. doi:
10.1007/BF02575133.

117

http://dx.doi.org/10.1023/A:1018476612810
http://dx.doi.org/10.1149/1.2048537
http://dx.doi.org/10.1149/1.2048537
http://dx.doi.org/10.1016/0378-7753(94)02161-U
http://dx.doi.org/10.1016/0378-7753(94)02161-U
http://dx.doi.org/10.1007/s10800-015-0831-2
http://dx.doi.org/10.1021/ie000044g
http://dx.doi.org/10.1007/BF02575133


[50] M. Neubronner, T. Bodmer, C. Hübner, P. B. Kempa, E. Tsot-
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