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Foreword

These Proceedings report the scientific results of an International Workshop
on Large-Scale Modelling and Interactive Decision Analysis organized jointly by
the System and Decision Sciences Program of the International Institute for
Applied Systems Analysis (IIASA, located in Laxenburg, Austria), and the Institute
for Informatics of the Academy of Sciences of the GDR (located in Berlin, GDR).
The Workshop was held at a historically well-known place - the Wartburg Castle -
near Eisenach (GDR). (Here Martin Luther translated the Bible into German.)

More than fifty scientists representing thirteen countries participated. This
Workshop is one of a series of meetings organized by or in collaboration with IIASA
about which two of the Lecture Notes in Economics and Mathematical Systems have
already reported (Vol. 229 and Vol. 248).

This time the aim of the meeting was to discuss methodological and practical
problems associated with the modelling of large-scale systems and new approaches
in interactive decision analysis based on advanced information processing systems.

The meetings on multicriteria, interactive decision analysis that have been
organized and supported by IIASA have established a tradition of an outstanding
level of scientific discussions. This supplements the International Conferences on
MCDM (multiple criteria decision making) in creating a unique forum for exchang-
ing new research results between scientists from East and West that provides valu-
able ideas for future research, consistent with the goals of IIASA. Especially
important, besides the broad representation of research results from planned
economy countries, is the growing interest of participants from advanced indus-
trial countries, e.g. Japan, the USA and many countries of Western Europe: this
might be an indication of increasing interest in an organized exchange of scientific
results between East and West. In this sense, the Wartburg Workshop provided also
a convenient forum for a discussion and consensus-building on future activities in
this scientific area.

With regard to the scientific results of the meeting, the following conclusions
could be stressed:

. In the development of methodology of solving and analyzing multicriteria
decision problems, one can observe consolidation tendencies, mature
examples of comparison of existing methods and solution principles, as
well as interesting methods of comparing alternative decisions. Further
attention should be given to solving problems under uncertainty, with
several decision makers and to corresponding problems in the social sci-
ences and mathematical psychology.

. The fast development of information and knowledge processing technol-
ogy provides a basis for the integration of many stages of systems
analysis, starting from modelling through model simulation, analysis and
optimization up to decision analysis and structuring of decision
processes. These directions of integrated processing of numerical, sym-
bolic and graphical information should be intensively developed further
by intensifying the research on software modules and robust optimization
algorithms for the analysis of decision problems.

. Many cases of applications presented at the Workshop have the mature
character of concrete investigations of substantive problems from
several disciplines, e.g. economics, energy, transportation, environmen-
tal studies or health services and have thus gone far beyond the early
stage academic examples.



Based on these conclusions the contributions of the Workshop are structured
in the Proceedings in three parts: (I) Theory and Methodology, (II) Interaction
Principles and Computational Aspects and (I1I) Applications.

Part I contains papers dealing with utility and game theory, nulticriteria
optimization theory and interactive procedures, dynamic models/systems and con-
cepts of multicriteria analysis. In Part II are papers combined dealing with the
user-machine interface, intelligent (user-friendly) decision support and problems
of computational aspects. Contributions with applications are mainly concentrated
in Part III but can also be found in several papers of the other parts. Use of the
term "large-scale” in the title of the Proceedings was especially substantiated by
contributions dealing with modelling and decision analysis problems of the size of a
whole national economy like structuring the carbochemical industry, the energy
system or even natural gas trade in Europe.

The editors would like to take the opportunity to express their thanks to the
sponsors, the System and Decision Sciences Program of I1ASA and the Institute for
Informatics of the Academy of Sciences of the GDR, for the successful organization
and support of the Workshop as well as for the friendly reception in the historical
rooms of the Wartburg Castle. We also wish to thank the authors for permission to
publish their contributions in this volume and Elfriede Herbst for preparing the
Proceedings.

February, 1986
G. Fandel
M. Grauer
A. Kurzhanski
A.P. Wierzbicki
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On Measurable Multiattribute Value Functions Based on
Finite-Order Independence of Structural Difference

*
Hiroyuki TAMURA and Shiro HIKITA

Faculty of Engineering, Osaka University
2-1 Yamada-oka, Suita, Osaka 565, Japan

1. INTRODUCTION

Mathematical modeling of preferences has been widely studied in
multiattribute decision analysis. Measurable value functions are based
on the concept of a '"difference in the strength-of-preference" (Fish-
burn, 1970) between alternatives. These functions provide an interval
scale of measurement for riskless preferences, However, it is practi-
cally too difficult to directly identify a measurable multiattribute
value function. Therefore, it is necessary to develop conditions that
reduce the dimensionality of the functions that are required to identi-
fy. These conditions restrict the form of a measurable multiattribute
value function in a decomposition theorem. Dyer and Sarin (1979) pre-
sented conditions for additive and multiplicative forms of the measura-
ble multiattribute value function. These conditions are called "differ-
ence independence" and "weak difference independence". These conditions
correspond to additive independence and utility independence, respec-
tively, in multiattribute utility theory (Keeney and Raiffa, 1976).

In this paper we extend the condition of weak difference independ-
ence and propose a new concept of '"finite-order independence of struc-
tural difference" for constructing measurable multiattribute value
functions under certainty. This concept corresponds to "convex depend-
ence" (Tamura and Nakamura, 1983) among multiple attributes for const-—
ructing multiattribute utility functions under risk. The essential idea
of the concept of finite-order independence of structural difference is
that we consider the change of decision maker's conditional strength-—
of-preference on one attribute depending upon the given conditional
level of the other attributes. We describe decompositions of measurable
multiattribute value functions based on this concept. These decomposi-
tions include Dyer-Sarin's additive/multiplicative decompositions as
special cases.

*
Presently with the Central Research Laboratory, Mitsubishi Electric
Corporation, Amagasaki, Japan.



2. WEAK DIFFERENCE INDEPENDENCE

Let X be the set of all consequences in a decision problem. In the
multiattribute problem X 1is described as X = X xX x,,,xxn where xi

172
denotes the set of possible consequences for the i-th attribute. Let
1 .2 3 4 k_. k _k k _ . *
x ,x",x ,x € X where x —(xl,xz,...,xn), k=1,2,3,4. Define X* as a non—
empty subset of XxX and }+* as a weak order on X*, We describe
x1x2 p* x3x4

to mean that the difference of the strength-of-preference for x1 over

x2 is greater than or equal to the difference of the strength-of-pre-
ference for x° over xa. I1f we assume that (X,X*,*) denotes a positive

difference structure (Krantz, et al. 1971), there exists a real valued

1.2 3 4

function v on X such that, for all x ,x",x",x e X, 1if x1 is preferred

to x2 and x3 to x4 then

xtx2 P St = v - v 2 v(x3) - v(x*) 1)

Furthermore, since v is unique up to positive linear transformation, it
is a cardinal function, and v provides interval scale of measurement.

We define the binary relation $ on X by

xlx3 »* x2x3 < x1 > x2, (2)

then
- > x2 — v(xl) 2 v(xz). (3)

Thus, v provides a measurable value function on X.

For 1€{l,2,...,n} we partition the attributes into two sets XI

and Xz where X_ denotes the attribute sets with indices that are ele-

I I
ments of I, and Xi denotes the attribute sets with indices that are
elements of the complement of I. For x;e X, x3e Xi we will write x =
(xl,xi).
DEFINITION 1.(Dyer and Sarin, 1979) The attribute X, is difference in-
dependent of XI’ denoted Xi(DI)XI’ if, for all xi, Xi € Xi such that
(xi,xi) > (xi,x;) for some x7 € X1,
1 2 1 2
. - . - ~* . _.' - _-'
(x5 %7) (x],%7) (x>x7" ) (x],%3") (4)

for all X}'E X;.
This Definition says that 1if Xi(DI)XI the difference 1in the

strength-of-preference between (xi,xi) and (xi,xz) is not affected by
X7 e Xv.
i i
Dyer and Sarin (1979) introduced a weaker condition than differ-
ence independence, which is called weak difference independence. This
condition plays a similar role to the utility independence condition in
multiattribute utility theory (Keeney and Raiffa, 1976).



DEFINITION 2.(Dyer and Sarin, 1979) X_ is weak difference independent

I
;f Xi, denoted XI(WDI)Xi, if, for given xi,xl,xi,x? e X; and some X7 €
I,
1 2 3 4
(XI’XT)(XI’XT) ol (XI’XT)(XI’XT)’ (5)
then
1
(XI)X )(XI)X ) t* (XI)X )(XI)XI ) (6)

for all xT'e XT'
This Definition says that if XI(WDI)XT the ordering of difference

in the strength-of-preference depends only on the values of the attri-
bute X, and not on the fixed values of Xj. Equations (5) and (6) imply
that

v(xI,xi) = a(xI)V(xI’xi') + B(xI), a(xI) > 0. 7)

The property of the weak difference independence can be stated more
clearly by using Normalized Conditional Value Function (NCVF) defined
as follows:

DEFINITION 3. Given an arbitrary X7 € X5, we define an NCVF vI(xllxi)

on XI and a Preference Structural Difference Function (PSDF) dI(xlle)
as

v las) & [vGep,xs) = v, %D 1/ [v(xd,x5) = v(x,x7)] (82)

d (Gxplxg) & v Gelxs) = v Gxp) (8b)
where

vk, xg) > v(xgxg),  vpGep) & v (e lsD), (9)

and x*eX and x"eX denote the best and the worst consequenses, respec—
tively.

NCVF VI(xllxi) denotes the ordering of preference on X:s which is

called preference structure here, under the given conditional level X7

€ Xf‘ PSDF dI(xlle) denotes the difference of preference structure

between NCVF under the conditional level x= and NCVF under the worst

1
conditional level x%.
From Definition 3 we obtain
o
* - = — =
VI(xI IxI) 1, vI(xI|xI) 0. (10)

From Definitions 2 and 3 the following equations hold, if XI(WDI)Xi.

VI(XIIXE) = vI(xI), dI(xllxi) =0 for all x5 € Xi. (11)
In other words weak difference independence implies that NCVF does not
depend on the given conditional level, and hence preference structure
does not depend on the given conditional level.
We call that attributes X ,X,,...,X are mutually weak difference

1°72 n
indegendent if, for every Ic{1,2,...,n} , XI(WDI)XT' We now state the




basic decomposition theorem of the measurable additive/multiplicative
value functions.

THEOREM 1. If there exists a measurable value function v on X and if

XI,X .,Xn are mutually weak difference independent, then either
_ .n . n

1+ av(x) = T [1 + Mv(x;)] if zi_g t 1 (12)

or
. n _

v(x) = o lx .V, (x ) if X gx; =1 (13)
where

v(x*)=1 V(X°)=0 v.(x.*)=1 v (x°)=0 x.=v(x.* xg) (14)

? ’ it7i ’ it7i ’ i i27i%e

and X denotes a scaling constant such that
x> =1, x#0, 1+ 2= 1o (1 + ax.).
i=1 i

Additive decomposition (13) can be obtained when every attribute is
difference independent of the other attributes.

Dyer and Sarin (1979) stated this Theorem under the conditions of
mutual preferential independence plus one weak difference independence
instead of using the condition of mutual weak difference independence.
For practical application it 1is easier to assess mutual preferential
independence than to assess mutual weak difference independence.

3. FINITE-ORDER INDEPENDENCE OF STRUCTURAL DIFFERENCE

In this section we propose a mnew condition for the cases where
eqn.(11) does not hold,

VI(XIIXT) * vI(xI), dI(xlle) +0, for some x; & X3. (15)
that is, weak difference independence does not hold between X; and X3.
DEFINITION 4. XI is mth order structural difference independent of

. . 1 .2 .3 4
X- - - -
I’ denoted XI(SDIm)XI, if, for given xI,xI,xI,xI € XI and some X] € XI
such that
1 2 3 4
(xps%x7) (x],%3) p* (x> x7) (x1,%7), (16)

k
there exist x7 € X=, 0 (x=), k = 0,1,...,m, R 4d s L2 such
that I I k™I i i 1

k‘O 0y (x3 )(x )Xy 5 Zk-O 0, (x5 )(xI,x )
¥ T ) (36D 2l 0 (o) 1) an

This Definition represents the ordering of difference in the
strength-of-preference between the linear combinations of consequences
on X; with (m+1) different conditional levels. If m = 0 in eqn.(17), we



obtain eqn.{6), and hence

X (SDI X5 — X (WDID)X7 (18)
Equations (16) and (17) show that
- m
V(XI’XT) = a(xI) Ek=oek(xi)V(xI’xI) + B(x ), a(xI) >0 (19)

If m=0 in eqn.(19), we obtain eqn.(7), and hence we can also find
eqn.(18) from this result. Equations (17)-(19) show that the concept of
"finite-order independence of structural difference" offers a natural
extension of "weak difference independence".

I1f we define
(x)80, (x2) (v, %, k) -v (0,5 1/ 2% 6. (xs *xd) v (0,
e (x50, () [v G %, xp)-vixg %7 1/ Ej=06j(x1)[v(xI ,xI) v(xI,xI)] (20)
k= 0,1,...,m
we will obtain the following Proposition.
PROPOSITION., If X (SDI )X—, then
dy(xplx7) = k' 1M (g (xg Ix ). (21)
Proof.

If we rewrite eqn.(8a) using eqns.(19) and (20), we obtain

k o k
. ek(xf)IV(XI*’XT)-V(XI’XT)] v | 5)
k=0 1V*1'%T

vI(xlle) - :
k-Oe (x—)[v(x x%)-v(x?,x%)]
TR o (v (e 1x) . (22)
If we sum up eqn.(20), we obtain
ZemoM () < 1 (23)
If we subtract v;(x;) from eqn.(22), we obtain

vI(xI|xi) - vI(xI) = k' uk(x )v (x |x ) - vy (x )
m k
Ek=0uk(xi)v1(x1|xi) -v (XI)Ek_ k(xi)
ZE=1“k(Xi)[V1(x1|x%) - vp(xpl
Therefore, we obtain
dI(xlei) = k‘ uk(x )d (x | %) (21)

(Q.E.D.)

Equations (22) and (23) corresponds to the definition of mth
order convex dependence in multiattribute utility theory (Tamura and
Nakamura, 1983). Equation (21) implies that if XI(SDIm)Xf’ PSDF on X,

depends on the given conditional level, and is written by a linear




4
1
0
X d) Gy [ x9)
—
=
]
"
Eﬁ
0 — X
X = /47 xl* 1
4 (xy | x9)
-1
X, (SDI})Xj

dy (xy|xp) = ug Gy ey D)

FIGURE 1 The relations among structural difference functions when
the independence of structural difference property holds.

combination of m PSDFs with different conditional levels. Geometric
illustration of this Proposition is shown in Fig. 1 where I = (1} and
m= 1.

Since mth order structural difference independence in this meas-
urable multiattribute value theory corresponds to m-th order convex de-
pendence in multiattribute utility theory, the decomposition theorems
described in Tamura and Nakamura (1983) are valid if the expressions
"utility function" are replaced by the expressions '"measurable value
function". For notational convenience we describe decomposition theo-
rems only for two attribute cases here.

THEQOREM 2. For m = 0,1,..., XI(SDIm)XZ if and only if
v(x),x,) = Alvl(xl) + szz(xz) + vy () E(xg %, %))

v(xl*,xz)—v(x?,xz)

m* _m m k i
+ o zk=lzj=1vl,jkd1(x1|x2)d1(x1|x2) (24)
1
where
A o= v(xl*,xg), A, = v(xf,xz*) (25a)
f(xl,xz) = v(xl,xz)-v(x§,x2)—v(x1,xg) (25b)
1,1 1, m1 1
*
dl(x1|x2) . dl(xllx2 ) dl(xllx2 )
Vi = : : : (25¢)
m, 1 m, m1 m
dl(xllxz) ven dl(xllx2 ) dl(xllxz*)



~ j+k ~ 1 _
Vl,J (-1) v l,jkl’ vl,jk 1. (25d)

Vlmjk denotes (m1)x(m-1) matrix obtained from VT by deleting the j-th
3

row and k-th column, and summation k=1 to m* means k=1,2,...,,m1,%,

THEOREM 3. For m o= 0,l,..., m = 0,1,..., Xl(SDIml)Xz and XZ(SDImz)Xl

if and only if
V(xl,xz) = Alvl(xl) + szz(xz) + (l-Al—Az)vl(xl)vz(xz)

m om
- *
+ (1 Az)vz(xz) Zk‘l 1, k(x )d (x |x2 )
m, m .
_ 2 2 ] *
+ Q1 Al)vl(xl? Zj=lV2,j(X2)d2(x2|x1 )
m m, m m .
1 M ™ 2 ki
Zk‘l j= 1 1, k(x )V2 (xz)D(xl,xz) (26)
where
m m,* _m
1 o1 1™ K
Vik(x) = o Zo=1V1 ket (5 1) (272)
1
m m,* m .
2 1 2 o™ i
Vz,j(xz) = T—E;T D 2, de(X2|X1) (27b)
VZ
= - * - *
D(xl,xz) f(xl’XZ) vl(xl)f(xl ,xz) vz(xz)f(xl,x2 )
+ vl(xl)VZ(XZ)f(xl*’xz*) (27¢)
lmp - m,| < 1. (27d)

Proof of Theorems 2 and 3 and the decomposition forms for more
than two attribute cases can be obtained from Tamura and Nakamura
(1983). Equation (27d) shows that if Xl(WDI)Xz, then we obtain either

XZ(WDI)XI or XZ(SDII)XI' Theorems 2 and 3 and the decomposition theo-

rems for more than two attribute cases can construct a wide variety of
measurable multiattribute value functions depending upon the order of
structural difference independence.

4, INTERACTIVE ALGORITHM FOR IDENTIFYING MULTIATTRIBUTE MEASURABLE
VALUE FUNCTIONS

As seen from the decomposition forms in Theorems 2 and 3, multi-
attribute measurable value functions can be identified 1if we know how
to obtain

i) the single attribute value functions, since all the NCVFs included
in the decomposition forms are single attribute measurable value
functions,

ii) the order of structural difference independence, and
iii) the scaling coefficients appeared in the decomposition forms.



4.1 Single Attribute Measurable Value Functions

For identifying single attribute measurable value functions we use
equal exchange method based on the concept of equal difference point
(Dyer and Sarin, 1979).

DEFINITION 5. (Dyer and Sarin, 1979) For each attribute X. if there

exists xg‘se Xi such that

(XQ.S

17k (xxg) ~x GegFxp) (x5 x) (28)

. 0
for any given x7¢ Xy, then X

(o]
[x{,x.*]C X;.

is the equal difference point for

From eqn.(28) we obtain

0. 0. o

vilxg*lxg) - vi(xg 5lX'i) = vilx; 5|X1) - vi(x;lx7). (29)

Since in eqn.(29)
o

Vi(xi*lxl) =1, vi(xilxI) =0 (30)

we obtain
0.

v (xg 5Ix—i) = 0.5. (31)
Let XQ'ZS and xg'75 be the equal difference points for [x?,x?'s] and
[Xg's,xi*], respectively. Then we obtain

v, P ) = 0025, v (3P xg) = 0.75 (32)

If we plot the five points of eqns.(30)~(32) in x;-v; plane, the dia-
gram like Fig. 2 is obtained. By some curve fitting techniques, say a

vy (xg [x)

)
1
0.75==============--- /
|
|
|
0.5 -~~~ ==-- !
i 1
! ]
! '
0.25F-===--—2 , b
[} ] [}
t | [}
| | [}
0 ] ] I X,
o 0-25 0.5 0.75°x &
*1 i XXy i

FIGURE 2 Curve fitting to equal difference points.



least square method, a single attribute value function vi(xilxl) can be
identified.

4.2 Order of Structural Difference Independence

For identifying a multiattribute measurable value function under
the finite-order independence of structural difference (including O-th
order), we need to find the order m. of structural difference independ-

ence between the attribute i and 1its complement. We define the matrix
o, m, m;
Vi and the vectors ii and}_i_i as follows:

m.-1
1,.1 1 1 1
di(xi|xz) cee di(xilx; ) di(xilxi*)
m.
v, = : : : (33a)
my o 1_1 bt
d (x1 |xs) ... d (x1 | x= ) di(xi lxz*)
LH 1 m.-1
8, = ey .o 8y 8. %] (33b)
st 1M 2, "M b S 1
d.” = [d.(x:]|x;") d.(x5|{xs7) +.o d.(x, %3] (33¢)
—1i PR L | A ] it 71 i

The algorithm for obtaining the order my is as follows:
Step O. NCVFs Vi(xi) and vi(xi|x1*) are assessed, and we draw a graph

of di(xilxi*)' If we can regard that
di(xilxl*) =0,

then we decide that X'(SDIO)XE’ and we set m.= 0. If not, we set m.= 1,

and we go to Step 1. n o

Step 1. NCVF d P d f btaini V.i .i.
te s an SDFs are assesse or obtaining i and gi
Step 2. Linear equation

V.7 8. = d. (34)
i
is solved with respect to 8

Step 3. We draw the graph of

m.* K K
- 1
fi(xi) = £k=1 eidi(xilxl)' (35)

m.
Step 4. The graph of fi(xi) is compared with the graph of di(xilxll)'
If we can regard that both curves are coincident within the allowable
error, we decide that Xi(SDIm )XE. If not mi+1*mi and then go back to
Step 1. t

These steps can be easily realized by using a graphic terminal of a
large-scale computer interactively.



4.3 Scaling Coefficients

Scaling coefficients N and AZ appeared in Theorems 2 and 3 can be
estimated as follows:

Step 1. We ask the decision maker to choose alternative (xl*,xg) or
(x?,xz*) which he prefers. Suppose he prefers (xl*,x;) to (x?,xz*) and
therefore Al 2 AZ. X .
Step 2. For arbitrary x,€ X, (xg ¥ X, # XZ*) we ask questions to the

decision maker to find XX € X1 such that
(@) (%% ~ (x),x)) (36a)
(b)) - (xf,x;) (36b)

This implies that we find two indifference points in X, xX, space as
shown in Fig. 3.

Step 3. Let
_ 1 _ 2,1 ~ 1 ) 1
a) = vl(xl), a,= vl(xllxz), ay = vz(xz), ay, vz(lexl*) (37)
then using eqs.(25a), (8a) ,(36) and (37) we obtain

_ o _ 1 o, _ 1 oy _
A, = v(xl,xz*) = V(xl’XZ) = Vl(xl)V(xl*’XZ) a X (38a)

ay = v Gl lxy) = vl xh) v, ) 1/ [v 1) =v (xS, xp)

= [Az—a3X2]/[(l—A1)04+A1—a3A2] (38b)

Solving eqn.(38) with respect to Al and AZ’ we obtain

2 2
x2* xz*
indifferent
indifferent
xl
2 1
1
]
o x° i
X 1
X
2 o 1 % Xl 2 o 2 * 1
X; Xy x) X1 Xy X
o 1 o [o} 2 1
(a) (xl,xz*) v (xl,xz) (b) (xl,xz*) No(xg,%5)

FIGURE 3 Assessment of indifference points for evaluating scaling
coefficients.
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X

1= a2a4/[al(l—a3)—a2(1—ala3a4)] (39a)

A (39b)

27 %M

After obtaining the information for the order of structural dif-
ference independence, NCVFs and the scaling coefficients, we can con-
struct a multiattribute measurable value function by using a decomposi-
tion form in Theorems 2 or 3, For two attribute cases we could draw in-
difference curves of the multiattribute measurable value function in
two attribute space Xlxxz.

5. CONCLUDING REMARKS

For obtaining multiattribute measurable value functions under cer-
tainty we have introduced a new concept of finite-order independence of
structural difference as a natural extension of the concept of weak
difference independence. The decomposition forms based on this concept
includes Dyer and Sarin's additive and multiplicative decompositions as
special cases. Therefore, depending upon the complexity of trade-offs
among multiple attributes, this concept provides more flexible multi-
attribute measurable value functions as a riskless preference represen-
tation.

Although we didn't include measurable value functions for group
decision making in this paper the concept of finite-order independence
of structural difference would enable us to model a change of attitude
of each decision maker towards the group value depending upon the con-
sequence and the degree of satisfaction obtained by the other decision
makers, Therefore, we could model various attitude of each decision
maker in the group who are stubborn, selfish, sympathetic or ethical.

As a further research we need to clarify the relationship between
utility functions under risk and measurable value functions under cer-
tainty (Sarin, 1982, Bell, 1982, and Krzysztofowicz, 1983). If we could

discriminate a decision maker's strength—-of-preference and the attitude
towards risk, it might be possible to solve this problem.
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PREFERENCE SEPARABILITY AND VALUE FUNCTIONS

P. L. Yu
School of Business, University of Kansas, Lawrence, Kansas 66045

1. Introduction.

In typical non-trivial multiple-criteria decision problems, the deci-
sion makers are faced with the ordering problems over a number of possible
outcomes with a number of attributes. One of the human great inventions is
the numerical system. If we could use the numerical systems for ordering
so that the more preferred outcome will have a higher numerical value, then
the decision making problem would become much easier. Unfortunately, this
approach 1s not an easy one. A number of assumptions are needed for us to
attach numerical ordering for the preference over the outcomes. (See

[1-71, [10])

In the next section we shall sketch roughly under what conditions a
set of revealed preference may be represented by partial order, weak order,
value functions, monotonic value functions and additive value functions.

As monotonic value functions and additive value functions are some of the
most important forms in application, we shall explore the conditions under
which a set of revealed preference may be represented by them. These con-—
ditions, which are hinged on whether or not the preference has the proper
preference separability, will be discussed in section 3. 1In section 4 we
shall focus on additive value functions which are most important in appli-

cations. We shall introduce a new concept, additive covering, to verify

the preference separability for additive value function representations.

Using "orthogonal designs,” the new concept greatly reduces the labor for
verifying preference separability for additive value functions. In second
5, we briefly sketch how additive or other kinds of value functions can be
elicited through a number of methods. The concluding remark is then put in

section 6.
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2. Preference and Its Representation

2.1 Preliminary Definition

Let Y be the collection of all possible outcomes of a multiple crite-
rion decision problems. The elements of Y will be denoted by y = (yl,...,
yq) with vy indicating the measurement of the jth attribute. Note that
implicitly we assume that there are q attributes. For convenience, we
shall use the superscript for the element index of Y, and the subscript for

the component of y. In particular, y% is the jth component of y1 e Y.

For any y1 and y2 in Y, we write: (A) y1 >- y2, if y1 is preferred

to y2; (B) yl-( y2, if y1 is less preferred than yz; ©) ylr\zyz, if y1
2

is indifferent to y“ or if the preference relation 1s unknown.

Definition 2.1 A Preference will be one or several of the following:

(I) A preference based on }-(resp.-{ or~~v) 1s a subset of YxY denoted by
{>} (resp. {{} or {~}), so that whenever (yl, y2) € {>} (resp. {4}
or {~}1), vy X y% (resp. y1< y2, or ylary?); (am) {2} = {(>1 VU (~1,
and (£} = (<} U {~1}.

Definition 2.2 {yo-(} ={yey | yQ{ v}: superior or better set

Wer.te yo. {yo)-} ={yevY| yo}y}: inferior or worse set w.r.t. yo.

{yg} = {y e Y| yOA,y}: indifferent/indefinite set w.r.t. yo.

Definition 2.3 (1) A preference {}-} is a partial order if it 1s tran-—
sitive (i.e., 1f yl}. yz and y2>. y3, then y1>. y3). (1i1) A preference
{}} is a weak order if it is transitive, and {b} = { >}y {~) 1is

also transitive.

Definition 2.4 vi: Y + R

for every yl, y2 € Y, we have y1>..y2 i1ff v(yl) > v(yz).

1 4 called a value function for { >-} on Y if

Definition 2.5 A value function v(y) 1s additive 1ff there are

1
vi(yi): Yy *R°, 1 =1, ...., q, such that:
q
viy) = Tv, (v,)
1=1 i i

2.2 Hierarchy of Preference Representations

Depending on the features and/or assumptions we made on preference, a
set of revealed preference may be represented by domination structures,
partial order, weak order, value functions, monotonic value functions and
additive value functions. In Figure 1, we give a hierarchy of preference

representation in six classes.
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In the initial revealed set of preference (Box 0) the preference may
be represented as in Definition 2.1 and 2.2. The preference, without fur-

ther asgumptions, may be represented by domination structures. (Ch. 7 of

[10]). 1In this class, nondominated solutions may be located as tentative

"good" solutions.

When the preference has the structure or assumption that {}-} is tran-
sitive, then the preference becomes a partial order (Box 1). This class
includes Pareto preference or preference represented by constant domination
cones (See Chapters 3 and 7 of [10].) Here efficient solutions or nondomi-

nated solutions again can be located for tentatively “"good" solutions.

Suppose {): } is also transitive. Then the preference { > } can be
represented by weak order (Box 2). In this class of preference, we could
talk about indifference curves. Lexicographic order is one of the ordering

in this class (See [4, 10]).

Suppose that {y » } and {y.< } are open for each y € Y. Then the

preference can be represented by continuous value functions (Box 3). For

details see Theorem 2.1 of this article and [1, 2, 4, 10].

Suppose there 1s preference separability for some components of the
index set of the attributes. Then the preference may be represented by
monotonic value functions (Box 4). The details of this condition are given

in Theorem 3.1 - 3.3 For the details see [1, 2, 4, 10].

Suppose that the preference enjoys preference separability for each
subset of the attributes index set. Then the preference can be represented

by additive value functions (Box 5). See [1l, 2, 4, 10] for detalls.

Note that additive value functions are most easily understood and most
important in applications. However, the additive value functions involve
the strongest assumptions. The verification of preference separability for
each subset of the attribute index set 1s very laborious. 1In Section 4, we
shall describe a streamline method which could release the laborious work
of the verification work to a new minimum.

Theorem 2.1 (See Debreu [1]) Let (Y, T) be a topological space. Then
there exists a continuous value function v for {3} on Y in the topology T
if; (1) { >-} on Y is a weak order; (i1) (Y, T) is connected and separa-
ble; (111) {y >}, {y<} ¢ T, for every y € Y.
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‘(O) Preference; {Domination structures }|

{>} transitive

[(1) Partial Order; Pareto Preference; constant cone domination structures]

{2: } transitive

|(2) Weak Order; Lexicographic order|

(y{} and {y >.} are open for each y € Y (Theorem 2.1)

R3) Continuous Value functions

l preference separability (Theorem 3.1 - 3.3)

Rh) Monotonic Value functionsl

preference separability for each sub-collection of attribute index
set (Theorem 3.1 - 3.3)
[(5) additive value functions]

Figure 1

3. Preference separability and value function forms

To facilitate our discussion, let us introduce the following notation

(1) o =11, 2, ..., q}, the index set of the attributes;

(11) given {Il’ e, Im} being a partition of Q, define z, = yIk, the
vector with {yi | 1€ I, } as its components, k = 1, ..., m;

(1i1) Y. = 1.Y,;
L

(iv) y = (Y11, ceey YIm) = (2, +eey 2p) = 25
(v) Ij =Q \ Ij'

Definition 3.1 Given that IC Q, I #Q, u ¢ Yy and w € Yj , we say
that u (or I) is preference separable, of >- - separable, 1ff (uo, wo) }-

(ul, wo) for any uo, u1 € Yy and some wC € Y1 implies that (uo, w) }-(ul,
w) for all w € Y5.
Definition 3.2 If {I;, ..., I } and z = (zy, ..., z) are a partition

of Q and y respectively, and 1f v(z)=F (vl(zl), ooy vm(zm)), then v is
sald to be strictly increasing in vy (ie {1, ..., m}), iff v is strictly

increasing in vy with vy (k =1, .....,m; k#il) fixed.

Theorem 3.1 (1) If v(y) as defined in Definition 3.2 is strictly in-
creasing in vy, 1 € {1,..., m}, then z; and I, are >--separable. (11) 1if
v(y) 1s additive then { >J enjoys > - separability for any subset of Q.
(See [10}.)

Under suitable conditions, the converse of the above holds.
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Definition 3.3 Let ICQ, I#Q. I is said to be essential if there

exlsts some yy € Y1 such that not all elements of Y; are indifferent at

yi- I is strictly essential if for each YT € YT not all elements of YI are
indifferent at yi- If T is not essential it is called inessential.
Assumption 3.1 (1) Each topological space (Y4, Ty}, i=1,..., q, is

q
topologically separable and connected. So, (Y, T), with Y =1 Yi
q i=1
T=1I Ti’ is topologically separable and connected as well.
i=1

(11) { >} on Y is a weak order, and for each y € Y, {y<} and {y }}e T .
Note that Assumption 3.1 implies that { >} can be represented by con-
tinuous value function. (Thereom 2.1).
Therorem 3.2 (Debreu) Assume that assumption 3.1 holds.
(1) v(y) can be written as v(y)=F (vl(yl),...,vq(yq)) , where F 1s continu-
ous and strictly increasing in vy (1=1,..., q) which are all continuous,
1ff each {i}, 1=1, ..., q, is Y% -separable.

(11) if there are at least three components of q that are essential, then

q
we can write v(y) = I vi(yi) , where each \7] is continuous, iff each
i=1

possible subset 1CQ is }-- separable.
Theorem 3.3 (Gorman) Let ] = {Io, Iiseee, I} and (Zgs Zyseee52y) be a
partition of Q and y respectively. Assume that assumption 3.1 holds.
Then: (1) v(y)=F(zo,v1(zl),...,vm(zm)), (3.1)
where f(zo, ) is continuous and strictly increasing in v,(i=1,..., m),
iff each I,, 1i=1,...,m is > -separable.
(11) Assume m > 3, and each {i}, 1 € q, is strictly essential. Then we

can write:

m
v(y) = L v,(z,) (3.2)
1=0 F A
iff ;:g Ik’ SCM = {0, 1,...m} (i.e. the union of any subsets of I) is
~separable.

4. Additive value functions

In this section we shall sketch the concept and applications of addi-
tive covering for verifying preference separability for additive value
functions. For the details, see Yu and Takeda [11].

Definition 4.1 (i) Two subsets I, and I, of Q are said to overlap iff

none of Ilf\ 1,, 11\12, 12\ I, are empty. (11) Let I be a collection of
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subsets of Q. Then: (1) I is said to be connected if for any A, B of I
there is a sequence {I, I,,..., I} of I such that I, _; overlaps with

I (k=2, ..., s), and I; = A and I = B; (2) 1 is » - separable if each
element of I is > ~ separable.

Definition 4.2 A collection of nonempty subsets of Q, I =

{I;,+-.,1.}, © > 2, is an additive covering of Q if (i) 1 is connected;
(ii) Q is contained by the union of the elements of I and (iii) each
element of Q is contained by no more than two elements of 1.

Example 4.1 Let Q = {1, 2, 3, 4, 5}. Then I, = {{1, 2}, {2, 3}, {3,
4}, {4, 5}} and 1, = {{1, 2, 3}, {3, 4}, {1, 5}} are two additive cover-
ings of Q. But I3 = {{1, 2, 3}, {2, 3, 5}, {3, 4}} is not an additive

covering of Q because 3 is contained by three elements of 13.

Given an additive covering I = {I;,...,I.}, Define:

Ajy = NI (4.1)
L =T, \ (Ul e T | 1#k}) (4.2)

where i, j, k = 1,...,r.

Note that ik is the collection of elements in Ik which are not con-
tained by other I, i # k. All elements of {Aij|i > j} and {ik | k =

1,...,r} are mutually disjoint and each element of Q must be in some 1y and

so must be in some Aij or ik' The totality of all nonempty Aij and fk
therefore forms a partition of Q.

Define D (I) = {J |t =1, ..., m} (4.3)
where J # ¢ is either an element of {Aij} or an element of {fk}.

Lemma 4.1 For each additive covering I of Q, there is a unique parti-
tion D (I) of Q which is derived by (4.1)-(4.3). U(I) contains m > 3 ele-
ments.

Theorem 4.1 Suppose that the preference { )} on Y satisfies Assump-
tion 3.1 and enjoys the following properties: (i) each {i} of Q is
strictly essential; and (1i) there is an additive covering I = {Il""’
1.}, r > 2, of Q such that ] is » -separable. Then the preference can be
additively represented by

Vv(y) = V(z{,e00, 2) = vt(zt) (4.4)

1

B

t

where (zy, ..., zy) is the partition of y corresponding to D (D
defined in (4.3).

Example 4.2 Let I; and I, be as in Example 4.1. Let E&, i=1, 2, be
the corresponding partition of 1i defined by (4.3). Then for both i=1, 2,
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0, = {{1}, {2}, {3}, {4}, {5}}. 1f the assumptions of the theorem hold,
5

then the value function for { %} can be written as v(y) = I v (yi).
i=1
Note that the special additive covering of the type of 11, was dis-

cussed in [6, 10] ; while the type of 12 is new. With respect to 12, three
subsets of Q need to be verified for >- - separability but, with respect to
11, four subsets of Q need to be verified for }-— separability.

Example 4.3 Let Q = {1, 2, ..., 9} and I} = {{1, 2, 3}, {4, 5, 6},
{7, 8, 9}, {1, 4, 7}}. (see Figure 2.)

qn I2 Figure 2

Then D; = {{1}, {4}, {7}, {2, 3}, {5, 6}, {8, 9}} is the partition of Q.
If the assumptions hold, we can write
v(y) = vi(yy) + v (y) + vy(y7) + Vo3(yy, ¥3) + Vvge(ys, ¥g) + vge(yg, Yg)-
Now if we add Ig = {2, 5, 8} to I;, then the corresponding partition is D,
= {{1}, {2}, {3}, {4}, {5}, {e}, {7}, {8}, {9}}; and v(y) = i vy
when the assumptions of the theorem hold. =1
The following orthogonal square designs show some efficient ways to

verifyh- separability for additive value functions. ([]] is the number of

element in I).
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Figure 3 Orthogonal Square Designs

5. Elicitation techniques for constructing value functions

There are a number of methods to approximate the preference by value
functions. These methods are usually called elicitation techniques for
constructing value functions. Being limited by space we shall just sketch
four class of the techniques. Hopefully by the title, the reader could
relate it to the methods. For the details, the reader may refer to Chapter
6 of [10] and references quoted therein.

Class 1: Direct Applications of Calculus: Trade-off ratios; Tangent

planes; Gradients; Line integrals.

Class 2: Additive value functions: (1) Indifference method; (2)

Mid- value method.

Class 3: Minimization of inconsistencies in revealed preference:

(1) Statistical methods-regression; (2) Mathematical programming
models: minimizing inconsistence of { }; eigen weight methods; holistic

assessment.
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Class 4: Distance functions and compromise solutions.

6. Conclusion

We have sketched the hierarchy of preference representations, the
preference separability and its relations to monotonic value functions and
additive value functions, and the concept of additive covering for verify-
ing preference separability for additive value function representation.

The new method Introduced can greatly reduce the work of verifying prefe-
rence separability. As additive value functions are most easily understood
and most easlly analyzed, they have been used in many applied problems.
Precautions are needed when we apply the additive value functions. We must
verify whether the suitable preference separabllity are valid; otherwise,
we may oversimplify the problem and obtain the inferior solutions. On the
other hand, as with any real-1life problem in analysis, we must not hesitate
to make valid assumptions. Otherwise, the analysis would become extremely
complex. The balance between making assumptions for the ease of analysis
and the complexity of the reality needs to be maintained.

Many research problems are open. For instance, what would be the best
procedure as to verify preference separability in real-life settings? Can
one derive an effective interactive method which can verify the preference
separability in the most efficient way? How to extend our results of pre—
ference separability to "membership functions" of fuzzy sets? This problem
needs to be answered as to classify the membership functions. The above
questions and their related ones are certainly waiting for the readers to

explore.
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1. INTRODUCTION

A finite 2-persons game with the participation of the Nature is conside-
red. There is a fixed sequence of moves of the partners, they have different
information and communicate between themselves. A method for finding a stra-
tegy - the best in some sense for the first player - is proposed.

2. DESCRIPTION OF THE GAME

We shall consider a 2-persons game with the participation of the Nature.
Let P1 denote the first player, and P2 - the second player.

Pl chooses x € X, ‘X\ = m, P2 chooses y € Y, |Y | = n, the Nature choo-
ses a € A, IA I = p. The payoff function for Pl is w, = fl(x,y,a) and this
for P2 is w2 = f2(x,y,a). We will not take into account the interests of

the Nature in this paper. Pl knows wl,w and the sets X, Y, A. P2 knows w

2 2
and the sets X,Y,A.

The Nature chooses an arbitrary acej A. P2 comes to know the choosen
ac before to make his own choice or communication. On the other hand, P1
does not know ac before his choice, but he knows that aC is known to P2.

Depending on circumstances each of these players wants to maximize his own
payoff (or to get maximin). This behaviour of P2 is known to Pl. Pl makes
the first move.

There are different possibilities for P1 under the described conditions.
In particular, instead of choosing x € X directly, Pl can put his own choice
in dependence on the choice or the message of P2, and can inform P2 about
this dependence in advance. The following case is considered in the paper:
Pl proposes to P2 a strategy Q'(y,a) with the meaning: if P2 reports a and
chooses yc, then P1 chooses X, = ;‘(yc,ar).Subsequently, Pl follows the
proposed strategy, P2 reports always exactly the choosed yc, but the inequa-
lity a # a_ is possible.

The sequence of the moves in the game is as follows. Pl determines a
strategy X(y,a). The Nature chooses ac. P2 comes to know a-. Pl announces

the strategy X(y,a) to P2. P2 chooses Y. and communicates Yo and a, to Pl.

P1 chooses xc = x(yc,ar). P2 gets £ (xc,yc,ac) and Pl gets fl(xc,yc,ac).

2
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3. SOME NOTIONS. PROBLEM FORMULATION.

The set of all possible functions X(y,a) is denoted by X. |'§<'| = mP.
The strategy X(y,a) divides the set X x Y of all pairs (x,y) into two partss:
realizable and unrealizable ones. The pair (xt,yt) is realizable with the

strategy 2'(y,a) if there exists such at'E A, that x, = ?Yyt,at). If there

t
does not exist such ate A, the pair (xt,yt) is an unrealizable one with

the strategy ;Yy,a). The pair (xc,yc) is realized, if P2 has chosen Yoo and
P1 has chosen X (in accordance with the strategy X(y,a)) at some a, € A.
When P2 has to make a move, he knows ac and ?(y,a). P2 reports such ar

and chooses such yc, which both force the pair (xc,yc), xc = ?ch,ar) to be

realized, and this pair maximizes the payoff to P2 at a = aC on the set of

pairs, realizable with §Yy,a).
Keeping the strategy X(y,a) fixed, P1 knows the set of realizable pairs
(x,y). Because P1 knows w2, too, he knows for each a € A the set of pairs,

maximizing the payoff for P2. The minimum of payoffs for P1 on this set (at
the same a) and then on the whole A is his guaranteed result with the stra-
tegy X(y,a). The problem is: to find a strategy, which maximizes this gua-
ranteed result. We call this strategy the best one for P1l.

In order to obtain an expression (a formula) for the maximal guaranteed
result R (maximin) for Pl, we can use the following reasoning. Let us assume

~

that P1 has proposed to P2 a strategy X(y,a) € X. P2, knowing as reports
such ar and chooses such yc € Y, that

fz(x(yc,ar),yc,ac) = max f2(x(v,t),v,ac).

t €A (1)
vV eEY

Denote u = X(y,a). Pl must know the sets
B(u,ac) = {:(yc,ar)// f2(x(yc,ar),yc,ac) = max f2(X(v,t),v,ac) }

t €A
VE Y

for each ac:Q A. Therefore, for a fixed ac:C A, Pl gets at least

min fl(X(Yclar) lyclac)
(y ,a_)€ B(u,a)
C X C

Minimizing for all acej A and maximizing on the whole X we obtain the follow-
ing expression for R:

R = max min min fl(;ch,ar),yc,ac) (2)
ue€Xx ac€ A (yc,ar) € B(u,ac)

4. FINDING THE BEST STRATEGY FOR P1

A. Let D, = X x Y. Let B (a) be the set of all such pairs (x,y) € X x Y,
which maximize f2 on the whole X x Y for a fixed a € A. Let C,(a) & B, (a)

contain exactly these elements of B, (a), which minimize fl(x,y,a) on the

B,(a) for the same a. We construct ;;(y,a) in the following way. For each
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atE: A we fix one pair (xt,yt) € Co(at). For the same a, but for y # yt we

t
choose an arbitrary x € X.

~

For at‘e A Pl gets at least fl(x°(yt’at)’yt’at) = fl(xt’yt’at)’ because
if ac = ag the realization of a pair (x,y) €& Bo(at) Co(at) would increase
the payoff for P1, and the realization of a pair (x,y) € (X x Y)\\ Bo(at)

would decrease the payoff for P2.
In general, it is possible to choose different pairs (xt,yt) € Co(at)

for a fixed atej A, when constructing the strategy §;(y,a). But the payoff

for P1 is constant for this at, therefore, we can denote

d, = min fl(x

° 'yt’at)
ate A

t

for the strategy ;L(y,a).
Let M, € X « Y be the set of all pairs (x,y), realizable with the stra-
tegy x,(y,a). Let M, & M, contain exactly these elements of M,, for which

w, = d, at some a € A.

If a strategy ;(y,a) allows to realize some pair (x,y) & M:, this stra-
tegy cannot guarantee to Pl more than d,, because for each pair (x,y) € M:
there exists some a € A, at which P2 get his own obtainable maximum with
this pair (obtainable with this strategy) and Pl gets d,.

It is possible to divide X into two parts: T! and T!e T' N T" = @,

’

T U T = X. It is possible to realize at least one pair (x,y) € M, with

each strategy X (y,a) € T!, i.e. there exists such a, and Yo that

(;(yt,ar),yt) € M:. There is no strategy X(y,a) € T" , allowing to realize
a pair (x,y) € M: . In other words, each strategy x(y,a) € T! guarantees d,

to P1. If there exists a strategy, guaranteeing more to P1l, such strategy
belongs to T}.

B. Let D1 = (X x Y)\\ M: . We must check if there exists at least one

admissible x for each y € Y, beacuse a rejection of pairs (x,y) € M; can
lead to arising of such Y for which all pairs (x,yvh Vx € X, are rejected.

If this happens, the searching is over. The maximal guaranteed result (the
maximin) for Pl is equal to d,. This result can be obtained by the strategy
X, (y,a).

If there exists at least one admissible x € X for each y € Y (the corres-
ponding pair (x,y) is not yet rejected), the searching goes on. Now, Bl(a)
17 which maximize f2 on the whole D1 for
a fixed a € A. Cl(a)S; Bl(a) contains exactly these elements of Bl(a), which
minimize f1 on the whole Bl(

determined like §;(y,a): for each at.E A we choose one pair (xt,yt) € Cl(at)7

X 1s choosen under condition (x,y) € D1 for the same a, and for y # Y-

is the set of all pairs (x,y), realizable with strategy §1(y,a)7 d

is the set of such pairs (x,y) € D

a) for the same a. The strategy El(y,a) is

c
" =Dy

is the guaranteed result for P

1

1 with this strategy, and MI c M1 contains

exactly these elements for Ml’ for which wy o= d1 for some a € A.
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Now, we can divide the set T, into two parts: Ti and TE (this is a

partition of T}). Each strategy §Yy,a) € T!, (in particular ;1(y,a) guaran-
tees d1 to P1, because such a strategy allows to realize some pair (x,y)€.MI.
If there exists a strategy which guarantees more to P1, it belongs to the

set T".
1

It is clear, that the pairs rejection can continue considering the set
D, = o, \ M, then D = D, \ M, and so on.

C. Any time when we reject pairs (x,y), we must carry out the computa-
tions and verifications, described in parts A and B. The current set T;

of strategies is divided into two parts: Ti and TV (For the first

+1 i+1°

time this was the set ;). The guaranteed result for P1 with any ;ky,a)€ Ti 1

is determined and the analysis continues with the set T"i-+1'
The described procedure leads to a sequence of strategies

;O(yla)l ; (_Y,a) e ; (y,a) PPN
1 i

and a corresponding sequence of guaranteed results d°’d1""di"' .

Both sequences are finite. The maximal guaranteed result R for Pl is:
rd
R = max di' The corresponding strategy cguarantees R to Pl. As we know
<

|3{ l = mnp, but the number of investigated strategies is no greater than
m.n.
5. EXAMPLE

Let us consider an example with X| =4, |Y| = 3, |A I:S. Table 1
contains the payoff functions of P1 and P2.

TABLE 1. Payoff functions

a=1 a=2 a=3 a=4 a=5 a=1 a=2 a=3 a=4 a=5

x=1 | 13 9 1 12 7 1 6 4 11 1

_ ] x=2 9 1 11 9 9 3 7 1 2 1
¥ x=3 4 1 7 1 5 9 3 1 8 4
x=4 1 10 13 5 3 11 1 7 10 8

x=1| 11 6 10 1 8 2 5 1 1 10

x=2 3001 3 3001 1 4 3 1 s

y=214 x=3 17 4 4 10 4 1 1 3 9
x=4 6 3 1 8 11 1 9 6 1 3
x=1 1 (:) 2 (:) 71 (:) 6 (:)

x=2 1 11 g 1 % 8 1 10 7 11

v=3 94 x=3 5 2 1 10 2 1 g 2 11
x=4 | (0 ‘,» 5 (:) 1 <;2__(:) 1 (:) 1

- VT — T —

P2 p1

The left half of the table shows the payoff function of P2, and the right
one - this function of P1. The first four rows correspond to x = 1,2,3,4
and to y = 1. The second four rows correspond to the same x's and toy = 2,
and so on. The first column in the left half and the first column in the
right half corresponds to a = 1, the second columns correspond to a = 2,
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and so on. 1t can be seen that for each pair (i.e. in each row) there exists
some a € A, for which Pl gets minimal payoff, equal to 1. Constructing the
described game leads to the following.

P1 cannot permit to P2 the following payoffs when aC =1,2,3:

a = 1 2 3
(o]

f2 = 13 11710 11;10
because Pl gets 1 with the corresponding pairs (x,y) at the same a_- The

rejection of corresponding rows leaves only x = 3 admissible for y = 1.
In this moment the following strategy (for example) guarantees 2 to Pl:

TABLE 2

1 3 3 3 3 3
2 2 3 4 2
3 4 4 i 4 1

The players receive (get) the payoffs encircled in the table. If P2
wants to get maximum, he must always choose vy, = 3.

It is not very difficult to see that further rejection of pairs does
not increase the guaranteed result for P1, i.e. R = 2.

6. CONCLUSION

An algorithm for fast finding of best strategy for the first player
in a finite 2-persons game with fixed sequence of moves, with different
information and with participation of the Nature is presented. It is possi-
ble that the main idea of this algorithm would be useful in the analysis
of some more general games.
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INTRODUCTION.,

The vector optimization problem considered here is to minimize a
continuous vector-valued function f: S-+R on a constraint set C< S, Let
F= £(C) be a compact set (though much weaker assumptions are sufficient for
the existence of optimal solutions - see Benson, 1978), While keeping in
mind that the set F is usually defined implicitely and that an attainable
decision outcome y F means that y= f(x) for some admissible decision x e C,
we can restrict the discussion to the outcome or objective space only. We
assume that all objectives are minimized and use the notatlon D= - R" and
B - " \ {0} while 1nt D denotes the interior of - R" 4+ Thus, v'e §"+ D
denotes'here that y' ¢ y". for all i=l,.. m, while y'ety"+ D, B = D\{0},
denotesy < y". for al i=l,.. mand y', < y". for some j=1,.. m, and
y'e y"+int'D - denotes y'. < y". for all i= 13.. m where y + D is the cone D
shifted by y. The problem of Vector minimization of y= £(x) over C can be
equivalently stated as the problem of finding D-optimal elements of F. The
set of all such elements, defined by:

F={yeF: FO(3+ D) - 2} (1)

is called the efficient set (D-optimal set, Pareto set) in objective or
outcome space.

Several other concepts of efficiency are essential for the discussion
of characterizations. The weakly efficient elements belong to the set

F"’={76F: FN(§+ int D) = @} (2)

Although important for theoretical considerations, weakly efficient
elements are not useful in practical decision support, since there might be
too many of them. Another concept is that of properly efficient elements;
there are many almost equivalent definitions of such elements, see Sawaragi
et al.(1985). We adopt here the definition of Henig (1982) that
characterizes properly efficient elements as D'-optimal elements for any
cone D' that contains D in its interior

P - De:O{ye F: FA(7+ D) =2} 5 D ={0': Dcint '} (3)

Properly efficient elements have bounded marginal substitution rates that
indicate how much one of the objectives must be deteriorated in order to
improve another one by a wunit. In applications, it is more useful to
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restrict further the concept of properly efficient elements and consider
only such that have marginal substitution rates bounded by some a priori

number., This corresponds to the concept of properly efficient elements with

bound € or De—optimal elements that belong to the set

FE= (yer: FAG+ B = g) ()
¢ = {re K" dist(y, D) < €Iy} )

and D =D \ {O}, while £> 0 is some given number - see Wierzbicki (1977);
marglnal substltutlon rates are then bounded by € and 1l/.

where

PARAMETRIC CHARACTERIZATIONS AND REPRESENTATIONS,
THEIR COMPLETENESS AND OTHER PROPERTIES.

In multiobjective optimization, most characterizations - sufficient
and necessary conditions - of efficiency are related to the use of some
substitute scalarizing function that typically depends not only on the
objective values but also on some additional parameters. There are two
classes of such parameters that are important for applications in decision
support systems: weighting coefficients and objective function levels which
can be interpreted as reference, aspiration or reservation levels.
Generally, we consider a set A of such parameters o , A< R . Let a
substitute scalarizing function be denoted by s: FX A —= R"; important
examples are (bi)linear functions, norms, so called achievement functions.
Such a function should desireably have two basic properties.

(S) The sufficiency property: for each a«€ AS

Arg  min s(y,« )CF (6)
yeFn YS(oc)

where A is a subset of A for which the condition (6) holds and Y (e)
represeiits possible additional constraint set. An analogous property could
characterize weakly efficient points or properly efficient points. If (S)
holds, then a point-to-set mapping of As into F can be defined:

P(ax) = Arg  min sy, ) (7)
ye FN Ys(oc)

Such a mapping is typically used as a basis of interaction between a
decision maker and a decision support system. In such applications,
however, we need a single point in the set “}* (o), that is, a selection
+(x) € ‘P (). The decision maker, called also the user, specifies some
o€ A_and the system responds with an efficient outcome ¥ = ¥(x)e€ F; hence,
parameters o¢ will be called controlling parameters, while the mapping
ﬁkof), or its selection ¥(«), will be called a parametric representation
of F.

However, the scalarizing function s(y,oc) that implies a parametric
representation should also desireably have the following property:

(N) The necessity property: for each Ve F, there exists &e¢ An such

that:

y€ Arg min  s(y,X) i (8)
yeFAY &)
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This property can be also modified for weakly efficient or properly
efficient points. Observe that, if Y (<) Y () and &€ A o then we check
both necessary and sufficient condifions wheﬁ (N) and (S) both hold. The
pair of conditions (S) and (N) will be called here a parametric
characterization of solutions to multiobjective optimization problems, We
shall say that (S) and (N) completely characterize parametrically the
efficient set F if A = n’ Y (oc) Yn(oc) for all € A .

An importan aspect of parametric characteérizations is their
controllability. If a characterization is complete, then the related
parametric representation has a specific 'onto' property:

UPw) =TF (9)

€A
s

which, in fact, can be taken as a precise definition of the completeness of
characterizations. For incomplete characterizations, the equality sign in
(9) must be substituted by an inclusion; if (9) holds with a limit or a
closure added on the left-hand side, we shall call such characterization
almost complete.

Complete or almost complete characterizations provide for a kind of
global controllability of the parametric representation by a user: he can
reach (almost) all 7 € F by suitably changing oc . However, a user of a
decision support system needs also local controllability of a parametric
representation in the sense of being able to easily and continuously
influence his selection of ¥ € F. This means that the computable selection
via) e P(ot), WY: A F, should be Lipschitz-continuous:

fw(x') - vl gl " - "l for all «', "€ Al (10)

which, in turn, necessitates a Lipschitz-continuity of the mapping ¢ .
Unfortunately, there are until now very few results on Lipschitz-continuity
of parametric characterizations., We give later an example of such result
for a simple case; in other cases, intuitive or negative statements can be
still made, based on logical evaluation or simple counterexamples.

The sets F" of weakly efficient solutions and F* of properly efficient
solutions have several characterizations that are complete, hence globally
controllable, Characterizations of the efficient set F are either almost
complete or they have other drawbacks. The sets A_ and A_ might depend on
the set F and thus on computational accuracy; theé intersections of F and
Y () or Y (x) might become empty by computational inaccuracies; the
mathematical operations required in characterizations might be unreasonable
from a computational point of view. Thus, we shall say that a
characterization of the type (S), (N) is robustly computable if it
satisfies the following conditions:

(i) The conditions (S), (N) do not contain additional requirements of
m-time repetition of minimization nor requirements of uniqueness of minima.

(ii) The intersection of F with Y («¢) or Y () should not become empty
when the set F is slightly perturbed._for F of’arbitrary, a priori unknown
shape this implies that for each 7 € F and the corresponding & in (N) or
in (S), there must be a neighborhood U(§) such that U({) « Y (&),
U(y) = Y (u) Thus, (S),_(N) cannot contain additional constraint8 that
might be active at any Ve F; all such constraints should be included in the
form of the function s(y, «), say, by penalty techniques.

Unfortunately, completeness and robust computability of
characterizations of efficiency do not coincide, which will be shown later
in an impossibility theorem.
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A special issue is that of constructive computability of the necessary
conditions (N). Some of them specify, in their proof, the value of
parameters & € Arl for which these conditions should be checked; such
necessary conditions will be called direct. Other asssure us only of the
existence of such & while searching for this & might be computationally
cumbersome; such necessary conditions will be called indirect.

Beside controllability and robust or direct computability, there are
several other aspects of constructiveness of parametric characterizations
and representations of efficient solutions to multiobjective optimization
problems that are important in applications in decision support systems.
One of such aspects is independence on a priori information. Many
characterizations use information about so-called ideal or wutopia point.
Abstractly, this point is defined as the strict lower bound to the
efficient set or as the unique (strong) D-maximal point of the set {ye R™:
Fey- D] . If b= - R" , then the utopia point is the vector composed of
results of scalar minimization of each objective function separately, A
characterization should not depend on the precise knowledge of the utopia
point, because it would not then be robustly computable, As long as only
approximate information about the utopia point 1is required in a
characterization, it does not constitute an excessive dependence on a
priori information, because the utopia point (or its approximation in cases
of large dimensionality corresponding to multiobjective trajectory
optimization) can be computed once for entire F.

While the use of approximate bounds to the set F is quite
constructive, the requirements of further a pE}ori knowledge of F are not.
For example, if a priori knowledge of entire F is used in (W), it makes the
necessary condition rather useless, since we cannot then apply (N) to check
whether y belongs to a priori unknown F. (N) shall be called tautological
in such a case.

Experience in applications of parametric representations in
multiob jective optimization and interactive decision support has led most
authors to agree more or less explicitely on several further attributes of
their constructiveness:

Simplicity. A parametric representation should be concepually simple
and easy to grasp mentally,

Generality. A parametric representation should be, if possible,
applicable not only to linear and convex problems , but also to nonconvex,
discrete and dynamic problems of multiobjective trajectory optimization.

Interpretability of parameters. The parameters in the sets A , A
should have an easy and reasonable interpretation for the user (who Reeds
such an interpretation when changing these parameters in order to control
the parametric representation), not for theorists only,

Computability. Beside the requirements of robust computability and
directness of necessary conditions, parametric representations should be
computable by means of algorithms that do not require excessive computer
time and can be relied upon to produce results without the need of
ad justment by the user,

ALTERNATIVE CHARACTERIZATIONS AND PARAMETRIC REPRESENTATIONS
OF EFFICIENT SOLUTIONS.

There are many characterizations that imply various parametric
representations, We shall subdivide them into three classes: (A) those
based on weighting coefficients used in (bi)linear functions and various
norms; (B) those based on aspiration or reservation levels used in various
norms and achievement functions; (C) other possible characterizations, We
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shall discuss here only the classes (A) and (B); for examples of other
possible characterizations see, e.g., Zionts and Wallenius (1976).

(A) Characterizations by weighting coefficients. These
characterizations are obtained if o 1is a vector composed of weighting
coefficients o, used in (bi)linear functions or various norms that
scalarize the components y. of the objective vector. All characterizations
in this class have one fundamental disadvantage in common: experience in
applications of decision support systems shows that weighting coefficients
are not easy to be understood well and interpreted by an average user.

(Al) (Bi)linear functions used as substitute scalarizing functions have
the following form:

m
s(ys ) = 3_ Y1 (1)
i=1

with o« = (ocl,.. OCi,..OCm); the sets As’ An are defined by:

m m
. m m
As={acelr1t R, : 21-1: o, = 1}, A= {oCER KPR 1} (12)

i=1

Theorem 1. Let s(y,o¢ ), A_, A be defined as above, If oc & A_, then
each ¥ that minimizes s(y, oc¢ ) ovel ye F is properly efficient| hence
efficient, If ¥y 1is efficient or weakly efficient and F is convex, then
there exists oC€A_ such that ¥ minimizes s(y, &) over yeF. If €A , then
each ¥ that minifizes s(y, o¢) over y € F 1is weakly efficient. 1f ¥ is
properly efficient and F is convex, then there exists ®e€ A such that y
minimizes s(y,o ) over yeF. S

For the proofs of various parts of this well-known theorem see, for
example, Jahn (1985) or Sawaragi et al. (1985); originally, this
characterization dates back to Koopmans (1951), Kuhn and Tucker (1951) and
Geoffrion (1968). For convex cases, this characterization is complete for
weak and proper efficiency and almost complete for efficiency. Moreover,
these characterizations are robustly computable but indirect for necessary
conditions., They are also independent of a priori information, conceptually
simple, rather general (with the restriction of necessary conditions to the
convex case) and easily computable for sufficient conditions., The main
drawback of these characterizations, beside bad interpretability of
weighting coefficients, is the fact that the related parametric
representations are not Lipschitz-continuous for such basic cases as when F
is a convex polyhedral set.

Similar properties to the above characterizations have those based on

the 11 norms:

;o weA (13)

m
S(Y1“) =z. l:xllyi- 3”1
1=

with A_ defined as in (12) and a lower bound point ¥ restricted by the
strict lower bound, that is, utopia point $:

¥ e y+ int D (14)
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Actually, ¥ < § would suffice, but the strong inequality in (14) is assumed
to obtain computational robustness. These characterizations will not be
discussed separately.

(A2) The weighted 1 norm is also often used as a substitute
scalarizing function: P

m
s(y, ) = [_Zf‘ioci]yi— Sf'ilp]l/p; oce A (15)
1=

with AS defined as in (12) and § restricted as in (14); the parameter
pe(l;” oo ) can be also treated as (m+l)-th component of the parameter
vector ¢,

Theorem 2. Let s(y, & ), , P, 7, be selected as above. Then each y
that minimizes s(y,« ) over y€F is properly efficient. If y is efficient,
then for each €> 0 there exist such &€ € A_, such p € (1; 00) and such '}7'

Py - — e | . . . __S
with ||¥' - ¥||< &€ that ¥ minimizes s(y,& ) over yeF.

This form of this theorem is due to Gearhart (1983); see also Zeleny
(1973), Yu and Leitman (1974), Wierzbicki (1977), Salukvadze (1979). This
characterization is almost complete for proper efficiency and efficiency
also in non-convex cases; in this sense, it 1is stronger than this by
(bi)linear functions,

This characterization is robustly computable, but the necessary
condition is indirect. The Lipschitz—continuity of the related parametric
representation has not  been studied, but we might suspect local
controllability. This characterization depends on a priori information, but
not excessively and is not tautological. It is not quite simple
conceptually, but rather general. The interpretability of the parameter
pair («¢,p) for an average user is bad; moreover, this representation might
be not easily computable if p 1is very large, since it 1leads to badly
conditioned nonlinear programming problems.

(A3) The weighted leo (Chebyshev) norm is a very useful substitute
scalarizing function:

s(y,o) =li<rl%ia;<mocilyi— vl o€ A (16)

where AS is defined as in (12) and ¥ restricted as in (14).

Theorem 3. Let s(ysec), ¥s A_ be defined as above. Then each y that
minimizes s(y,« ) over yeF is weakfy efficient. If the minimum is unique,
then such ¥ that minimizes s(y, o¢ ) over y€F is efficient, If ¥ is weakly
efficient, then there exists such &€ A_ that y minimizes s(y, &) over yeF,
If y is efficient, then there exists Such ® € A_  that ¥ uniquely minimizes
s(y, &) over yeF. °

This theorem is due to Dinkelbach (1971) and Bowman (1976). This
characterization is complete for weak efficiency and also for efficiency
even in a nonconvex case, but at the cost of the requirement of uniqueness
and thus loosing robust computability of efficiency conditions. Beside this
basic drawback, this characterization depends on a priori information but
not excessively and is not tautological, is rather simple conceptually,
general, and rather easily computable for weak efficiency.
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The basic drawback of all weighting coefficient methods - their bad
interpretability - can be overcome in this case by making these
coefficients dependent on aspiration or reference levels w, for objective
functions. Under the restriction that wi:> ?1, we can take: *

m
o = [1/¢w;- 51/ .J_Y?;l/(wj— ¥ an

which has the interpretation that the closer is an aspiration or reference
level w. to the lower bound level ¥,, the more important is the objective.
When ch%cking necessary conditions in Theorem 3, the application of (22)
with v, = ?i makes these conditions direct. This modification has been used
by Steuer and Choo (1983), Nakayama (1985), Korhonen and Laakso (1985);
however, if aspiration or reference levels are used as the controlling
parameters, then the method belongs to another class since the norm (16)
changes its form of dependence on controlling parameters and should be
interpreted as an achievement function. In this sense, we shall show later
that the corresponding parametric representation is Lipschitz-continuous
and thus locally controllable.

(A4) A composite norm, in particular -~ a combination of weighted 11 and
loo norms is one of the strongests substitute scalarizing functions:

m
s(y, =) =1’;’ai‘§m°°i|yi' vl o+ °‘m+1§4:—1-°‘i|yi‘ yil »

el o €(0; 1] (18)
where AS is defined as in (12) and ¥ restricted as in (14).

Theorem 4. Let s(y, o), ¥, o« and A_ be defined as above. Then each
Y that maximizes s(y,ec) over ye is propgrly efficient; if ¥ is properly
efficient, then there exists a (sufficiently small) um+1 and o€ AS such
that ¥ maximizes s(y, &) over yé€F,

This theorem is due to Dinkelbach and Iserman (1973). It completely
characterizes proper efficiency without convexity assumptions; since (18)
converges to (16) with o 1.~ 0, it implies also an almost complete
characterization of ef?fciency. This characterization is robustly
computable and its necessary condition becomes direct if we apply (22) with
w, =7, and¢£h+1 smaller than an a priori bound £ for marginal substitution
rates.

This characterization depends on a priori information but not
excessively and is not tautological. It is not quite simple conceptually
but rather general and easily computable. Thus, it might be one of the best
characterizations - provided, however, that we use the transformation (17)
of weighting coefficients in order to assure easy interpretability and
local controllability, This has been wused by Lewandowski at al. (1985),
although not as a norm but as an achievement function.

(B) Characterizations by objective function levels. These
characterizations assume that &« is a vector composed of objective function
levels, denoted here by w, that are interpreted either as reservations
(values that must be achieved), aspirations (values that should be
desireably achieved) or reference values (which can be, in fact,
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interpreted as aspirations), While much better interpretable for an average
user than the characterizations by weighting coefficients, most of the
characterizations by objective function levels have several disadvantages
that can be overcome first by introducing the concept of order-consistent
achievement functions - a class that includes functions such as (16) and
(18) under the transformation (17) but is much more general.

(Bl) Directional search. If a direction w € R™ and the utopia point ¥
are given, we can construct a substitute scalarizing function for the
directional search:

s(ys ws B) = || y- §-Tw]ls  weR", (19)
with an arbitrary norm in R™ and with T selected as the smallest value of
t € [0; 0 ) for which the minimum of s(y, w, t) over ye F is equal zero.
This is actually an additional minimization requirement; moreover, § should
be known exactly in the corresponding sufficient condition, hence the
following incomplete characterization is certainly not robustly computable:

Theorem 5. Let y € F be efficient and let a lower bound point ¥ < § be
given, If w= ¥ - ¥, then T = 1 is ‘the lowest value of t such that
y + tweéF and the minimum of the function s(y, w, t) over y € F is equal
zero. If m = 2 and F is convex, then, for each we R, the smallest value
of t 2 O such that § + twe F results in an efficient FeF. If m > 2,
counterexamples show that an analogous sufficient condition cannot be

proven even under convexity assumptions.

The above theorem is well known, see, for example, Yu and Leitman,
(1974), This characterization cannot be used to generate a priori unknown
efficient solutions in response to user requirements; it is only a very
good tool for checking the efficiency of a given 7.

(B2) Reservation levels or constraints on objective functions. Here
several simple substitute functions and constraints are used:

s (yy W) =y 5 ye FAY (W) (20)
where. {
(w) ={ve R" Yi€ VY i=l,.o m, i # k};
< Wires Wires W)EF- D (21)
Theorem 6. Let s (y, w), Y (w) be defined as above. If, for some

k= 1,.. m, y minimizes § (y, w) over ye FNY, (w) with some we §- D, then ¥
is weakly efficient; 1f ¥ is weakly €éfficient, then there exists
k = 1,... m such that ¥ minimizes sk(y, w) over yé& F(\Y (w) with w = 7, If,
for all k=1,.. m, ¥ minimizes s, (y, w) over yeF(]Y (wlj with some wey- D,
then y is efficient; if ¥ is efficient, then ¥ m1n1mlzes s, (y, w) over

yeF ﬂ Y (w) with w= ¥ for all k = 1,... m. Let F be convex. Then ¥ is
properly efficient if and only if the problems of minimizing s (y, w) over
yeEFNY (w) are stable, that is, the perturbation functions:

Ek(w) = min S (ys W) (22)
yeFNY, (w)

are Lipschitz-continuous at w= ¥ for all k = 1,... m.

The proof of this theorem, due to earlier results in Haimes et
al.(1975), Changkong and Haimes (1978) can be also found in Sawaragi et al



35

(1985). This characterization is complete and rather general (valid without
any convexity assumptions but not easy to generalize for the case of
trajectory optimization). However, it is not robustly computable and only
the weak efficiency part of this characterization has found broader
applications. Moreover, the proper efficiency part of this characterization
is not direct. On the other hand, we can expect local controllability,

The characterization depends on a priori information but not
excessively and is not tautological; it conceptually simple and the
parameters are easily interpretable as reservation levels for objective
values. For the weak efficiency part of this characterization, it is also
easy to compute.

Another, early variant of characterization by using reservation levels
is related to one of two possible interpretations of goal programming: this
of trying to improve given attainable upper bounds or reservations for
objective values. Originally suggested by Charnes and Cooper (1961),
further developed by Fandel (1972), Ecker and Kuada (1975), it has been
studied extensively in various modifications - see Gal (1982)., Its
prototypical formulation is:

m
s(y, w) = E:lcci(wi— ;)3 ye FOY(w);
1=
Y(w) = {ye R™: y €y, i= 1,.. m}; weF (23)

with some fixed o € A defined as in (12). This gives a complete
characterization of efficient solutions:

Theorem 7, Let s(y, w),o, Y(w) be defined as above with we F. If ¥
maximizes s(y, w) over y€ FQY(w), then ¥ is efficient; if ¥ is efficient
and we set W = ¥, then ¥ maximizes s(y, W) over y€ FNY(w).

This theorem is well known, see Charnes and Cooper, (1975) and Gal
(1982), but this characterization has a basic _drawback: it is not robustly
computable. In fact, we use here F{) Y(¥W) = {?} in necessary conditions and
this singleton set becomes empty by any, however slight, perturbation of F,
Except for this essential drawback, this characterization does not depend
on a priori information, is simple conceptually, very general (no convexity
assumptions are needed and a generalization to multiobjective trajectory
optimization is easy), well interpretable and easily computable if we do
not come with w too close to F,

The drawbacks of this otherwise excellent class of characterizations
could be overcome when substituting constraints by penalty functions - but
this leads to the concept of an achievement function. Before adressing this
concept, yet another class of characterizations must be considered,

(B3) Aspiration levels with various norms. This class consists of two
subclasses. The first subclass, called compromise programming or displaced
ideal, see Zeleny (1973), (1982), corresponds to the case where aspiration
levels for objective function values are below wutopia point and thus far
from being attainable, vrs'?. This is actually the case of classes A2, A3,
A4 with the lower bound point § treated as an additional parameter and
interpreted as aspiration level point; this case will not be considered
here any further. The second subclass corresponds to the second, widely
used interpretation of goal programming: this of trying to come close to
given aspiration levels or goals which are typically not far from being
attainable. In fact, consider formula (15) with another interpretation:




m
s(y, w) = [lei|wi_ yilp_"l/p (24)
1=

where o €A  1s treated not as the controlling parameter but as a constant
and w is thé controlling parameter instead. The limit case when p=00 is a
form similar to (16). If p= 1, we obtain a form similar to (23), however,
there is a basic difference: the function above should be minimized and not
maximized as it was the case with (23). Theorem 7 implies that one must
maximize a norm or a measure of improvement from attainable reservation
levels in order to get to the efficient set; from unattainable aspiration
levels, however, one must minimize the distance to the attainable and
efficient set. Thus, there are two precisely opposite interpretations of
goal programming techniques. To distinguish between them, we must have
additional means of checking that their boundary - the efficient set - has
been crossed.

Theorem 8. Let s(y,_w) be defined as above with any pe (1; o0 ), and
either F be convex or we F+ D, If ¥ minimizes s(y, w) over YEF and 7,> w.
for all i= 1,.. m, then ¥ is properly efficient. If ¥ is properly
efficient, then there exists such W with W.,<y., for alli = 1,.. mthaty
minimizes s(y, W) over yé€F. o

The proof of this complete characterization of proper efficiency is
given in Vierzbicki (1986); similar, though not exactly the same results
are given in Jahn (1984). The aboyve characterization is tautological for
noncovex sets F: if we require w€F+ D, then we must_know F a priori and
would have much simpler means of checking whether ¥ € F. For convex compact
F, we can use this characterization constructively only in its sufficient
part; the necessary conditions are indirect.

On the other hand, goal programming is simple conceptually, easily
interpretable and relatively easily computable; therefore, it has been
widely used, see Dyer (1972), Charnes and Cooper (1975), Ignizio (1983).
The difficulty in reaching efficient solutions if the goal w is attainable
can be ignored if goal programming is treated as a tool of supporting
strictly satisficing decisions; however, we assume here that a decision
support system should not only inform the wuser that a given goal is
attainable, but also propose a corresponding efficient solution., 1In the

terminology of goal programming, the components |w, - y. of the distance
function are often called achievement functions (or under-achievement and
over—achievement functions, if the sign of w, - vy, is taken into account).

The drawbacks of goal programming suggest "that a strengthening of this
concept would be useful,

CONCEPTS AND PROPERTIES OF ORDER-CONSISTENT ACHIEVEMENT FUNCTIONS.

When trying to specify a class of characterizations based on objective
function levels that would have good properties in applications for
decision support, it is essential to choose first appropriate concepts that
correspond to the nature of the vector optimization problem. We adress here
two such concepts: this of monotonicity, essential for sufficiency parts of
characterizations, and that of geparation of sets, essential for the
necessity parts of characterizations,

The role of monotonicity in vector optimization is explained by the
following basic theorem:
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Theorem 9, Let a funcg}on r: Fe» R1 be strongly monotone, that is, let
y'< y" (equivalent to y'e¢y"+ D) imply r(y')< r(y"). Then each minimal point
of this function is efficient. Let this function be strictly - sometimes
called weakly - monotone, that is, let y'<<y" (equivalent to y'ey"+ int D)
imply r(y') < r(y"). Then each minimal point of this function is weakly
efficient., Let this function be ¢ -strongly monotone, that is, let y'ey"+ D
imply r(y')<r(y"), where Dg, D¢ are defined as in (5). Then each minima
point of this function is properly efficient with bound €.

Various parts of this theorem are well-known - see Yu and Leitman
(1974), Wierzbicki (1977), Jahn (1984), Sawaragi et al, (1985), see also
Wierzbicki (1986) for the proof of the proper efficiency with bound & part.
Observe that a function constructed with the help of a norm,

r(y) = |ly- i+ is strictly monotone for all y » 7 if the Chebyshev norm
is used and strongly monotone for all y » ¥ if any other norm is used; a
composite norm of the form (18) where r(y) = s(y,a«) with some «€A_is

€-strongly monotone for all y > ¥ if € is sufficiently small when comp3red
to o .
™ The second concept, that of separation of sets, is actually used
implicitely or explicitely whenever necessary conditions of scalar or
vector optimality are derived. We say that a function r: R" —» R strongl
separates two disjoint sets Y, and Y, in Rm, if there is such € R™ that
r(y) <p for all ye Y, and r(y) >8 gor all ye¢ Y,. Since the definition of
efficiency (1) requires that the sets F andﬁj?—i? are disjoint (or F and
¥+ int D for weak efficiency, or F and ¥+ D¢ for proper efficiency with
bound), they can be separated by a function. If F is convex, these sets can
be separated by a linear function of the form (11); this separation of sets
is precisely the primal concept beyond the dual concept of weighting
coefficients, If F is not convex, the sets F and J+ D could be stil
separated at an efficient point ¥y, but we need for this a nonlinear
function with level sets {ye¢ R": r(y) < p} which would closely approximate
the cone y+ D. There might be many such functions; we shall define first
their desireable properties and then give several examples of them,

+1

(B4) Order-representing achievement functions are defined generally as
such continuous functions s: F x W — R” that s(y, w) is strictly monotone
(see Theorem 9) as a function of yeF for any weW and, moreover, posseses
the following property of order representation:

{ye R™: s(y, w)< O} =w + int D, for all we W; (25)
which implies, together with the continuity of s(y, w), that:

s(y, w) = 0 for all w = y€F (26)
Here we assume W = R" or any reasonably large subset of R" containing F or,
at least, Fw; the controlling parameter w is interpreted as aspiration

level point that might be attainable or not., A simple example of such
function is:

s(y, w) = max of,(y. — w,) (27)
1€igm 11 1
with W = R™ and some fixed oc € A_. Other examples of order-representing

functions will be given later, At any weakly efficient point ¥, an
order-representing function strictly separates the sets y+ int D and F.
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However, an order-representing function cannot be strongly monotone, since
it could not be continuous in such a case.

(B5) Order-approximating achievement functions are defined generally
as such continuous functions s: Fx W—R" that s(y, w) is strongly monotone
(see Theorem 9) as a function of ye F for any weW and, moreover, posseses
the following property of order aproximation:

wt DE c{ye ?", s(y, w) < O}C w + D£ , for all we W; (28)

with some small € >€ » 0, for some reasonably large set W containig F or,
at least, F; the requirement (28) implies also (26). A simple example of
order-approximating function is:

m
s(y, w) ;r;:;'xi(yi— W) +°Cm+%§ o (ys= W) (29)

with W= R™ and some 1>-0 that is sufficiently small as compared to &

and large as compared o) € ; this function is not only strongly monotone,
but also E -strongly monotone. Other examples of order-approximating
functions will be given later. At any point y that is properly efficient
with bound €, an order-approximating function strictly separates the sets
y + Dgand F,

Order-representing and order-approximating functions are jointly
called order—consistent achievement functions, When the concepts of
monotonicity and separation of sets are used, the following theorem that
characterizes efficient solutions by minima of order-consistent functions
might appear simple to the point of triviality; but this is precisely the
power of arguments based on separation of sets that they simplify complex
problems,

Theorem 10. Let s(y, w) be an order-representing function. Then, for
any we W, each point that minimizes s(y, w) over ye€F is weakly efficient;
if 7 is weakly efficient (or efficient), then the minimum of s(y, w) with
w=7y over y € F is attained at y and is equal zero., Let s(y, w) be an
order-aproximating function with some £,€ as in (28). Then, for any weW,
each point that minimizes s(y, w) over yé F is efficient; if y is properly
efficient with bound g (De—optimal), then the minimum of s(y, W) with W =7
over ye F is attained at ¥ and is equal zero. Let, in addition, s(y, w) be
£-strongly monotone in y; then each point that minimizes s(y, w) over y€F
is properly efficient with bound €.

For proofs of various parts of this theorem, also for
infinite-dimensional normed spaces, see Wierzbicki (1977), (1980), (1982),
(1986). Classes (B4, B5), without any convexity assumptions nor
restrictions on controlling. parameters w, completely characterize weakly
efficient elements and almost completely characterize properly efficient
and efficient elements (if we take the closure of sets of maximal points of
an order-approximating achievement function as & —» 0). By adding the
requirement of uniqueness of minima in Theorem 10, we could make this
characterization complete also for efficient solutions, but we forego this
generalization because it would mean the loss of robust computability. The
requirement that w =y in necessary conditions is not tautological, if we
want to use these conditions to check the efficiency of a given element: it
is direct and robustly computable, since we do not assume any a priori
knowledge of F, nor do we limit the minimization to a single point,
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These characterizations are not quite simple conceptually, but the
controlling parameters w and the values of the achievement function s(y, w)
are very well interpretable: while w is interpreted as aspiration levels,
the sign of the minimum of achievement function indicates whether these
aspirations are attainable or not, and the value zero of this minimum
indicates that aspirations are attainable and efficient. These
characterizations are also very general, valid not only for nonconvex and
discrete or integer cases, but also easy to extend for problems of

multiobjective trajectory minimization - see Wierzbicki  (1980).
Computationally, their applications are either simple - if F is a convex
polyhedral set, then the problem of minimizing (27) or (29) can be
rewritten as a linear programming problem - or more complicated for

nonlinear or nonconvex problems. In such cases, we must either represent
(27), (29) by additional constraints, or apply nondifferentiable
optimization techniques, since the definitions of order-consistent
achievement functions imply their nondifferentiability at y = w,

These characterizations are also, most probably, locally controllable;
before establishing Lipschitz-continuity of a parametric representation
corresponding to the simple achievement function (27) we must, however,
indicate the use of order-consistent functions for checking the uniqueness
of minima. The concept of separation of sets used in Theorem 10 implies the
following corollary:

Corollary, If ¥ is a minimal point of an E -strongly monotone
order-approximating function s'(y, w) over y€F with any weV, then ¥ is
also the unique minimal point of an order-representing function s"(y, W)
with w = 7 over yeF.

This corollary is an immediate consequence of the separation of the
sets y + Dand F by the cone y + D— On one hand, this confirms only an
easy theoretical conclusion that an order -representing function has unique
minima at all properly efficient points. On the other hand, however, the
corollary gives a constructive computational way of checking the uniqueness
of minima of an order-representing function.

If ¥ is, for example, a minimal point of function (27), we can take
function (29) with some small o and w = ¥ and minimize the latter
function; if we obtain the same resuit of this second minimization, we are
sure that the minimum of the former function is wunique. This applies,
however, only to order—consistent functions in multiobjective minimization,
and is by no means a general way of checking the uniqueness of minima of
other functions, for which task we do not have constructive computational
methods.

The above corollary explains also why we can use rather strong
assumptions in the following theorem.

Theorem 11. Let the order-representing funﬁtion s(y, w) be defined as
in (27) and consider the set W of such w € R that the minima of this
function are properly efficient elements of F, that is, are unique. Then
the parametric representation:

¥ =¥(w) = arg min s(y, w) (30)
yeF

is Lipschitz-continuous with the Lipschitz constant 4, that is,
Hvw") =™l € 410\w' - w"|| for all w', w'" € W and for the Chebyshev
norm which 1mp11es also Lipschitz-continuity in any other norm in R",
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Finally, next theorem explains the impossibility of _complete and
robustly computable characterization of efficient elements ye F.

Theorem 12, Let s: Fx A-»R1 be a continuous substitute scalarizing
function for vector minimization problems over an arbitrary set F<R'.

(a) Suppose that for each efficient y €F there exists an ®€A < A such
that ¥ is a minimal point of s(y, & ) over y € F () Y(&), where Y(r%z) is an
additional constraint set, and that each minimal point of s(y, e ) over
ye€FNY(x) is weakly efficient for any «xe€A CA; let A N A # @, If, for
each 7€ F and the corresponding xe€A_, the set Y(&) contains a neighborhood
U(¥) of ¥, then the function s(y, qp) has the following property of local
order-representation:

{rev®: s(y, ) <s(7 %)} = (7 + int DINU(Y) for all weA NA, (31)

(b) 1If a continuous function s(y, ) has the property (31) then, for
sets F of arbitrary form, there exist minimal points J'of this function
over y € F N U(§) that are weakly efficient but not efficient; hence, a
complete characterization of efficiency by minimal points of such a
function is impossible, if we do not apply additional conditions of
uniqueness or repetitive minimization.

For proofs of Theorems 11, 12 see Wierzbicki (1986).

FURTHER EXAMPLES OF ORDER-CONSISTENT ACHIEVEMENT FUNCTIONS.

The definitions of order-consistent functions do not require that all
level sets of the function s(y, w) should represent or approximate order;
only the zero level set should have this property. Hence, there are many
examples of order-consistent functions.

A general form of an order-representing function can be written as
follows:

-viw - y), if y-weD
s(y, w) = (32)
dist (y - w, D), ify -w ¢ D

where v: Rm—le is a strongly monotone value (or utility) function with the
property that v(w - y) = 0 for all y - w € D\int D, and any norm in R™ can
be taken to define the distance. If we take a multiplicative form of v -
for example, the Nash (1950) compromise function - and use the norm 1_ with
p22, then the function s(y, w) is differentiable except for y- w € DNnt D:

m
- ‘]i—l-l(wi— yi), if y- weD
s(y, w) = (33)
m
ifp .
[1_2_:1: (yi— wi)i] , if y- w¢D
where (y.- w,), = max(O0, yi~ w.). Another form of order-representing

. . i . ) . :
functionis p1e$e-wlse linear and “can be interpreted as an exact internal
penalty function for the characterization (23) of efficient solutions:

m
sys w) = max (g max (y;~v;), <1/m>_Zl<yi- w;)) (34)
1m 1=
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where the function is determined by the sum only for such y- wegD that

m
A/ 25047 v > § e 04 )

The above function is useful when applied to linear vector
optimization problems, where F is a convex polyhedral set. In such cases,
we rewrite the problem of minimizing (34) by using additional variables

Zy= Y5 Wi i=1,.. m, Zoel = s(y, w), to the following form:
m
s(y, w) = Z 1 zm+1; (l/m)IL_'_,_1 Z;s zm+l>gzi, i=l,.. m (35)

This function has been used in the DIDAS system of decision support - see
Kallio et al. (1980), Lewandowski et al (1982), Grauer et al (1984).
Similar transformations are possible for all convex or convex-like -~ see
Jahn (1984) - piece-wise linear functions s(y, w), such as (27), (29) or
their further modifications given below.

The prototype order-representing function (27) has also several
modifications in cases when additional information about F 1is available,
Suppose we know not only a lower bound ¥ < %, but also an upper bound ¥
such that F or F' is contained in ¥ + D. Thus, for each objective variable
y., a reasonable but not necessarily tight lower bound §, and upper bound
%¥. are known. Suppose a user of a decision support systef wants to control
his selection of efficient solutions by two parameters: his aspiration

. . ~ L
levels w' and his reservation levels w", where V.< w'. < w'", <y, for all
i=1,... m. When assuming a satisficing behavior, we Can use  the %uzzy set
theory and membership functions to describe the satisfaction of the user -
see, e.8., Sakawa (1983). The membership functions describing the
satisfaction of achieving individual objectives can be postulated, for
example, in the form:

0, if W' <y € 7;-.
" " ] :
- SRS FPZACAF IR AR Hwigrye vy (36)
1, if ¥, € vy <V

and the aggregate mambership function can be taken as the minimum of the
component membership functions. However, when maximizing such satisfaction
function, we must be certain that the reservation levels are attainable and
the aspiration_levels are not attainable, which is equivalent to a priori
knowledge of F; otherwise, the maximization of this function would not
necessarily result in efficient solutions and only strictly satisficing
solutions would be obtained.

This drawback can be overcome if we forego the strict adherence to
fuzzy set theory and satisficing behavior. Instead, we postulate a
quasisatisficing behavior - see Wierzbicki (1985): a decision maker, aware
of his objectives and their scale (¥; %), is quasisatisficing if he
optimizes when his resevation or aspiration levels are not yet attained,
but he can further optimize or forego the optimization for additional good
reasons if his aspiration levels are attained. In any case, the decision to
forego optimization should be reserved for the user and a decision support
system should always propose to him efficient solutions, consistently
related to his aspiration and reservation levels but obtained through
optimization; such efficient solutions will be called quasisatisficing
solutions,
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In order to characterize and compute quas1sat1sf1c1ng solutlons, we
have to extend monotonically the functlons;i also for w".< yv. g y and
yl_( ¥; < w' i while changing their signs because we con51éer m1n1mlzat10n
problems here:

~
w((yl FO/F -+ D), 1E W<y, g i
IRCRGR DI SR CAETR T ifw'ic v vy (37)
pty W' )/(w -’}')—1 if ¥, ¢ vi<v'y
where B, are glven positive parameters, we have y yp>0if y. = 7.,
! ~ Ji i
M= 0 if y, = jr My = -1 if y; = w' -(1+ P ) 1f V. y., whereas
0 correcponds to %oreg01n m1n1mlza%10n 1f Y4 <v'.. The %unctlon:
p= g i
s(y, wy, w'") = max }l(y, w, w'") (38)

1€i€m

is an order-representing achievement function, since it 1is strictly
monotone and has the property (25) if we interprete w" as the main
controlling parameter and w' as an auxiliary parameter. A special case of
this function, obtained when w' —» y (we cannot let w'-» w'", because the
function would become discontinuous) and without using the knowledge of fy:

(yy W) = (y3= wy)/ Qug- = (y:- ¥ )/ (wy= Fy) - 1 (39)
S ) = T e ) = e O 30y 5y

can be interpreted as a generalization of the Raiffa-Kalai-Smorodinsky
compromise solution - see Luce and Raiffa (1957), Kalai and Gmorodlnsky
(1975) - which is obtained by directional search in the direction ¥, W,
minimization of (39) instead gives more robust results and is appilcabie
also to nonconvex problems. Observe that (39) can be either interpreted as
an order-representing function or as the Chebyshev norm (16) with weighting
coefficients (17). The latter interpretation was used by Steuer and Choo
(1983), Nakayama (1985), Sawaragi et al. (1985); however, the proofs of
characterization properties of this function become much simpler if based
on its order-representing properties and Theorem 10,

Order-approximating achievement functions can be obtained from
order-representing functions by adding linear terms. For example, function
(38) can be made order-approximating by modifying its form to:

m
s(ysuts) = [ max (ot + (g/m 2 At W] /(14 g) (40
1=

1<ig€m

where gG(O; m). A similar modification of (39) leads to a form which can
be interpreted as a transformation of the composite norm (18):

m
s(y, w) = max(y;- w;)/ (= §) + (§/m22(y;- wy)/(wy= 3D (41)
l€igm * i=1

This form has been used in Lewandowski et al. (1985) for evaluating
discrete alternatives.

Extensions of the concept of order-consistent achievement functions to
multiobjective trajectory optimization lead also to many forms of
achievement functions - see Wierzbicki (1980). Another extension is to
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weaken the requirement of order-approximation (28) in such a way that it
would admit functions that are differentiable even at y = w (at the cost of
the strength and «clarity of neccessary conditions but preserving
sufficiency). An example of such functions is a simple transformation of
the 1p norm:

m ~ 1/
stys ) = [Um2fo0y- Fp/eeg- FpIP] P -1 (42)
1=

which has the zero-level set that approximates w+D rather closely but
differentiably for sufficiently large p. Various penalty functions lead to
other forms of smooth order-approximating achievement functions , see
Wierzbicki (1975), (1978).

REFERENCES

Benson, H.P. (1978) Existence of efficient solutions for vector-maximum
problems. JOTA 26: 569-580.

Bowman, V.J. Jr. (1976) On the relationship of the Chebyshev norm and
efficient frontier of multiple-criteria objectives. In: Thiriez, H.,
Zionts, S. (eds.) Multiple criteria decision making. Springer, Berlin
Heidelberg New York (Lecture Notes in Fconomic and Mathematical
Systems 130).

Changkong, V., Haimes, Y.,T. (1978) The interactive surrogate worth
trade-off (ISTW) for multiobjective decision making. In: Zionts, S.
(ed.) Multiple Criteria Problem Solving. Springer, Berlin Heidelberg
New York (Lecture Notes in Economic and Mathematical Systems 155).

Charnes, A., Cooper, W, (1961) Management models and industrial
applications of linear programming. Wiley, New York.

Charnes, A., Cooper, W. (1975) Goal programming and multiple objective
optimization. J. Oper. Res. Soc. 1l: 39-54,

Dinkelbach, W. (1971) Uber einen Losungsansatz zum Vectormaximumproblem.
In: Beckman, M. (ed) Unternehmungsforschung Heute. Springer, Berlin
Heidelberg New York (Lecture Notes in Operational Research and
Mathematical Systems 50: 1-30).

Dinkelbach, W., Iserman, H. (1973) On decision making under multiple
criteria and under incomplete information. In: Cochrane, J.L.,
Zeleny, M. (eds.) Multiple criteria decision making. University of
South Carolina Press, Columbia, South Carolina.

Dyer, J.S. (1972) Interactive goal programming. Management Science 19:
62-70.

Ecker, J.G., Kouada, I.A. (1975) Finding efficient points for linear
multiple objective programs. Mathematical Programming 8: 375-377.
Fandel, G. (1972) Optimale Enscheidung bei mehrfacher Zielsetzung.
Springer, Berlin Heidelberg New York (Lecture Notes in Economic and

Mathematical Systems 76).

Gal, T. (1982) On efficient sets in vector maximum problems - a brief
survey. In: Hansen, P. (ed.) Essays and surveys on multiple criteria
decision making. Proceedings, Mons 1982. Springer, Berlin Heidelberg
New York (Lecture Notes in Economic and Mathematical Systems 209).

Gearhart, W.B. (1983) Characterization of properly efficient solutions by
generalized scalarization methods. JOTA 41: 618-630.

Geoffrion, A.M. (1968) Proper efficiency and the theory of vector
optimization. J. Math. Anal. Appl. 22: 618-630.



44

Grauer, M., Lewandowski, A., Wierzbicki, A.P. (1984) DIDAS: Theory,
implementation and experiences. In: Grauer, M., Wierzbicki, A.P.
(eds.) Interactive decision analysis. Springer, Berlin Heidelberg New
York Tokyo (Lecture Notes in Economic and Mathematical Systems 229).

Haimes, Y.Y., Hall, W.A., Freedman, H.B. (1975) Multiobjective optimization
in water resources systems, the surrogate trade-off method. Elsevier
Scientific, New York.

Henig, M.I. (1982) Proper efficiency with respect to cones. JOTA 36:
387-407.

Ignizio, J.P. (1983) Generalized goal programming. Comp. Oper. Res. 10:
277-291.

Jahn, J. (1984) Scalarization in vector optimization. Mathematical
Programming 29: 203-2138.

Jahn, J. (1985) Some characterizations of the optimal solutions of a vector
optimization problem, OR Spectrum 7: 7-17,

Kalai, E., Smorodinsky, M. (1975) Other solutions to Nash's bargaining
problem. Econometrica 43: 513-518.

Kallio, M., Lewandowski, A., Orchard-Hays, W. (1980) An implementation of
the reference point approach for multiobjective optimization.
WP-80-35, International Institute for Applied Systems Analysis,
Laxenburg, Austria.

Korhonen, P., Laakso, J. (1985) A visual interactive method for solving the
multiple criteria problem. European Journal of Operational Research,
to appear.

Koopmans, T.C. (1951) Analysis of production as an efficient combination of
activities. In: Koopmans, T.C. (ed.) Activity analysis of production
and allocation., Yale University Press, New Haven.

Kuhn, H.W., Tucker, A.W. (1951) Nonlinear programming., In: Neyman, J. (ed.)
Proceedings of the 2-nd Berkeley Symposium on Mathematical Statistics
and Probability.

Lewandowski, A., Grauer, M. (1982) The reference point optimization

approach - methods of efficient implementation. WP-82-019,
International Institute for Applied Systems Analysis, Laxenburg,
Austria,

Lewandowski, A., Toth, F., Wierzbicki, A. (1985) A prototype selection
committee decision support system - implementation, tutorial example
and user's manual, Mimeograph., International Institute for Applied
Systems Analysis, Laxenburg, Austria.

Luce, R.D., Raiffa, H. (1957) Games and decisions. Wiley, New York.

Nakayama, H. (1985) On the components in interactive multiobjective
programming methods. In: Grauer, M., Thompson, M., Wierzbicki, A.P.
(eds.) Plural rationality and interactive decision processes.
Springer, Berlin Heidelberg New York Tokyo (Lecture Notes in Economic
and Mathematical Systems 248).

Nash, J.F. (1950) The bargaining problem. Econometrica 18: 155-162.

Sakawa, M. (1983) Interactive fuzzy decision making for muliobjective
nonlinear programming problems. In: Grauer, M., Wierzbicki, A.P.
(eds.) Interactive decision analysis. Springer, Berlin Heidelberg New
York Tokyo (Lecture Notes in Economic and Mathematical Systems 229).

Salukvadze, M.E. (1979) Vector-valued optimization problems in control
theory. Academic Press, New York.

Sawaragi, Y., Nakayama. H., Tanino, T. (1985) Theory of multiobjective
optimization. Academic Press, New York.

Steuer, R.E., Choo, E.V. (1983) An interactive weighted Chebyshev procedure
for multiple objective programming. Mathematical Programming 26:
326-344,



45

Wierzbicki, A.P. (1975) Penalty methods in solving optimization problems
with vector performance criteria, Working Paper of the Institute of
Automatic Control, Technical University of Warsaw (presented at the
VI-th IFAC World Congress, Cambridge, Mass.).

Wierzbicki, A.P. (1977) Basic properties of scalarizing functionals for
multiobjective optimization. Mathematische Operationsforschung und
Statistik, s, Optimization, 8: 55-60.

Wierzbicki, A.P. (1978) On the use of penaly functions in multiobjective
optimization, In: Oettli, W,, Steffens, F. et al. (eds.) Proceedings
of the III-rd Symposium on Operations Research, Universitat Mannheim.
Athenaum.

Wierzbicki, A.P. (1980) Multiobjective trajectory optimization and model
semiregularization, WP-80-181, International Institute for Applied
Systems Analysis, Laxenburg, Austria.

Wierzbicki, A.P. (1982) A mathematical basis for satisficing decision
making. Mathematical Modelling 3: 391-405.

Wierzbicki, A.P. (1983) Negotiation nad mediation in conflicts I: The role
of mathematical approaches and methods. In: Chestnut, H. et al. (eds.)
Supplemental ways for improving international stability. Pergamon
Press, Oxford.

Wierzbicki, A.P. (1983) Negotiation nad mediation in conflicts II: Plural
rationality and interactive decision processes., 1In: Grauer, M.,
Thompson, M., Wierzbicki, A.P. (eds.) Plural rationality and
interactive decision processes. Springer, Berlin Heidelberg New York
Tokyo (Lecture Notes in Economic and Mathematical Systems 248).

Wierzbicki, A.P. (1986) On the completeness and constructiveness of
parametric characterizations to vector optimization problems (extended
version of this paper). OR Spektrum, to appear.

Yu, P.L., Leitmann, G. (1974) Compromise solutions, domination structures
and Salukvadze's solution. JOTA 13: 362-378.

Zeleny, M, (1973) Compromise programming. In: Cochrane, J.L., Zeleny, M.
(eds.) Multiple criteria decision making. University of South Carolina
Press, Columbia, South Carolina.

Zeleny, M. (1982) Multiple criteria decision making. McGraw-Hill, New York.

Zionts, S., Wallenius, I. (1976) An interactive programming method for
solving the multiple criteria problem. Management Science 22: 652-663.



ON SCALARIZING METHOD IN VECTOR OPTIMIZATION

Dinh The Luc

1.INTRODUCTION

Let K be a closed,convex and pointed cone with a nonempty in-
terior int K in an n-dimensional Euclidean space R".The cone in-
duces preference orders in the space as follows: a,b<¢ R",

azb if a - bek,
azxb if a - bekK\i0%,
a»b if a - beint K.

Further,let X and X' be two nonempty subsets of Rm,let f be a
vector valued function from X into R" and let f' be a scalar
function on X'.We have a vector optimization problem associated
with (X,f):

Max f(x)

s.t. xeX, (
and a scalar optimization problem associated with (X', f

max f'(x)

s.t. x eX'. (11)

Denote the sets of optimal solutions and weak optimal solu-
tions of (I) by E(X,f) and WE(X',f'),respectively,i.e.

E(X,f) = {xeX: no yeX satisfies f£(y)2f(x)3} ,

WE(X,f)= §{xeX: no yeX satisfies f(y)>f(x)3 .

( The §et of optimal solutions of (II) will be denoted by
E(X",f').

A common method of solving (I) is to convert it to a scalar
problem of type (II) (see Jahn (1984),Wierbicki (1985) and the
cited references there).If the set of alternatives X' and the
objective function f' are suitably chosen,then we may have:

E(X',f')e E(X,f) or E(X',f')cWE(X,f) ,

i.e. it is possible to find optimal solutions of (I) by solving
scalar problem (II).This is very useful for the decision makers
who deal with vector problems because for scalar problems the
theory and computational algorithms are widely developed.The
choice of X' and f' depends on the vector problem to solve,also
on other requirements of the decision makers.The following reg-
uirements are considered basic:

(i) The invariance of the alternative set:

X = X' ( or at least X' € X ),
(II) The reservation of the preference orders:
x,yeX and £(x)Z f(y) imply f£'(x)Z f'(y),
x,y X and f(x)2 f(y) imply f'{(x)> f'(y)
(for the weak case f(x)> f(y) implies f'(x)> £'(y) ).
Some other requirements such as the reservation of linearity,

I)
"y,
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convexity (i.e. if (I) is linear or convex,then (II) is linear
or convex,respectively) are also of interest.In this paper,we
pay our attention to the scalarizing problems which satisfy (i)
and (ii).In Section 2 we give some separation theorems by mon-
otonic functions as they have a close relation to those func-
tions which yield (ii).In Section 3,the results of Section 2
will be applied to the getting of scalarizations of vector prob-
lems.

2.SEPARATION BY MONOTONIC FUNCTIONS

Definition 1. A function g from a subset A of R" into R is
said to be monotonic on A (sometimes it is said to be monotonic
with respect to K) if for a,be A,

azb implies g(a) > g(b),
and it is said to be weakly monotonic if for a,b A,

azb 1implies g(a) zg(b), (1)

a>b implies g(a)s g(b). (2)

Oefinition 2. Let A and B be two nonempty subsets of R" and

let g be a scalar function on R™ . we say that A and B are separ-
ated by g if gfa)2 g(b) for every aeA and beB.

Theorem 1. Let pe R". Then (p + int K)AA =¢ if and only if

there exists a continuous , weakly monotonic function on R" so
that p + int K and A are separated by it.

Proof. Assume that g is a weakly monotonic function separat-
ing p + int K and A and suppose to the contrary that
(p + int K)"A #¢ ,i.e. p + b e A for some beint K.
By Definition 2,we have

g(p) z g(a) for all aeA. (3)
However,it follows from the weak monotonicity of g that

g(p + b) > g(p).
This contradicts (3) as p + be A.

Conversely,assume (p + int K)nA =& . Take a vector eeint K
and consider a function g given by the relation
g(x) = inf(t: x 2z p + te ), x eRr". (4)

We prove that g is well defined and continuous, weakly monotonic

on Rn.Indeed, since e<int K, for every xe¢ Rn, the intersec-
tion of (x + {e1 ) with (p + K) is nonempty, where re3 denotes
the set (te: tz 0 ).This ensures the existence of t such that
x2z p + te. Moreover, as K is pointed, when a number T being
large enough, x - te ¢ p + K each t zT. Consegquently,the in-
fimum of (4) exists and g(.) is well defined.Its continuity

is easily established by a direct verification . Now,for the

weak monotonicity,let x,y «R" with «x 2y. We see that
y 2 p + te implies x z p + te. Hemce g(x) z g(y).
Further, let x > y , then there is a positive ¢ so that
X - ¢e 2z y.By the definition of g we have
g(x - te) = g({x) - ¢ .
Thus, g(x) z g(y) + ¢ and (2) holds. The proof is complete.

Let peR", tz 0.Denote

B(p,t) = {xeRM:ux - pig¢ t? , and
let cone(A,p) be the cone generated by A - p and let clcone(A,p)
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be its closure.

Lemma 1 . Suppose that clcone(A,p)nK = {0}. (5)
Then there exists a convex,closed and pointed cone C so that

(11ii) K\iD¥¢ int C,

(iv) Cn(A-p)e 10i.

Proof. Observe first that (int K) A(int K*) # ¢ , where
K* 1is the nonnegative palar cone of K. Let b be a normed unit
vector of that intersection, and let

K(t) = 1 xeK: x.b=1t¢ , tz0.
Consider the convex compact set K(1). It follows from (5)
that there is a positive ¢ , U< ¢ £1/2 such that

clcone(A,p)n (K(1)+B(0, ¢ )) =
Let C be the caone generated by K(1)+B(O ¢).It is obvious that
C is the cone to be constructed.

Theorem 2. Let pé,Rn. Then (5) holfs if and only if there

exist a continuous,monotonic function g on R" and a closed,
convex and pointed cone C containing K\{0} 1in its interior
so that g separates (p+C) and A.

Proof. If (5) holds, then by Lemma 1 there exists a cone C
satisfying (iii) and (iv). Take e €int K ¢ int C and con-
sider a function g given by the formula:

g(x) = inf {t: xep+te+C § x €R
It can be verified without any difficulties that g(.) is well
defined, continuous and monotonic. (The monotonicity is derived
from (iii) and the definition of g(.) ).Moreover,

g(p+c) 2 0 2 g(a) for each ceC and aeA.

Thus, g separates p+C and A.
Conversely,if g separates the two sets, then

clcone(A,p) n(int C) = ¢ .

Indeed, if that is not the case, then there is a vector aeA
such that ae p+int C. Take a nonzero vector beK with the
norm small enough so that a-b € p+C. Then by the monotonicity
of g we have

g(a) > g(a-b),
contradicting the fact that g separates p+C and A.
Further,since K\t 0} ¢ int C,

(clcone(A,p))nK = {0t
and the proof is complete.

n

Lemma 2. Suppose that pe R"  and
(clcone(ANB(p,t))AnK < {03 for all t>0 . (6)
The? ghere exists a closed set C with the following properties:
v Ke C,
(vi) C+(KN{0l )¢ int C,
(vii) Cn(A-p) ¢ 104.
Proof. As in the proof of Lemma 1, we consider K(t), t>x0.
By the condition of the lemma,for a fixed positive T,there is
a positive ¢ such that
(K(t)+B(0, ¢ ))Nn (A-p) = ¢ ,each t 27T
and for every t , 0< t<7T there is a positive 4(t) such
that
(K(t)+B(0, £(t)) ) n(A-p) = @&
It is not difficult to construct a continuous function s(.)
an R+,the set of nonnegative numbers,so that
sCt) < mintt, ¢(t), ¢ 3} , for each t2z 0,
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s(t) ¢ s(t') if t < t'.

define
C = Y (K(t)+B(D, 8(t)/2) ).
tz20
The direct verification will show that C yields all the requir-
ements of the lemma. The proof is complete.

Now

2

Theorem 3. (6) holds if and only if there exists a contin-

uous,monotonic function on R so that it separates (p+K) and A

Proof. Assume that (6) holds. By Lemma 2, we get a closed
set C satisfying (v),(vi) and (vii). Let ec¢int K. Oefine a
function g by the relation

g(x) = inf §t: xe€p+te+C 3} , «x er".
Using a proof similar to that of Theorem 1,we can conclude that
g is well defined, continuous and monotonic.Besides,it separates
(p+K) and A.
Conversely,assume that g is a continuous ,monotonic function
separating (p+K) and A. Suppose to the contrary that (6) does
not hold,i.e. there is a sequence iaik from A with

"ai_p” 2T for some positive T, and
lim d(ai,p+K) =0,
where d(.,.) stands for the distance from ay to p+K.
The latter fact shows that there is a seqguence fbii from p+K

such that
lim lla;-b, W = 0. (7

Further, as g is monotonic, for a given T we have
g= infig(x): xep+K, " x-puzT/2) > g(p).
We may assume Hbi—pj|§T/2.

Hence g(b;) > glpl)+(g-g(p))/2. (8)

For ¢ =(g-g(p))/2,it follows from (7) that
a, € bi— ¢e+K 1if 1 1s large enough.

Now, the latter relation gives us the relation:

g(ai) z Q(bi)— <

Combining this with (8) we obtain
g(a;) 2 g(byl-¢ > g(p+¢-¢=glp).

In this way,g does not separate (p+K) and A.The proof is comp-
lete.

3.SCALARIZATIONS

Given a vector optimization problem (I).It can be seen that
if problem (II) satisfies conditions (i) and (ii), then
E(X',f') € E(X,f)
(or E(X',f') € WE(X,f) 1in the weak case).
The conditions (i) and (ii) are eguivalent to the existence of
a monotonic (weakly monotonic) function g on f(X) such that
f' is the composition of f and g.In this section we shall study
the existence of such functions by using the separation results
developed in the previous section.
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Proposition 1. xe WE(X,f) 1if and only if there exists a

continuous,weakly monotonic function g on R" such that
xe E(X,g.f).
Proof. By definition, xe WE(X,f) if and only if
(f(x)+int K) A~ f(X) =& .
Now the proposition follows immediately from Theorem 1.
Proposition 2. x ¢ E(X,f) and (6) holds for A=f(X) and p=f(x)
if and only if there exists a continuous,monotonic function g

on R" such that xe E(X,g.f).

Proof. Note first that a monotonic function g separating
(f(x)+K) and £(X) if and only if xe& E(X,g.f). Now,apply
Theorem 3 to get our proposition.

Definition 3. (see also Jahn(1984)) xeE(X,f) 1is said to
be a proper optimal solution of (I) if

(clcone(f(X),f(x))An K = $01.

Denote the proper solution set of (I) by Pre(X,f). Below
we give some conditions for (6) to hold.

Proposition 3. (6) holds for A=f(X) and p=f(x) if one of
the following conditions is satisfied:

(viii) xe Pre(x,f)

(ix) xe E(X,f) and f(X) is compact.

Proof. The first condition is obvious as (5) implies (6).
For the second part,suppose to the contrary that (6) does not
hold,i.e. there is a sequence §xi§ from X with

lim (£(x;)-f(x)) ¢ K\N§{O}.
As f(X) is compact,we may assume lim f(xi) = f(y) for

some y € X.Hence f(y)-f(x)e KNiO4contradicting xe E(X,f).
The proof is complete.

Proposition 4. xe PrE(X,f) if and only if there are a closed
convex,pointed cone C containing K\i03% in its interior and a
continuous function g which is monotonic with respect to C such
that xeé E(X,g.f).

Proof. This is immediate from Theorem 2.

CONCLUSION: Some results similar to that of Propositions
1 and 2 have been proved by Jahn (1984).However,the author uses
seminorms in the role of g and therefore the function is merely
weakly monotonic on some domain of the space (except for the
convex case). The argument used in our paper allows fo get
some more interesting results.Namely, under appropriate assump-
tions about the alternative set and objective function,it is
possible to construct a continuous,monotonic function g so that
by solving the scalar problem associated with (X,g.f) we can
obtain all the optimal solutions of problem (I).This result and
some others will be presented in a forthcoming paper.
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1. Introduction

If we have constructed a mathematical model about a
technical or economical topic, it is important for mathe-
maticians as well as for decision makers, to analyse this
mathematical model in order to get as much prior information
as possible concerning the problem. Especially information
about the existence of a solution, about estimations of the
values of the solutions in the criteria space, and about how
the solutions depend on perturbations, are desirable. This
knowledge is the background for numerical procedures,
particularly for interactive numericel procedures,.

If the above mentioned mathematical modelling leads to
an optimization problem, for instance to

£(x) > max, x€&; f: B o2 =RP, p 2 1 integer, (P)

then in the case p = 1 (scalar optimization), the duality
principle is often used to get information about stability

in connection with perturbations and about estimations of the
maximal value of (P) "from above". Words such as dual, polar,
adjoint, complementary, conjugated and the co-~terms, reflect
different and useful applications of duality for scalar
extremal problems (Gopfert 1982, 1986; Zeidler 1978).

If (P) is a real vector optimization problem, i. e.
p>1, it also seems possible to derive advantageous dual
problems for the given primal multicriteria problem (P).

I am convinced, that such duality theories must be developed,
and I hope, that if we have a good duality theory, then we
will be able to use it successfully for practical purposes.

In picture 1 you see (in the case Z = R%, ordered with the
customary cone K = R2) the set £(:) - K with the efficient
set (in the Pareto sense) Ep. A useful dual program (D) +to
(P) would be

g(Y)—') min, yGﬂD y 8 =£‘D_) Zy (D)

where no point of g(iﬂD) can be dominated by a point of £(§),
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or more exactly, where

£2(8) -k n g(E) + (x ~{0}) = 4. (1)

(1) is often called weak duality. And (D) would be
very good (or mathematically, s trong duality is
valid), if there is "no gap" between EP and the efficient

set By of (D), look at picture 1. The both programs

Cx— min, Ub - max
(B,)) Ax Z b (D) Jv > 0:vi(uA=C) £ 0
x 2o Uz 0

fulfil (1), but there is a gap (picture 2), aa you see,
choosing

~2 0
c=( 1_1) , A=(~=1,-1), b==~1,

If you would have constructed a "good" dual vector
optimization problem, then (look at picture 1)
- firstly, if zp is in g(i%ﬁ, you can't f£find

points of f£(%) or points of Ep in g($p) + (K ~303%),
~ gecondly, if you have some points zp of g(l@D), you have in
some sense an estimation of ED from above,

- finally, you can uge points z) € g(i;D) for the reference

point approach of Wierzbicki (1980). K. Lampe (1984)
calculated, using the stochastic search procedure of Timmel
(look up in K. Lampe 1984), the convex academic example
-X

! 2) —> min, x € :G',
2

x, :
1 2 < <
£’={(x2) : h1(x)=x1 X, = 0, h2(x) = Xq + 2x2 =3 = O} ’
and the Lagrange ~ dual problem
2
-Xq + L11(x1 -x2) + L12(x1+2x2 -3)

5 5 — max, (2)
X+ Xy~ o+ Lo (xy7=x5) + Lpoy(xq42x, =3)/ L, x € %y

. ‘X L., L
(% _( 11 D12} |
£ ‘{x‘(‘xz) » L= Ly I’22) Ry

Hy

0, Ez1ﬁ>0,3z; >0

\
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[
o

¥ *
with 21 (-1+2L11x1+L12) + 2, (1+2L21x1+L22) =

* ® _

(where the equations in i;D come from z*T(fx + th) = OT)

approximately, She got the dotted curves in
picture 3 and (because (2) is a "gap-free" dual problem) she
considered themags es timations of EP from above

respecti%ely of ED from below.

Now I state some results concerning duality theory,
which we got in Merseburg (Gerstewitz/Iwanow 1985). Some of
them were sharpened by Nehse and Iwanow in Ilmenau (look e.g.
in Gerstewitz/Iwanow 1985).

2. Duality for convex problems

Now about duality theory for convex problems in Z = Rp,
ordered with a convex cone K, not necessary closed, but of
course 0 € K (and K n (=K) =40}, Z = K-K). We used the
duality results (of the convex scalar optimization) with
perturbations. Imbedding the given primal convex problem

f(x) > min, x €%, (24)
in a perturbed problem (perturbation u) with F(x,u) convex,
F(x,O§ = f(x), then scalarizing F with a vector
z*e Rp, z;> O, i=7y.ceypy ¥ P convex, proper, lower
semicontinuous, then conjugating g=z"F to g;“(x*,u*), we
can write the dual program

h— max, h € ng (D)

1 9
B, ={nerP: 3z%>0, Au* ¢ 8" witn
1 .
2T p < -g;‘(O,-uﬂ)j .

In the case p=1 the dual problem would be the customary one
-g;: (0,-u™)— max.

Then (1) is fulfilled and st rong dueality
t heorems are valid (also in general spaces)such as:
Strong direct duality theorem: If f(xo) is properly

efficient relativ to (P1), that is, x  solves the scalar
problem

z* £(x) - min, x € &, (3)
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with a certain z* € RP, z;>-0 Yi=1,...,p, then f(x,) € E

if the problem z*T F(x,0) is stable (in the sense of
Rockafellar).

Inverse duality theorem: If -g;* (O,u*) is stable V z*
mit ziﬁ> 0, and if h® is efficient relative to (D1) with
(z%)°5 0, then there exist h' ¢ ¥, efficient in (D) and

’
D‘\

1
Xe 8, properly efficient in (Py) with
(zM°%° = (z%°%"' , n' = £} .

Iwanow sharpened especially in the last theorem "gtable"
to "normal" in the sense of Ekeland-Temam. And now the
following corollar to the last theorem is interesting
(U. Lampe 1981): If £(% ) is compact, then to each efficient

h® in (Dy) with (z")° there is an efficient h> of (D,) with
a properly efficient 2 of (P1), such that

£(%) = h%, (2)%° =(2%)%%, n° - n?e B~ (k~§0%) .

The last inclusion reflects, that K is not necessary closed.
( The dual problem Dy, of Isermann for the linear problem
P

1)

Cx —min, Ax = b, x 2 0; C:R™>RP, A:R"5R", (P)
is

Ub—ymax, Iv>0 : vi(UA-C) S O (D)

and is a special case of (D1). For other examples look in
Jahn (1986).

3. Nonconvex duality

Now some remarks concerning nonconvex duality. The above made
demand "no gap between EP and ED" on strong duality theorems

is, as the known duality theorems (see f. e. Gerstewitz/
Iwanow 1985, Jahn 1986, Nakayema 1984) show, somewhat sharp.
In the duality of (P1) and (D1) only the "properly" efficient

golutions of (P1) work! An other definition of proper

efficiency is the following (U. Lampe 1981);: Under the same
suppositions as in 1. we say, that f£(x)€ £(%) is
properly ef ficient in the sense of Lampe

if there is an open convex cone C¥# 2, C2K~10} , and f(xs is
efficient even relative to Cu 10§ (instead of K).

Denoting x € . with f(x) properly efficient in this
gense with M, and such x € , wWith f£(x) properly efficient
in_the sense“of Geoffrion (see (3)) with N, it is valid
N = M,. If P is concavelike, that is (for maximum-problems),
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if £(% )=K is convex, then N=I_. Especially N=M, for concave
problems (P) (or convex (P1)). The proof of N=M, is founded

on ‘& separation theorem: Two convex sets (one of them is C)
are separated by a certain hyperplane, which finally deter-

mines the z™ in (3). With such z* and such separation theorems
we established the convex multicriterial duality as in 2. And
now, Gerstewitz had the idea, to generalize the ¢ one C to
a certain convex s e t C and, having this in mind, to
separate a nonconvex set (being in connection with efficient
points of (P)) from C bya c¢c oncave functional s
instead of @ 1 i n e a r functional z¥ (as in the convex
optimization). So we can state (also in general spaces) with
K as in 2. (Gerstewitz/Iwanow 1985):(K closed, C open)

Proper efficiency with a convex get C(xel\‘le,): If CcZ

is a convex set with C >K~{10}, C£2z, T + (K~{0}) € ¢,
then x € £ may belong to M y, if £(x) is efficient relative

to Cu{01} (instead of K).
Theorem: X, € Me' iff there exists a concave continuous

strictly monotoneous functional1) 8 : Z— R with

s(z,) 2 38(z) Yz e £(8) (4)
where Z, = f(xo). _
(4) is nothing else than generalizing the (linear) z™ in the
proper efficiency of Geoffrion to (the nonlinear, i.e.
concave) s. And if

N'={x_€X :3 s as in (4) with: x, solves s f(x)—)max,xeﬁ},

o]

then is valid N'= Me,
X, € My, = N'). The proof is done using & new separation
theorem: If A<Z, A¥¢, An C = ¢ , where C is (e.g.) our
convex set C, then 3 s (as in (4)) with

(in pict. 4 we see an example for

s(4) z 0, s(c) > 0.

With s and usi ideas of Klétzler-Krotov (see Gopfert/
Gerstewitz 1986), we can state a very general dual problem
(Dg) to (P) and even can give strong duality theorems. With

this duality theorems we thus obtained the same generality

as in the scalar optimization. The reason for getting such
gsatisfactory general problems is, that for the Lagrange
functionals & 1 1 proper L : R 5k are admissible, whereas
in the customary (convex) case L is linear. And as in the
scalar case it is desirable for special problems, to diminish
the class of possible functionals L end s. For vector optimi-
zation problems, using an idea of Ester (e.g. in(Gerstewitz/
Iwanow 1985)), Gerstewitz discovered, that the solution

}(t,x) :(Rl ~§0} )x RE SR of

") s(zq) > s(z,) for z4-2, € K ~{0}
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P
TT - 3(63)= £ 4 x;- 3(4,%) >0 ¥ £50, x € RY,
k=1

is concave (continuous and strongly monotoneous), and stated
together with Iwanow a dual problem and a strong duality
theorem for finite dimensional problems (P) with s of the
type a8 ¥ , so that at least s is a member of a smeller class
of functionals,

Pinally we represent the forementioned dual problem
(Dg) to the primal problem (Pg) and an appertaining strong

duality theorem (which is also valid in more genersl speces);
K,Ky as in 2.

. . —+_ph b4 m
f(x)—>max, x€ B=fvex=R" : g(v) R 0, K,§Y = R I3 (Py)

h — min, hef—D =1k €z=RP: Isas in (4), I I:¥R,
8

ny

L(u) 2 0 Vu

=iV

0, s(k) Z sup (s(£(x))+L(g(x))}. (D)
y xX€X

Theorem: f(Me,) g i.e., properly efficient points

D b
g

from (Pg) are efficient relative to Dg'

With additional assumptions there is also a converse duality
theorem.
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CONCEPTS OF EFFICIENCY AND FUZZY AGGREZGATION RULES

Jochen Ester, Technische Hochschule Karl-Marx-Stadt
9010 Karl-Marx-Stadt, PSF 964, GDR

1. INTRODUCTION

Some concepts of efficiency can be covered by an uni-
fied approach with a substitute parametric optimization prob-
lem. This was already shown by Gearhart (1933) for properly
efficient solutions in the sense of Henig (1932). In the
paper presented here other definitions of solutions are in-
cluded based on the classical Pareto concept (e.g. set of
extremals, weakly efficient set),

Using the Theory of Fuzzy Sets we can give an interpretation
of a special substitute scalarizing function as a generalized
aggregation rule of fuzzy sets. This rule depends on para~
meters, which control the (logical) properties of the aggre-
gation. Therefore, the aggregation rule can be adapted to

the logical structure of the concept for efficiency. This
concept must be given in the form of a hierarchical structure
with additionally given weighting coefficients on each level.

2., THE MCDM-PROBLEM AND SEVERAL SCLUTIONS

Let us assume that we have a vectormaximum problem
such as

max {q(x)leXSRn, qech'“} (1)
with the denotations
_ T _ T
g = (qq «oo qm) ¢ X = (X eee X/) .

A basic solution for (1) is the Pareto set, which is
defined by

PM =fq°]§q= q>q°, q.q°€7—} . (2)

where the binary preference relation "» " means (Elster,
Nehse 1979)
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1 2 2
' > a%e ot 2 o%e> qd - a2 RT\(0}. (3)

Z is a mapping of X and may be an arbitrary set. It can even
be a discrete set. Now, we have the following demands

max {a; | q€z J= q;0 ¢ € M<+oo , isi(i)m (4)
min {qi] qEPM}: q”i‘i” > N>-o0 , i=1(1)m . (5)

All further considerations are related to the space of the
objectives and the set Z.

Wwith .
ay > " 4 ag<ay . i=t(1)m (6)
and _
9 ~ 9 )
;1= /= , i=1(1)m (7)
qi - qi

we guarantee that the Pareto set of (1) lies in the unit
cube after the transformation (7).

PM = Argmax {q IqEZ‘}quER_T{O £ aQ; <1, i=1(1)m} (8)

Besides the Pareto set (or efficient set) we know a lot of
other concepts for efficiency, for instance: weakly effi-
cient set (Elster, Nehse 1979), properly efficient set in
the sense of Schénfeld (Schénfeld 1970), in the sense of
Salukvadse (Salukvadse 1975), in the sense of Nash, the set
of extremals (Makarov et.al. 1982) or set of partial
solutions etc.

The use of this great variety of concepts for efficiency
could not be justified from a practical point of view. We
can find a practical justification for the Pareto set only.
But, unfortunately, the Pareto set has mostly a very high
number of elements, Therefore, the Pareto set or one of its
approximations can only be a solution of a MCDM-Problem in
a first step of a decision making process. With the Theory
of Fuzzy Sets we can give now a practical interpretation
for some other solution sets,

This is possible due to the definitions of these sets by
corresponding substitute parametric optimization problems,

2,1, Weakly efficient set

Using the following preference relation
1 2 1 2 1 2, . m
9 >q€Pq >q€>q - g€ int(R)) , (9)
where int(Rm) means the interior of the positive orthant

in the Euclidean space, we get the weakly efficient set
of solutions PMS,
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PMS ={qsl§q: q>qa°, q.q°€ Z} (10)

It holds PM € PMS. The same set may be obtained by solving
the parametric problem

PMS = Argmax{m;i.n(giqi)l q€ z, g=(gl...gm)T6 RT\{O}}, (11)
1

where g is a vector of parameters. This problem is known
as the Germeier problem (Germeier 1971). Therefore, it is
possible to name PMS the (properly) efficient set in the
sense of Germeier.

2.2, Hyperbola efficient set

With another preference relation

m g.
q1>q2<=»[77;(q1- 02) 40lAfa}- a2 >0, i=1(1)n] (12)
i=

we can determine the hyperbola efficient set PMN. We obtain
the same solution for

m a.
’“a"{._”;(qi) l}qez, 9=(gy+--9,) € Rf\[o}} . (13)
1=

This problem, well-known from Game Theory for cooperative
games, was formulated by Nash., Therefore, it is possible
to name PMN the (properly) efficient set in the sense of
Nash. The following parametric problem belongs to the same
class

m
max{; []WZ(giqi- e) = a, g€z, gcRT\{b}, axgQ, 9;9;~ e E ?}
1=

4)
with the solution set PMH. In (Ester, Schwartz 1983) was
shown

PMH(a»0) € PM, PMH(a=0) = PMS,
1im(PMH) = PM . (15)

a9+0

The separating hyperplanes in (13) and (14) belong to the
same class (for m=2 we get hyperbolas). ‘

2.3, Properly efficient set in the sense of Schénfeld

In this case the definition is given by the following
substitute parametric optimization problem

m
= m
nax {e 29:9; | 9€Z, geR+\{0}}. (16)

The solution set of (16) is called properly efficient set
in the sense of Schénfeld
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PMP = Argmax(e) . (17)
It holds PMPCE PMS. In the case of strongly convex Z we
know

PM = PMS = PMP . (18)
These results are well-known from the literature (Elster,
Nehse 1979),

2.4, Set of extremals (Makarov et.agl. 1932)

A generally rarely applied concept of solution is that
of extremals or of partial solutions, defined by

PME = L/ Argmax(qicqez) ' (19)
i
which can be determined by (4). The elements of PME are
needed for the computation of the so-called utopia point,

It holds PME £ PMS. We can obtain the set PME by solving
the problem

max {mgx(giqi) l qg€eZ, g€ RT\{O}} . (20)
i

2.5. Other concepts

A lot of different definitions for solutions of MCDM-
nroblems has the same outcomes as described by (11),(13),
(16) and (19). For instance, we can use distance=~ or achie-
vement-functions with utopia points, nadir points, other
reference points etc., but the solutions are the same as
above, This can be explained by the fact that the separat-
ing hyperplanes in different substitute parametric optimi-~
zation problems are similar,

Therefore, we do not discuss other definitions. In special
cases it is quite easy to prove the shape of the correspond-
ing hyperplanes.

3. GENERALIZED PARAMETRIC CHARACTERIZATION

We introduce the auxiliary objective

m i/p
e(q,r,9) = ngi(qi)p] (21)

with
g€ R\[0}, aez , p real (22)
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and obtain that the weakly efficient set, the hyperbola
efficient set, the properly efficient set in the sense of
Schonfeld and the set of extremals are special solutions of

nax {e(a.p.9) [a€z }, (23)

where p = (~00), 0, 1, (+00) . In contrast to earlier in-
vestigations we have extensions in p from integer to real,
from positive values to positive-negative values including
zero, plus and minus infinite.

The character of the function (21) changes from convex to
concave at the point (p=1), thus causing an essential deviat~
ion from the concept presented by Gearhart (1983). Note that
(21) can not be used in the sense of a norm,

From the literature we know

THEOREM 1: The solution set EP of

maX{e(Q.p.g) [ q€Z, geint(RT). P real}

is a subset of the Pareto set

EP = Lj EP(g) = Argmax(e)€ PM . (24)
9

In (Ester,Tréltzsch 1986) is shown the following
THEOREM 2: It holds

EPCE® for all -00 € s € p £ +o00 (25)
m
for g€ R, \{O} °

This means, there exists a chain of inclusions by varying

the parameter p. We get the highest number of solution ele-

ments for p=(-oo)e. If p is increasing now, some solution

elements must be cancelled and we get the partial solution

for p=(+00).

It must be noted that the inclusion (25) is not strong.

In special cases the solution set is not strongly decreasing

with increasing power p.

Without proof we give

THEOREM 3: Suppose the point-to-set manping (p—?Ep) is
continuous for all p<p'. Then we find p < p*
with the following condition for a given
arbitrary £.

v qePM: Jq'€EP: |q- q'l<&, p< Py (26)

This means from a practical point of view that we can compute
the Pareto set by using the auxiliary objective (21) if the
power p lies under a certain limit,

Using this approximation theorem the Pareto set does fit in
the chain of inclusions (25).

Without limitation of generality we can suppose

m
2 g9, =1. (27)
i=1
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Besides, that generalized parametric problem can be adapted
to the conception of preferences of a decision maker. It
has all properties of a preference function.

4, INTERPRETATION OF THE AUXILIARY PROBLEM

Using the Theory of Fuzzy Sets (Zadeh 1965), we shall
investigate the connections between the solutions of (23)
and the structure of the concepts for efficiency of a
decision, Therefore, we need some wmembership functions
of fuzzy sets.

o The fuzzy set of all decisions, which are the best deci-
sions with respect to the criterion q; is

Ay ={q [zi(q)} ¥ q€R] , i=1(1)m . (28)

o The fuzzy set of all decisions, which are the best deci-
sions with respect to all criteria is an aggregation
of Aj
i

A = aggr(Al,...,Am) = {q {z(q)} ¥ g€ RT « (29)

z and z, are the membership functions of the corresponding
fuzzy s&ts, satisfying

0 £ z, z, £1 .,

Now we can choose
zi(Q) = qi  1=1(1)m (30)

and for z we take the following aggregation rule

m 1/p m 1/p
z= kzlgi(qi)pj = iz;;gi(zi)FJ =e . (31)

We find the best element (the best decision) as follows
max {z {q=(21...zm)T€Z/\ RT, gé RT\[O}, p real} . (32)

From fuzzy theory we know (Dubois, Prade 1980) a lot of
aggregation rules,
For instance:

o intersection of fuzzy sets (A = AN AN .ee)

A) = mi .
z(A) m;n(zl) or

f%
T .

z(A)

o union of fuzzy sets (A = A;VA,V...)



z(A) = mgx(zi) or
n

z(A) = Z:;(Zi) .
i=

These aggregation rules are special cases of (32) or (23).
For p=(-00) we obtain the "pure" intersection, and for
p=(+00) we arrive at "pure” union. The transition from inter-
section to union lies between 0« p< 1. The opportunity to
vary p enables us to control the (logical) properties of the
aggregation in a soft manner. However, we recognize a very
surprising fact. The set of the best disjunctive decisions

is a subset of the best conjunctive decisions being the
weakly efficient set. At first sight we would expect the
converse relation!

5. HIERARCHHICAL STRUCTURE OF EFFICIENCY

In many cases we have such a situation that we can find
disjunctive and conjunctive demands in the aggregation (29).
For instance, the decision maker can state:

"The decision must be done with respect to the criteria
q, and q2 and ... and 9, gr q, and as and ... and ag or
L N ] et

This ﬁeans
A = aggr(Ag,eeesA U ﬂ Ag ' (33)
j€3J 1€I
AJ'. = agng.(Ai, ViGIj) , ¥jE€J . (34)

On the first level in the hierarchy we find the (basic)
fuzzy sets Aje With (34) we can compute the fuzzy sets on

the second level A!. The fuzzy set A is the efficient set on
the top level J

A= aggl’(Al,....Am) = aggro(Ail VJGJ) hd (35)
The corresponding membership functions are
zAi =2z, =q; , i=1(1)m . s (36)

N
[}
N

1]

1/p?
p .
A "7 [2;1 ol(z,) ] . Vi€ . (37)

1/p°
- o, _,\p°
A =2 [J.Zeagj(zj) ] . (38)

Each “subsystem" has relevante criteria, special “weighting
factors™ and its characteristic aggregation parameter p.

N
n
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This idea renders possible to build up a model of efficiency
for each problem, Therefore, it can be used in decision
support systems and in automatic decision making,

Obviously, the main problem is the determination of the
parameters g and p.

REFERENCES

Dubois,D.;Prade,H. (1980). Fuzzy sets and systems - theory
and applications, Academic Press, New York,
Elster,K¢~H.;Nehse,R. (1979). Ergebnisse und Probleme der
Vektoroptimierung., 24.IWK,TH Ilmenau, Reihe B1,
Ester,J.;Schwartz,B, (1983)., Ein verallgemeinertes Effizienz-
theorem. MOS, ser.Optimization, 14(3),
Ester ,J.;Tréltzsch,F. (1986). On generalized ndtions of
efficiency in MCDM,., Syst.Anal.Model.Simul,, 3(2).
Gearhart ,W.B. (1983). Characterization of properly efficient
solutions by generalized scalarization methods.
JOTA, 41: 491-502,
Germeier,J.B. (1971), Einflhrung in die Theorie der Operat-
ionsforschung (russ.). Nauka, Moskau.
Henig,M.I. (1982). Proper efficiency with respect to cones.
JOTA, 36: 337-407.
Makarov,I.M,et.,al. (1982), Auswahltheorie und Entscheidungs-
findung (russ,). Nauka, Moskau,
Salukvadse,M,S5. (1975)., Aufgaben der Vektoroptimierung in
der Theorie der Steuerung (russ.). Meznieraba, Tbilissi,
Schénfeld,P. (1970). Some duality theorems for the non-linear
vectormaximum problem, Unternehmensforschung,14(1),
Zadeh,L.As (1965). Fuzzy sets. Information and Control,
8: 338-353,



MULTIREGIONAL ECONOMIC POLICY-MODELLING

Marc Despontin
Centre for Statistics and Operations Research, Vrije Universiteit Brussel
Pleinlaan 2, B-1050 Brussels, Belgium

1. INTRODUCTION

In our experiments of policy-modelling with a multiregional econometric
model for Belgium (Despontin 1981, 1982), both optimal control theory,
using a classical symmetric quadratic penalty function, as multiple criteria
linear programming methods were used to solve multiregional quantitative
economic policy problems.

In this paper, a sketch of a possible approach is given trying to
combine both methodologies for multiregional models in an interactive way.

2, MULTIREGIONAL DYNAMIC MODELS

Let us consider a multiregional dynamic linear(ized) model with r
regions in reduced form:

Y =RY + R Zt + R W

t 17 t~1 2 3t
in which:
It It
N _ . - | P
t ’ t
Yrt Zrt
nt Znt
where: th : vector of targets of economic policy for region j (j=I,2,...,r);
nt ° vector of supraregional (national) targets of economic policy;

th : vector of instruments of economic policy for region ]
(J=1,2,...,1);

2nt : vector of supraregional (national) instruments of economic
policy;

W : vector of data of economic policy.
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Considering a time horizont T, the general multiregional dynamic
economic policy problem can be written as:

Max flit(Ylt’ Ynt’ th, Znt) i=1,2,...,cl; t=1,2,...,T
Max f2it(Y2t’ Ynt’ z2t’ Znt) i=l,2,...,c2; t=1,2,...,T
Max frit(Yrt’ ne? Zreo nt) i=1,2, s t=1,2,...,T
Max fnit(Ynt‘ Znt) i=1,2, 23 t=1,2,...,T
Yo = RY | +RZ+ RW, t=1,2,...,T
Yy =Y*
o o
DY + EZ§ B
(1)
in which: fjit ith criterion for region j for time period t;
< : number of criteria of region j;
= '
Y (Y1 Y2 . YT)
= '
Z=(2y 2y ... Z)

D, E and B: matrices of appropriate order of coefficients of
linear restrictions on the targets and instruments;
x .
YO : vector of current values of the target variables;
and in which, for the sake of simplicity, but without real restriction, we
suppose that each region is only interested in the values of the instruments
and targets of its own and of the supraregional level.
In a classical unicriterion optimizing approach, (1) is reduced to:

Max F((fjit’ j=1,2,...,r; i=l,2,...,cj),(fnit, i=1,2,...,cn),t=1,2,...,T)
Y, = Rth_l +RZ+ RN, t=1,2,...,T

YO=YO

DY + EZ§ B (2)

in which F is a super-criterion,

As clearly exposed by U, Reimers (1984, 1985), the traditional price-
directive or resource-directive decomposition principles (e.g. G.B. Dantzig
and P. Wolfe, 1961, J, Kornai and T. Liptak, 1965) are based on very res-
trictive hypotheses of which not only the economic relevance can be
questioned in practice, but even are not applicable in a multiregional
multiple objective approach.

In a classical unicriterion satisficing approach, by extension of
H. Theil (1958), the problem is formulated as:
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T
* * * *
- _Y 1 - - ] -
Min til [(Yt t) G(Yt Yt) + (zt Zt) H(zt zt)]
Yo = Ry ¥ Rl * Ry, t=1,2,...,T
3
Yo=Y (3)

where F is a penalty function to be minimized and in which:

Y: : desired values for the targets;

* . .

Zt : desired values for the instruments;
G, H : matrices of penalty weights.

The satisficing approach appears to be very efficient for larger models,
while a major difficulty consists in defining the penalty weights and desir-
ed values. From our experiences it became clear however that, in this simple
quadratic model, often the penalty weights have to be chosen as to obtain
realistic policies., As a consequence, they are not always longer a reflection
of real preference structures, as they should be,

In the multicriteria optimizing approach (1), using the perturbation
method explained in M. Despontin (1984), preference modelling is very fle-
xible as long as the number of time periods, targets and instruments is not
too large to allow an iterative interaction with the decision-maker(s).

Both approaches are not competing, but are complementary in a multicri-
teria framework.

In next model, we try to combine both in a multiregional setting.

3. AN INTERACTIVE FRAMEWORK

The interactive optimization proceeds in following steps:

(S1) The supraregional (national) objectives (Ynt, Znt; t=1,2,...,T) and
desired values (Y:t’ Zzt ; t=1,2,...,T) are determined by the supra-

regional decision-maker (or decision-makers acting as one).

(S2) Each region j determines autonomously its own objectives (th, th ]
t=1,2,...,T) and desired values (Y?t’ Z?t ; t=1,2,...,T)

(S83) Given the desired values o; the sgpraregional and regional targets and
instruments, the vectors Yt and Zt (t=1,2,...,T) can be composed:

x =

Ylt\ / it

S * x x
Yo = Yo ’ Zy = Lot
v* zx

rt rt

x x

Ynt l Znt
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(S4) Every region j determines its own matrices G, and H, of penalty weights
for deviations on all targets and instruments.

(85) For each region j following problem is solved:

T
. R N _Jx _o%y X
Min tzl [(Yt Yt) GJ.(Yt Yt) + (zt zt) Hj(zt zt)]
Yo = Ryt RpE *RgW t=1,2,..,T
Y =y*
\ o o

which gives an optimal control solution per region j we will denote
by:

(56) Let Yj(X;) and Zj(X;) respectively be the vectors of targets and
instruments of the jth region and the supraregional level
(over the whole time horizon), obtained by using the ith region

optimal control solution X;.

Following (multidimensional) pay-off table can then be obtained:



"

objectives}
of region 1 2 ve r
3
optimal
control sol.
of region j

1 Yl(XT), zl(xT) YZ(XT), zz(xf) ces Yr(XT), zr(xT)
2 YI(X;), Zl(x;) Y,(X5), Z,(X3) ... Yr(X;), Zr(X;)
r Yl(x;), zl(x;) YZ(X:), zz(x:) een Yr(X;), zr(x;)

Each region j compares the r optimal control solutions pairwise, from
which, using Saaty's eigenvalue method, for each region j a vector of weights
v, is obtained (Saaty, 1977):

le

w.
j2
I o

(S87) By multiplying these by regional weights, Vi, Vv v _, the

2r sres Vo
final weights 4)s Gy -+-y 4, are defined as:

ql\ Y1

4 Vo
= ( w1 Y wr

. v

These regional weights are determined so as to optimize two criteria:

(i) Find a set of compromise weights Qps gy +ees 4 which are as near
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as possible to each individual set of regional weights separately, so as:

Min d., + d.

il il

+ -
Min cl.12 + diz
Min d._ + d7

ir ir
qQ. =w, . v, +w_ .V

1, = Vi * w2rv2
+ -
ap *dgy —dyy =
+ -
Ay *djy =45y =
+ -
1 * dir - d1r B
v. > 0
i
+ -
dijr 45 > 0
r
z v, = 1
i=1

(ii) Maximize the
Max quwy ) + v,

Max quuy + qyvy,

Max qlwrl + q2wr2

priority value of the combination for each region:

ir

i=1,2
+w .v
rl'r
-t Ye2Vr
+w Vv
rr r
i=1,2
i=1,2

§=1,2,...,13i=1,2,..

+

cee t qrwlr
+ ...+ quZr
+ ... t qw

T

(4)

(5
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(88) Using the multicriteria linear programming perturbation method
(M. Despontin, 1984), the multiple criteria problem (4), (5) is solved,
giving final weights Qps G5 +ovs 9-

(59) Penalty weights are now abtained through:

T
. N X X %
Min til [(Yt Yt) G(Yt Yt) + (zt Zt)H(Zt zt)]
Yo =R Y, | *RZ O+ RW t=1,2,...,T
y =Y*
(o] [o]

can be solved, giving a compromise solution we will denote by X;+l'

(s10) The algorithm resumes with step (S6), but now comparing r+l solutions,
the original regional optimal solutions and the newly found compromise
solution.

4., CONCLUSION

In this short text, we gave the principal components of an approach try-
ing to combine both optimal control theory and multiple criteria decision
making in order to solve large scale quantitative economic policy problems.
It provides a framework to use the linear programming multiple criteria
perturbation method, which should allow a flexible way to take account of
the importance of the different regions and the impact on the overall
national objectives.

Due to the very different nature of both methodologies, and taking into
account the human involvement in multiple criteria decision making, it is
clear that the effectiveness of the approach presented should be tested on
real large scale models, which should be a next step.
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INTERACTIVE METHODS FOR MULTI-OBJECTIVE
INTEGER LINEAR PROGRAMMING
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1. INTRODUCTION AND GENERAL RESULTS

For the 1last 15 years, many Multi-Objective Linear Programming
(MOLP) methods with coatinuous solutions have been developed. In many
real world applications, however, discrete variables must be introduced
representing, for instance, an investment choice, a production level,
etc. The linear mathematical structure is then Integer Linear Programm-
ing (ILP), assoclated with MOLP giving a MOILP problem. Unfortunately,
this type of problems has its own difficulties, as it cannot be solved by
simply combining ILP and MOLP methods.

A previous paper [10] has been devoted to the characterizations
of the set of efficient solutions to MOILP. In this paper, a survey of
present interactive techniques for MOILP is attempted.

First, some 1lmportant general results are pointed out, especlally
those related to the generalized Tchebycheff norm. In the following, a
survey 1s made on several interactive methods to determine a best compro-
mise among the set of efficient solutions. Sections 2 and 3 are devoted
to all-integer and mixed integer linear programming problems, respective-
ly. Some concluding remarks are presented in Section 4.

The problem (P) considered here 1is defined as follows :

"max” C X

X€D={XeRnIAXSd,XZO,xjintegerjEJ} (P)

where C 1s a p x n matrix, and ¢y (j = 1,...,n) and ck (k =1,...,p)
are, respectively, the columns and the rows of C ;
A 1is am x n matrix, and aj (j = 1,...,n), the columns of A;
is a m x 1 vector ;

J 1is a subset of { 1,...,n} .
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A solution X* of D is called efficient, or non dominated, for pro-
blem (P), if there exists no other solution X in D, such that

ck X zzck X* k=1,...,p
with at least one strict inequality holding.

Let us denote E(P), the set of all efficlent solutions of problem
(P). Different methods to determine and to characterize E(P) are review~
ed in [10].

Let us just recall here that because of the presence of integer
variables, the feasible solution space D is not convex, so that to gener-
ate E(P), it 1s no longer sufficient - contrary to MOLP - to solve the
(gl) programme :

max ' . C X
(P)
X €D @
for all values of & verifying

@, >0 #k=1,...,p

P

2 %"

k=1

The optimal solutions of (P,) generate only a subset SE(P) of E(P),

called the set of supported efficient solutions.

Nevertheless, Bowman [1] proved that E(P) is generated by the opti-
mal solutions of the problem (gl), defined as :

min llCc X -2zl

X €D A
P
corresponding to all A values such that,lk:> 0 and E 'lk = 1, and where
_ k=1
Z 1is a goal point in the objective space with the properties
Z=cx 4+X €D
— k —
Ilex—zlh-mix ]Lk|c x—zk|§

is the generalized Tchebytcheff norm.

The existing interactive methods leading to the determination of a
“"best compromise™ in E(P), according to the preferences of the decision-
maker (D.M.), will be reviewed in the present paper.

For MOLP, there exists some interactive methods based on the follow-
ing procedure :
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- stepwise determination of a stability interval [Q@Zﬂ of @ values
for the parametrized problem (%1), consistent with the preferences of
the D.M.;

- determination of the efficient solution corresponding to the optimal
solution of (%1), given a set of weights are [q@,qx]-

As pointed out by Zionts [15], this type of method cannot be direct-
ly extended to MOILP. The main reason is that for one single stability
interval [a,1], (gx) admits several integer solutions, as illustrated in
the following example given in [15]

2 1
= _ —_———— it — <l .
D X€eRrR |Ix, + X, < i 3 X + X, 8 5

x] = 0 >x9 > 0 integers
Assuming that for the corresponding MOLP problem, the continuous
best compromise is x; = x5 = 2.34, corresponding to the stability inter-

val 1/4<1J\1<i 3/4, there exists three completely different integer solu-
tions for this same interval

1 1 _ i
if T<AI<T N then xl-O,x2—3
1 1
if <A< — , then x, =2,x,=2
2 3 _ _
if T</\1<T » then x =3, x,=0

MOILP problems require thus specific interactive methods and the
paper gives a survey of several of them, for all-integer problems and
for mixed integer problems in Sections 2 and 3, respectively.

Some preliminary remarks must be made :

(i) only the methods related to general MOILP structure are reviewed.
Several methods addressing specific combinatioral optimization
problems (locational and scheduling problems, generalized networks,
.«+) have not been included in this survey ;

(ii) moreover, the present study is limited to published papers to be
found in the open literature up to the end of 1985, but, of course,
without any claim of exhaustivity. Technical reports (see Evans
[2]) have been disregarded ;

(iii) some methods are considerably technical, therefore only the basic
ideas of each approach are described.
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2. MULTI-OJECTIVE ALL INTEGER LINEAR PROGRAMMING

This section corresponds to the cade where JEE{ l,...,n }1n problem

(P).

2.1. Villareal-Karwan's method

This method [13] is based on an algorithm described in [12], by the
same authors to characterize E(P). They use a dynamic programming appro-
ach : in the i-th stage, the Pi(Yi) problem is defined as :

(®, (1,0

Xg integers >0

with 0 =Y, < d.

Let us call E(Pi(Yi))’
subproblem.

the set of efficient solutions of this

The general principle
selecting a set Ei(Yi)
stage 1 and for each RHS
D.-M. will be able to select

of this method will consist in interactively
of best subpolicies (;i,...;;i) at each
vector Y;, so that at the final stage, the
his best compromise within S, (d).

Villarreal and Karwan introduce the following conditions on the
operators "preference” () and "indifference” (~) applicable to the set
of policies

1

operators ? and ~ are transitive and complete ;

operator ~ is symmetric and reflexive ;

operator  is asymmetric and irreflexive ;

the following monotonicity property is satisfied :
(D x3y (¢ (2) 3)y x(1) 5 ¢

) x(3)) _ x(2) 43, (1) _ 4(@)

iff

if£ X ~ X

Quite naturally, it is assumed that the D.M. prefers solution X(l)

to X(z), whenever X(l) dominates X(z), i.e. if C X(l) =>C X(z) with at
least one strict inequality.
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It is then easy to prove that

(1) a preferred subpolicy (;1,...,§1) of g;(Y ) 1s a feasible solu-
tion of the problem (Pj(Y;j)) such that (%Xy,...,Xi-1) 1is a preferred
subpolicy for stage (i-1) with the RHS vector Yj.1 = Yi - ajxy, i.e.
if it belongs to the set S;_j(Y; - ai;i)-

(2) S1(Yy) € E(Py(Yq))-

The basic procedure in [13] allows to reduce the effort by skipping
some questions to the D.M. that would otherwise be necessary at each step
i and for each RHS vector Y-

To this end, at each stage i, a set El(Yi) of potential prefer-
red subpolicies is build.

Ei(Yi) is the set of optimal policies (ﬁi,...,ﬁl) of problem
(P;(Y{)), such that (?i,...;}z), with f < i, 1s a preferred subpolicy

for stage f with the RHS vector %Z =Y - E ay §j, and
j= +1

5,(Y) €T, (¥ € B ()

This way, the D.M.'s intervention is limited to the choilce of sub-
policies at some stage or for some RHS vector ; for instance, whenever
too many potential preferred subpolicies are obtained,

i.e. if | Ti(yi)l >T given some level T, or whenever too many stages
are considered without any interactive phase,

1.e.4f |1 -f| =T given some level T.
In the end, the best compromise is chosen in ¥n(d)‘
Remarks :
(1) As in [12], 1t is possible to decrease the storage requirements by
an lmbedded state approach using the concept of "resource efficient

solution™ ; a hybrid procedure can also be defined, incorporating
bounding and fathoming criteria (see [10]).

(ii) The method can also be applied to some non linear objective func-
tions (see [13]).

2.2. Gonzalez, Reeves and Franz algorithm

In this recent paper [3], the authors suggest to select a set S of P
efficient solutions, which is updated in each algorithm step according to
the D.M.'s preferences. At the end of the procedure, S will contain the
most preferred solutions. The method 1is divided in two stages : in the
first one, the supported efficient solutions are considered, while the
second one deals with non-supported efficient solutions.
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In a preliminary step, the single objective ILP problems
max ck X
[ XeD
are solved, successively for k=1,...,p.

At start, the set S contains those optimal solutions.

Step_J :

Let denote S = i Ek, k=1,...,p } and Z = { Ek =C Xk, k=1,...,ﬁ;
the set of the corresponding points 'in the objective space. For simpli-
city, index (j) 1is dropped in these notations. A linear direction of

search G(X) is build : G(X) is the inverse mapping of the hyperplane
defined by the p points 7% in the objective space into the decision

space.

Note that this direction of search can be adjusted, if necessary (see
[3], page 253).

A new supported efficient solution X* is determined by solving the
single objective ILP problem :

[ max G(X)

X€eD

(2,)

and Z* = C X*, is the corresponding p-vector.
Three different cases are possible :
() 2* ¢ Z and the D.M. prefers solution X* to at leagp one solution
Xk (k=1,...,p) : the least preferred solution Xk is rsplaced
in S by X*. A step (j+1) is initiated using the new set §S.

(ﬂ) Z* ¢ Z and X* is not preferred to any solution in S : S is not
modified and part b.2. is initiated.

(V) 2* ¢ Z : the set Z defines a face of the efficient surface and
part b.l. is initiated.
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b.l. Step j :

A non-supported efficient solution X is determined by solving the
single ILP problem :

max G(X)
X €D (Pb)
G(X)< G - €

where, for j > 1,‘6 is the optimal value obtained for problem (Pb) at
step j-1, or, for j=1, G is the optimal value obtained for problenm (Pa)
at the last step of part (a) ; € is chosen by the analyst small enough so
that no relevant unsupported solution will be discarded.

The two following cases can occur :

() The D.M. prefers solution X to at least one solution X¥ : this

solution is replaced in S by X. Step (j+l) is initiated with
the new set S and the corresponding new direction G(X)-

(ﬁ) Otherwise, the procedure stops and the D.M. selects his best
compromise in S.

b.2. Further research should only aim in finding non-supported solutions
around the most preferred solution of S. Problem (P,) is solved once
more with G(X) being the objective function that generated this most
preferred solution.

2.3. Other methods

(a) White [14] presented recently a Lagrangian relaxation approach for
the general multi-objective programming problenm

"max” F(X)
X €D= {X|H(X)< 0, X integers >0

where F(X) and H(X) are vectors of real functions fk’ k=1,...,p and
hi(X), i=l,...,m, respectively.

The author extends the concept of Lagrangian relaxation by introduc-
ing the following problem :

"max” LAFX) =F(X) - AH(X) . e

X integers >0

where A €RP and non-negative ;

e is the m sum vector of omes ;

this new problem provides vector bounds for F(X) to assist in the fatho-
ming of nodes in an interactive Branch and Bound method.
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(b) Most of the methods described in [10] and in the present paper use
an implicit enumeration approach to handle the discrete variables. In
single objective ILP problems, a cutting plane approach could be applied
as well. There is a remark by Zionts [15,16] that such an approach does
not appear to be promising for MOILP. Nevertheless, the interactive
method developed by Musselman and Talavage [7] for MOLP uses a cutting
plane procedure to progress to a best compromise, and these authors claim
that their method can be adapted to MOILP.

(c) For the sake of completeness, let us mention that in an older paper,
Jaikumar and Fisheries [5] described very shortly a "heuristic"” inter-
active algorithm for MOILP problem with 0-1 variables. Their paper 1is
only an abridgment.

3. MULTI-OBJECTIVE MIXED INTEGER LINEAR PROGRAMMING

3.1. Zionts method and some extensions

The Zionts-Wallenius method is a well known interactive procedure
for MOLP (see Evans [2]). Let us recall that this method is based on the
linear relaxation of problem (gx) ; it 1s thus assumed that the decision-
maker has a utility function in the back of his mind, which will be dis-
covered during the procedure of questions and answers relative to his
preferences. Following [15], let us briefly recall the main features

(1) Choose an arbitrary p-vector (> 0.

(2) First, solve the linear relaxation of problem (Ey), the solution of
which is efficient. Identify the adjacent efficient extreme points
in the space of the objective functions towards which the D.M. has no
negative attitude. If there are none of them, the optimal solution
has been found and the procedure stops. The marginal rates of change
in the objectives from the given point to an adjacent one is a trade
off offer, and the corresponding question 1is called an efficient
question.

(3) Ask the D.M. if he likes or dislikes the trade off offer implied in
each efficient question.

(4) Find a set of (¥ consistent with all current and previous answers of
the D.M. Go to step (2).

Even though problem (Pa) only generates supported efficient solu-
tions, several studies attempt to extend the Zionts-Wallenius procedure
to MOILP : the basic procedure is proposed by Zionts [15] and Villareal-
Karwan-Zionts [11] ; some improvements have been recently given by
Karwan—-Zionts-Villareal-Ramesh [6].

(a) Basic procedure

The initial step consists in solving the linear relaxation of pro-
blem (P) using the Zionts-Wallenius method : a polyhedral set of possible
X - values compatible with the D.M.'s preferences, is obtained, and a
continuous best compromise is found.
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If this solution is not integer, a branch and bound scheme is ap-
plied ~ based on classical rules and using down and up penalties, to
select the branching variable. This is done until both the D.M.'s satis-
faction and the achievement of an integer solution. In the branch and
bound scheme, a node is fathomed if the following conditions hold

(i) the D.M. prefers some other known integer solution ;
(1i) all the efficient trade off questions (if any) associated with the
solution are viewed negatively or with indifference by the D.M.

During the procedure, the vector ( is updated each time whenever it
is not consistent with all prior answers of the D.M.

Some adaptations assist in reducing the storage requirements and the
number of questions to be asked (see [1ll1]).

(b) Additional improvements
The first application results were not very promising (see [6], page
264), so that three types of improvements have been developed in [6]

(@) As the set of constraints on the weight (¥, grows with the number of
answers, a technique is used to eliminate redundant constraints.

(ﬁ) A better approach is given to determine a new feasible value of ¢y in
the polyhedral set consistent with the preferences of the D.M., since
previously the new (¢ value was quite often hardly different from the
previous one. A technique maximizing the minimum slacks of the cons--
traints imposed on the weights is proposed in order to find a "most
consistent™ or "middle most” set of weights.

(P) The determination method of an initial incumbent solution is modified
because, in many cases, the integer solution obtained from some heu-
ristic did not compare well with the best solution obtained at a
later stage. An improved method determines all rounded solutions
obtained from the solution of the linear relaxation (each basic vari-
able is rounded up and down), and compares them using the initial
weights to obtain a first incumbent solution.

3.2. Steuer-Choo's method

Several approaches of more general MCDM problems can also be applied
to MOILP ; among them, let us mention only the Steuer-Choo's method [9],
which is valid for a general multi-objective programming problem of the
form :

"max"” Z = F(X)
X€eD

where F(X) 1s a vector of functions fi (X)(k=1,...,p) with fy being pos-
sibly non linear and D non convex.
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This method is the result of several other techniques published
previously (see references in [9]). It is based on the augmented genera-
lized Tchebycheff norm defined as

Mz-zZll,=lz-2ZIL+p.e(Z-2)
where : A h

Z 1s a goal point in the objective space ;

-llz-2 w{is the generalized Tchebycheff norm defined in Section 1
of thils paper ;

P

- A is such thatﬂk>Oand E '/lk =1 ;
k=1

- e' 1s the sum vector of ones ;

- is a sufficiently small positive scalar number (see section 3 of

(9n-

Initialization

The chosen goal point Z is such that

z, = max f (X) + €
k X € D k k
with €, = 0 ; yet, €, has to be strictly positive if the following

applies

(i) either there 1s more than one efficient solution that minimizes
the k-th objective, or

(11) the only efficient solution that maximizes the k-th objective
also maximizes one of the other objectives.

The first iteration uses a widely dispersed group of A weighting
vectors to sample the set of efficient solutions. The sample is obtained
by solving the problem :

nin MFx) - Z ||l
X €D A

for each of the A values in the set.
Then the D.M. is asked to identify the most preferred solution X(l)
among the sample.

Iteration j

A more refined grid of weighting vectors A is used to sample the set
of efficient solutions in the objective space in the neighbourhood of the
point z(3) = p(3). Again the sample is obtained by minimizing the aug-
mented generalized Tchebytcheff norm and the most preferred solution
x(3*1) is selected.

The procedure continues using increasingly finer sampling until the
solution is deemed to be acceptable.
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3.3. Adaptation of the STEM method

In our view, the STEM method of Benayoun et al. (see Evans [2])
remains one of the most efficient interactive method for MOLP. At each
step, this method determines a new compromise solution which minimizes
the maximal weighted distance to an ideal point in the objective space.
It has therefore to be considered as a special case of the generalized
Tchebychef f norm.

Taking into account Bowman's result presented in Section 1, an ex-—
tension of STEM to MOILP seems to be possible without too many difficul-
ties. Huckert et al. [4] and recently, Slowinski and Weglarz [8] have
applied STEM to multi-objective scheduling problems. However, no general
formulation of this concept has been given.

4. SOME CONCLUDING REMARKS

Interactive methods are especially important in MOILP problem solv-
ing because finding all efficient solutions does not seem to be a practi-
cable nor an easy task (see [10]).

The questions to be asked to the D.M. are of outright importance.
Their number should not be too large, and they should not be too cumber-
some to answer.

With regard to these two aspects, we can criticize several existing
procedures as follows

- The method of Villareal-Karwan [13] requires much from the D.M. As
pointed out by the authors [13, page 526], they assume that the D.M.
is able to identify a preferred partial solution (Zl,...;§i) -~ some-—
times already at a stage i << n - and in our opinion, this should be
the exception rather than the rule in real case studies.

- The Zionts-Wallenius method applicable to MOLP has the drawback that
the analyst has to ask many questions to the D.M. 1In its extension to
MOILP [15,11,6], this can take dramatic dimensions, because the number
of questions increases very fast with the number of nodes in the branch
and bound scheme. This drawback is analysed by the authors (see [11,
61). Moreover, the questions are related to trade offs between the
objectives and we feel that many times, it is not an easy task for the
D.M. to evaluate them accurately. Let us add that the assumption of an
implicit 1linear wutility function 1is restrictive, particularly for
MOILP.

On the contrary, some procedures are privileged

- the method of Gonzalez et al. [3] is well adapted to interactive dialo-
gues : the D.M. can easily tell, if he prefers a new solution X* to at
least one out of p solution XK, k=i,...,p. Another favourable asnect
of this method is that a unique objective ILP method at each step, has
to be solved. Unfortunately, in our view, the distinction made Letween
supported and non supported solutions seems to be somevhat artificial ;
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- the procedure of Steuer-Choo [9], besides the fact that it is very
general, has comparable advantages : the D.M. has to choose his most
preferred solution from a set of efficient solutions. This should not
be too difficult even if this set can sometimes be very large. Never-
theless, by its random generation of efficient solutions, this method
is perhaps more suitable for general non linear problems.

- A STEM-like approach or methods based on the Tchebycheff norm could
provide practitioners with useful instruments, keeping both the D.M.'s
and the numerical effort at a reasonable level. We strongly feel the
need for further work in that direction.
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In this paper, we focus on multiobjective linear programming problems with
fuzzy parameters and present a new interactive decision making method for
obtaining the satisficing solution of the decision maker (DM) on the basis
of the linear programming method. The fuzzy parameters in the objective
functions and the constraints are characterized by fuzzy numbers. The
concept of a-Pareto optimality is introduced in which the ordinary Pareto
optimality is extended based on the a-level sets of the fuzzy numbers.

In our interactive decision making method, in order to generate a candidate
for the satisficing solution which is also a-Pareto optimal, if the DM
specifies the degree a of the a-level sets and the reference objective
values, the minimax problem is solved by making use of the linear program-—
ming method, and the DM is supplied with the corresponding a-Pareto optimal
solution together with the trade-off rates among the values of the objective
functions and the degree a. Then by considering the current values of the
objective functions and a as well as the trade-off rates, the DM acts on
this solution by updating his/her reference objective values and/or degree a.
In this way the satisficing solution for the DM can be derived efficiently
from among an a-Pareto optimal solution set. A numerical example
illustrates various aspects of the results developed in this paper.

1. INTRODUCTION

In multiobjective decision making problems, multiple objectives are
usually noncommensurable and cannot be combined into a single objective.
Moreover, the objectives usually conflict with each other in that any
improvement of one objective can be achieved only at the expense of another.
Consequently, the aim is to find a compromise or satisficing solution of a
decision maker (DM) which is also Pareto optimal based on his/her
subjective value-judgement. However, when formulating the multi-
objective programming problem which closely describes and represents the
real decision situation, various factors of the real system should be
reflected in the description of the objective functions and the constraints.
Naturally these objective functions and the constraints involve many
parameters whose possible values may be assigned by the experts. In the
conventional approach, such parameters are fixed at some values in an
experimental and/or subjective manner through the experts' understanding of
the nature of the parameters.

t This research was partially supported by the Kajima Foundation's
Research Grant.
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In most practical situations, however, it is natural to consider that
the possible values of these parameters are often only ambiguously known to
the experts. In this case, it may be more appropriate to interpret the
experts' understanding of the parameters as fuzzy numerical data which can
be represented by means of fuzzy subsets of the real line known as fuzzy
numbers (Dubois and Prade 1978,1980). The resulting multiobjective
programming problem involving fuzzy parameters would be viewed as the more
realistic version of the conventional one.

Recently, Tanaka and Asai (1981,1984) formulated the multiobjective
linear programming problems with fuzzy parameters. Following the fuzzy
decision or minimum operator proposed by Bellman and Zadeh (1970) together
with triangular membership functions for fuzzy parameters, they considered
two types of fuzzy multiobjective linear programming problems; one is to
decide the nonfuzzy solution and the other is to decide the fuzzy solution.

More recently, Orlovski (1984) formulated general multiobjective
nonlinear programming problems with fuzzy parameters. He presented two
approaches to the formulated problems by making systematic use of the
extension principle of Zadeh (1975) and demonstrated that there exist in
some sense equivalent nonfuzzy formulations.

In this paper, we focus on the multiobjective linear programming
problems with fuzzy parameters characterized by fuzzy numbers and introduce
the concept of a-Pareto optimality by extending the ordinary Pareto
optimality on the basis of the a-level sets of the fuzzy numbers. Then
an interactive decision making method to derive the satisficing solution of
the DM efficiently from among an a-Pareto optimal solution set is presented
on the basis of the linear programming method as a generalization of the
results obtained in Sakawa (1983a,1983b) and Sakawa et al. (1983,1984).

2. a—PARETO OPTIMALITY

Consider multiobjective linear programming (MOLP) problems of the
following form:

min ( CiX 5 CoX 5 ave , €)X )

subject to (1)
n
x € X = { x € E | ajx < bj y j=l,¢e.,m 5 x >0 }
where x is an n-dimensional column vector of decision variables, c], cz,...
,ck are n-dimensional cost factor row vectors, al, az,..., a are
m
n-dimensional constraint row vectors and bl’ b2,..., b are constants.
m

Fundamental to the MOLP is the Pareto optimal concept, also known as a

noninferior solution. Qualitatively, a Pareto optimal solution of the

MOLP is one where any improvement of one objective function can be achieved
only at the expense of another.

Definition 1. (Pareto optimal solution)
x* € X is said to be a Pareto optimal solution to the MOLP, if and
only if there does not exist another x € X such that ¢ x < ¢ x*¥ , i=1,...,k
it = i

with strict inequality holding for at least one i.
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In practice, however, it would certainly be appropriate to consider
that the possible values of the parameters in the description of the
objective functions and the constraints usually involve the ambiguity of
the experts' understanding of the real system. For this reason, in this
paper, we consider the following fuzzy multiobjective linear programming
(FMOLP) problem involving fuzzy parameters:

min ( ¢,x CoX yeveey C X )
172 7272 > Tk
~ o~ n ~ ~ (2)
subject to x € X(a,b) & { x e E | ajx < bj > J=l,.c0,m 5 x >0 }
. a, =(a, ,...5a, ), b ive—
Here (Cll’ sC. ), and aj (aJl, ’ajn) j represent respective

ly fuzzy parameters involved in the objective function Eix and the

constraint .

ajx < bj

These fuzzy parameters are assumed to be characterized as the fuzzy
numbers introduced by Dubois and Prade (1978,1980). It is appropriate to
review here that a real fuzzy number B is a convex continuous fuzzy subset
of the real line whose membership function ua(p) is defined as:

(1) A continuous mapping from E1 to the closed interval [0,1] |
() uE(p) = 0 for all p e (-=p ],
(3) Strictly increasing on [pl,pz] s
(4) uﬁ(p) =1 for all p ¢ [pz,p3] ,
(5) Strictly decreasing on [p3,p4] R
(6) uﬁ(p) = 0 for all p ¢ [p4,+-m).
We now assume that ¢, ,...,C, , a,,,...,a, and b, in the FMOLP are
i1 in j1 jn j
fuzzy numbers whose membership functions are uE_l(cil)’ <es Mz (Cin)’
in
Hy (ajl)’ . ugjn(ajn) and usj(bj) respectively. For simplicity in the
notation, define the following vectors:
c = (cl,...,ck), c = (Cl"°"ck) ,
a = (al,...,am), a = (al,. .,am) , b= (bl""’bm)’ b = (bl"°"bm)

Then we can introduce the follow1ng a-level set or a-cut (Dubois and

Prade 1980) of the fuzzy numbers aJ , bj and cir .
Definition 2. (a-level set)
The a-level set of the fuzzy numbers Sjr,Sj and Eir is defined as the

ordinary set LG(Q,S,E) for which the degree of their membership functions

exceeds the level a:

Ly(@:8,0) = {(ab,e) 1wy (a;) > ey wp (b)) >0y uy () > a,
jr j ir
i=1,...,k, j=1,...,m, r=1,...,n | (3)
It is clear that the level sets have the following property:
a : e, if and only if Ly (a,b,c) = L, (a,b,c) (4)

1

2
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For a certain degree a, the FMOLP (2) can be understood as the
following nonfuzzy a-multiobjective linear programming (a-MOLP) problem.
min (c X )

X; CoX see0ey C

1 2 k

subject to x € X(a,b) A {x e " | ajx < bj sj=lyeee,m 5 x >0 } (5)

(a,b,c) € LG(E,S,E)

It should be emphasized here that in the a-MOLP the parameters (a,b,c)
are treated as decision variables rather than constants.

On the basis of the a-level sets of the fuzzy numbers, we introduce
the concept of a-Pareto optimal solutions to the a-MOLP.

Definition 3. (a-Pareto optimal solution)

x* € X(a,b) is said to be an a-Pareto optimal solution to the a-MOLP
(5), if and only if there does not exist another x € X(a,b), (a,b,c) €
LG(E,B,E) such that c X < cix* , i=l,...,k, with strict inequality

holding for at least one i, where the corresponding values of parameters
(a*,b*,c*) are called a-level optimal parameters.
It is significant to note here that from the property of the a-level

set, the following relation holds, where Xp(u) denotes the set of a-Pareto
optimal solutions for the fixed level a.

Proposition 1. 1 )
1f a > a, , then for any x ¢ Xp(al), there exists x“ € Xp(az) such

1 2
that c¢x > cx2 .

3. MINIMAX PROBLEMS

In order to generate a candidate for the satisficing solution which is
also a-Pareto optimal, the DM is asked to specify the degree a of the
a-level set and the reference levels of achievement of the objective
functions, called reference levels. Observe that the idea of the reference
levels or the reference point was first appeared in Wierzbicki (1979). For
the DM's degree a and reference levels Zi’ i=1,...,k, the corresponding

a-Pareto optimal solution, which is in a sense close to his/her requirement
(or better, if the reference levels are attainable) is obtained by solving
the following minimax problem.

min max ( c.x - z,) (6)
x € X(a,b) 1<i<k t '
(a,b,c) € L,(3,5,8) \

or equivalently

min v (7
X,v,a,b,c
subject to c.x - z, < v, i=1,...,k (8)
i =
a,x<b, , j=1,...,m, x>0 9
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u~ (a, ) >a, pp (b, ) >a, p~ (c ) > a,
a, jr’ = b, j = c. ir’ =
jr j ir
i=1,...,k, j=1,...,m, r=1,...,n (10)

In this formulation, however, constraints (8) and (9) are nonlinear
because the parameters a,b and c are treated as decision variables.
In order to deal with such nonlinearlities, we first introduce the
following set-valued functions Si(') and T,(.,.).
v } (11)

Si(ci) = { (x,v) | c,x - Ei

A

T.(a,,b.,) = { x| ax < b,} (12)
U | ] = ]
Then it can be verified that the following relations hold for S (.)
and Tj(.,.), when x > 0 . '

Proposition 2

(1) If ¢, < c¢ , then S.(c%) > S.(C?)
ivi iti

(2) If a, < a‘ , then T,(a%,b,) ) T.(a?,b.)
= J 1 1 J 1 1]

e e e

(3) If b, < b7 , then T,(a_,b%) c T,(a,,b?)
] = J 1 1 L |

Now from the properties of the a-level set for the vectors of fuzzy
numbers Ei’sj and the fuzzy numbers b, , it should be noted here that the

]
feasible regions for c_ ,a, and b, can be denoted respectively by the
1]
intervals [cP s R IR [a% s at } and [b% , bR ] -
ia ia ja ja ja ja
Therefore we can obtain an optimal solution to (7)-(10) by solving
the following linear programming problem.

min v
< L - ;
subject to c!x - z, < v, i=1,...,k (13)
10 1 =
L R .
ajax i bja y j=l,.c.,m , x ; 0

The relationships between the optimal solutions to (13) and the
a-Pareto optimal concept of the a-MOLP can be characterized by the
following theorems.

Theorem 1.
If x* is a unique optimal solution to (13), then x* is an a-Pareto optimal
solution to the a-MOLP.
(Proof)

Assume that x* is not an a-Pareto optimal solution to the a-MOLP, then
there exist x € X(a,b) and (a,b,c) € La(E,B,E) such that c.x < ¢ x*,

= 1a
i=1,,,.,k, with strict inequality holding for at least one i. Then it
holds that
L _ _
max (¢ x - ) < max (cx - z,)
1<i<k e ! = 1<i<k * '
= max ( c% x* —z_ )

A

1<i<k
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which contradicts the fact that x* is a unique optimal solution to (13).

Theorem 2.
If x* is an a-Pareto optimal solution and (a*,b¥,c*) is an a-level
optimal parameter to the a-MOLP, then x* is an optimal solution to (13)
for some z = (zl,...,zk) .
(Proof) _
Assume that x* is not an optimal solution to (13) for any z satisfying

cfx* -z = ce. = cix* -z = v¥

Then there exist x ¢ X(a,b) and (a,b,c) € LG(Q,E,E) such that

chx* - Z. > cx - Z. > cix - 3z
1 i 1 i = 1a i
This implies that c?ux < c?x* which contradicts the fact that x* is an
a-Pareto optimal solution to the a-MOLP .

It should be noted here that for generating a-Pareto optimal solutions
using Theorem 1 , uniqueness of solution must be verified. In general,
however, it is not easy to check numerically whether an optimal solution to
(13) is unique or not.

Consequently, in order to test the a-Pareto optimality of a current
optimal solution x*, we formulate and solve the following linear
programming problem :

k
max .X €

L i=1 L
subject to ¢l x + €, = clx*x , €, >0, i=1,...,k (14)

ia i ia i=

a"x<b? ,j=1,...,m, x>0.
Let x and € be an optimal solution to (14). 1f all Ei = 0, then x* is an
a-Pareto optimal solution. If at least one Ei > 0, it can be easily

shown that x is an a-Pareto optimal solution.

4. INTERACTIVE ALGORITHM

Now given the a-Pareto optimal solution for the degree @ and the
reference levels specified by the DM by solving the corresponding minimax
problem, the DM must either be satisfied with the current a-Pareto optimal
solution, or update his/her reference levels and/or the degree a .

In order to help the DM express his/her degree of preference, trade-off
information between a standing objective function and each of the other
objective functions as well as between the degree a and the objective
functions is very useful. Such a trade-off information is easily
obtainable since it is closely related to the simplex multipliers of the
problem (13).

To derive the trade-off information, we define the Lagrangian

function L for the problem (13) as follows ;
k m
L = v + I I CP X -z, ) + I A ( aP X - bg ) (15)
i i ia i ) j ja ja
i=1 j=1
If all Hi > 0 for each i, then by extending the results in Haimes and
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Chankong (1979), it can be proved that the following expression holds

(Yano and Sakawa 1985).
a(clx) I,
- -_ 1 , i=2, ...,k (16)
a(cix) Hl

Regarding a trade-off rate betweencix and a, if all Hi_> 0, i=1,...,k and

Xj > 0, j=1,...,m, then the following relation holds based on the
sensitivity theorem (e.g. Fiacco 1983).
L

3a(c; ) m a(a’, ) a(bl.z)

3(c.x) k o
— = Jn— x 4+ a1 x - —} i, 00D

1" aa j=1 J da Ja

Ja i

It should be noted here that in order to obtain the trade-off rate
information from (16) or (17), all the constraints of the problem (13)
must be active for the current optimal solution.

Following the above discussions, we can now construct the interactive
algorithm in order to derive the satisficing solution for the DM from

among the a-Pareto optimal solution set. The steps marked with an
asterisk involve interaction with the DM.
Step O. Calculate the individual minimum and maximum of each

objective function under given constraints for a = 0 and a = 1.
Step 1%, Ask the DM to selegt the initial value of a (0 < @ < 1) and

the initial reference levels Z;, i=1,...,k.

Step 2. For the degree a and the reference levels specified by the

DM, solve the minimax problem and perform the a-Pareto optimality test.
Step 3%, The DM is supplied with the corresponding a-Pareto optimal
solution and the trade-off rates between the objective functions and the
degree a. If the DM is satisfied with the current objective function
values of the a-Pareto optimal solution, stop. Otherwise, the DM must
update the reference levels and/or the degree a by considering the current
values of the objective functions and a together with the trade-off rates
between the objective functions and the degree a, and return to step 2.
Here it should be stressed for the DM that (1) any improvement of one
objective function can be achieved only at the expense of at least one of
the other objective functions for some fixed degree a, and (2) the
greater value of the degree a gives worse values of the objective functions
for some fixed reference levels.

5. NUMERICAL EXAMPLE

To clarify the concept of a-Pareto optimality as well as the proposed
method, consider the following three objective linear programming problem.

-~ ~

min ( 2x1 + 04Xy —3x1 + CoXy 5 CaXy = X, )

subject to x € X = (xl,x2)| 3x1 + Xy - 12 <0, (18)

X; + 2x, - 12 <0, x; >0, i=1,2}

1 = i
where Cys Cps and cq are fuzzy numbers whose membership functions are

given below :
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pzl(cl) = max ( 1 - 0.5 |c1 - 4] ,0),
pEZ(CZ) = max ( 1 - 2 lcz + 0.75] , 0) , (19)
uE3(C3) = max ( 1 - |c3 - 2.5 ,0) .

Now, for illustrative purposes, we shall assume that the hypothetical
DM selects the initial value of the degree a to be 0.5, and the initial

reference levels ( ;1’ 22, 23 ) to be ( 9, -13, -3 ) . Then the values
L L .
of ( e’ %24’ 3a ) become ( 3, -1, 2 ), and the corresponding a-Pareto

optimal solution can be obtained by solving the following linear
programming problem.

min v
x € X
subject to 2x1 + 3x2 -11 < v (20)
=3x, - x, + 11 < v
2x1 - X, ¢+ 1 < v

Solving this problem, we obtain an optimal solution (xi S X% vk ) =

2

(2,3, 4), optimal values (z? ,z§ ,z§ ) = (13, -9, 1 ) , and the
simplex multipliers corresponding to the constraints for the objective
function of (20) become (II;,II;,II% ) = (1/4, 2/5, 7/20 ). From
(16) the trade-off rates among the objective functions become as follows :

a(clx) o Hﬁ o 8

a(czx) a=0.5 Hi 5

ey I B

=0. Mx
3(c3x) a=0.5 H 5

Concerning the trade-off rate between cix and a, from (17) we have

a(c,;x) T 14
- = (H‘f’ H;y H§ )( ngs O.SXE, x‘f ) =

Ja a=0.5 5

Observe that the DM can obtain his/her satisficing solution from among
an a-Pareto optimal solution set by updating his/her reference levels
and/or the degree a on the basis of the current values of the objective
functions and a together with the trade-off rates among the values of the
objective functions and the degree a.

6. CONCLUSION

In this paper, we have proposed an interactive decision making method
for the multiobjective linear programming problem with fuzzy parameters
characterized by fuzzy numbers on the basis of the linear programming
method. Through the use of the concept of the a-level sets of the fuzzy
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numbers, a new solution concept called the a-Pareto optimality has been
introduced. In our interactive scheme, the satisficing solution of the
DM can be derived from among an a-Pareto optimal solution set by updating
the reference levels and/or the degree a based on the current values of
the objective functions and a together with the trade-off rates between
the objective functions and the degree a . An illustrative numerical
example clarified the various aspects of both the solution concept of
a-Pareto optimality and the proposed method. However, further
applications must be carried out in cooperation with a person actually
involved in decision making.
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Abstract

Based on the Lotka-Volterra approach for systems analysis and the qualitative
behavior of so-called exponential chains, a special binary code is introduced for
these chains, the exponential code. From the correspondence between exponential
chains and the code a transformation rule between chains and codes is deduced
which can be used to construct a huge number of dynamical chains with similar
qualitative properties to the exponential chains.

These chains lead to possible local models for time-series description. The
aim is to approximate time-series by a sequence of local models from a dynamical
chain concept with a high data-reduction efficiency. This leads to a multicriteria
problem, which consists of decreasing the number of local models with small com-
plexity (order) to represent a given time series with a mean square error which is
as small as possible.
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Introduction

In [1] we introduced the Lotka-Volterra approach for systems analysis. A
given set of ordinary differential equations is transformed into a corresponding

set of Lotka-Volterra equations

by applying the so-called structure design principle.

The dominating cluster elements in this constructive process are the so-called

exponential chains
Fz, =Kz, x; 4 i=0,1,.

In this paper we refer to the qualitative properties of the exponential chains fol-
lowing [1] and then we derive a corresponding exponential code. After comparing
this code with the usual binary code we discuss the possibility of constructing
rather general binary codes each based on two rather arbitrary monotonic func-
tions. For every such code we construct a certain dynamical chain in analogy to
the exponential chain. Because of this important relationship between codes and
dynamical chains most of the qualitative properties we found for the exponential
chains also hold for these general dynamical chains. Then we describe the possi-
ble use of these dynamical chains as local models for the description of time-series
in a spline-like manner but with interesting trends of parameter variation consid-

ering consecutively such local models.

If we want to find a relevant description of a given time-series by a sequence
of such local models with a minimum mean square error, we have to solve a

corresponding multicriteria problem.
The corresponding objective functions of the multicriteria problem are:
&4,: number of reference points, or of local models (minimum)
@, the order of the local models, length of local dynamical chains
(minimum)

&5: number of structural changes between the applied local models

(minimum)
@4 the overall mean square error should be small

@s: the reduction factor R = number of sample points/number of all

parameters of the sequence of local models (maximum).
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1. Qualitative Properties of Exponential Chains

Exponential chains are given by
Fz, =Kjz;z;,, 1t =012,..

Of especially high interest are finite order exponential chains with ¢ = 0,1,2,....A
and normalized initial values z,(0) =1 at least for 1 =1,2,....N with zy,,(t) =1.

(These special exponential chains we have called ezponential towers [1].)

For data analysis purposes we want to expand a given time-series xy(f) = z (f)
into such an exponential tower with a low representation order. This task is analo-
gous to a Taylor series expansion which itself is also a chain expansion, namely of

the form
dz;/7dt =K; +z; i =0,1,... with £;(0) =0 at least for
1 =1,2,...

and in the finite case with ) () = 0.

For the analysis of the qualitative properties of exponential towers we can
make a restriction using the signs of the coefficients, that is we can assume

K, =+lork; =-1.

For the corresponding signal z, ,N(t) at the bottom of the tower with normal-
ized initial values z;(0) = 1 for all ¢ =0.,1,....N we introduce the notation

zon(t) =e(sg,54.....5y) with s; = signX;

We call these functions coordinate functions of an exponential tower of order
N +1.

For the first and second order coordinate functions we get by integration
directly:

e(sy) = exp(syt) e(sy.54) = exp(sy/ si{exp(st) — 1))

Unfortunately, higher order coordinate functions cannot be expressed in a closed
analytical form.

t
If we take into account that exp(Xr) with I = fdt is for X > 0 a positive mono-
0

tonic and for X <0 a positive antitonic operator, we get the following monotonic

inclusions:

e(+)>1>e(~)
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e(+.+) >e(+) >e(+,-) >1 >e(—-) >e(-) >e(—+)
e(+,+,4) de(+,+) de(+,+,-) >e(+) >e(+,—-) >e(+,-) >e(+,—+) >1 >
e(——+)>e(—=)>e(——-)>e(—) >e(—~+,-) >e(—+) >e(~+,+)
This process of splitting up the lower order coordinate functions into coordinate

functions of the next higher order can be transparently demonstrated.

We designate the corresponding linearly ordered set of binary vectors of the
length L with or (W;) and the corresponding reverse order with or (W;).
Obviously, the generation rule for the construction of or (W, ,,) from or (¥;)

or from or (W;) is given by

+or(W;)
or(n]‘ +1) = —Or(Wl)

Using this linear order for binary vectors W; = (54.51.....§;_4y) We introduce now

so-called monotony classes for binary vectors of arbitrary but finite length,

namely
W, +or (W) if Ils; = +1
>We=1w, ~or (w) if Msy = -1
and
W, —or (W) if IIs; = +1
<We= 1w, +or (W) if Ms, = -1

Here, W is any finite binary word.

Adjoining upper and lower monotony classes are not overlapping, they are

always separated from each other by a certain binary word of length{ — 1.

According to the monotonicity classes for binary vectors just introduced we
define now the so-called monotonicity classes for trajectories with regard to the
coordinate functions e(so.si....,sl _1) by considering one parametric family of

curves of the following type:

e(s¢.Sq.....5) .+ k) if sy =+1
>€(S0S 11811 = o (sg,54,musy g~ Ky) If TIs,

Il
|
=

e(sg.5q,...5) 1. — K;) if Ns; =+1
<e(sgsys ) = e(sg,51,....5 1.+ K;) if Ilsy

1]
|
N

> e(s¢,5q,--1S; 1) Is the upper and <e(sg,s4,...,5; 1) the lower monotonicity class
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with reference to e (sy,54,....5; 1) .

In these expressions e (sy,S,....5; _1, §;K;) is the solution x4;(t) of a chain
with the parameter set s4,54,....5; 1,5, K, with X; > 0 and normalized initial condi-

tions.

Obviously these classes built up bands of curves which are completely covered

by the corresponding curve families parametrized by the parameter X; > 0.

It can easily be seen that all these monotonicity classes together give a
decomposition of the whole positive quadrant into disjoint bands. We will now study
which phenomena occur if we adjoin another base module either at the top or at
the bottom of a given exponential chain. It is convenient to express the

corresponding results in terms of the language of finite automata.

For this purpose we consider the above-introduced monotonicity classes of
trajectories as states of a finite automaton. If we adjoin another basic module at
the top of the specified chain the state of the automaton will not be changed. But it
is important to mention that every module adjoined at the top level will lead to a
splitting of the given monotonicity classes each into two more narrow ones. That
means a continuous division of curve-formed intervals (bands) into smaller ones
thus leading necessarily to Weierstrass convergence of exponential chains with

increasing chain length.

But if we in contrast adjoin another module at the bottom of the given chain,
we get significant state transitions of the considered finite automaton, which means
we pass from a specified monotonicity class (defined by the signs of the coeffi-

cients) to another one.
As can be seen easily the corresponding state transition occurs according to
the following simple rule:

>e(s,50,S .8 —p) for Mg, s =+1

s e(Sg.Sq,-8 1) = -1

<e(s,s¢,S1,....5;-2) for Ils; - s

Here s symbolically denotes the operator corresponding to the chain extension by
adjoining another basic module with the sign s at the bottom level of the given

chain.

From this systematization of growth behavior of exponential towers together
with the corresponding linear order of coordinate functions it can be immediately
derived which solutions of exponential towers are saturation functions, that is,

approach a finite value not equal to zero as ¢ tends to infinity.
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The phenomenon of saturation essentially only depends on the sign vector

$ 0,8 1.... of the chain coefficients.
The following sign combinations necessarily lead to saturation functions:

(+,—) eventually followed by a finite number of pairs (—,—), eventually

followed by an arbitrary combination;

(—,-) eventually followed by a finite number of pairs (— —), which then

can be followed eventually by an arbitrary combination.

2. A Binary Code Corresponding toc Exponential Towers

We are interested in coding the coordinate functions e (s¢,54,....5; _4) in such a
way that the order relation between Lhe corresponding binary vectors

S 0:S 11---:8; 1 is reflected by a growing value of the adjoined code number.

This aim can be achieved quite easily if we introduce for a given a, a > 1, the

following so-called Exponential Code

This coding stimulates the study in greater detall of the corresponding code map-

ping determined by the following code generator function:

This function defined on the interval [0,o) obviously maps for s = + 1 the interval
[0,) on [1,e) and for s = —1 on [1,0), presenting thus a dichotomy of the basic
interval [0,e) of the code.

If we iterate this code mapping a finite number of times, we produce
apparently a dichotomy tree with smaller and smaller intervals each contracting to
length zero as the number of iterations approaches infinity. This is obviously a
static model for the Weierstrass convergence we observed for the trajectories of

exponential towers with increasing length.
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3. Dynamical Chains and Binary Codes

In the case of exponential towers we found the following correspondence
between the basic module of such a chain written in integral form
t

z,(t) = exp(s;abs(k,), fzy (t) with I = f
0

and the code generator of the Exponential Code
2, = exp(s;.24 41)

The most important result is that the interval contraction property of the coding
procedure according to the dichotomy tree implies the Weierstrass convergence of
the monotonicity classes of the exponential tower. This, of course, stimulates the
idea of considering arbitrary binary codes and of constructing according to the

rule derived above for them the corresponding dynamical chains.

An arbitrary binary code is uniquely determined by a code generator function
z =g(s.z’)

obeying the following conditions:
. s is a binary variable with the values s; and s,

J the functions g; = g (s;,2’') are monotonic functions both defined on the
given basic interval J of the code mapping the definition interval J of the

code on intervals J;, i = 1,2 defining a partition of J, namely
Jy Jp=J and Jy Jp, =0

(with the possible exception maybe of single points at the boundaries of

these subintervals).

Depending on the character of the monotonic branches of the code generator
function (increasing or decreasing), we get four different types of corresponding
partition with consequences for the linear order of the corresponding binary vec-
tors. The concrete analytical form of the branch functions can be freely chosen.
This opens huge possibilities for constructing dynamical chains with similar pro-

perties.

If we use the correspondence between the code generator and the basic
module of the dynamic chain which we found for the case of the Exponential Towers

we get the following dynamical chains
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zi(t) =g(sy, 0(13:“.1))

Here in general a nonlinear (monotonic) mapping 0 is necessary which maps the
interval in which the integral Iz, ,, varies into the definition interval J of the code
to secure always the applicability of the code mapping. This is on the other hand a
suitable advantage to start the construction with a normalized code working for
example on the interval [0,1] and to introduce free parameters from the degrees

of freedom for choosing the nonlinear mapping O.
Let us give now some simple examples for this construction.

1. For g 1 = abs(2z —1)* we get

(ky—1)

dz,/dt = . z4 41 7abs(zf — KD

Sy
kK
2. For g Y = kzk(1—2)! with Kk = (& +1)6 "D /(& 1Ly we get

+1
dz/dt =z, 7 K Gy + 1% TR A @)
with

k

k, -1 +i-1
A(zi) = zt‘ (Ki + zt) 4 1 (kth _ltzt)

3. Forg 1 = abs (In(z/L ))"/K we get
dzt/dt = Ktsizizi 4_1/ (ki abs (].n(zt /Lt))kt -1

which obviously is a generalization of the exponential tower which is the special

case with all &; =1.

4. Time-Series Approximation by Local Models by Solving a Multicriteria
Problem

Applying as local models for time-series approximation a sequence of dynami-
cal chains constructed after a certain binary code, we meet the following decision
problem which we have to solve in stages. We consider a time-series z(Z) on the
time-interval (0,T). We have to choose a finite number @, =N of reference points
t;, i =1,2,...N, in which we are going to construct local models after a certain

system concept.
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Naturally, we use the system concept for the local models of the above-
considered dynamical chains. We apply these models with equal complexity
(number of model parameters); the complexity of local models @, is a second objec-

tive which should be minimized.

For the purpose of the adaptation of its parameters every local model makes
use of measured values from the time-series in a certain neighborhood of the
reference point. This information-supplying neighborhood is the third objective
Qg3 it should be small, but it is strongly connected with the value of @,.

The extrapolation force @, of every local model should be maximal, that is, we
want to consider the local model as a substitute for the time-series in an interval
around the reference point which should be large. The extrapolation intervals of

adjoining local models are admitted for overlapping.

The representation error (mean square error) of every local model in com-
parison with the given time-series should be minimal. As objective @4 we take the
overall representation error of all applied local models together as a global

objective for modelling the time-series.

Another rather important objective is the data reduction factor @4. Let @, be
the total number of samples of the time-series. Then the data reduction factor can

be defined in the following way:
Qs = Qy/ (@ @)

To use rationally the storage and data communication channels we are interested in
as large a value of Qg as possible. The main contradiction in this multicriteria
task exists between @5 (representation error, as small as possible) and @g (data

reduction factor, as large as possible).

For the following reasons it seems suitable to apply as local models the

above-introduced dynamical chains.

Let us, for a better understanding, perform a mental experment and assume
that we adapt local models at all sample points of the considered time-series and
that the sample points are taken with a very small tact from the original time-

series, which might be even a continuous time-trajectory.

Then, under these conditions, adjoining local models should be in their param-
eter sets very similar to each other, because the continuous variation of the time-
series from point to point should imply also comparable small variations of the

parameters of adjoining models. But there are distributed on the (continuous)
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time-series singular points which necessarily lead to structural changes of the
local models, namely, to changes of the corresponding binary vector s4.s4,....5; 4.
This is in the example of exponential chains for local models the case at all points
of the time-series, where a logarithmic derivative taken into account in the local
models is changing its sign. Between these singular points (singular in the sense of
structural change) the adjoining models show a quite regular behavior caused by
the similar properties to binary codes. We can observe the following phenomena

under the condition that the parameter fitting process is done with high accuracy.

Passing along the time-series from reference point to reference point quanti-
tative changes of parameters should first inflect the basic models at the top of
each chain. After some steps these changes should penetrate deeper and deeper
to lower levels of the chains. This tendency continues until we meet the next singu-
lar point. These systematic changes in the parameters give us further possibilities

for data reduction.

We need not communicate or put into storage the complete parameter sets of
all local models, but it is enough to do this with the increments of these parameters
if they are larger than a certain threshold. Usually, we need not do this for all
parameters but only for some of them, beginning with the highest model level.

In general - see (2] - the efficient solutions of this multicriteria problem also
depend on the positions of the reference points. Therefore, we should look for
those positions of the @, reference points for which the vector optimization task

with the objectives @,,@,....,@¢ offers us the most appropriate efficient solution.
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1. INTRODUCTION

The rapid development of computers, especially microcomputers
greatly increases the scope and capabilities of computerized
decision support and decision analysis systems for various
processes and for various applications. Usually these systems
are based on (mathematical) models of the process.

In the last few years most of the mathematical modellers have
come to the conclusion that mathematical models for decision
support and decision analysis must be built up and used inter-
actively (see e.g.Wierzbicki(1984), Peschel and Breitenecker
(1984)). That means, +that the user has to be involved inter-
actively at all levels of the process (shown in fig.1).

This fact requires advanced information processing systems (AIP
systems) for decision support and decision analysis. In case of
dynamic systems there exist tools for simulation, which can be
seen as analysis of the system in the time domain. But these
simulation languages (SLs) have only few features for further
analysis and decision support (based on the simulation before).
In the following therefore it is shown, how interactive analy-
sis, decision support and decision analysis can be implemented
within SLs using a modern methodological concept for SLs. Three
applications are given, a hydro-energetic system, population
dynamics and physiological processes.

building up of the model

decision support

examination of the model

decision analysis

interpretation of the
results

Fig.1: Levels of analysis and decision support
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2. FEATURES OF SIMULATION LANGUAGES

The development of SLs (and simulation packages) can be seen as
a first step of AIP for decision analysis for a certain class
of processes, as mentioned before. Using a SL the user can
perform parts of the examination of the model (= simulation of
the model in the time domain) in a comfortable and interactive
manner, so that SLs are able to perform a part of the inter-
active decision analysis (fig.1, dashed line). But the building
up of a model (model change) and the interpretation of the
results has to be done ’by hand’. Furthermore, usually advanced
features for model examination are missing.

To sum up, SLs seem to be an unsatisfying tool for implemen-
tation of interactive decision analysis and decision support in
models for dynamic processes; software for such goals seems to
require another basis.

This conclusion holds only in parts. Some SLs can be extended
up to a decision support system, if the SL is an ’'open’ one,
that means, additional features can be added to the language.
Adding an additional feature extends the SL with an additional
algorithm for examining the model of the dynamic process. Usu-
ally SLs offer only basic algorithms for examining a model,
which are the simulation run (integration of the system gover-
ning differential equations), parameter variation and documen-
tation (plots, etc.).

An examination of the model, in +the following called an
'experiment’ with the model,is for instance a simulation run, a
phase plot, changing a time constant.

Following a new methodology for future SLs proposed for instan-
ce in Breitenecker (1983b) and Breitenecker, Solar(1986) a con-
cept of a SL should be based on the separation of the levels
"model’ (MO), ’'method’ (ME) and ’'experiment’ (E). The so-called
methods are to be seen as procedures for examination of a
model, an experiment is defined then as application of a cer-
tain method on a certain model ( E = ME(MO) ). In today’s SLs
usually no distinction is made between method and experiment
because in an interactive 'simulation session’ only one model
is available.

This new methodology introduces now the level of methods, which
can be defined,linked and changed independently from the actual
model. This concept allows to extend the language with very
complex features, for instance with a method for a certain
stability analysis or for a statistical analysis of data which
were sampled in a simulation run. Furthermore, this new concept
allows to use more than one model within a simulation session.
Figure 2 summarizes the today’s and future structure of a SL.
Due to the standard for SLs (CSSL standard 1968) at each of the
two levels model (MO) and experiment (E) macro features have to
be available. In the new methodological concept this feature is
required also at the level of methods (ME). These macro fea-
tures are a very powerful tool in SL. It should be noted that
method macros can be ’simulated’ in today’s simulation langua-
ges by tricky programming of experiment macros.

For the goal of interactive decision analysis within a SL the
method ’model generating’ is very important. Using this feature
would allow to generate a new model (using the model data base
of the actual model) for certain further examinations.
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model MO simulation run ME
parameter change
experiment documentation
o
| model MO1 } E = ME(MO) | stability analysis

{
. statistical analysis I
| . I change of model(s)
| model MOn ' generation of models '

Fig.2: Features of today’s SLs (full lines) and future
SL (dashed lines)

3. THE SUPERMACRO - A SPECIAL EXPERIMENT MACRO

The interactive decision support and decision analysis in dyna-
mic systems using SLs requires the following tasks:

interactive generation and change of models

simulation runs, parameter variations

generation of special model-dependent procedures (or
methods) for investigating the system

interpretation of the results

decision support based on interpretation of results
’automatic’ decisions

recursive performance of the tasks

¥ ¥

¥ ¥ ¥ X

Following Breitenecker (1983) a special experiment macro, a so-
called supermacro, can be used in today’s (and also future) SLs
for ’simulating’ and/or implementing a ’procedure’ (a complex
method) which allows to perform the above mentioned tasks.

This supermacro technique proposes +to program an experiment
macro which is able to perform the following tasks:

* automatic definition of the model equations and models
MO1 (an experiment macro Emodel invokes the method
MEmodel generating the desired models MOi or changing
the preconfigurated models MOi )

X specification of special purpose methos ME; for simu-
lating and analyzing the models MOi (an experimental
macro Emethoda performs the method MEmethod generating
modules or combining preconfigurated modules resulting
in methods ME; for analyzing and handling the models
MOi )

¥ Initialization and/or invokation of experiments Eij
(=ME; (MOi )) performing the generated methods MEj; with
the generated models MOi

¥ Help function and entry points for/to each submodule of
the supermacro (in order to restart the macro with any
arbitrary subexperiment)
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Emodel Emethoa E1 En
MEmodel MEmethod ME1 MEn
¥ N >
MO
MO1,..,MOm MO1 MOm
ME:1 MEn

o HELP

Fig.3: Structure of a ’supermacro’

The outlined concept of 'supermacros’ can be implemented in
today’s simulation languages only in parts. The difficulties
are the handling of method specification, separate compiling
and recursive definitions.

The implementation in interpreter-oriented SLs can be done
using the features of the kernel structure. There subroutines
in a host language (usually FORTRAN) can be added to the
kernel, which perform for instance the generation of new models
(because the model data base is available also on the host
language level). Implementations wusing this ’'supermacro’-
technique are given in Breitenecker (1983b) where the SL
HYBSYS, a hybrid interpreter-oriented language developed at the
Technical University Vienna (see Solar et al.(1982) is used.

In compiler-oriented SLs (there the description of the model is
compiled into an ’object’ (model) instead of generating a model
data base) difficulties arise especially in realizing
experiments which should generate models or which should change
models. There either preprogrammed models can be loaded (but
these have usual ’'maximal’ dimensions) or a sort of a
precompiler can be used which generates a source program to be
used as input for the model definition part of the SL. The
experiments generating or loading methods can be realized by
extending the main program generated by the SL: this main
program usually consists of a loop which passes the program
executing the runtime commands and the program executing a
simulation run; within this main program (usually a FORTRAN
main program, as 1in case of ACSL) now anything can be added,
for instance optimization programs, statistic data analysis,
etc.
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4. DECISION ANALYSIS AND SUPPORT AS ’SUPERMACRO’

Using the fore-mentioned supermacro- technique the modules
necessary for interactive decision analysis and decision
support based on models for dynamic processes can be implemen-
ted in today’s and future simulation languages.

The advanced information processing system for decision support
(based on simulation) has to consist of the following tasks:

X experiment module: an experiment module or help function
(Eexp) guides the user interactively through all parts of
the AIP system for decision analysis and decision support

X input module: an input module (experiment Emocdel)
generates interactively (in dialogue with the user) the
model or/and the model data base due to the process to be
investigated for certain decisions

* method module: a method module (experiment Emethod) loads
and/or generates appropriate methods for analyzing the
model and interpreting the results, for decision support
based on simulation and/or other analysis (stability
analysis,..) giving the experiments Eres, Edaec

X result module: a result module (experiment Eres)
activates and performs methods for analysing and inter-
preting the results for instance of a simulation, of a
stability analysis, of a Monte-Carlo study,..

X decision module: a decision module (experiment Eaec)
activates and performs methods and algorithms for giving
interactively proposals and hints for certain decision
corresponding to the model and tries to answer certain
specific qQuestions using the results of simulation
(Estan), of result interpretation (Eres),.....

% standard module: the standard module (experiment Estan)
offers the standard features of the simulation languages
which are necessary for the problem to be investigated;
this standard module Estan can either be only a help
function guiding the user through the necessary standard
runtime commands of the SL or the module is a ’'standlone
module’ which offers interactively only the commands
necessary for the analysis of the problem in an
interactive way so that the user need not know anything
about the syntax of the SL

Figure 4 summarizes the structure of this advanced information
processing system for decsion support and decision analysis
based on analysis and simulation of the process.

As outlined in section 4 this AIP-system based on the super-
macro-concept can be realized and implemented in the today’s
SLs only more or less completely.

In interpreter-oriented SLs this structure can be ’simulated’
in wusing the fact that the kernel of the language can be
extended by subroutines (written in a host language) resulting
in ’'additional’ commands (which may call other commands in a
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recursive way). The fore-mentioned experiments are then loaded
and linked together with the standard features of the SL which
itself often are experiments built up with macro technique from
basic experiments.

In compiler-oriented SLs the model is a precompiled object
(instead of a model data base). Consequently difficulties arise
in ’adding’ additional programs (performing +the decision
support). In +this case +the main program of the SL (which is
generated by the precompiler of the SL and is usually a loop
passing the program executing the runtime processor and the
program executing a sjimulation run) has to be extended by
additional optional programs. A further difficulty is the fact,
that only +the names and values of the model variables are
available,but no information about the model structure (in case
of a model data base information about the model structure is
available in a comfortable way).

Eexp: help function guiding through the AIP system

Emoael Emethoad Eres Eaec
generating generating result decision
of of interpre- support &
models methods tation analysis
Estan

simulation run

parameter variation

stability and sensitivity analysis
documentation (plots, prints,...)
experimentation control

Figure 4: Structure of an AIP system for decision support
and decision analysis in a simulation language
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5. APPLICATIONS

In this section three applications of the proposed AIP system
for interactive decision support and decision analysis based on
simulation of dynamic models are discussed.

In the first application. a hydro-energetic system, the user
wants informations and decision support about necessary out-
flows from reservoirs in order to maximize the costs of the
system. The second application, population dynamics, tries to
find interactively suitable models for a certain population
dynamic and to give proposals for suitable external actions in
srder to change for instance the growth behaviour. In the third
apprlication models for physiological processes are considered;
there identified model parameters (subject to measured time
series) and physiological parameters are used in order to get
decisions about diagnosis and therapy.

5.1 Hydro-energetic system

Basis of the AIP system 1is a continuous model of a hydro-
energetic multipurpose system consisting of reservoirs, power
plants, rivers, water-users and pumping stations.

With few simplifying assumptions this system is described by
state (bilance) equations for the reservoirs (obtained by the
continuity principle; see Breitenecker, Schmid (1984)):

Si(t) = zi(t) - ai(t) -~ disi(t), i=1,..,n
with given 1initial wvalues , time horizon and bounds. There
si , Zi and ai denote storage, inflow and outflow of the i-th

reservoir, the term disi ’'measures’ the evaporation. The inflow
consists of natural inflows, inflows from upstream reservoirs,
iflows from pumping and inflow from upstream users. The total
outflow consists of outflow to other reservoirs, outflows to
users and outflows to pumps. The outflows to other reservoirs a
the controls of the system.

Now the AIP system tries to analyze the dynamic behaviour of
this hydro-energetic system in order to maximize or minimize
costs such as benefit of energy production, flood control,
recreational use, pumping costs and withdrawal of water.

The AIP system for this purposes consists of six tasks:

x *EQUAT’: automatic definition of model equations according
to the users input (number of reservoirs, pumps, water
users and the flow of water between them) (=Emoaeil)

X MEINIT’: generating and initializing modules for analy-
zing the system ( optimization prozedures,..) (=Emethoa)

* 'OPTI’ optimizes costs subjects to interesting parameters
and parametrized controls (=Eres)

* VOPTI’ performs vector (poly-) optimization of different
contrary cost (energy production, recreational use) sub-
ject to interesting parameters and parametrized controls
(=Eres)

* *COCOST’ compares graphically different costs (optimized
and not optimized) in order to give hints for possible
control actions (=Eaec)

% "CHCON’ chooses controls in interactive dialogue with the
user in order to get ’'better costs’ (=Edec)
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This AIP system (summarized in fig.5) was implemented using the
fore-mentioned hybrid simulation language HYBSYS, where the
modules are supported by standard features of HYBSYS (Estan)
and a Help function guides the user through the system
(Bexp).

{ HELP (BEexp)

- .[ x

EQUAT MEINIT OPTI VOPTIPW““ CHCON COCOST
Emodel Emetho Eres Bres Eaec Eaec

STANDARD MODULES (Estan)

Fig.5: AIP system for a hydro-energetic system

5.2 Population dynamics

This AIP system for decision analysis and decision support is
based on the Volterra equation describing the behaviour of
population growth in the time domain:

xi(t) = S((@ixi + higfs) xi+ kijuy)
J

There xi (t) denotes the i-th population, the variables f;j are
external influences and uj are control variables; the
coefficients gij,hij and kij are wheighting factors.

The AIP system was (partly) implemented in HYBSYS and performs
the following actions:

% 'EQUAT’: interactive generation of the model in dialogue
with the user (number of populations, controls,..)
(=Emoadel )

*x MEINIT’: generation of methods for analyzing the system
(generation of linearized models for further use,
generation of sensivity equations., ...) (Emethod)

x 'STAPOI’: calculation of stationary points (equilibrium

points) (Eres)

*x *LOSTAB’: local stability analysis using methods depending
on the dimension of the model (using well known results
for instance for dimensions 2 and 3) (Eres)

x "GLSTAB’: global stability and sensitivity analysis using
nonlinear methods and iterated simulation runs (Eres)

X GRSTAB’: stability analysis for a set of different
parameters using graph-theoretical methods giving for
instance hints for wheighting factors for controls

(Eres, Haec)
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x *STSTAB’ : analysis of +the structural stability of the
system (giving hints for chaotic behaviour) (Eres, Edec)
* 'MUTUA’: check, whether on a certain level (in a certain

equilibrium point) mutuations may occur or not (depending
on parameters (Eres, Eaec)

% *CHCON’: choice of controls in order to change equilibrium
points or resulting in exploding growth or resulting in
dying out (Eaec)

% *SIMSTO’: stochastic simulation in the time domain with

appropriate documentation (stochastic disturbances)

The modules of +this AIP system are supported by the standard
features of the simulation language. Furthermore a module is
planned, which transforms any other description of growth
(using differential equations, for instance hyperlogistic
growth laws) into the fore-mentioned Volterra equations (see
Peschel, Breitenecker (1984); Peschel, Mende (1986)).

5.3 Physiological processes

This interesting AIP system for decsion support and decision
analyis in physiological processes is based on the so-called
’controlled compartment’ - approach for modeling and simulating
physiological processes (Breitenecker (1985)).

Considering the well known modeling approaches ’concept fitting
using control theory’ and ’'compartmental modeling’ both have
natural advantages. Compartmental modeling reflects the struc-
ture of +the process very well, control theory works with the
perhaps most natural principle, with the feedback principle.
But both techniques have disadvantages, compartmental modeling
results in an amount of model parameters, model building based
on control theory (using for instance input- output relations)
establishes very often variables and parameters without
physiological meaning. The ’'controlled compartment’- approach
tries to combine the advantages of both approaches: the system
is decomposed into as few subsystems (generalized compartments)
as possible, each subsystems is described by methods of control
theory (input/output behaviour).

This approach is very successful in case of ’active’ systems,
that means, the behaviour of the system under certain exci-
tations (inputs) is to be analyzed. One advantage furthermore
is, that only few model parameters are to be identified
corresponding to measured individual time series (of excita-
tions and reactions); due to +the nature of +the modeling
procedure these model parameters are time constants, gain
factors, etc.). Model building is performed in the AIP system
depending on the available time series (Emocdel ).

After identification of the model parameters (Eres) the behavi-
our of the system excitated by other inputs can be studied for
individual persons. This prediction of physiological behaviour
allows +to replace dangerous and expensive labour experiments
and gives hints for diagnosis and therapy (Eaec).

Furthermore correlations between model parameters and
physiological parameters (age, wheight, resting blood pressure,
fitness, etc.) derived by statistical methods (parametric and
nonparametric statistics, cluster analysis) allows to

characterize the physiological behaviour by (static) individual
parameters giving information about kind of sickness, degree of
sickness, etc. (EKdec).
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This method of analyzing physiological systems has prooven very
successful in the following systems: heart rate and blood
pressure during ergometric load (Breitenecker (13985)), glucose
production of livers during stress hormones in vitro (Troch et
al. (1985)), blood glucose concentration during stress hormones
in men suffering on diabetes and in sound men (Komjati et
al. (1985)), pathological blood pressure behaviour after load in
men with coarctation of the aorta (Breitenecker,Kaliman(1984)).
AIP systems for these processes were implemted in HYBSYS using
again the structure Emocdel ,Emethod, Eres ,Edec, Estan (standard
simulation features) and Eexp (help function).
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1. INTRODUCTION

One of the most impressive principles of selforgani-
zation of complex systems is given by the principle of
natural selection as it was presented by Charles Darwin by
his fundamental work “On the origin of gpecies by means of
natural selection®™ and its extensions,

Simplified this principle explains the evolution of a
system to higher stages with respect to its function and
structure by mutation and selection,

The question arises how to use this principle for the
structural design of complex technical systems effectively.

For the layout design of printed circuit boards and
integrated circuits we want to try to answer this question
expecially for the partitioning of large graphs.

2. PARTITIONING OF GRAPHS

The partitioning of graphs and hypergraphs, resp., is
one of the problems which has to be solved in the design of
printed circuit boards and integrated circuits. This problem
gets more and more difficult to solve because of the in-
creasing complexity of the integrated circuits to be designed.
Therefore combinatorial methods are prohibitive, As a
suitabele method to overcome these difficulties the use of
the principle of natural selection seems to be an effective
heuristics,

The problem of graph partitioning may be stated as
follows: Given is an undirected graph G = (V,E) with the
edge set E and the vertex set V, The edges have the weights

Gij = G530 G J" 0. The vertices should be assigned to
partitions o* the partition set P, With xéh the membership

of vertex Vi to the partition Pk is denot

tionung matrix C is given by

e« Then the partie

C = (X,GX)
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with X = Xk the matrix of membership values,

Here Ckk is the fuzzy number of weighted edges within the
partition P, and Cye k # 1, the fuzzy number of weighted ed-
ges between the partitions P, and P,.

The partitioning problem of graphs can then be formula-
ted as an vector optimization problem with

Cip =~»pmax for k =1

or equivalently

Ci1 ==» min  for k # l.

From this a number of special cases based on the used
utility function may be derived where the following are
especially interesting for the above given paritioning prob=
lem

§ 1, Cpg ==» max (+)
- 1
'I:l th -—— max (+4).

Eqe (++) means for 1k = 1, that the Ckk should maximized and

should have at the same time approximately equal size. This
case occurs in the design of integrated circuits based on
standard cells and gate arrays.

3. REPLICATION

To speak of mutation and selection in a general sense
we use the notion of "replicators™ as it was introduced by
Dawkins.

By "replicators” we mean any units which may be copied
and (1‘ which imply by their nature a certain influence

on the probability or possibilty to be copied
(ii) which may be, at least principlallv ancestors of an
indefinitely long series of copieSe.
Replicators in this sense may be alleles in a gene pool,
relative numbers within animal populations, selfreproducing
macromolecules, strategies of individuals etc,

The replication of these units will be modeled by the

following general replicator equation

»ne

T % falxgeeeeixy) = @ (x)

or
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()

withz:xi =1,

In terms of genetics X4 is the proportion of allel i
within the gene pool, fi is the mean fitness of allel i

within the gene pool, and @ is the mean fitness of the total
gene pool, If we include the possibility of mutations by
determined mutation rates this yields a model for natural
selection processes,

Obviously stable structures of the evolving system are
given by stable attractors = in Ehe most simple case by

stable fixed points Xy = 0 and Xy = X5, Fesp. = which repre=

sent a stationary probability or possibility destribution
x; of allel i within the gene pool. This dynamic evolution

of stationary structures is driven by competition and co-
operation between the alleles.

3.1, LINEAR FITNESS FUNCTIONS

Of special interest are linear homogenous fitness
functions fi' In this case we have

fi(xl,...,xn) = Z: Gij xJ = (Gx)i
J

and

@ = Zi"xi EJ Gij xy = § X4 (Gx)i a  (x,6x) .

The Gi are interaction coefficients between alleles i

and alleles j. The replicator equation with linear fitness
functions has the foolowing properties, which are important
for the further analysis:

(i) Eq. () is invariant under the transformation
GiJ==GIJ+aj
(1ii) Eq. (s») is invariant with respect to the fixed
points under the transformation G, :=G. .+a
i3° 713773
(iii) For G real, symmetric and Gijzio the following

relations for the mean fitness of the total gene
pool hold #30 (x) and B*'2 @ (mn) .
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(iv) For G real, symmetric and G.J)-O the eigenvalues
of eq. (M) are real, i.e. ndJlimit cycles or
other dynamic attractors occur,

3.2, REPLICATION RATE CONTROL

For the control of the structure formation process we
introduce variable selfreplication rates Gii = Uje

By means of these replication rates a scalarization of
the global state of structuring is poessible. uy =) — OO

yields a uniform cooperation between the replicators and
uy -=»00 a uniform competition., Between these two extremal

cases further states of structuring occur, Especially ine
teresting are homogenous selfreplication rates u; = u.

4, DIVERSIFIED REPLICATION

Related to the previous sections we habe for every
partition P, a replicator equation of the form

xik (Gx.k)i e
X.. . © = - 1 (1)
ik kk
or
Xik 8% )y (11)
Xik Crk®s

with 23 X =1,
M ik

Corresponding to the properties of the replicator
equation (m) and (mx) eqs. (!) and (!!) have the following
properties:

(1) Egs. (!) and (!!) are invariant with respect to the
fixed points under the transformation Gij:= Gij+aj

This property will be used for negative replication
rate control u¢ O such that Gij>lo‘

(ii) In analogy to property (iv) of the replicator
equation (x) for eq. (!) no limit cycles or other
dynamic attractors occur, This property ensures a
convergence of the diversified replicator equation.

(ii1) For 8 real, symmetric and Gij)O corresponding to

property (iii) of the replicator equation (x2 for
the diversified replicator equation (!) the follo-
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wing relation holds

( Tsckk)?'o'

The same holds for the eq. (!!) with

’
]Ickk?’]l- Ch

The equality is valid for the fixed points of eqs. (!),
(1)

Eqe. (1!) extented by a mutation rate control m

X (6x )
Xig = ( X5k ok /i +a) / e, (111!)
kk

was implemented on a computer as a method for graph parti-
tioning because eque. ({!) full fills the extremal equ., (++)
corresponding to property (iii)e.

Some results for an industrial example are shown in
fige 1, 2, 3.

Some comperative results for the same example with other
methods are shown in the table 1. KOLOSS represents a thermo=
dynamic method, UTA a fuzzy "thermodynamic™ method, and PNS
the partitioning by natural selection. These methods and
results are explained in more detail in Voigt (1985),
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ABSTRACT

We consider pairwise-comparison methods to rank and rate a finite number of
stimuli. The decision makers express their preference ratios on a category
scale: their responses are restricted to a set of categories labelled with

a narrative degree of preference, We put these qualifications on numerical
scales with geometric progression, and show that the rank order of the
stimuli is preserved when the base number varies. If the preference ratios
are expressed in fuzzy numbers with triangular membership functions, we find
that the triangles wusually exhibit a particular form of symmetry: the
parameters satisfy the golden-section rule so that the logarithms have
membership functions with isosceles triangles. Under the additional condition
that the preference ratios have a uniform degree of fuzziness, we establish
the membership functions of the decision criteria, the alternatives and the
final scores, and we show that their degree of fuzziness depends on the
hierarchical decision level only.

1. PAIRWISE-COMPARISON METHODS

In a method of pairwise comparisons (David (1963), Saaty (1980)) stimult
are presented in pairs to one or more decision makers. The basic experiment
is the comparison of two stimuli Si and Sj by a single decision maker who is
requested to express his preference (if any) for one of the two. We assume
that the stimuli Si have respective values Vi (i =1, ..., p) on a numerical
scale such that & Vi = 1. The purpose of the experiments is to estimate these
values. Usually, the decision maker is requested to estimate the ratio Vi/Vj,
and in order to assess the preference ratio we use a category scale instead
of a real magnitude scale. The conversion is straightforward, requiring only
that the responses be restricted to a set of categories with a narrative
degree of preference. Thus, the decision maker is merely asked to make

qualitative statements such as
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no preference for S, or S_,
T J
some preference for Si over S,
J

strong preference for S.l over Sj ’

whereafter numbers are assigned to the respective categories in order to
translate the judgements into estimated preference ratios rij (the estimates
of Vi/Vj). Because we assume that a consistent decision maker satisfies the
transitivity property rij = ril rlj' these numbers should exhibit a geometric
progression. Comparing Si versus Sj we therefore deviate from the scale of

Saaty (1980), and we set

r . = ex S, . 1
i p (Y lj) (1)
with
0: no preference,
5 - 2: some preference for Si'
+J 4: strong preference for Si'
6:

very strong preference for Si'

The intermediate values 1, 3, and 5 are given when the decision maker

hesitates between two adjacent qualifications. Of course, we have

-2: some preference for Sj’
Gij = -4: strong preference for Sj’
-6: very strong preference for Sj.
Many experiments have been conducted by Légrady et al. (1984), Lootsma et al.
(1984), and Kok et al. (1985) to find workable values for the scale parameter
Y. In practice, we use a normal scale (with y = %) and a widely stretched
scale (with y = 1), for reasons which are explained in the cited papers.

In general, we are dealing with a decision-making committee, and we have
to allow for the possibility that some members sometimes abstain from giving
their opinion. That is the reason why we employ logarithmic regression
(de Graan (1979)) instead of the eigenvalue method (Saaty (1980)). We let
Di' stand for the set of decision makers who judged Si versus Sj' and Nij
for the cardinality of Dij’ We take rijk

by the k-th decision maker. Now we approximate the vector V = (V1,..., Vp)

to denote the estimate of Vi/vj

by the normalized vector v which minimizes
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2
¥ z (1n Lo T 1n v, o+ In v,) =
i<j k€D, 1 J
1]
(2)
2
= X z (q,,k - W +w,)" o,
i<j kép,, I )
1j
=1 d =1 . O i hat ., = ~q., d
where qijk n rijk and w, n v, bserving tha qijk qjlk an
Nij = Nji' we can write the associated normal equations as
p p b
w, X N, - X N, w, = X z q... - (3)
i =1 1) =1 1] 3 j=1 kEDi, ijk
AL A i ]

These equations are dependent (they sum to the zero equation). Taking the
vector w to denote a particular solution of (3), we can write the components

of the general solutions as ;i + n, and we approximate Vi by

_ _ b _ - p _
vi = exp(wi+n)/i}51 exp(wi+n) = exp(wi)/i}E1 exp(wi) . (4)

Obviously, normalization is sufficient to remove the additive degree of

freedom in solutions of (3).

2. RANK PRESERVATION

Let us now use the property that we are working on numerical scales with

i ; i =1 =
geometricorogression (see formula (1)) and substitute qijk n rijk Y Gijk
into (3) to obtain

P p p

wo z Ni' -z Ni‘ w,=y X z 6i'k (5)

j=1 3 5= 133 j=1 KED, )

A 3 j#i )
Introducing 5(1) to denote a solution of (5) fory = 1, we can write any

solution for arbitrary Y in the form
w, (Y) = ylw (1) +n]
i i

Thus, we approximate Vi by
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;i(Y) = exply Qi(l)]/’g exoly Qi(l)] )
i=1
an expression which immediately shows that the rank order of the ;i(y) does
not depend on y. Moreover, the experiments by Légrady et al. (1984) and
Lootsma et al. (1984) demonstrate that the ;i(Y) are not very sensitive to
the scale parameter Y when it varies over the range of values (including %
and 1) that seems to be acceptable in the social sciences.

In summary, we have the result that scale transformations do not produce
rank reversal in a single—level comparison of stimuli. In hierarchical
decision making, however, where we compare decision criteria (level 1) and
alternatives under each of the criteria (level 2) in order to obtain final
scores for the alternatives, rank preservation cannot be guaranteed. The
two-level budget-allocation problem in Légrady et al. (1984) shows that the
rank order of the final scores may change, although the scale sensitivity
remains low.

Even on a single level, however, the vexing problem of rank preservation
has not completely been solved. Saaty and Vargas (1984), for instance, were
concerned with three methods for approximating the Vi' starting from a given
matrix of preference ratios so that the effect of scale transformations is
ignored. They demonstrate that the results of the eigenvalue method (Saaty
(1980)), the least-squares method, and our logarithmic regression method
may indeed exhibit rank reversal in simple cases where it should clearly not
occur. The observation that the calculated rank order is method-dependent may
also be found in Légrddy et al. (1984) who compared the results of logarithmic
regression and the Bradley-Terry method. And let us finally point at the
unresolved complications of adding or dropping a stimulus: approximating the
values of the remaining stimuli one may also run up against the phenomenon

of rank reversal (Saaty, private communication).

3. FUZZY PAIRWISE COMPARISONS

The method described so far has a particular drawback. The decision makers
are supposed to supply deterministic estimates of the preference ratios, but
mostly they only have a fuzzy notion of them. Hence, the approximations to
the Vi (i =1, ..., p) suggest an accuracy which is out of proportion. This
glaring deficiency of the method prompted Van Laarhoven and Pedrycz (1983)
to propose a modified version allowing the decision makers to supply fuzzy
estimates of their preference ratios (see also Lootsma (1985)). For reasons

of simplicity, they expressed the estimates in fuzzy numbers with triangular
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membership functions, and they modified the algebraic rules of Dubois and
Prade (1980) to simplify the subsequent calculations. Thus, they asked the
k-th decision maker to supply three estimates of Vi/Vj: an estimate which is
taken to be the modal value T Skm locating the top (with value 1) of the

triangle, and two estimates, the lower value Tkl and the wupper value

rijku' to locate the support of the triangle. The resulting membership
function of the fuzzy number ;ijk is represented by the triple (rijkl' rijkm'
rijku)' With a negligible error, the authors take

q def 1n ;
91k ik

to be a fuzzy number with a triangular membership function as well. The three

parameters g,

ijk1’ satisfy the relations

q q.

ijkm’ “ijku

nr etc.

9i9k1 1jk1’
Basically, the authors propose to approximate the values Vi of the respective

stimuli S, by fuzzy numbers v, with triangular membership functions. The
i

procedure is as follows. Let &i = 1n Vi, generalize (3) so that
- P p . P -
w, X N , - X N, w = X z .. ’ (6)
i k
=1 3 4=1 BT 5o K€D, +J
J#1 J#L 3A1 J

and calculate the lower, modal and upper values of &i from the linear

systems
p P p
W. I N - I N .w, =X z 9 (7)
im j=1 ij =1 ij  Jm j=1 K€D ijkm
j#1 i#1 j#L J
p p P
W, Z N,.- I N  w, = X z q.. ’ (8)
R R Y 1kl
j#i j#L j#L
P p P
w, z N,. - X N . w, = X z q, . (9)
iu 5=1 ij j=1 ij 31 j=1 K€D . ijku
jAL JAL o
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Obviously, the modal values appear separately in the system (7) only.
Because qijkm = _qjikm and Nij = Nji' we can show that the equations sum to
the zero equation. Hence, a solution to (7) has at least one (additive)
degree of freedom. We have a similar result for the lower and upper values,
to be solved jointly from the system (8)-(9): because qijkl = _qjiku and
qijku = _qjikl' the equations sum to the zero equation, so that a solution
of (8)~(9) has at least one (additive) degree of freedom.

In general, the systems (7) and (8)-(9) have exactly one degree of
freedom (violations of the rule are extensively discussed in Boender et al.
(1985)). A fuzzy approximation to the value Vi of stimulus S,l is represented

by the triple

(exp(wil), exp(wim), exp(wiu)) ’

and to enforce uniqueness, Van Laarhoven and Pedrycz (1983) introduced the

normalized fuzzy approximation

. exp(wil) exp(wim) explw, )

i p p
.Z exp(wiu) .Z exp(wim) .Z eXp(wi )
i=1 i=1 i=1

The proposed method still has two short-comings. First, the triple

(w,_,w, ,w, ) obtained by solving the systems (7) and (8)-(9) does not
il” im’ iu

necessarily satisfy the order relations

W, <w, <w, ., (10)

so that it does not always represent a fuzzy number with triangular
membership function. Second, the decision makers have to supply much more
information than in the deterministic case, and they are not always willing

to do so.

4. A UNIFORM DEGREE OF FUZZINESS

The responses of the decision makers are in fact limited to a finite
number of categories (no preference, some, strong, or very strong preference).

Hence, the deterministic estimates rijk' written as
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= § ,
rijk exp (y ijk)
are also restricted to a finite, usually small, set of values
(Gijk =0, +1, ..., +6). Boender et al. (1985) observed that the fuzzy
estimates Eijk are subject to similar limitations. Mostly, they exhibit a

particular form of symmetry: the three parameters of the respective membership

functions can be written as

Tijkl © exply 85k ~ 0‘ijk)]'

TS skm exply éijk] , (11)
= +

¥ijku eXp[Y(éijk 0‘ijk)]’

with positive, integer-valued spread ai The membership functions of the

jk°
associated qijk are accordingly Zsosceles triangles. What simplifies matters

even more, is the observation that practically all ai are equal in a given

ik
situation: equal to 2 (a spread of two scale steps) ii the decision makers
express a significant degree of fuzziness.

In the case that (11) holds we attempt to solve the equations (6) in
terms of fuzzy &i with the same type of symmetry as the iijk' Observing

that

q - d.

ijku © Figkm - Figkm T Figkr T %ix

we write

- = - = 12
"o T Yim T Yim T Vi1 TV By (12)
with positive spread Bi. The modal values wim are solved from the system

(7). Subtracting (8) from (9) we find that the Bi satisfy the system

b
N, B, = L z ST (13)
1 3 521 kep, | 3
N Ny 1
i j#L

B.

1

N, +
1

i

J

NI Mo
Mo

J J
3 J

Now, restricting ourselves to the situation that the spreads uijk are equal

to a uniform spread o, we reduce (13) to



p ) o
B, I N, + X N , B, =0a X N
e j=1
j#L jFL J#L

Assuming that Bi =8, i=1, ...

situation, we can immediately conclude from

. (14)

, P, a reasonable assumption in the given

(14) that B = lﬁ.

5 This is an

extremely simple result, which also explains the success of Van Laarhoven's

and Pedrycz' method (1983). They propose to

solve the systems (7) and

(8)-(9) directly, although the resulting solution may violate the order

relations (10). Violations are unlikely, however, because in practical

applications the systems (8)-(9) and

(13) are perturbations of

(14). A fuzzy

approximation to the value V, of the stimulus Si is now given by
i

(exP(wim ), exp(w,

1
- EﬂY)' exp(wim im

1
+ r
an))

and the normalized approximation can be written in the form

_ exp(wi )
Vi =D o (exp{-ay), 1, explay)). (15)
b3
. exP(Wim)
i=1
We may clearly take the factor
exp(w, )
im (16)
P
f exp(wim)

i=1
to be the deterministic estimate of Vi when
ignored (see formula (4)). The fuzzy factor

(exp(-ay), 1, exp(ay))

makes it a fuzzy estimate. Formula (15) may
fuzziness is of the same order of magnitude

Usually we distinguish

no fuzziness: a =0,
moderate fuzziness: o =1 (one
significant fuzziness: a = 2 (two

fuzziness in human judgement is

represented by the triple

(17)

be applied when the degree of

for all judgements.

scale step upwards and downwards),

scale steps upwards and downwards).
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Substitution of these values in (15) yields an effective tool for a simple
form of sensitivity analysis. No additional information, such as lower and
upper values of the estimated preference ratios, is required. We only ask the
decision makers to estimate their unifbrm degree of fuzziness. Obviously,

the approximations to the Vi will exhibit exactly the same degree of fuzziness.

5. PROPAGATION OF FUZZINESS

Let us now concern ourselves with the typical problem of multi-criteria
decision analysis: the evaluation of a finite number of alternatives under
conflicting criteria. The usual procedure is to approximate the values Ci of
the criteria (the stimuli at decision level 1) and the values Aij of the
alternatives (the stimuli at decision level 2) under the respective criteria.
Our objective is to calculate final scores sj enabling us to rank and rate
the alternatives. Taking ci and ai, to denote the approximations in question

we may set

s, =Xc, a,, , (18)

an operation motivated by the present author (1985) under the condition that
the approximations are the result of a pairwise-comparison method using
ratio estimates (and this is exactly the situation wherein we find ourselves,
see sec. 1).

Suppose now that we have used the pairwise-comparison method of secs. 3
and 4, yielding fuzzy approximations

ci = cim (exp(-ay), 1, explay))

= - 12 11
13 aijm (exp (-ay) exp (ay))
to the values of the stimuli just mentioned. Of course, the symbols Cim and
aijm stand for the modal values of the fuzzy numbers éi and ;ij' Following
the algebraic rules of van Laarhoven and Pedrycz (1983) we obtain the fuzzy
final scores
= —2 ’ 2 ’
Sj z cim aijm (exp(-2ay), 1, exp(2ay)) (19)
an expression which clearly shows the propagation of fuzziness in hierarchical

decision making. These results can easily be generalized to comprise the case
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that we have a uniform degree of fuzziness at each level separately, but not
necessarily the same degree at all levels.

We conclude this paper with the critical note of Boender et al. (1985):
whose fuzziness did we consider here? As we have seen in solving (14), the
spread B of the approximations to the values of the stimuli is of the same
order of magnitude as the spread o in the judgemental statements. From the
viewpoint of the decision makers who were involved in the deliberations this
is correct: they realize that the approximations constitute a compromise
solution, which is not fuzzier than the original preference ratios themselves.
For an outside observer, however, the picture is entirely different. Hearing
the conflicting opinions of the experts in the decision-making committee,
he may conclude that the truth is still far to seek. This viewpoint has not

been studied in the present paper.
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LEARNING IN DECISION MAKING
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1. INTRODUCTION

The purpose of decision making can be classified in
following way.

Detection of signals or of specific states, like the deci-
sion on a mechanical equipment, if it may have been got danger-
ous because of wear out. This is the domain of application for
optimal filtering - see f.e. (Sawaragi et al. 1967), (Willsky
1976), and (Manetsch 1984) -, identification (Isermann 1980),
diagnosis systems (Pau 1981), and expert systems - see f.e.
(Barr et al. 1982), (Hayes et al. 1983), (Fikes et al. 1985),
and (Hayes 1985).

Setting of actions, like in control or operational
research. The problem to find the optimal renewal strategy for
an equipment would belong to this area. Optimizing methods and
evolution strategies are used for the solution of such
problems, see f.e. {(Rau 1970), (Tillman et al. 1981), and
(Inagaki et al.1978).

Selection of alternatives and setting of priorities, as it
is the problem for procurement of equipments for example. Ran-
king methods are applied, see f.a. (Roy 1977), (Baas et al.
1977), and (Korhonen et al. 1980).

The way of decision making depends also on the time
horizon in consideration. It can be distinguished between the
area of strategic planning in the long-range and operational
planning in the short-range level. Strategic planning has to
deal with non-terminating ill-structured, ill-defined problems.
Operational planning has to handle well-structured problems
with specific decisions at defined points in time.

Decision making for the selection of alternatives and for
setting of priorities in the level of strategic planning has
importance in the field of large scale transportation systems.
Those aspects are considered in the following sections.

2. PROBLEMS IN DECISION MAKING

In case of large scale long-range problems the decision
making process depends on:
- experience,
- data,
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- simulation possibilities, and
- optimization methods.
Experience in the sense of skill will be stressed later. Of
course, the impact of experience is given in case of customs,
usage or course of dealing as it is called in the field of law
and regulations. Morever it is understood at present that the
information of documentation can be grasped in context only.

In Figure 1 the structure is shown in which decision
making is embedded. It is a dynamical process with feedforward

FEEDFORWARD FEEDBACK

OBJECTIVES

PLANNING

—»] |DECISION MAKING

SURVEILLANCE

y

CONTROL OBSERVA -
REALIZATION TION

L v\ PROCESS

FIGURE 1 Structure of a decision making process

and feedback loops for the information flow. Even the
dynamical behaviour of objectives itself has to be considered.
Feedforward stimulates also the variation needed for processes
with evolutionary strategies; the selection will be caused by
the feedback.

Decision making by help of electronic data processing
dealt with quantitative information and fixed criteria
functions in the beginning. Then it was tried to consider
qualities and objectives with different or even conflicting
aspects by help of weighting functions. The classical
quadratic criteria function of control theory which considers
energy consumption, deviation or error, and time is an example
for this approach. Number systems have been introduced for
dealing with qualities like it was done in the field of
reliability for example. Dynamic processes, change of states
or of parameters have been mastered. Methods had been deve-
loped for processing of probabilities or stochastic data. But
possibilities or fuzzy information require other structures
for processing as it is suitable for dealing with deterministic
or stochastic data.

As it is common for the solution of complex problems an
engineering approach is required. But in such a way the
approach to solve a given problem depends on the actual
situation and comprises not only algorithms but also the or-
ganization, the ergonomical aspects etc.

Decision making in transportation planning had been
developed in the same way. But it had have given also input
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for stimulating new approaches, e.g. (Roy et al. 1977). oOf
course, many efforts were given to tackle problems by fixing
weights to the different objectives and by applying an all-over
criteria function, see f.e. (Snizek 1985), and (Meier et al.
1985). But this attempt causes following problems.

For example in case of procurement the weights have to be
fixed beforehand for more than 300 attributes for specifying
complex systems, if transparency for the procurement is deman-
ded. But any change, as it can be because of unexpected
qualities of tenders f.e., would cause changes of weights. But
it would be difficult to recognize which changes of weights are
suitable or which effects would be entailed. Especially the
interdependence of weights can hide the real intentions. 1In
case of using weights and an all-over criteria function as
usually, the distinction, if all has the same importance or all
is very important is lost.

The other disadvantage of such an approach is that the in-
dividual opinion of group members and the changing of these
opinions about the importance of single attributs is
suppressed.

Moreover it has to be recognized that the information
available is given in a fuzzy way. The objectives of decision
makers or actuators depend on states, information available
etc. If an objective is not reached for long time then this
goal can be become very important, f.e. hunger. But it can be
also switched to neglection by accustoming. The way how to
solve a decision problem has to consider the change of infor-
mation, see Figure 2. The processing should be done according
to the state of information.

INFORMATION

PROCESS

L

4

-------- (JSTATE N

~

FIGURE 2 Change of information

The complexity and flexibility of objectives should be de-
monstrated at an example taken from the General Conception of
Transport in Austria (Halbmayer 1982), see Figure 3. It was
tried to distinguish between long-range (fundamental), medium
range (guiding), and operational objectives. The structural
aspects like given infra-structure, geographical situation etc.
should be covered by the operational objectives.

Fundamental objectives are less prone to conflicts because
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FIGURE 3 Example for the structure of the objectives at the
GVK-0

of soft (fuzzy) information. The conflicts arise in the
detail. But in this level the complexity will be reduced by
limited range of time, space or function. Moreover, such con-
flicts can be reduced in many cases by the objectives with
consensus of the higher levels. 1In a given situation not only
one level of objectives has to be taken in consideration. It
has to be moved from top to down and vice versa. The impor-
tance of single objectives may change and new objectives may
be created in lower levels. Considering the fundamental ob-
jectives 1.2.1. (living condition should be most equal for
population...), 1.2.5 (safety for public should be high...),
and 1.2.11 (accessibility to transportation systems should be
given ...) as well as the guiding objectives, originating from
other fields, like 2.5.8 (physical and psychical effort should
be considered...), 2.6.3. (disabled should be considered ...),
2.4.4 (high dependability or reliability should be gained...),
and 2.8.1 (use of energy and of resources should be rational
...) together with the specific objectives for the field of
transportation 4.1.1 (quality ...), 4.2.6 (disadvantage for
user...), and 4.3.2 (energy and resources...) the operational
objective N (accessibility for disabled in normal and abnormal
situation ...) was developed. This implies the operational
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objective IN (to prefer ramps instead of escalators...) and the
measure M (new regulation for construction of station's buil-
dings) in the planning level for the range I (new stations for
commuter's transport).

Figure 4 shows to which extent it is rational to com-
prehend and cluster the different objectives. This approach
assumes that in concrete cases given practically, most of the
individual objectives of the different levels can be neglected
or combined. If this comprehension would be too coarse, in
case of conflicts f.e., then one or more categories have to be
splitted up again, as it is indicated in Figure 4. Because of

2 = §
R
Z g g
% Ww NS
B L Q
A > )\Y Q:\
a [ intoler- Q
® Z(labe & <
v Ly
2\ £
= =z
% S
@) =z
Z

LHOdSNY 8L
40 ALIIVAYD

FIGURE 4 Evaluating space for categories of objectives

the dynamical behaviour of a system which should be investi-
gated concerning the effects of different measures, but also by
the dynamics of objectives itself, the examination has to be
done over the time. The change of the value for the monetary
expenses and of the result for the functional category with
possible variances is shown over the time in Figure 4 as an
example.

This short insight into the problems given in decision
making for strategic planning in case of large scale trans-
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portation systems points out that the dynamical behaviour of
the process and the environment of fuzzy information has to be
taken in consideration.

Dynamical processes require dynamical planning. This
means it has be planned also for changes and, what is im-
portant, a feedback for learning has to be provided.

Fuzzy information can not be improved by introducing
probability functions rather a feedback loop has to be provided
for handling the possibilities. If an information is missing
then it has to be investigated, if this information has any
influence or can be neglected. Sensitivity analysis may be
applied for example. But if this missing information could
have great influence on the result of decisions then steps have
to be taken to get this information, e.g. by test or pilot
project, by simulation etc. It is needed to have the ability
to learn. Ignorance should not be hidden by probabilities
assumed.

One step decision making is not possible for complex pro-
blems generally. It has to be strived for a decision making
process which has dynamical abilities for handling these pro-
blems. Such a conception has to comprise not only algorithms,
but also the organization.

3. LEARNING

As it 1s common in complex information processing, the
handling of fuzziness requires a dynamic process with feedback.
But this loops are needed for learning. This is in difference
to feedback loops in simple control systems. 1In step by step
decision making it is strived for getting access to usefull
information and it is considered the freedom of actions accor-
ding possible states. The learning in decision making pro-
cesses has following purposes:

- selection of data needed (Genser 1969)

- optimizing the handling and use of data

- recognizing objectives and their qualities or behaviour

- recognizing change of objectives

- optimal use of possibilities for corrections and adaptions

- optimal control of decision making process, considering
rationality and improvements.

It is important for understanding the objectives to
recognize the influence and importance of objectives. The
aspiration released by a member of a decision making group
should be recognizable. Recognizing the change of objectives
requires to grasp the process of consensus and to consider
the impact of reality in respect to the different aspirations
etc.

Learning implies to get experience, to store information
and to make accessible this experience. As shown also in
(Tsypkin 1973), (Csibi 1975), (Houston 1976), (Saridis 1977),
and (El-Fattah et al. 1978) learning can be done by:

- storage of patterns or boundaries,
- copying,

- conditional coordination,

- trial and error,

- searching by optimization,

~ teaching,
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- grasping or
- accustoming.

The learning process has influence for better understan-
ding and handling of the decision making process. It allows to
recognize the impact of decisions taken. It helps to recognize
the interdependence of objectives as well as the aspirations of
control environment like decision making group, acting commi-
tee, and public opinion. The mutual understanding of persons
involed is improved by accustoming. The process is speeded up
by retrieval of similar cases (Genser 1977) and complex
algorithms can be avoided, especially nonlinear processes can

be treated by linear and simple methods (Genser 1970). 1In any
case an improvement of performance can be expected in the long
run. But learning is not only for increasing knowledge. Only

learning can improve skill. Skill is required for gaining higt
performance and for suitable use of knowledge. Even the run -
in for mechanical equipments may be considered as learning
skill.

Learning requires pattern recognition ability, see f.e.
(Tou et al. 1974), (Fu et al. 1976), (Batchelor 1974) or
(Ivakhnenko 1970). Pattern recognition is needed for grasping
aspirations instead of the common criteria function with
weighting. Pattern recognition helps also to grasp real situa-
tion or to classify alternatives for example.

4. DECISION MAKING FOR STRATEGIC PLANNING IN TRANSPORTATION

Figure 5 shows schematically the embedding of a decision
making support modul. Complex problems have to be solved by a
group of decision makers. It is an interactive process. Per-
sons involved have to be trained and got adapted to the back-
ground of reality. Data can not be full understood without
knowing the context. This limitation of documentation has to

TAx —
| /

INTERMEDIA %

FIGURE 5 The embedding of a decision making support modul
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be considered also for the intermedia.

The decision making process should be unterstandable. The
persons involved should have the feeling at least, they can
control this process.

The results of the decision making process as well as the
way how the results have had been recieved have to be documen-
ted for improving transparency and understanding, but also for
control and learning. No important information should be lost.

A good approach balances the effort for a model in respect
to uncertainty: the higher uncertainty the more simple and the
easier understandable the models should be.

A good decision making support system can be achieved, if
at least the organization, the presentation of information,
the ways of interactions, the algorithms, and the documenta-
tion for learning and control have had been well selected.

It has to be an ergonomical solution

- which makes it easy to recognize missing informations and
opinions of decision makers

- which reduces problem by suitable comprehending

- which improves transparency of aspirations and of decision
making process itself.

For example the aspect of man-machine interfaces for expert

system is also considered in the paper of Kidd et al. (1985).

Menu techniques taking into account the novice as well as the

skilled user and graphical representations are helpfull of

course.

The approach used in SCDAS (Selection Committee Decision
Analysis System) by IIASA, see (Lewandowski et al. 1985) and
(Wierzbicki 1984), can be developed for the requirements of
practice.

5. CONCLUSION

Decision making in case of complex problems needs a
decision making group and an interactive decision support
system. An engineering approach is required for achieving a
decision making process which is suitable for application in
practice. This approach has to consider software with algo-
rithms, hardware with medium for data, and organization. It
has to be a solution which had taken into account human,
machine, and reality. This system should be improvable by
learning.
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The analysis of the methods and the included activities
within the process of strategic management (SM) of the economic
enterprises proves that their realization has some common elem-
ents connected with the group creative activities for:

- generation of objectives, goals and alternatives,

- fixing of evaluations according to certain qualities and
their agregation,

- ranking of various objects and forming of group opinion,

- finding out common relations and interdependences,

- giving general priorities on the basis of individual pre-
ferences,

- decision making on the grounds of several criteria,

- choice of alternatives for action with combined assess-
ments (quantitative and qualitative).

These elements can be considered separate modules in the
procedures of realization of the SM methods and are generally
concerning the process of decision making in the management of
economic enterprises. Then a legitimate question arises:

Is it not possible and necessary to work out standard soft-
ware programmes to help the management, the specialists, the con-
sultants and the experts in the process of SM methods realization?
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Jf course, the need of creative thinking for decision making
remains, nor will the priority of human intellect be ignored, but
the arsenal of instruments at the disposal of the decision makers
will be increased, the creative process will be structured and
directed in a better way and the quality and effect of the taken
decisions will be improved.

Before answering this question we shall relate in short the
nature of the general problems connected to the automization of
decision making.

The strategically important problems and tasks of economy
that are to be regularly solved by the managers either lack suf-
ficient amount of information, or do not have well-specified go-
als and restrictions, or may not have standard procedures or ru-
les for decision making. The existence of thése real limits leads
to the formation of a definite type of problem situations in ma-
nagement that are called "ill-structured" or "non-structured" and
cannot be solved with the help of the "classic" information sys-
tems and models.

In the beginning of the 60-ies Herbert Simon willing to
classify the types of decisions, divides the process of decision
making into three stages:

- discovering and analysis of the problem,

- generation of alternatives (variants of decision),

- choosing of the best alternative (variant) on the basis
of definite criteria.

According to his classification, a "programable" or "struc-
tured" decision is the type of decision that allows automatic
execution of all the three stages, that is, with a computer. In
the opposite case the decision is "non-programable" or "non-struc-
tured".

The attempts for automization of the process of solving the
complex problems of SM are directed mainly towards the third sta-
ge: comparison and choice of variants in accordance with given
criteria. In order to overcome the difficulties, arising from the
multicriterial choice, it become necessary to work out models and
normative rules for decision making which postulates the behaviour
of the decision makers (DM) taking into account the theories that
prescribe him rationality and effectiveness.
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The created models and systems for decision making in the
end of the 70-ies, however, showed that there are many natural
limits in the information obtained by the DM in the process of
solving ill-structured problems with the help of normative me-
thods.

DM may err when:

- they compare the differences of utility criteria and al-
ternatives,

- they choose various deciding rules,

- they determine the weight of the criteria, their inter-
dependence and relations,

- they rank and fix the aspiration levels and restrictions
of acceptable assessments,

- they define the probability of various events' outcome,
etc.

The systematic mistakes are due to overtrust on personal
experience and judgement, influence of the primary information,
orientation only according to the representativeness of the phe-
nomenon or event without taking into consideration the aprioral
probabilities or the size of the sample on the basis of which
judgements are made. Analysis prove that DM are extremely incon-
sistent and intransitive in the direct evaluation of the utility
of alternatives and their comparison.

The reasons for making these mistakes are mostly of psycho-
logical character and that is why in the Tast ten years great at-
tention is paid to the problems for defining of the limits of hu-
man abilities in the process of decision making. This research
brought about the formation of a descriptive decision theory and
the creation of descriptive models, describing and analyzing the
process and the decisions taken by the DM. In other words, these
models interpret and explain the behaviour of the decision making
body or person.

While building the descriptive models, however, must be
kept in mind that the behaviour of the DM in the process of de-
cision making is quite complicated from psychological point of
view - sometimes the person himself is not completely aware of it.

The main source of information for descriptive models de-
sign is the examining of the behaviour of highly qualified ex-
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perts, managers and other DM by means of specialized methods.
Part of these methods by character are standard methods for ob-
servation and analysis when preparing projects for organizatio-
nal development. Others use "trees of decision", structured on
the basis of statistics and formal logic analysis of the obtained
information.

The diagnostic approach for designing of descriptive models
is primarily connected with the opposition of the classic concept
for a"rational manager" who is capable of"optimizing" of the so-
lution of a certain problem with the concept for "bounded ratio-
nality" when the process of decision making is aiming at "satis-
fying" of certain conditions and Timits for finding of a "good
enough” decision.

Apart from the new theoretic studies and results in the
field of decision making, the development of computer technology
caused the universalization of personal computers application and
creation of new possibilities for establishing of local nets to
allow collective use of data base and peripheral devices and ex-
change of information among the separate working places.

The automization of the working places within the management
systems allowed not only the routine applications in the field of
word processing, collection and processing of data in Tocal regi-
me and control of the execution activity on taken decisions and
set tasks, but also to start developing more complicated systems,
mainly related to the process of decision making support. The in-
dividualization of these systems for specific users that began
with the application of descriptive médels, found its technical
solution through the direct contact between the users and the per-
sonal computers. The dialogue was started not only with regard to
the data base serving a separate working place, but also with re-
gard to the established "banks" of methods and models for solving
definite problem situations and tasks appearing in the everyday
activity of the specific manager.

The abovementioned conditions determined the formation of
a new concept for automization of management activities through
working out of systems for decision making support.

The evolution of the idea for developing of decision sup-
port systems (DSS) began in the early 70-ies when Anthony Gorry
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and Scott Morton from MIT (USA) by referring Herbert Simon's ide-
as to the existing practical needs of strategic planning and ma-
nagement in the economic enterprises, publish the basic princip-
les of DSS construction.

Making use of the experience in the designing of models for
decision making and the existing methodologies for constructing
of DSS, the Department of Systems Analysis and Management in the
University of Economics "K.Marx" worked out a series of software
systems to support the DM and the specialists from the economic
enterprises in the realization of the standard modules in the
composition of the SM methodology. The present paper gives a
short account of some of them.

Software system "Generator". The basic purpose of the SS

"Generator" is to automize the process of determining the priori-
ty group order of objects with regard to a given criterion or
criteria on the basis of the priority individual orders that are
generated by the separate experts or DM who take part in deter-
mining of the strategies of development.

The SS "Generator" aims at achieving the following:

- create possibility for automization of the periodic in-
teraction of a wide circle of specialists who generate and evalu-
ate information necessary for defining and evaluating of the ob-
jects' priorities in the process of decision making,

- systemize and "clear out" the subjective evaluations ge-
nerated through induction by the experts, simultaneously supply-
ing a maximum true group evaluation,

- found subgroups (coalitions) of experts within the common
group of experts on the basis of similarity of their individual
evaluations, thus allowing the account of all possible variants
for solving of the specific problem.

Within the context of the prooess of interactive decision
making by means of SS "Generator" the following problems are sol-
ved:

primary listing of objectives and goals,

detailed specifying of the onjectives and goals,

listing of the criteria for evaluation of alternatives,

Tisting of alternatives,

1iting of future events.
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Basic functions of the SS "Generator" in solving the above
problems are:

- to define the priority group order (group priority) of
the objects on the grounds of the priority individual order,

- to specify the aposteriority competence coefficient of
the experts as a result of their participation in an expert eva-
luation,

- to determine coalitions of experts, i.e. groups of exp-
erts who have generated similar evaluations of the object prio-
rity,

- to define the experts comprising each coalition, the ob-
jects generated by it, the group priorities and probability of
these objects, the competence of the coalition.

The restrictions imposed on the application of the SS "Ge-
nerator" are as follows:

- restriction of the number of experts - maximum 20,

- restriction of the number of objects - maximum number of
generated objects by each expert must not exceed 30,

- restriction of the ways used for evaluation of the object
priority - two ways are possible: by weights (with figures from
0 to 10) and hierarchical, i.e. by ranking of the place of each
object within the group.

Software system "Structure". By means of the SS "Structure"

the structure of the relations of influence among the elements of
the examined system is built. These relations of influence in the
context of the problem can be:

- relations of dependence - within a system of goals and
criteria,

- relations of the contribution - within systems of acti-
vities,

- cause and effect relations - within systems of events and
others.

The strength of a certain direct relation is measured by a
previously given scale. Khe SS "Structure" can work with a high
scale constructed on the basis of full figures from 0 to 99.

The results from the work of SS "Structure" contain infor-
mation about:

- the strength of the relations of influence generated by
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- the strength of the direct relations of influence,

- compatible and incompatible direct relations of influence,

- forms of re-filling of the non-corresponding relations of
influence by the experts,

- matrics of maximum influence,

- chain of maximum influence for structuring a graph of
maximum influence,

- number of the objects influencing a giyen object.

SS "Structure" is meant to work by individual or group DM.
The number of experts is unlimited but is practically dependent
on the available operative memory. The number of evaluated objects
should not be over 35.

SS "Choice". The basic purpose of the SS "Coice" is to auto-
mize the process of evaluation of management decisions under the
uncertainty condition regarding a numher of criteria formulated
in natural language.

On the basis of information about the probahility and uti-
lity of the given consequences, anticipated as a result of the
various alternatives, SS "Choice" helps to define the degree at
which each of the studied alternatives satisfys each of the cri-
teria for evaluation that are fixed in natural Tanguage.

The number of alternatives that are to be evaluated by SS
"Choice" is unlimited. The number of the consequences, respective
of a given alternative cannot exceed 1000.
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MULTI--OBJECTIVE DECISION ANALYSIS -- THE RIGHT OBJECTIVES?
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1. INTRODUCTION

A number of different authors, over a considerable period of time, have
pointed out that there is a discernable lack of applications of MODM techniques
in practice (cf. Hwang and Masud 1979; Lockett et al. 1984). Whilst at first
glance there appears to be a marked increase in reported applications in the
recent literature, a closer examination reveals that many of the papers in
fact merely put forward generalised models - i.e. proposals for applications -
or deal with the solution of highly idealised problems. Certainly, there are
not a great many papers which describe applications involving a real decision
maker and even fewer where the results obtained in the analysis are reported
to have actually been implemented.

The dearth of genuine applications may be explained in part by a lack of
awareness by practitioners of the theoretical developments which have taken
place. From another perspective one may argue that more attention needs to be
given to developing appropriate user interfaces. This paper, however, takes
the view that the gap between the theory and practice of MODM is much deeper.
It argues that the paradigms on which much of the theoretical work has been
based adequately reflect only a small part of the spectrum of decision making
situations to be found in practice. More specifically, the thesis put forward
is that the prevailing paradigms neglect a major aspect of decision making, in
that they do not address the need for constructing a reasoned defence for the
final decision. It is suggested that the need to be able to justify a decision
- possibly against a range of arguments based on several different concepts
of rationality - may be of crucial importance even in situations where the
responsibility for the chosen course of action lies with a single individual.

It should be pointed out at the outset that the paper raises more
questions than it tries to answer. While it is thus not wholly constructive
in nature, some attempt is made to identify areas towards which further
research efforts should be directed.

The remainder of the paper is divided into four parts. In the next
section the existing paradigms of MODM are described and critically examined.
This is followed by a more concrete illustration of the shortcomings of many
current approaches. The fourth section somewhat widens the issue and questions
the practical usefulness, in many situations, of the notion of a decision
maker's preference structure. The implications for further research are
discussed in the final section.

2. THE TWO PREVAILING PARADIGMS

Most empirical comparisons of MODM approaches have used the decision
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maker's confidence in the solution as one of the performance measures for the
methods examined (cf. Dyer 1973; Wallenius 1975; Rothermel and Schilling 1984).
In the theoretical literature, on the other hand, explicit references to the
question of how the decision maker may be convinced that the solution obtained
is the one he should implement are very rare indeed. Rather, the usual
assumption appears tobe that confidence in the results is acquired simply
through the use of the method as such.

While this assumption may seem quite reasonable at first glance, its
appropriateness depends crucially on what suppositions are made about the
decision making situation concerned -~ more specifically, it depends on the
concept of what the decision maker requires from the analysis. Two different
paradigms can be identified in the literature.

The first assumes that at the start of the analysis the decision maker
has already formed opinions which imply a preference structure over the set
of alternatives available, but that he is unable to articulate his preferences
in a form that allows the best alternative to be readily identified. It then
becomes the purpose of the analysis to ellicit sufficient information about
his preferences for the optimal solution to be determined. Some approaches
based on this paradigm involve the derivation of a utility/value function
(see Keeney and Raiffa (1976) for examples), others circumvent the explicit
construction of such a function by applying mathematical programming
algorithms directly (cf. Geoffrion et al. 1972; Oppenheimer 1978).

In order for the decision maker to build up confidence in the solution
ultimately obtained, it is clearly necessary that he is not over-stretched by
the information requirements of the method. Also, of course, the process of
translating the decision maker's responses into statements about his prefer-
ence structure must be logically sound and, at least in principle, understood
by him. With these premises given, however, no conceptual inconsistencies
would appear to arise within this paradigm from looking upon the methods put
forward both as means of identifying the optimal decision and of convincing
the decision maker that it is indeed the best course of action open to him.

The same does not apply in the case of the second paradigm which is used
in the theoretical literature. This, which has to some extent displaced the
former in the more recent work on MODM methodologies, allows for a decision
maker who embarks on the analysis with an, at least partially, 'open mind' -
i.e, who expects the analysis to help him to build up the crucial parts of a
preference structure for the problem. A wide range of methods for tackling
this task have been suggested. Some - like goal programming (cf. Ignizio
1976) - provide little more than rules for calculating some scalar measure
of the attractiveness of an alternative in relation to a set of parameters
which have to be specified by the decision maker. Other methods, such as,
for instance, STEM (Benayoun et al. 1971) and SEMOPS (Monarchi et al., 1973),
are more structured and incorporate procedures for searching through and/or
narrowing down the set of alternatives in question,

The advantages and disadvantages of different approaches have been the
subject of considerable discussion and there is strong disagreement between
some authors about the relative merits of specific methods (cf. Zeleny 1981;
Alvord 1983). The fine details of the arguments involved are of no concern in
the present context; the point of importance is the acknowledged fact that
different approaches, applied to the same problem, will very frequently lead
to different solutions. While in the framework of the first paradigm dis-
crepancies between the results obtained by two different approaches must be

IThe reader may wish to compare the two paradigms described here with Starr
and Zeleny's (1977) distinction between outcome-oriented and process-oriented
approaches, which is similar, but based on a somewhat different vantage point.
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interpreted as deficiencies in at least one of the methods, errors in the way
they have been applied, or inconsistencies in the information provided by the
decision maker, the second paradigm, as it does not assume the pre-existence
of a preference structure, does not allow any such conclusions to be drawn,
If, however, the preference structure the decision maker hopes to build up in
the course of the analysis may be crucially influenced by the approach used,
the notion of confidence in a potential solution which is acquired simply
through applying one particular method becomes a very dubious one. This
clearly implies that the decision maker must wholly believe in the framework
of reasoning underlying the method employed and be prepared to shut his mind
to other ways of looking at the problem. Such a limited outlook, though, is
a complete antithesis of what is usually seen as the role and purpose of
decision analysis. Moreover, it would appear doubtful whether many decision
makers vested with responsibility for making choices of some importance would
want to rely on an analysis which is based on only one type of perspective,

3. AN TLLUSTRATIVE EXAMPLE

A simple example may help to clarify the points made and also facilitate
the further discussion., Table I describes a — completely hypothetical -
decision problem involving 3 alternatives and 4 objectives. It is assumed
that the objectives are of equal importance and that performance against each
can be measured on a scale from O to 100, with O being the worst and 100 the

Table I The alternatives available

Oobj. 1  Obj. 2  Obj. 3  Obj. 4

Altern, 1 90 90 90 90
Altern. 2 95 95 95 78
Altern. 3 89 93 90 90

best. A concrete interpretation of alternatives or objectives is not strictly
necessary for the argument being presented, but the reader may wish to think
of the alternatives as students who are candidates for some college prize, and
of the objectives as marks in four subject areas in which the students have
had the same amount of tuition. The problem can then be thought of as that

of deciding which student is most worthy of receiving the prize.

One might consider applying the standard goal programming approach to
this problem. It would not be unreasonable to use a target value of 100 for
each of the objectives and, as the objectives are assumed to be equally
important, to define the weighting factors required as 1. This approach would
suggest the choice of alternative 2, and the same alternative would also be
picked if one lowered the goals to a more realistic level of, say, 97 or 95.
However, if the analysis were left there, several important aspects of the
problem would pass unnoticed.

For instance, a case can be made for choosing alternative 1, which
provides for a more equitable performance against the objectives than alter-
native 2. 1In fact, if instead of the usual goal programming approach a
'minmax' formulationlwere used, alternative 1 would be obtained as the solu-
tion. One may also argue, however, that alternative 3 would be a better

TThe 'minmax' approach employs the l,-norm, as opposed to the l;-norm, to
measure the overall deviation from the goals (cf. De Kluyver 1979).
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choice than alternative 1, as a shortfall of only 1 on the first objective
is more than compensated by a gain of 3 for objective 2, In other words, a
scoring approach with non-linear scales could lead to alternative 3 as the
solution,!

There are limits to what can be proven by a simplified and totally
fictitious example and care must be taken not to stretch if too far. The
example clearly demonstrates, however, that by applying several MODM
approaches it may be possible to construct rationales for a number of diff-
erent solutions to a decision problem. Moreover, there may be no obvious
way of distinguishing categorically between the inherent merit of one
rationale as opposed to another.

Conversely, it is possible that through applying a number of MODM
approaches several different rationales can be discovered for the same
decision. If a fourth alternative with a contribution of 92 for each of the
objectives were added to the list in Table I, then both the standard and the
minmax goal programming method would produce this solution and the argument
for choosing alternative 3 would also no longer apply. An analysis based on
more than one methodology may thus serve to allay scepticism about the merits
of a particular solution.

4, THE JUSTIFICATION OF A DECISION

The discussion has so far focussed on aspects related to the decision
maker's own confidence in a certain solution to his problem., The issues
raised, however, are of wider relevance; namely in connection with the problem
of convincing others that the course of action chosen is indeed the most
appropriate one. In this regard the criticism concerns the first of the
paradigms described above as well as the second.

The necessity to be able to defend a decision does not only arise in
situations involving several decision makers, but also frequently presents
itself in cases where the decision is the task of a single person. The
purchase of a private car has been a popular example in the literature for a
problem with a single decision maker, However, while a batchelor buying a car
may not have to consult anyone about his decision, his choice is likely to bhe
challenged in discussions with friends or colleagues., Questions may be raised
about the accuracy of the information on which his decision was based, the
degree of importance placed on certain criteria, or even the principles he
used in arriving at a decision. This, of course, does not affect his right
to make the decision for himself, but if he is unable to rebut the arguments
put forward there is a possibility that he may be swayed by them and there-
fore regret his choice.

In other cases the need to justify a course of action arises because the
decision, although the responsibility of one person, affects other people as
well. One such problem in which the author has recently been personally
involved - in the role of the decision maker - is the purchase of a computer
system for an academic department. This type of decision problem might seem
to fall well within the usual MODM framework, but in the given situation the
effect which the choice made would have on different individuals and groups
in the department meant that the notion of the decision maker's preference
structure was not a very useful one for conceptualising the problem. Rather,
after initially attempting to approach the problem from this viewpoint, it
soon became clear that the most important aspect was that the chosen altern-
ative had to be defensible with respect to a wide range of arguments which

Ty goal programming approach based on the 1l,-norm would also produce
alternative 3 as the solution.
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might be put forward against it. Put differently, the best alternative could
be viewed as the one that was least likely to attract criticism which could
not be answered., It would appear that the same is true in many other such
situations.

If the decision analysis 1s to provide assistance in building up a
defence for the solution ultimately chosen, it is clearly important that the
problem is explored from as many different perspectives as possible, This
process can be seen as a kind of sensitivity analysis, but rather than being
concerned merely with changes in the parameters within a given methodology,
it must extend to an investigation of the sensitivity of a solution with
respect to the concept of rationality embedded in an approach. The MODM
methodologies presently available, however, do not meet the needs of this
type of analysis. Indeed, the notion of the defensibility of - as opposed
to the preference for - a decision alternative has received little attention
in the literature,

5. IMPLICATIONS FOR FURTHER RESEARCH

The statement that existing MODM approaches are inadequate in terms of
aiding the development of a reasoned defence for a decision does not
necessarily imply that a completely fresh start is required., However,
rather than leaving the user to answer the question of which approach to
choose for a given problem, attention should be given to the question of how
best to integrate methods so as to enable several different principles of
reasoning to be applied simultaneously. An example of how such integration
may be accomplished for two particular techniques is given in Bischoff (1984),
but much more work is needed in this area.

On the other hand, it appears unlikely that the shortcomings described
can be completely overcome merely by combining different approaches. For
instance, one possible way of tackling a situation where rationales exist
for several distinct solutions - such as the one discussed in section 3 -
is to seek to differentiate between the solutions by bringing into play
criteria which were not included in the initial formulation of the problem.
In other words, the analysis may involve phases in which the problem itself
is redefined. A decision support tool should be capable of coping with,
and indeed providing support for, such phases and further research should
be directed towards this aspect.

Lastly, and perhaps most importantly, more descriptive work is needed
on the process by which a person acquires confidence in the appropriateness
of a certain course of action. Many questions in this area remain
unanswered and their resolution is required in order to channel the theoret-
ical efforts into the right directionm.
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MAN-MACHINE DIALOGUE INTERFACES IN DECISION SUPPORT SYSTEMS
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1. INTRODUCTION

This paper is based on experiences gained in the development of a
specific methodology in decision support systems, called DIDAS (Dynamic
Interactive Decision Analysis and Support).

The DIDAS methodology has been developed by an international group
of scientists at the System and Decision Sciences Program of the Interna-
tional Institute for Applied Systems Analysis. Several versions of the
decision support software were implemented, many applications have been
studied and various versions of a basic methodology were developed. These
results are now being summarized in a book by main authors from this group
(Wierzbicki, at all., forthcoming).

Practically, all the developed DIDAS-based decision support software
reached experimental or pilot stage. The main attention was oriented to
methodological and computational problems as well as to internal organiza-
tion of data and information flows within the system. One of important pro-
blems was the development of sufficiently robust and effective solvers, of
linear and nonlinear programming type. New methods were proposed and imple-
mented - e.g. HYBRID system (Makowski, Sosnowski, 1985) and MSPN special-
ized module (Kaden, Kreglewski, 1986).

Parallely, experiments with practical applications of the proposed
decision support methodology were performed. The DIDAS and related systems
were applied experimentally for solving many practical problems - energy
modelling, economics, environmental problems. These experiments - beside
the conclusion that the DIDAS approach is an adequate tool for solving
practical - problems have shown that current implementations are rather
far from a professional or commercial level. The reason of this conclusion
is connected with the relatively poor quality of the man-machine interface
of the existing implementations.

Recently, special attention is given to user-friendliness of the
software. This is because of the fact that even the best methodology and
its implementation will be rejected by the user, if the input language is
too complicated, not adequate to the class of problems solved or does. not
fit to user”s style of thinking. The same relates to the presentation of
results ~ if the only available output from the computer are hundreds of
pages full of numbers, the system will not be accepted by the potential
user. Therefore, development of the proper man-machine interface will
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decide about real applicability of the DIDAS and similar decision support
systems.

This paper gives a presentation of the ideas and methodologies which
could be applied in new generation of the DIDAS system. Some of them were
implemented on experimental basis with positive result. It seems however,
that the problem of man-machine dialogue design is far from final solution
and in the author”s opinion future works relating to the development of
new generation of DIDAS systems should be concentrated mainly in this dire-
ction.

2. MAN-MACHINE INTERFACES IN DECISION SUPPORT SYSTEMS

As it was stated above, the problem of proper design of man-machine
interface decides about applicability of the methodology and the software
being the implementation of this methodology.

Analyzing the existing implementations and current experience with
DIDAS decision support system, it can be stated that the following aspects
of interaction with the computer require special effort from the user:

- definition of the problem to be solved and communicating this
definition to the decision support system,

~ interacting with the system during interactive session with the
decision support system,

- interpreting results of the interactive session with the deci-
sion support system.

Evidently, special software tools supporting all these tasks mast be
provided by the system. This is still an open question, how to design such
tools to make them easy to use and adequate to class of problems solved.
Some suggestions relating to problem interface exist already (Lewandowski,
1986). It is however obvious, that during all listed above stages of wor-
king with the computer, the user must utilize some tools to enter to the
computer his wishes relating to the analyzed problem. Similarly, the com—
puter can response to user”s decisions. Therefore, the dialogue interface
constitutes one of the most important part of the above mentioned interfac-
es: problem interface, conceptual interface and output interface. This
dialogue interface can be considered as the bridge between the user and
other parts of the system.

3. "USER FRIENDLINESS"

As it was mentioned in previous sections, this term became recently
very popular between software developers. However, it is difficult to give
its precise definition. One of the possible definitions was given by
Goldberg (Goldberg, 1984):

"...The problem of creating a friendly programming environment cen-
ters on the kind of help the system provides, and the ease with
which we can cause the effect, which we wish to cause...Another way
to think about the word "friendly" is that it is a measure of the
distance between the things the user thinks about doing and the
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things the user actually can do in the system. There are several
places in which this measurement can be taken in the programming
environment. One is at the interface between the user”s concep-
tualization of the actual world he wishes to represent and the
programming language in which the user must describe this world ...
Another place for measurements is at the interface between the
programming language and the visual presentation of the language to
the user. A third place is at the interface between the visual
presentation of the language and the way the user must physically
indicate what action should take place...”

More deep investigations were performed by Jones (Jones, 1978). BHe
states, that:

"...many languages have been developed with English words and near
English syntax, but they never fulfill their designers claim. A
training course, or a big manual beside one of the terminal, always
seem to be necessary...the reason for this is that the language is
only a covering despite of its sophistication...”.

According to Jones” opinion, the existing problems with interaction are
caused by the following facts:

- many words with the same meaning,
- innumerable unstated and even unconscious assumptions,
- meaning strongly dependent on immediate context.

After examination of some commonly used style of interaction, Jones
concludes, that:

"... the search for a near English vocabulary will fail to bridge
the gap. Instead, we should be seeking to base our dialogues on the
procedures and strategies which human adopt in communicating to each
other...”

and proposes the principles of dialogue design.

Similar investigations were done by Gaines and Facey (1975). The
following rules of dialogue design were suggested by them:

Rule 1 - Introduce through experience: Interactive systems are meant
to be experienced, not talked about. Get prospective users onto a
terminal on a related, or model system before discussing their ex-
pected relationship to their own system.

Rule 2 - Immediate feedback: Give the user feedback by making an im—
mediate unambiguous response to each of his inputs. This should be
sufficient to identify the type of activity taking place.

Rule 3 - Use the user’s model: Use a model of the activity being un-
dertaken which corresponds to that of the user, and program the in-
teractive dialogue as if it were a conversation between two users
mutually accepting this model.

Rule 4 - Consistency and uniformity: Ensure that all terminology and
operational techniques are consistently applied, and uniformly
available, through all system activities.
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Rule 5 - Avoid acausality: Do not introduce apparently acausal
phenomena into the system. Make changes in the system clear con-
sequences of the user”s actions.

Rule 6 - Querry-in-depth: Distribute information and tutorial
material appropriately through the system to be accessed by the user
through a simple uniform mechanism.

The rest of proposed rules are more technically oriented (Rule 7 -
11) and can be found in Gaines and Facey paper. In the newer paper Gaines
(1981) proposes 17 rules for dialogue design and formulates the guidelines
for implementation ("dialogue engineering”). Rather extensive analysis of
various (however very similar) concepts of "user friendliness" was perfor-
med by Shneiderman (1980). Similarly to Gaines, he proposes a uniform ap-
proach to design the interactive dialogue, taking into account the psycho-
logy of the future user of the system. Similar, very concise rules and
requirements for dialogue design were formulated by Thimbleby (1980).

The detailed revue of existing concepts of "user friendliness" and
comparison of various approaches can be found in INFOTECH”S Report (1981).
The other source of information relating to these problems is the special
issue of the Byte Journal dedicated to "easy software" design (December,
1983).

More analytical approaches to man-machine interface problem are
recently in the center of interests. The works of Dehning, Essig and Maas
(1981), Ledgard, Singer and Whiteside (1981), Card, Moran and Newell
(1983) are evidently the most advanced, however their influence on the
programming practice is not sufficient and certain gaps between their work
and the practice still exists.

This is not a role of this paper to build such a bridge. It is
necessary however, to remind the basic properties of the decision making
problem, as well as the assumptions about the decision maker”s behavior,
which could be influential on the designing the man-machine interface:

- the decision maker is usually not a computer specialist. Because
of this it is necessary to avoid the "informatics jargon" in the
dialogue. Especially he does not know any programming language, and
it is not fair to ask him about files, streams etc. (one of the
known systems requires from the user to specify the body of FORTRAN
FORMAT statement in order to enter his data!).

- the decision maker is a human and usually makes mistakes. One of
the systems (Wendler, 1985) contains in the manual the following

statement :
"++. The user ... should pay attention to the input of data. A mis-
take in typing data and prompting necessitates reinitiali-
zation..",

Other, rather not very rare response of some decision support sys-
tem for user”s mistake is "core dumped” message generated by the
operating system and termination of the program, what results in to-
tal loss of previously calculated material.
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- the decision maker is not a specialist in the field of mathemati-
cal modelling and mathematical programming. Therefore, the jargon
related to this discipline also should be avoided. The system which
displays the following messages (Sakawa, 1980):

"INPUT TOLERANCE DELTA1=00.01
KUHN-TUCKER CONDITION SATISFIED...
LANGRANGIAN MULTIPLIER = 0.21900488E+00.."

evidently cannot be considered as user friendly.

- the decision maker is a human, and the famous "seven plus-minus
two" principle (Miller, 1956) applies to him. It means, that the
capacity of the "fast access" memory is limited to about 7 elements;
it is not reasonable to expect, that he will be able to remember and
process the large amount of information. Because of this limited
memory capacity, the decision maker is usually not self-consistent
and is not able to deduct conclusions from large amount of computer
generated information. Therefore, the user friendly system must sup-
port data visualization and analysis.

- the decision maker is adaptable and a learning object, therefore
the system interface must reflect the adaptation and learning beha-
vior. This relates not only to the learning about the decision pro-
cess being analyzed, but also to learning the operation and inter-
facing to the decision support system.

It is necessary to mention, that the above rules can be considered

as the strategic rules, in the contrary to the operational rules given by

Gaines and Facey. Both set of rules are orthogonal - i.e. for every strate-
gic rule all operational rules are applicable.

The most important conclusion which follows from the analysis of the

current works on man-machine interaction and from the analysis and ex-
perience with selected decision support systems are the following:

- the man-machine interface must be designed at least as carefully
as the rest of the system (solvers, etc.)

- this design should take into account behavior of the future user
as well the class of problems for which the system is dedicated.

The statements above can be treated as trivial ones, however thé ex-

isting experience shows, that most of developers do not treat them with
sufficient attention, developing ad-hoc, poor or not working interfaces
thus wasting the effort invested in development of the rest of the system.

PROBLEM OF ADAPTATION

Special attention should be paid for proper designing the input in-

terface to the system. The difficulties are caused by the following facts:

- the interface should posses certain level of adaptivity, both to
user”s requirements and to various problems for which it can be
applied.
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- the decision support systems must ensure the operational access to
its basic components:

* the data base with initial data for model building and scenario
generation,

* the mathematical model of the system being analyzed,

* the solver of the decision support system.

Let us consider the specific aspects of the designing of input
interface.

Most of the existing dialogue interfaces are very simple menu - dri-
ven systems without any sophistication and without any level of adapti-
vity. One exception, however rather far from final development, is the in-
terface developed for DIDAS-MM system (Lewandowski, at all., 1985),

Similarly, as the other versions of DIDAS, this system is menu
driven. It was observed that, during early stages of system utilization,
this is very convenient to the user - it is possible to run the system
without going through long manuals. However, after cumilating some ex-—
perience it is rather tiring for the user to enter many times the same
sequence of keystrokes. Therefore a "recording” option was built into the
system: the sequence of keystrokes can be stored in the file while
entered; since this moment this sequence can be invoked by pressing a
single key.

Other similar systems, of general purpose and not oriented to deci-
sion support systems are so called "keyboard enhancers” for the IBM-PC -
the PRO-KEY (RoseSoft, 1984) and SUPER-KEY (Borland, 1985).

The most detailed analysis of the adaptation problem was performed
by Edmonds (1981). He identifies three types of adaptation:

-~ adaptation by a computer specialist,

- adaptation by a trained user,

- adaptation by any user.

Let us consider specific aspects of the dialogue adaptivity.

4.1 Adaptation by a computer specialist

Special attention should be oriented to "adaptation by a computer
specialist”. Usually, the interface is implemented in a common purpose
programming language (FORTRAN in most cases). Such a program is very dif-
ficult for further modifications; practically - adding a new command
requires essential rewriting and redesigning of the system. In most cases
it can be done only by the author of the particular implementation. In or-
der to make the interface really adaptable, certain level of structura-
lization is necessary.

The following levels of structuralization are possible:

- high - level language programming

A well structured dialogue interface can be implemented in any high
level programming language. The structure of the program must be, however,
properly designed in order to make it easy to understand and easy for modi-
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fications.

The simplest, but powerful example of such structuralization is the
POL (Problem Oriented Language) approach proposed by Finger (1982). He
developed the program skeleton, written in BASIC; this skeleton consists
of the series of procedures (or rather "modules") performing well defined
functions, like numbers and strings parsing, error checking etc. Together
with the program, the collection of well defined rules for implementing
any given input language is defined by the author. One of the interesting
features is the "recording" capability - any sequence of commands can be
stored on disk and treated as a new command added to the system. There-
fore, the system is expandable (or adaptable) on two levels - on the level
of implementator and on the level of system user.

A similar approach was proposed by Arciszewski and Van Gastern
(1984), They proposed the P/CL system, similar to POL, but implemented in
PASCAL.. The PC/L is a general purpose input package which can be easily
linked to any program intended to be interactive. The anatomy of a similar
PASCAL, based system was presented by Seidel (1983). He presents a uniform
procedure of defining the dialogue using the transition network formalism
and algorithm for converting this network into PASCAL program.

The simple and flexible system named DIALOG, was developed by Negus
and others (1981). This system, which is the FORTRAN based one, is a col-
lection of routines, including a main "driver" program, which is used by
an application programmer as the user interface to interactive application
software. The system routines handle command analysis, data input and edi-
ting and provide necessary help. This feature, which is especially impor-
tant, is the flexibility of the selection of the dialogue level depending
on the user”s experience. This is achieved by supplying the "occasional”
user interface, which is mostly question-answer type, and a "regular” one,
which is command driven. The user can select the type of interface requi-
red on the beginning of the session.

The APL language was applied for this purpose by Bennasat and Wand
(1984). Their structural approach to dialogue interface design, utilising
programming constructs similar to decision tables, can be easily imple-
mented in any other high level programming language.

- Dialogue generators

These are specialized programs which in their output generate the
program, that implements a designed dialogue.

The most advanced system of this type is the SYNICS system (Guest,
1982, Edmonds and Guest, 1978, Edmonds, 1981). The heart of the system is
a table driven tree traverser that uses the tree defining the grammar of
the dialogue. SYNICS accepts a set of syntax and semantic rules and then
translates the input string performing necessary semantics actions. The
grammar tree and corresponding semantic routines are defined using the

simple input language.

Similar systems were proposed by Kaiser and Stetina (1982), Gerasi-
mov and Polishchuk (1982).

Another dialogue generation system is the Starburst User Interface
(Vandor, 1983). This is probably one of the most flexible menu-oriented
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dialogue generation systems commercially distributed (by MicroPro). Using
this system, complex menu-oriented dialogue can be easily implemented. It
has a simple programming language build in, what allows rather sophisti-
cated control of a generated dialogue.

The menu-oriented systems MCIS (Menu Creation and Interpretation
System) was designed by Heffler (1982). MCIS is written in the C progra-
mming language and can be used in the UNIX environment.

The other system from this family is the Karlsruhe Screen-Based Ap-
plication Support System (Bass, 1985).

- Compiler generators

These are general purpose compiler generators for defining program-
ming language compilers.

Evidently the simplest representative of this approach is the LANG-
PAK system, developed by Heindel (1975), recently modified and extended by
Sobczyk (1985). This system consists of a collection of FORTRAN procedures
and a FORTRAN written interactive program. The dialogue is designed using
the BNF (Backus-Naur) form of the grammar. The interactive program analy-
ses the definition and produces the transition table which is used by sub-
routines performing the syntax analysis of the dialogue commands. The

semantics routines must be written by the implementator, also in FORTRAN.

A similar system in structure and in the principle of operation is
the YACC, running in the UNIX programming environment and based on C
programming language {(Johnson, 1978). The LEX system can be used for
programming the lexical analysis part of the compiler generated by YACC
{(Lesk, 1975).

-~ Special-purpose languages

Some more advanced interactive systems are equipped in specialized
languages making modification of the interactive part of the system easy
for a programmer or experienced user. The Dbase IIT (ADL language) and the
Framework (FRED language) are examples of such systems. Extensions to
general-purpose programming lanquages were also proposed; one of the known
tools of this type is the BASYS - the dialogue oriented extension of BASIC
(Gaines and Facey, 1975).

Evidently, the most advanced project relating to development the
specialized programming environment oriented to programming interactive
systems is the USE project (User Software Engineering, see Wasserman et.
all, 1981 for details and references). The basic and most important result
of this project is the PLAIN language (Programming Language for Interac-
tion). This language is an extension of PASCAL, equipped in essential capa-
bilities necessary for creating the interactive systems. These capabili-
ties include (Wasserman, 1981):

- Data base management. Usually, one of the basic operation which
must be performed by interactive decision support systems is han-
dling large amount of information.

- String handling. Interactive systems usually involve large amounts
of text to be processed, especially all the man-machine dialogue.
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- Exception handling. User errors must be taken into account. The
system should properly react on such errors.

- Pattern specification and matching. This 1s necessary to recognize
commands entered to the system.

Additionally, the system is equipped in other tools simplifying in-
teractive system building - like the TDI (Transition Diagram Interpreter)
for programming the interactive dialogues, the MDS (Module Control System)
supporting the system maintenance and TROLL, a relational algebra inter-
face to a compact relational database system (Wasserman, 1982).

The USE project is still in progress - such features like multiple
window facility and multitasking facility are available in new versions of
the PLAIN system (Wasserman, 1985).

The problem-oriented languages make implementation of a dialogue
simple and fast, however some programmers prefer to spend a lot of time
working with a general purpose language instead of investing some effort
into learning of a new tool. It follows from the author”s experience, that
the effectiveness of dialogue oriented languages is worth the time spent
to learn; especially if the interface must be changed relatively frequen-—
tly.

4.2 Adaptation by a trained user

In order to allow a trained user (a non-computer specialist but an
expert in a substantive field of application) to modify a dialogue, cer-
tain extra facilities need to be provided. Such users need to be able to
modify any given dialogue within a certain limit, although for major
modifications, it would still be necessary to call in a specialist or
"system analyst®. The facilities provided need to include commands
(Edmonds, 1984) such as:

- change text (abbreviate input or output, expand input or output,
change keywords etc.)

- change formats of the screen, input commands etc.

- abbreviate a section of dialogue using some internal properties of
the system.

The basic assumption of user adaptivity of this type is that the
dialogue system should provide the tools necessary for implementing chan-
ges within the system without the necessity of full understanding its in-
ternal design. Moreover, such changes should not require any low level
programming work. Certain knowledge about the implementation of the
dialogue might however be required.

The best example of easily user-adaptable system are the dialogue
systems based on the POL methodology. In order to modify the structure of
dialogue it is enough to modify some text files containing the information
about "macro commands", error messages etc. This requires minimal
knowledge about internal system organization, and implementation of the
changes requires only the access to the text editor.
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Another easily user-adaptable system is the StarBurst system. The
other examples presented above do not ensure sufficient level of this kind
of adaptivity. In order to modify the dialogue rather advanced knowledge
about the methods of grammar definition, compiler generation, programming
techniques is necessary. Moreover, the semantics routines ensuring proper
servicing of the updated dialogue usually must be written in general pur-
pose programming language. An appropriate interfacing and designing these
routines requires rather deep understanding of the program structure.

4.3 Adaptation by an average user

The tools oriented to average user adaptation should be especially
simple - as it was mentioned above, the average user is typically not a
computer specialist. Practically, the only available tool is the macro
facility, which is currently being used in practically all interactive
software (including such like text editors, spreadsheets etc.) The "keybo-
ard enhancers" are good representatives of such tools. They are simple
enough to be used by average user, but simultaneously sufficiently power-
ful. It is necessary to mention however, that some of them are "oversophis-
ticated" -~ they are itself rather complicated interactive programs, and
even a computer specialist can spend many hours trying to investigate all
their possibilities. It is enough to state that one of the manuals of such
software tool (Borland”s SUPER-KEY) contains 200 pages. However, the prin-
ciple of such system can be used to build in similar mechanisms into man-
machine interface in decision support systems. The experience with the
DIDAS-MM system and its "recording capability" has shown usefulness of
this idea.

The other way of adaptation (or rather tuning the dialogue to the
user”s experience) can be achieved by supplying different versions of in-
terface for experienced and non-experienced user. This approach is rather
popular - most text processors available on microcomputers can be used in
command mode or menu mode. The same concept was used in DIALOG system
(Negqus et. all., 1981). In this system the user can specify explicitely
required level of the dialogue.

5. EXISTING IMPLEMENTATIONS

From an analysis of the state of the art of dialogue design, program
interacting etc. and the analysis of current available implementations of
interactive systems we can conclude that there exist several software pro-
ducts which are very close to the ideas and recommendations presented in
previous sections. The systems described in this section should be treated
only as the guidelines and samples for the development of specialized
interfaces, oriented to application in the decision support system. It is
possible, however, to use some of them as the "front-end" to a simple deci-
sion support systems.

Dbase III. This is the general purpose data base manager developed
and distributed by Ashon-Tate. The most interesting feature of this system
is ASSIST option, which makes the system adaptable to the user”s knowledge
and ensures selection of the most convenient style of the dialogue.

The system itself is command driven with a rather complicated input
language. The syntax of this language is flexible enough for solving com-
plicated data processing tasks; it can however be difficult for a novice
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or for a user who is not a computer specialist. Therefore, a special as-
sisting mechanism was built into the system. This mechanism is a menu-
driven interface, which can be invoked at any moment of the work. The in-
formation supplied by the assistant suggests possible movements and ex-
plains available options. In the extreme case, it is possible to perform
the whole data processing task using the assistant as menu—-driven inter-
face to the system. In this way, the user can select most convenient forms
of 1interaction: on very early stages of system usage the menu approach can
be used almost entirely, after cumilating some experience - most of the
functions can be performed by using command language.

Another feature which ensures sufficient level of adaptivity - but
only for a qualified programmer or rather experienced user - is ADL (Appli-
cation Development Language). The computing power of this language is com~
parable to PASCAL (it has a similar syntax), but some special features
oriented to data processing are available to the programmer. Especially,
all Dbase commands are basic elements of this language and can be directly
used as program components. Special tools for dialogue programming, such
as screen formatting and menu generation are available.

Framework. This is also the Ashon-Tate product, belonging to the
class of integrated software. It consists of the data base manager, spread-
sheet, word processor and tools supporting the interaction. According to
author”s knowledge it is one of the best interactive systems available on
the market. It possesses also a very high degree of adaptivity - on all
levels mentioned above. Here is the list of features supporting adaptation
of man-machine interface:

- average user. The macro facility was built into the system. This
makes the redefinition of the keyboard very easy. Moreover, the
screen formatting is in the disposal of the user. All the informa-
tion is presented in windows. Size of these windows, their contents
as well as location on the screen can be manipulated by very simple
keystrokes (4 function keys and 4 cursor keys are engaged in these
functions).

- advanced user, or system programmer. The FRED (Frame Editor, see
Rubin, 1984) language is one of the tools available for the user.
This language is the mixture of features from LISP, PASCAL and C,
and similarly as ADL ensures direct access to all features of the
Framework. One of the interesting features of FRED is the fact, that
a program can modify itself. One of the basic elements of the lan-
guage is MENU command, which allows very easy menu generation for a
given application. The other useful features are graphic oriented
commands .

- system programmer. The Framework ensures easy access to DOS and to
programs running under DOS. Therefore, some part of the interactive
system can be written in any high level language and integrated with
the Framework.

Smalltalk. This is a general purpose programming language which in
the author”s opinion is most suitable for programming of highly interac-
tive systems though it does not posses sufficient popularity in the com-
puter world. This is not commonly known, that in fact it is the predeces-
sor of famous McIntosh and Lisa style of interaction. It is however much
more than a window oriented system. The concept of the language itself is
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very close to SIMULA with respect to the concepts of procedure, class and
process. Because of availability of these features very modular systems
can easily be developed. The careful analysis of this language from the
point of view of "user friendliness"” was done by Goldberg (1984).

6. CONCLUSIONS

As it was stated above, the man-machine interface constitutes the
integral part of any useful and applicable decision support systems. This
component of the software must be designed, implemented and verified with
the same care and attention, which is now oriented to the algorithmic part
of the system. Therefore more effort should be assigned for recognizing
all the problems relating to this subject.

One of the important tasks is accumulating experience with various
approaches to man-machine dialogue. Results of such experiments can be
frequently directly utilized for designing the interface - see, for ex-
ample the methodology by Good and others (1984), where results of experi-
ment are used for this purpose. The other techniques for experiment plan-
ning and utilization were proposed by Casey and Dasarathy (1982) and Ben-
basat and Dexter (1981).

Another group of important problems relates to the analysis of ex-
isting software tools for dialogue system design as well as existing com-
mercial interactive systems. One of the possible options is the utiliza-
tion of "threaded programming languages" like FORTH (Loeliger, 1981), or
nonprocedural languages especially designed for non computer specialists,
like PILOT (Martin, 1982). These languages are easily expandable and could
be used efficiently for dialogue programming. Finally, the properties of
other interactive parts of the decision support system must be taken into
account when designing the dialogue interface and possible software tools
for its implementation.
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Solving Discrete Multiple Criteria Froblems by Using Visual
Interaction

Fekka Korhonen, Helsinki School of Economics,
Runeberginkatu 14--14, 00100 Helsinki

1. Introduction

In this paper we describe the principles and the use of

a new interactive method for solving discrete deterministic
multiple criteria problems. A more detailed description

of the method is found in Korhonen (1986).

fluite a few approaches to solving discrete multiple criteria
problems have been developed: the traditional multiattribute
utility theory (see, e.g. keeney and Raiffa 1976), the
analytic hierarchy process (see, €.9. Saaty 1980), and the
ovtranking (see, e.9. Roy 1973), interactive programming
(see, e.g. FKorhonen, Wallenius and Zionts 1984), fuzzy-set
(see, €.9. Yager 1980), hierarchical interactive (see,
FKorhonen 1985) approaches and some others (see, ©.9.
Hinloopen, Nijkamp and Rietveld 1983).

Our aim is to design a method for finding the most preferred
alternative from among a large set of alternatives and that
is easy to use, permits the decision maker to examine any
part of the efficient frontier he wishes and makes no
assumptions concerning the decision maker®s underlying
utility function. The criteria are assumed to be
quantitative, but the approcach can be used also in the case
of ordinal criteria. Interactive use of computer graphics
plays a central role in the method. The approach is a
modification of our visual interactive method (see, FKorhonen
and Laakso (198%5)) for solving general multiple criteria
problems.

The main idea in the method is to select a subset from among
the set of all efficient alternatives and present 1t in

a visual form to the decision maker for evaluation. The
decision maker can consider the values of the criteria of
each alternative graphically and numerically. The subset

is found by projecting a so-called reference direction that
reflects the decision maker®s preferences on the set of
efficient attainable alternatives.

There are several methods to specify a reference

direction. The use of marginal rates of substitution for
estimating the gradient of the utility function (see,
Geoffrion, Dyer and Feinberg 1972) and the Boundary Foint
Ranking method (see, Hemming 1974) are two examples of useful
techniques. We prefer a simple and convenient alternative
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-

to use the decision maker’s aspiration levels for this

purpase: the vector from the cuwrent alternative to the
point defined by the decision maker®s aspiration levels
is used as a reference direction.

During each iteration the decision maker chooses the most
preferred alternative from the subset. This alternative

is taken as the current alternative for the next iteration.
The decision maker specifies new aspiration levels for the
criteria and this information is used to determine a new
reference direction.

The process is repeated until the decision maker is not

able tao find any better solution than the cuwrrent one. If

the optimality of the final poeoint is desired to be checked,
we have to make some assumptions concerning the wtility
function. If it is assumed to be quasiconcave, we can use

the method by rhonen, Wallenius, and Zionts (1984) for
eliminating al natives on the basis of the de an makar s
sequential choices and thus guarantee the convergence, if

N GESAI"Y W«

The reference direction can be projected on the set of
efficient points by wusing an achievement function as
suguestad by Wierzbicki (1980) in his reference point
approach. After the decision maker has specified his
aspiration levels for the criteria, we find an efficient
solution that maximizes the value of the achievement
function. When we apply the achievement function to the
reference direction, instead of one point we obtain a set
of efficient solutions for the decision maker’ s evaluation.

Dur main interest is to develop an interactive decision

aid for the decision maker for evaluating alternatives close
to his aspiration levels. In ouw opinion, a full benefit
from an interactive approach can be obtained by interactive
utilization of camputer graphicsi visual representation
enables the decision maker to evaluate a large set of
available alternatives simultaneously. Only nondominated
solutions are presented to the decision maker for evaluation.

Hesides the use of a visual aid, our approach has three
further desirable features. Firstly, the decision maker

is free to examine any efficient alternatives he pleases

at any moment, i.e. hes is not confined to evaluating
alternatives with some special properties, nor is his freedom
limited by his earlier hehaviouwr during the interactive
pracess. Secondly, we need no specific assumphions
concerning the decision maker s underlying utility function.
Thirdly, the decision maker is asked to make very simple
evaluations at each iteration. He has only to specify his
aspiration levels for criteria and then he is asked to
evaluate reasonable alternatives by using an illustrative
figure.

This paper consists of four sections. In the next section
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we present some preliminary considerations. In section 3
the details of our approach and an illustrative example

are presented. The final section consists of concluding

remarhks.

2. Freliminary Considerations
2.1 Rasic Definitions and Notation

First we introduce some terms used in this paper. By the
term criterion we refer to the concept which represents a
magnitude that is of special interest to the the decision
maker. It is the basis for evaluation. A criterion may be
qualitative or quantitative. A quantitative criterion means
that the decision maker is able to present his preferences
using some cardinal (interval or ratio) scale. We call a
criterion gualitative, if the decision maker can only rank
alternatives or express ordinal preferences by stating which
of a pair of alternatives he prefers most. The following
definitions are reasonable for quantitative criteria, only.

An aspiration level is a desired or acceptable level of
achievement of a criterion. A criterion in conjunction with
an aspiration level is termed a gmal. For example, if the
decision maker wants to attain a profit level of at least

#1000 he has established a goal, and %1000 is his aspiration
level corresponding to his particular goal.

A reference direction is any direction describing a preferable
change in the values of the criteria compared with an
available alternative. By the term achievement function we
mean a function of the criteria which maps any given point

in the criterion space on the set of efficient points.

Let us next introduce some notation to describe our problem.
We assume that there is a single decision maker, a set of

n deterministic decision alternatives ai, i=1,2,...,n and

p criteria, which define an n x p decision matrix whose
elements are denoted by as3, i=1,2,. .00 and j=1,2,...,p. Thus
each decision alternative is a point in the criterion space
RP., The set of alternatives is denoted by A. Without loss

of generality we can assume that all a: are efficient.

Two cornerstones of the method described in this paper are
to extract a subset of all efficient alternatives in a
reasonable way and to present it for evaluation of the
decigsion maker using visual interaction.

2.2 Choosing & Subset

We use a reference direction and an achievement function

to generate a subset of the efficient alternatives. A
reference direction reflects the desire of the decision maker
to improve the values of the criteria and an achievement
function picks up attainable and efficient alternatives that
bear some relation to the decision maker’ s aspirations.
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There are several ways to specify an achievement function. An
important feature is that for each efficient paint there
exists at least one point in RP which minimizes an achievement
function. The characteristics of achievement functions are
considered more detailed by Wierzbicki (1985).

We use the following simple form for an achievement functions:

f(g.a,w) = max (g, — a.)/w,, w, x or < 0, (2. 1)
e i i i i

where I={1,2,....n}, a £ A is a feasible solution in the
criterion space RP, g ¥ RP is an arbitrary point (a so-called
reference point), and w £ RP is a weighting vector. If
criterion 1 is maximized wy » O, otherwise wy < 0. Ry
minimizing f(g,a,w) for any given g and w we find an efficient
snlution a (see, e.g. Wierzbicki 1980 and 198%5).

Given an initial solution b & A, a reference point g and
a weighting vector w we can defineg an achievemant function

F'rofor the reference direction d = g — b as follows:
F(t,d,bya,w) = f(b + td, a, w), t & O. EPREY

For each feasible solution a we define a set T(al):

Tta) = {t | a = arg min F(t,d,b,x,w), ti0l}
¥ o A

If T(ar is not empty, it has clearly a minimum value:

t*{a) = min t (2.4)
teT (a)

For each b and d we define an ordered index set

VECREDIE S PIF A (2.5)

in such a way that j € J(b.d), i+ t*(ay) exists and for
all Kk & J(ha.e), k < 3, t*(aw) < t*(ay).

If b is & current solution and g is a reference point the
set J(b,d) defines the indices of the alternatives to be
presented to the decision maker. In FEorhonen (1%84) we have
described an algorithm for finding altermnatives belonging
to the set J(b,d).

The index set Jib,d) specifies the subset we use in the
method.

2.7 Vigsual Interaction

The alternatives belonging to the set Ji(b,d) are presented
ftor evaluation of the decision maker hoth numerically and
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graphically. The values of the criteria of the alternatives
belonging ta J{b,d) are plotted on the screen (on the

y-anis). Alternative j, (the cuwrrent alternative) is presented
on the left and jw on the right. The values of the criteria

of the subsequent alternatives are connected with a line.
Different line patterns or colours can be used for different
criteria. The use of colours will enhance the effectiveness

af the display. What the graphical display will look like

can be seen in Figure 1. The purpose af the display is
explained more detailed in the next section

Figure 1. A graphical representation of a subset of
alternatives

Pr 473 Ha 65 El 1.6 H. 130
.

L

€ to Tert and 3 to right (End = exit)

The cursor {(a vertical line) points to the fouwth alternative.
The numerical values of the criteria for the alternative

are shown on the top line of the display. As the cursor is
maved back and forth the numerical values of the criteria
change, correspondingly.

The scale for sach criterion is chosen so that the maximum
value is on the top and the minimum valuwe is at the bottom
of the display.

This kind of presentation gives the decision maker a
pessibhility to obtain holistic and exact information,
simultaneously, on available alternatives in a very convenient
way. It seems to be guite easy for the decision maker to
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choose the most preferred alternative from among the
alternatives presented at this display.

3. Development of the Approach

The approach described in this section is a modification

of ouw approach to solving general multiple criteria praoblems
(Korhonen and Laakso 1985). In the discrete case an efficent
curve is replaced by a set of efficient alternatives. The
appraach is implemented on an IBM/FC1l microcomputer under
name VYIMDA {(a Visual Interactive Method for Discrete
Alternatives). The dimensions of the problem in VIMDA are:
N=500 and p=10. We illustrate the steps of the algorithm

in terms of a numerical example using the spreadsheets of

the program VIMDA.

l.et us assume that we have to help the owner of a laundry

to choose a washing machine. Among the criteria, in addition
to price, he considers washing time and the consumption of
electricity and water to be the most important. He has
collected data on four criteria and thirty-three types of
machines. The figures are given in Zeleny (1982, pp. 210

- 211). We refer to alternatives with indices.

Step O. Find an initial (efficient) solution.

Ask the decision maker to specify which of the criteria are
to be maximized and minimized (see, Figure Z).

Figure 2. The types of criteria are spercified

The types of criteria (max/min):

Critera Types
Frice MIN
Wash.tim MIN
El.consu MIN
W. consum MIN

Define weights wy as follows:
r./abs(max (r . Xa,. .})), if r Xa&a, . <>x 0O
wj = 3 1 J 1] ’ J 1]

. if r X a, , = O,
(] J 1]

where ry ig 1, if criterion j is maximized and -1, if it
is minimized. (Other definitions are possible, too).

Find an initial alternative by optimizing the value of the
last criterion.

In our example all criteria are to be minimized and
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alternative 2, b = (425, B0, 1.3, 110), has the best water
consumption (see, Figure 3).

Figure 3. Specification of aspiration levels

i <

=
(=]
D

1

The specification of aspiration levels for criteria
The name of a current solution: 2.

_ower boundsg Upper bounds Current valitd.s

G
El.consu 1.8
W.consum 140G

Step 1. Find a reference direction

Ask the decision maker to give aspiration levels for criteria.
As we can see from Figure =, the maximum and minimum values
of mach criterion are displayed for the decision maker’g
information.

It seems to be very usual that the decision maker gives ideal
values as aspiration levels for criteria at the first
iteration. In ouw example these are (395, 30, 1.4, 110).

The vector from the current alternative to the point defined
by the decisiaon maker’'s aspiration levels is used as a
reference direction. In our case

d = (I95-425, S0-80, 1.4-1.%, 110-110)

(~30, =30, ~0.1, -0).

Step 2. Find a subset of efficient solutions for the decision
maker s evaluation.

In this step we determine the ordered index set J(b,d) as

-

described in section 2.
In our example Jib,d) = {2,21,29,7.8,11,5,242.

Step 3. Find the most preferred solution from among set
J(b,d).

The alternatives belonging to set J(b,d) are presented to

the decision maker in a visuwal form as described in section
2.3 and he is asked to indicate -which alternative he likes
mpst. The values of the criteria are plotted on the screen
using distinct colouwrs and line patterns for criteria. The
cursor can be moved from point to point and the corresponding

numerical values of criteria are displayed simultaneously.

The scale for each criterion j is chosen as explained in
section 22.3.
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If any improved solution is found in this step or the decision
maker is willing to consider other directions, return to
step 1, otherwise stop.

The sample display at the first iteration is presented in
Figure 1. Let us assume that the decision maker chooses
alternative 7 as the most preferred one +rom amaong this set.
Thus the current alternative for the next iteration is
alternative 7.

lLet us further assume thatlt the aspiration levels for the

next iteration are (450, 60, 1.5, 130). Now the set J(b,d)

= {7,8,19,11,18,263. The corresponding display is described
in Figure 4. If we assume that the washing time is one of

the most important criteria, the decision maker might choose
alternative 19, b =(54%, 57, 1.6, 120}, as the most preferred
alternative from among this set.

Figure 4. The display at the second iteration

Pxr 543 Ha 57 El 1.6 H. 120

€ to left and & to right (End = ex1t)

I+ the aspiration levels of the decision maker for the
criteria are the same as at the previogus iteration the set
Jib,d)= {19,14,8,7,6,3,27,32}. If he still prefer the current
solution 19 to the others he may be willing to stop.

In our approach we are not primarily interested to prove
the optimality of the final solution. We prefer the
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satisfaction of the decision maker to proving the optimality,
mathematically. I1f the optimality of the final point is
desired to be checked, we have to make some assumptions
concerning the utility function. 1If it is assumed to be
quasiconcave, we can use the method by Korhonen, Wallenius,
and Zionts (1984) for eliminating altermatives on the basis
of the decision maker’s sequential choices and thus guarantee
convergence. We can utilize all preference information
cumulated so far during the process, 1f more than one
alternative remain we can restart the search process using
only the remaining alternatives. We have not implemented
this feature in our program VIMDA.

4. Concluding Remarks

The approach presented in this paper is not basad on unduly
restrictive assumptions concerning the decision maker™s
behaviowr, and it is also converient to use. We neither

deal with inefficient alternatives nor impeose stringent
restrictions on the forn of the underlying utility function.
The decision maker is free to examine any efficient
alternatives he pleases.

We have noticed a very interesting fact when people have
used the approach. Some people make cycles when searching
the best alternative. There exist some explanations {for
this phenomenon:

1. I the people have a static utility function, then
they have a very imprecise knowledge of their own
utility function.

2. The utility function is changing due to l=arning
and "changes of mind" during the interactive process.

. There is na utility function. The choices of the
people depend on the context, in which they are
considering alternatives.

Whichever explanation is right, from hence it follows that

it is very difficult to find proper rules to restrict the
choices of the decision maker on the basis of the assumphtions
concerning the utility function during the search process.
Our objective is to study this phenomenon more carefully

in further research.

We have developed aur apptraach assuming the criteria to

be quantitative. However, we may also use the approach in
the case of ordinal criteria, i.e. when the decision maker
is able to only rank alternatives with respect to each
criterion. The decision maker can express his aspiration
levels in terms of ordinal numbers and the approach tries

to find for his evaluation the altermatives reflecting his
aspirations. The choice of the subset of efficient
alternatives depends, of course, on the weights used, but
primarily on the aspiration levels specified by the decision
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maker. Ry setting weights in a reasonable way we can help
the decision maker to +ind the alternatives he likes.

Freliminary experiments indicate that the decision makers
are interested in the approach. They s=em to like colours,
figures and spreadsheet interface, and the basic principle
ot the approach is easy to understand.
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ADVANCED COMPUTER APPLICATIONS FOR LARGE-SCALE SYSTEMS ANALYSIS

Dr. Kurt Fedra
International Institute for Applied Systems Analysis
A-2361 Laxenburg, Austria

1. INTRODUCTION

The abundance of increasingly affordable computing power lends itself to new
and demanding applications. In the environmental field, one of the most demanding
problem areas is that of environmental systems analysis, subsuming the areas of
policy design, planning and management. These areas and their problems are
characterized by their multi- and inter-disciplinary nature, as well as the often
dominating importance of political and judgemental elements, as opposed to purely
technical, scientific problems. Thus, since the classical, formal approaches to
technical problem solving are not strictly applicable, and the people involved are
not necessarily technically trained experts but will include elected representa-
tives, interest groups, and the general public, new methods of problem solving, or
applied systems analysis, and new methods of communicating scientific and techni-
cal information have to be developed.

The basic problem is one of man-machine communication, that is, combining
the largely numerical domain of scientific evidence and formal models with the
necessarily subjective and largely judgemental domain of perception and evalua-
tion in an interactive, attractive, and educational format. A friendly user-
interface with emphasis on symbolic and pictorial representation of information
can provide access to otherwise difficult-to-use formal methods. The full exploita-
tion of modern operating systems allows the structuring of individual command
environments at various levels of user experience and technical competence,
adapting the system to the user’s experience.

Decision-support systems also have to be integrated into the user’s institu-
tional structure, they have to use the appropriate formats and language, and they
need to be built into the established decision-making process to be useful - and
used — in the day-to-day operations of the individuals and institutions concerned.

The analysis of large-scale socio-technical and environmental systems by
necessity involves a strong subjective and value-dominated human element, which
defies formal representation in any generally acceptable way. [ therefore argue
that only the direct involvement of users, in various phases of the analysis, and
interactive methods which give the user an appropriate role, can expect
widespread acceptance and use. This direct user involvement, in turn, requires
new modes of man-machine interaction. An important aspect in designing these
interactive methods is the use of advanced computer technology to make formal
methods more accessible to non-technical users.

The new paradigm of man-machine interaction is based on personal, i.e., not
shared, micro/minicomputers and interactive graphics as the standard means for
user interaction. And a new approach to software development calls for custom-
ized and problem-specific rather than general-purpose user environments, com-
posed of highly modular systems of ad-hoc code, heuristic rather than algorithmic
in nature. This aims at a high degree of flexibility, responsive to the adaptive
nature of the problem-solving and decision-making structures we feel are essential
in coping with a seemingly ever-growing array of environmental problems.

At this point, it seems appropriate to insert a caveat: beware of naive techno-
logical optimism. Computers alone are not going to solve anything. And in fact,
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much can be said against their all too intimate involvement in human affairs
(Weizenbaum, 1376). HHowever, this expanding technology could provide a common
language and framework for the necessary multi-disciplinary cooperation, or
stimulus and focus for new approaches to the solution of both old and new prob-
lems. Eventually.

2. METHODS FOR INTERACTIVE ANALYSIS

To build computer-assisted methods of environmental analysis right into the
planning and decision-making process (which is about as elusive a concept as the
mythical 'decision maker’), some specific features are required. Fasy access ~ a
terminal or rather microcomputer workstation on every desk - and easy use are
as important as reliability and credibility. The often cited user-friendliness is as
important as a transparent and understandable function of any such system. User-
friendliness implies a style and language (i.e., jargon and symbolism) of the
interaction between model user and the model that is familiar and easy to under-
stand. In addition, costs of both the computer hardware and software, and the man-
power for operation and maintenance, must be low relative to the perceived bene-
fits. Finally, the computer-assisted procedures must be compatible with the other
tools and methods used in the planning- and policy-making process.

With more and cheaper computer power becoming available, more of this
power can be used to improve the user interface, communication and representa-
tion aspect. More and cheaper computer power is available to create an interface
engineered to support human planning and decision-making procedures without the
introduction of a rigid and demanding formalism. Whereas, traditionally, interac-
tion with computers was designed to make things easy and straightforward for the
machine -~ at the expense of the human operator — the advent of abundant and
dedicated computer power should allow for a reversal of this approach. Given the
vastly increased capabilities of modern hardware, one can afford to be wasteful —
from the machine’s point of view — to make it easier for people to interact with the
machine. For the above problems, this requires that the formal methods, or at
least the user interface, are cast into the structure and language of the respec-
tive institutional framework, as well as the problem context. The basic principle is
to organize information to facilitate judgement.

3. MODEL-BASED DECISION SUPPORT

To provide a useful and generally acceptable problem representation for
large-scale socio-technical systems, methodological pluralism is a must: any
"model”, whether it is a simulation model, a computer language, or a knowledge
representation paradigm, is by necessity incomplete. It is only valid within a small
and often very speclalized domain. No single method can cope with the full spec-
trum of phenomena, or rather points of view, called for by an interdisciplinary and
applied science. Therefore,the selected approach for software system design is
eclectic as well as pragmatic. We use proven or promising building blocks, and we
use available modules where we can find them.

Real world problems are best described as ''a mess', and cannot necessarily
be represented by, say, linear algebra or Taylor series expansions. Information
about the real world cannot always be organized in sortable, sequential files. For
the description of real world problems one would have to use many more condi-
tional constructs (with a usually small set of possible conditions) representing
rules, experience and expertise, rather than (differentiable) functional relation-
ships. Conditions for these rules as well as the resulting actions will often have
qualitative and symbolic rather than quantitative and numeric character. These
rules and symbols are basic elements in the artificial intelligence field, e.g., Barr
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and Feigenbaum (1981, 1982). In most practical problems, tentative empirical
knowledge and expertise is not only more readily available, but also more relevant
as a direct reflection of the problem. The usual differentiable functional relation-
ship, in contrast, introduces an arbitrary pseudo precision. As a rule, we know
neither the exact kind of most functional relationships nor the necessary parame-
ters (e.g., Fedra 1983).

The aiternative or rather complementary approach is based on heuristic
(Simon and Newell, 1958) and linguistic modeling (Zadeh, 1373). These approaches
are represented in the rule- and knowledge-based approaches of artificial intelli-
gence (Barr and Feigenbaum, 1981, 1982). Heuristic methods concentrate on prob-
lem solving, especially the mental operations useful in this process. Heuristics are
not necessarily algorithms, or effective procedures of computer sciences, but
rather rules-of-thumb, applied to problems, especially practical problems. Realiz-
ing the dominant role of interpretation and judgement in more comprehensive
problems, and the importance of exploratory or educational as opposed to
engineering or design applications of models, these models start from the percep-
tions of a problem rather than from physical, ecological, or economic theory.
Unrestricted by algorithmic constraints, building a model starts with an appropri-
ate form of knowledge representation.

The methodological pluralism required for any more complex real world prob-
lem again implies that multiple representation paradigms are combined in a hybrid
knowledge representation system. A knowledge base might therefore consist of
term definitions represented as frames, object relationships represented in predi-
cate calculus, and decision heuristics represented in production rules.

Predicate Calculus is appealing because of its general expressive power and
well-defined semantics. Formally, a predicate is a statement about an object:

((property_name) (object) (property_value))

A predicate is applied to a specific number of arguments, and has the value of
either TRUE or FALSE when applied to specific objects as arguments. In addition
to predicates and arguments, predicate calculus supplies connectives and quan-
tifiers. Examples for connectives are AND, OR, IMPLIES. Quantifiers are FORALL
and EXISTS, that add some inferential power to predicate calculus. However, con-
structs for more complex statements about objects can be very complicated and
clumsy.

In Object-oriented representialion or frame-based knowledge represenia-
tion, the representational objects or frames allow descriptions of some complex-
ity. Objects or classes of objects are represented by frames. Frames are defined
as specializations of more general frames, individual objects are represented by
instantiaiions of more general frames, and the resulting connections between
frames form tazonomies. Fach object can be a member of one or more classes. A
class has attributes of its own, as well as attributes of its members. An object
inherils the member attributes of the class(es) of which it is a member. The
inheritance of attributes is a powerful tool in the partial description of objects,
typical for the ill-defined and data-poor situations real-world applications have to
deal with.

A third major paradigm of knowledge representation are production rules (IF
- THEN decision rules). they are related to predicate calculus. They consist of
rules, or condition-action pairs: "if this conditions occurs, then do this action’.
They can easily be understood, but have sufficient expressive power for domain-
dependent inference and the description of behavior.
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Translating the perception of the problem and the set of definitions and
descriptions of interactions into the executable code of a computer model is a
problem of knowledge engineering. 1 have already briefly referred to the role of
the user himself in the development of a specific implementation of such a decision
supporting system. In addition to the user, who may or may not be an expert on
any of the domains the system covers, the expertise of numerous domain experts is
required to make such a system work. It is the task of the designer and developer,
the knowledge engineer, to provide a framework and structure for the representa-
tion of the experts’ knowledge. The knowledge engineer must extract this domain-
specific knowledge, formulate it in terms of heuristics or rules, declarations, pro-
cedure, etc., and incorporate it into the system.

In any more comprehensive system, expert knowledge or rules are intricately
merged with more traditional forms of information representation, i.e., data and
algorithms or models. The design and development process thus combines “classi-
cal’, i.e., mass- and energy-conservation models and optimization methods, with
elements of heuristic programming, or rule-based expert systems in artificial
intelligence, (see, e.g., Davis and Lenat, 1982). One straightforward possibility is
using fuzzy sets for the direct and easy coupling of symbolic and numerical ele-
ments (Fedra, 1984). Alternatively, languages with advanced data structures suit-
able for symbolic computing such as LISP can be used for combining numerical and
symbolic entities in one compatible framework.

3.1 A Display-oriented User Interface

What was said above about the way models are usually built with a conserva-
tive bias no longer required by today’s hard and software, holds certainly true for
the way people are supposed to interact with computers. The standard user-
interface seems to know only about teletypes. This punch-card style of communica-
tion, restricted to alpha-numerical formats, geared towards the batch-processing
environment of the past, is hardly suitable for a truly interactive approach and
dedicated workstations.

Bit-mapped graphics systems with multiple window capabilities — or more than
one parallel output device — allow the structuring of complex displays. This can
greatly increase the amount of information communicated and at the same time also
enhance ease of understanding (Teitelman, 1977; Meyrowitz and Moser, 1981). Mix-
tures of alpha-numeric, symbolic, and graphical elements, using such familiar
backdrops as maps or flow-chart representations of systems, can be very effec-
tive; they do, however, require a considerable amount of design effort (Foley and
Van Dam, 1982). Consequently, in designing the model representations, the style of
the display, or the visual part of the user interface, has to be considered from the
start (Figure 1).

3.2 Decision Support and Expert Systems

Underlying the concept of decision support systems in general, and expert
systems in particular, is the recognition that there is a class of (decision) problem
situations, that are not well understood by the group of people involved. Such
problems cannot be properly solved by a single systems analysis effort or a highly
structured computerized decision aid (Fick and Sprague, 1980). They are neither
unique — so that a one-shot effort would be justified given the problem is big
enough — nor do they recur frequently enough in sufficient similarity to subject
them to rigid mathematical treatment. They are somewhere in between. Due to the
mixture of uncertainty in the scientific aspects of the problem, and the subjective
and judgemental elements in its socio-political aspects, there is no wholly objective
way to find a best solution.
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One approach to this class of under-specified problem situations is an itera-
tive sequence of systems analysis and learning generated by expert- or decision-
support system use (Figure 2). This should help shape the problem as well as aid in
finding solutions. Key ingredients, following Phillips (1984), are the Problem OQwn-
ers, Preference Technology (which helps to express value judgements, and formal-
ize time and risk preferences, and tradeoffs amongst them), and /nformation Tech-
nology, (which provides and organizes data, information, and models).

DECISION
MAKER AND
PROBLEM
OWNERS

ECISION SUPPORT SYSTEM

DECISION
MAKER AND
PROBLEM
OWNERS

consultation
mode

G —
knowledge
acquisition
mode

EXPERT SYSTEM

Figure 2: The roles of decision makers, specialisis, and the computer: OSS vs the
experl syslems paradigm.

There is no universally accepted definition of decision suppori sysiems
(DSS). Almost any computer-based system, from data base management or informa-
tion systems via simulation models to mathematical programming or optimization,
could support decisions. The literature on information systems and decision sup-
port systems is overwhelming (e.g., Radford (1978); Bonczek et al. (1981); Ginzberg
ot al. (1982); Sol (1983); Grauer et al. (1984); Wierzbicki (1983); Humphreys et al.
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(1983); Phillips (1984)). Approaches range from rigidly mathematical treatment, to
applied computer sciences, management sciences, or psychology.

Decision-support paradigms include prediciive models, which give unique
answers but with limited accuracy or validity. Scenario analysis relaxes the ini-
tial assumptions by making them more conditional, but at the same time more dubi-
ous. Normative models prescribe how things should happen, based on some theory,
and generally involve optimization or game theory. Alternatively, descriptive or
behavioral models supposedly describe things as they are, often with the exploita-
tion of statistical techniques.

Most recent assessments of the field, and in particular those concentrating on
more complex, ill-defined, policy-oriented and strategic problem areas, tend to
agree on the importance of interactiveness and the direct involvement of the end
user. Direct involvement of the user results in new layers of feedback structures
(Figure 3). The informaiion sysiem model is based on a sequential structure of
analysis and decision support (i.e., the relationships shown in the upper part of
Figure 3, from Radford, 1978). In comparison, the deciston supporit model implies
feedbacks from the applications, e.g., communication, negotiation, and bargaining
onto the information system, scenario generation, and strategic analysis.

The realism of formal models is increased, for example, by the introduction of
Multiatiribute Utility theory (Keeney and Raiffa, 1976; Bell et al., 1977), exten-
sions including uncertainty and stochastic dominance concepts (e.g., Sage and
White, 1984), by multi-objective, multi-criteria optimization methods, and finally by
replacing strict optimization, requiring a complete formulation of the problem at
the outset, by the concept of satisficing (Wierzbicki, 1983).

Another basic development is getting closer to the users. Interactive models
and computer graphics are obvious developments here (e.g., Fedra and Loucks,
1985). Decision conferences (Phillips, 1984) are another approach, useful mainly
in the early stages for the clarification of an issue. While certainly interactive in
nature, most methods involve a decision analyst as well as a number of specialists
(generally supposed to be the problem holders). Concentrating on the formulation
of the decision problem, design and evaluation of alternatives, i.e., the sub-
stantive models, are only of marginal importance.

Often enough, however, the problem holder (e.g., a regulatory agency) is not
specialized in all the component domains of the problem (e.g., industrial engineer-
ing, environmental sciences, toxicology, etc., see section 4.2). Expertise in the
numerous domains touched upon by the problem situation is therefore as much a
bottleneck as the structure of the decision problem. Building human expertise and
some degree of intelligent judgement into decision supporting software is one of
the major objectives of Artificial Intelligence (Al).

Only recently the area of experi sysiems or knowledge engineering has
emerged as a road to successful and useful applications of Al techniques. An
expert system is a computer program that is supposed to help solve complex real-
world problems in particular, specialized domains (Barr and Feigenbaum, 1982).
These systems use large bodies of domain knowledge, i.e., facts, procedures,
rules and models, that human experts have collected or developed and found useful
to solve problems in their domains.

Typically, the user interacts with an expert system in a consulting dialogue,
just as he would interact with a human expert. Current experimental applications
include tasks like chemical and geological data analysis, computer systems confi-
guration, structural engineering, and medical diagnosis (Duda and Gaschnig, 1981;
Barr and Feigenbaum, 1981). Expert systems are machine-based intermediaries
between human experts (who supply the knowledge in a knowledge acquisition
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Figure 3: Sirategic decision problems: informalion sysiems versus
DSS approach (parily after Radford, 1978).

mode), and the human user, who seeks consultation and expert advice from the sys-
tem (consultation modes). An important element in the user interface and the
dialogue with such systems is their ability to guide the user in formulating his
problem, and to explain the reasoning used by the system.

The systems described below combine several methods of applied systems
analysis, operations research, planning, policy sciences, and artificial intelligence
into fully integrated software systems. The basic idea is to provide direct and easy
access to these largely formal and complex methods for a broad group of users.

4. DECISION-ORIENTED SOFTWARE FOR THE MANAGEMENT OF HAZARDOUS SUB-
STANCES.

Many industrial products and residuals such as hazardous and toxic sub-
stances are harmful to the basic life support system of the environment. In order
to ensure a sustainable use of the biosphere for present and future generations, it
is imperative that these substances are managed in a safe and systemalic manner.
The aim of this project is to provide software tools which can be used by those
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engaged in the management of the environment, industrial production, products,
and waste streams, and hazardous substances and wastes in particular.

The objective of the project is to design and develop an integrated set of
software tools, building on existing models and computer-assisted procedures.
This set of tools is designed for non-technical users. Its primary purpose is to
provide easy access and allow efficient use of methods of analysis and information
management which are normally restricted to a small group of technical experts.
The use of advanced information and data processing technology should aliow a
more comprehensive and interdisciplinary view of the management of hazardous
substances and industrial risk. Easy access and use, based on modern computer
technology, software engineering, and concepts of Artificial Intelligence (AI) now
permit a substantial increase in the group of potential users of advanced systems
analysis methodology and thus provide a powerful tool in the hand of planners,
managers, policy and decision makers and their technical staff.

To facilitate the access to complex computer models for the casual user, and
for more experimental and explorative use, it also appears necessary to build
much of the accumulated knowledge of the subject areas into the user interface for
the models. Thus, the interface will have to incorporate a knowledge-based expert
system that is capable of assisting any non-expert user to select, set up, run, and
interpret specialized software. By providing a coherent user interface, the
interactions between different models, their data bases, and auxiliary software for
display and analysis become transparent for the user, and a more experimental,
educational style of computer use can be supported. This greatly facilitates the
alternative policies and strategies for the management of industrial risk.

4.1 A Structure for the Integrated Software System

The system under design combines several methods of applied systems analysis
and operations research, planning and policy sciences, and artificial intelligence
into one fully integrated software system (Figure 4). The basic idea is to provide
direct and easy access to these largely formal and complex methods for a broad
group of users.

Conceptually, the main elements of the system are:

. an Intelligent User Interface, which provides easy access to the system. This
interface must be attractive, easy to understand and use, error-correcting
and self-teaching, and provide the translation between natural language and
human style of thinking to the machine level and back. This interface must
also provide a largely menu-driven conversational guide to the system’s usage
(dialog - menu system), and a number of display and report generation styles,
including color graphics and linguistic interpretation of numerical data
(symbolic/graphical display system);

. an Information System, which includes the system's Knowledge and Data
Bases (KB, DB) as well as the Inference Machine and Data Base Management
Systems (IM, DBMS), which not only summarize application- and
implementation-specific information, but also contain the most important and
useful domain-specific knowledge. They also provide the information neces-
sary to infer the required input data to run the models of the system and
interpret their output. The Inference and Data Base Management Systems
(which are at the same time part of the Control Programs and Task Scheduler
level) allow a context- and application-oriented use of the knowledge base.
These systems should not only enable a wide range of questions to be answered
and find the inputs and parameters necessary for the models, but must also be
able to explain how certain conclusions were arrived at. For a given applica-
tion, the data base systems must also perform the more trivial tasks of storing
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Figure 4: Elementis of the inlegrated soffware system

and organizing any interim or final results for display and interpretation,
comparison, and evaluation;

. the Simulation System, which is part of the Production System and consists
of a set of models (simulation, optimization), which describe individual
processes that are elements of a problem situation, perform risk and sensi-
tivity analyses on the relationship between control and management options
and criteria for evaluation, or optimize plans and policies in terms of their
control variables, given information about the user’s goals and preferences,
according to some specified model of the systems’ workings and rules for
evaluation.

4.2 Components of the Simulation System

The structure and basic elements of the simulation system are shown in Figure
5. The simulation system is always applied to a specific regional context, and the
transboundary flows are specified to obtain the necessary material balances.

The system represents a life-cycle approach, that traces substances from
their origin and point of release to their impact. For most of these functionally




196

EIIA&CEC JRC Demonstration Prototype: Hazardous Jubstances Risk Managemert

unreleased developmeat versiom

N a0 1995

Chemical Substances Databases
Industrial Accidents Reports
Legislation and Regulations

Regional and Geographic Databasses
Prodoction and Trade Economics

Jhemical  Industry  inalvsis

Chemical Process Plant Analysis
Transportation Risk/Cost Analysis

¥%aste: Treatment and Disposal Recycling R
Acciient

Environmental Impact Assessment

Molti-Criteria Data Evaluation l

] Y
EXPLAIN CLRRENT MENU OPTIONS Waste Management
SELECT TO STOP AND QUIT

Treatment M Dizpasal ]

: |

Export -

to select a menu item, position the mouse pointer,
and press the left mouse button ...

Figure 5: Elements of the simulation system.

specified elements, several models can be used in parallel or alternatively. The
selection of the appropriate model(s) depends on the required scope and resolu-
tion in time and space, the emphasis on a certain process within a specific prob-
lem, and the available data. Wherever possible, the system will select the
appropriate model automatically, or switch from one model to another automati-
cally, if, for exampie, the emphasis changes from a short-term, near-field to a
long-term, far-field problem.

The main components of the simulation system are:

1) The Industrial Production System, that describes the generation of hazar-
dous substances as products, byproducts, interim products, or wastes of the
industrial production process.

2) Use and Market, a module that acts as a gateway for the industrial products,
diverting them into different pathways according to their use (dispersive or
non-dispersive) and waste streams (industrial, domestic). For non-dispersive
use, the compartment also serves as interim storage according to the life-time
of the product.

3) Waste Management; this module simulates trealment and disposal of wastes
arriving from either the industrial production or the use/market compart-
ments.
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4) Man and Environment, a set of modeis that simulate, starting from the emis-
sions coming from either the industrial production sector, the use compart-
ment, transportation (see below), or the waste management block, the tran-
sport of substances through the environment (atmospheric, aquatic, soil, blo-
logical pathways), as well as impacts on man and the environment. Since more
than 95% of all hazardous waste produced is in liquid form, water resources
models play a key role in this system. A detailed description of the models
used is given in Fedra (1985b).

5) Transportation models interconnecting several of the above blocks. The
transportation model estimates costs and risk of various transportation alter-
natives, and provides input to the emission gateway in the environmental sec-
tor.

B) Fvaluation and Interactive Decision-support is another cross-cutting ele-
ment that is used for most of the sectoral models. This evaluation comprises
monetary as well as non-monetary indicators. For the multi-criteria or selec-
tion, a module for discrete optimization is integrated, that permits the selec-
tion of preferred alternatives from a set of feasible alternatives generated
by any of the models, using the reference point approach (Zhao et al., 1985).

These elements are transparently linked and integrated. Access to this sys-
tem of models is through a conversational, menu-oriented user interface (compare
Figure 1), which employs natural language and symbolic, graphical formats as much
as possible.

The system described above can be used in many ways. These modes of opera-
tion, however, serve only as design principles. They are transparent for the user,
who always interacts in the same manner through the user interface with the sys-
tem. The system must, however, on request "explain" where a result comes from
and how its was derived (e.g., from the data base, inferred by a rule-based produc-
tion system, or as the result of a model application). The simpiest and most
straightforward use of the system is as an interactive information system. Here
the user "browses” through the data and knowledge bases or asks very specific
questions.

The alternative mode of use is termed scenaric analysis. Here the user
defines a special situation or scenario (e.g., the release of a certain substance
from an industrial plant), and then traces the consequences of this situation
through modeling. The system will assist the user in the formulation of these "What
if ..." questions, largely by offering menus of options, and ensuring a compliete and
consistent specification.

All these refinements of the basic information and simulation system however
must not complicate the users’ interactions with the system. Ease of use, and the
possibility to obtain immediate, albeit crude and tentative, answers to problems
which the machine helps to formulate in a directly understandable, attractive and
pictorial format are seen as the most important features of the system.
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1. INTRODUCTION

Large-scale chemical process systems which produce a great
varity of chemical products (more than 7500 organic and several
hundred of different anorganic compounds are in commercial pro-
duction) are built up on a rather small number of different types
of equipment (chemical reactors, columns, heat exchangers, pumps
etc). The investment which is required for modern large-scale
chemical process systems is quite high, +the prices for raw mate-
rial and energy are also increasing. Therefore it seems necessary
to synthesize large-scale low—cost ("optimal") process systems.

The synthesis of chemical process system can be defined as
an act of determination of the optimal interconnection of proces-
sing units (elements) as well as the optimal type and design of
the units within a process system (Rudd (1973), Komatsu and Umeda
(1973), Hartmann (1974)).

The initial situation of the synthesis can be characterized
as follows:

There is a set of available raw material, a set of chemical
reactions and physical operations and a set of processing units
(apparatus,machines). The task is to select subsets of these sets
to satisfy a given set of performance criteria.

The synthesis of chemical process systems is a step-by- step
decision process with the following decision layers:

1.Definition of the system objectives

2.Definition of the evaluation criteria

3.Selection of technology which attains the objectives

4,Decomposition of the global systems in interconnected
subsystems/tasks

5.Realization of the subsystems/tasks

The problem-solving approach is complicated because of its
combinatorial nature. This problem will be illustrated by consi-
dering the synthesis of different subsystems.

The process synthesis problem can be decomposed into the
following subproblems:

1.Synthesis of reaction path

e.g.finding the optimal sequence of chemical transformations

from available feedstock to given target compound. The num-
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ber of alternatives of reaction paths for forming complica-
ted compounds for example a nucleotide sequence (Table 1) is
very great (Powers (1973), Govind and Powers (1981)).

TABLE 1 Synthesis of reaction paths-Number of alternative
paths for the synthesis of a nucleotide sequence

Sequence length Number of alternative paths
2 1
3 2
4 5
> 14
6 42
7 132
8 429
9 1.430
10 4,862
10
20 10
27
50 10
50
100 10
286
500 10
575
1.000 10

2.5ynthesis of reactor systems
e.g.to find the optimal reactor types and their interconnec-
tion ( Hartmann (1974), Kauschus (1979), Hartmann and Xap-
lick (1985), Chitra and Govind (1985) Anders (1981)).
3.5ynthesis of separation schemes
e.g. finding the sequence of separation units that will iso-
late desired products from given mixtures in the best way.
The number of alternatives which can meet the specified per-
formance requirements is also very great (Table 2) (Hendry
(1972), King (1971), Tedder (1978), Hacker (1981)).

TABLE 2 Number of alternative structures of distillation

sequences

Number of components Number of feasible structures
in the mixture (Main column systems)

2 1

3 2

4 5

5 14

8 429

10 4,862

15 2.674.440

7
18 4 10
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4.Synthesis of energy transfer / heat exchanger systems (Masso
and Rudd(1969), Nishida, Kobayashi and Ichika (1971), Umeda
(1972) , Rockstroh and Hartmann (1975), Linnhoff (1979))
e.g. finding for example the cost minimizing energy recovery
network. The number of possible alternatives existing for
this task is enormous (Table 3).

TABLE 3 Number of alternative structures in synthesis
of heat exchanger networks

Number of hot and Number of feasible structures
and cold streams

4 6
5 220
6 3.6 10°
7 4.8 10°
15
10 1.5 10
81
16 8.3 10
101
20 2.5 10
101
25 10

Many subtasks / subsystems are characterized by interrelati-
onships between the decision layers and the synthesis procedure
is often carried out iteratively.

For a good synthesis procedure it is important +to have
efficient +tools +to avoid the complexity of combinatorial prob-
lems.

Chemical process systems have to be designed +to fullfil
different objectives: minimizing investment and operating costs,
maximizing reliability and resilience, minimizing air and water
pollution etc. To achieve these multiple and conflicting objec-
tives ,it is necessary to make decisions under multiple criteria
using methods of decision making and vectoroptimization.

The synthesis stage of basic process design of a chemical
process system is characterized by a limited amount of informa-
tion concerning the objectives, +the parameters, the models etc.
Besides this lack of information there is a low level of accura-
cy in the data. There are two types of uncertainty involved in
the process design. The major category of uncertainty is due to
the fuzziness of the models and parameters of the synthesis
procedure.Therefore most of the existing synthesis procedures
(Nishida, Stephanopoulos and Westerberg (1981), Umeda (1982))
cannot solve such problems effectively.

Because of this we deal with a simple interactive expert
system using the heuristic approach of heat exchanger networks,
separation schemes , separation schemes with heat integration and
reactor networks.
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In the field of chemical engineering there is a large number
of rules—of-thumb called heuristic rules which allow the design
engineer to generate one or several acceptable system struc-
tures quickly.These heuristic rules are based on the experience
of the process and system engineers in designing similar proces-—
ses and systems. Heuristics are able to reduce the growth rate of
the solution tree. These rules will often be in conflict with
each other and give contradictory results.In order +to resolve
these conflicts the heuristics can be combined with learning
algorithms.We proposed an another way to resolve +this problem
which was to combi