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Abstract

The main goal of this paper is to classify ∗-module categories for the SO(3)2m
modular tensor category. This is done by classifying SO(3)2m nimrep graphs and
cell systems, and in the process we also classify the SO(3) modular invariants.
There are module categories of type A, E and their conjugates, but there are no
orbifold (or type D) module categories. We present a construction of a subfactor
with principal graph given by the fusion rules of the fundamental generator of the
SO(3)2m modular category. We also introduce a Frobenius algebra A which is an
SO(3) generalisation of (higher) preprojective algebras, and derive a finite resolution
of A as a left A-module along with its Hilbert series.
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1 Introduction

The Verlinde ring in conformal field theory can be described by a modular tensor category
either in the language of the representation theory of a conformal net or of a vertex
operator algebra, particularly in the case of Wess-Zumini-Witten models associated to
the positive energy representations of the loop group of a compact Lie group. The full
conformal field theory is described by a gluing of a left and right Verlinde ring, the most
basic part of which is encoded in a modular invariant partition function, a matrix of
non-negative integers which is invariant under the action of the modular group. Not all
such modular invariants arise from a conformal field theory – the physical ones can be
described in the conformal net picture by braided subfactors or module categories over the
Verlinde ring. It is therefore of interest to understand module categories over a modular
tensor category, and which modular invariants they correspond to.

Here we look at the question of classifying module categories for the modular tensor
category corresponding to the non-simply connected, compact Lie group SO(3) at level
2m. The question could also be phrased in terms of quantum subgroups, since the module
categories over the tensor category of the representation of a compact group is described
by subgroups, together with an element of two-cohomology of the subgroup (see e.g. [16,
§7.12]). The corresponding questions have been addressed for SU(2) and SU(3) (see
references below), and the doubles of finite groups [49].

By α-induction, any module category for the modular tensor category Cm yields a
modular invariant partition function Zλ,µ = 〈α+

λ , α
−
µ 〉 [8, 5, 18, 26]. A nimrep (non-

negative matrix integer representation of the fusion rules) is an assignment of a matrix
Gλ for each simple object λ in the modular tensor category for SO(3)2m, with non-negative
integer entries, which satisfies the fusion rules of SO(3)2m, i.e. GλGµ =

∑
ν N

ν
λµGν . By

a standard argument (see e.g. [20, p.425]), the Gλ’s can be simultaneously diagonalised.
The eigenvalues of Gλ given by Sµλ/Sµ0 for µ running in some multi-set (possibly with
multiplicities) which is described by the diagonal part Zµ,µ of the modular invariant
associated with the module category, where the S-matrix is one of the generators of the
modular group and 0 here denotes the object corresponding to the vacuum. Our first
step is therefore to classify modular invariants, which we require to be normalised, i.e.
Z00 = 1, and compatible nimrep graphs. This was done for SU(2) in [11], and for SU(3)
in [28, 14, 47].

Just as the fusion rules alone are not enough to determine a fusion category but there
are additional structural constants, the nimrep is not enough to determine a module cat-
egory, or even to show its existence. The other ingredient is a system of Ocneanu cells,
which define 6j-symbols, (self-)connections or Boltzmann weights without spectral pa-
rameter. A cell system consists of a system of complex numbers satisfying certain local
equations of cohomological nature [47]. These equations can be derived from diagram-
matic axiomatisations of the representation theory of the Lie group, which for SU(2) is
due to Kauffman [34], and the cells are simply the entries of the Perron-Frobenius eigen-
vector. Thus for SU(2) the module categories are classified by their nimreps, the ADE
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Dynkin diagrams (see also [35, 48, 17]). For SU(3) the equations follow from Kuper-
berg’s A2 spider [36], the existence of cell systems for the SU(3) nimreps was claimed by
Ocneanu [46], and they were explicitly computed in [21].

A related question is whether any modular invariant ZG with associated nimrep G
can be realised by a braided subfactor N ⊂ M , where N , M are hyperfinite type III
factors and the Verlinde algebra is realised by systems of endomorphisms NXN of N ,
and the action of the system NXN on the N -M sectors NXM gives the nimrep G. For
SU(2) this was answered in [46, 47, 59, 3, 4, 8, 9], for SU(3) Ocneanu claimed [46, 47]
that all SU(3) modular invariants were realised by subfactors and this was shown in
[59, 3, 4, 8, 6, 7, 21, 22].

By the work of Toledano-Laredo [56] (see also [12, 25, 10]) the loop group of SO(3) =
SU(2)/Z2 is defined only at even levels of SU(2) and is additionally characterised by
a character χ ∈ Hom(Z2,T) ∼= Z2. For LSU(2) level 2k, we denote the corresponding
level of LSO(3) by k. For (k, χ) = (2m,+1), the irreducible positive energy projective
representations λj of LSO(3) are given as LSU(2)-modules by

λ0 := λ(0)⊕λ(4m), λ1 := λ(2)⊕λ(4m−2), . . . λm−1 := λ(2m−2)⊕λ(2m+2), λ±m := λ(2m), (1)

where λ(l), l = 0, 1, 2, . . . , 2k, denote all the irreducible positive energy representations of
LSU(2) at level 2k, and λ±m are both equal to λ2m as LSU(2)-modules with the group of
discontinuous loops corresponding to Z2 acting via the the character ±1.

The Verlinde ring of positive energy representations of LSO(3) admits a fusion product
only for even levels 2m (LSU(2) level 4m) and χ = +1 [12, 25]. The positive energy
representations in LSO(3) at level 2m have fusion rules λµ =

⊕
ν N

ν
λµν, where for λ = ρ

corresponding to the fundamental generator of LSO(3) the fusion matrix Nρ = [N ν
ρµ]µ,ν

is the adjacency matrix for the even part of D2m+2 (see the diagram on the left in Figure
2). These figures are also in [1], along with the S-matrix of the corresponding conformal
field theory.

Existence of a modular category with the SO(3) fusion rules is known by α-induction
[3, §3]. Equation (1) gives the branching coefficients bλj ,λ(l) of the SO(3)2m representation

λj into SU(2)4m representations λ(l), i.e. λj =
⊕

l bλj ,λ(l)λ
(l). The branching coefficient

matrix intertwines the modular data for the two theories [5]:

bSSO(3) = SSU(2)b, bT SO(3) = T SU(2)b, (2)

where SG, TG denote the modular S, T -matrices for G = SU(2), SO(3). Equations (2)
and the requirement that SG, TG are unitary are sufficient to uniquely determine T SO(3),
and to uniquely determine SSO(3) apart from S

SO(3)
λ,µ for λ, µ ∈ {λ±m}. The identity

S
SO(3)
λµ = T

SO(3)
0,0 T

SO(3)
λ,λ T SO(3)

µ,µ

∑

ν

N ν
λµT

SO(3)
ν,ν S

SO(3)
ν,0 ,

which is derived from the Verlinde formula and (SSO(3)T SO(3))3 = (SSO(3))2, then uniquely
determines the remaining entries of SSO(3). The above procedure is known as a fixed point
resolution for simple currents [52, 53, 27]. Note that S2 = I for m even, but S2 = C 6= I
for m odd, c.f. [33, §3.5].

This paper is organised as follows. We present a construction of the modular tensor
category for SO(3)2m in Section 2, which was first presented in [50]. This category

3



has also recently appeared in [41] without the modular structure, where it is called the
adjoint subcategory Ad(D2m+2) (note that in [41] there is a scaling of the trivalent vertex
by
√

[4]q/[2]q compared to that used here, where [m]q is the quantum integer [m]q :=
(qm − q−m)/(q − q−1)). Note that our SO(3) modular tensor category is not the same as
the category called SO(3)q in [43], which is the even subcategory of the Temperley-Lieb
category, and which for q is a primitive 2N +2-th root of unity is the adjoint subcategory
Ad(AN) of [41].

In Section 3 we discuss module categories for the SO(3)2m modular tensor category,
which are classified by a nimrep graph and cell system. The possible nimrep graphs
are classified in Section 4, along with the SO(3) modular invariants. Cell systems are
classified in Section 5. The classification of ∗-module categories is given in Theorem 5.12
at the end of Section 5.4. In [41] the Brauer-Picard group, that is, its group of Morita
auto-equivalences, of the SO(3)2m (or Ad(D2m+2)) modular tensor category was shown
to be Z

2
2, except for m = 4 where it is S2

3 . Our classification of module categories agrees
with the classification in [41] of module categories which extend to invertible bimodules,
except at level 14, where we find two additional module categories which not extend to
invertible bimodules.

n the final two sections we apply the theory and results from the main part of this paper
to other mathematical constructions, including the SO(3)-Temperley-Lieb algebra and
preprojective algebras. More specifically, in Section 6 we relate the SO(3) diagrammatic
algebra with the SO(3)-analogue of the Temperley-Lieb algebra from [38, 37]. We correct
a claim in [24] about the surjectivity of a certain homomorphism from the BMW algebra
to the SO(3)-Temperley-Lieb algebra and disprove a conjecture about the injectivitiy of
this homomorphism. We also present a construction of a subfactor with principal graph
the bipartite unfolding of A2m, recovering a subfactor presented in [33].

Finally in Section 7 we introduce a Frobenius algebra A which is an SO(3) general-
isation of preprojective algebras. Preprojective algebras [29] play an important role in
representation theory, for example the moduli stack of representations of the preprojective
algebra is the cotangent bundle of the moduli stack of representations of the quiver asso-
ciated to the preprojective algebra. In [23] it was argued that preprojective algebras are
a construction related to SU(2), and this construction was generalised to SU(3). When
these generalised preprojective algebras are built from braided subfactors associated to
SU(3) modular invariants, it was shown in this work that they are finite-dimensional
Frobenius algebras. These algebras were the first examples of higher rank analogues of
preprojective algebras, which have since been heavily studied following the work of Iyama
and Oppermann [32]. We derive a finite resolution of A as a left A-module, and its Hilbert
series.

Acknowledgements. The authors thank the Isaac Newton Institute for Mathematical
Sciences, Cambridge during the programme Operator Algebras: Subfactors and their
applications, for generous hospitality while researching this paper. The authors also
thank the referees for their helpful comments on earlier drafts. Both authors’ research
was supported in part by EPSRC grant nos EP/K032208/1 and EP/N022432/1.
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2 Diagrammatic calculus for SO(3)2m

2.1 The Temperley-Lieb category

We first describe the Verlinde algebra and fusion rules for SU(2) in the diagrammatic and
categorical language of the Temperley-Lieb algebra [34, 57, 60, 13].

Let q be real or a primitive root of unity, so that δ = [2]q is real. Denote by Tl,n
the set of all planar diagrams consisting of a rectangle with l, n vertices along the top,
bottom edge respectively, and with (l+n)/2 curves, called strings, inside the rectangle so
that each vertex is the endpoint of exactly one string, and the strings do not cross each
other. Let Vl,n denote the free vector space over C with basis Tl,n. Composition RS of
diagrams R ∈ Tl,n, S ∈ Tl,p is given by gluing S vertically below R such that the vertices
at the bottom of R and the top of S coincide, removing these vertices, and isotoping the
glued strings if necessary to make them smooth. Any closed loops which may appear are
removed, contributing a factor of δ. The resulting diagram is in Tl,p. This composition is
clearly associative, and the product in V =

⋃
l,n≥0 Vl,n is defined as its linear extension.

The adjoint R∗ ∈ Tn,l of a diagram in R ∈ Tl,n is given by reflecting R about a horizontal
line halfway between the top and bottom vertices of the diagram. This action is extended
conjugate linearly to V , so that V is a ∗-algebra.

The Temperley-Lieb category TL(δ) is the matrix category TL(δ) = Mat(C0), where
C0 is the tensor category whose objects are (self adjoint) projections in Vn := Vn,n, and
whose morphisms Hom(p1, p2) between projections pi ∈ Vni

, i = 1, 2, are given by the
space p2Vn2,n1p1. We will typically use fraktur script to denote morphisms. The tensor
product is defined on the objects and morphisms by horizontal juxtaposition. The trivial
object id0 is the empty diagram which is a projection in V0. (The category C0 is the
idempotent completion, or Karoubi envelope, of the category whose objects are non-
negative integers, and whose morphisms are given by Vl,n.) Then the matrix category
Mat(C0) is the category with objects are given by formal direct sums of objects in C0,
and morphisms Hom(p1 ⊕ · · · ⊕ pn1 , q1 ⊕ · · · ⊕ qn2) given by n2 × n1 matrices, where
the i, j-th entry is in Hom(pj, qi). The tensor product on TL(δ) is given on objects by
(p1⊕· · ·⊕pn1)⊗(q1⊕· · ·⊕qn2) = (p1⊗q1)⊕(p1⊗q2)⊕· · ·⊕(pn1⊗qn2), and on morphisms
by the usual tensor product on matrices with the tensor product for C0 on matrix entries.
We write TL(δ)n := Vn.

We define a trace on Tn,n, a map Tn,n → C such that trace(ab) = trace(ba), by
attaching a string joining the jth vertex along the top with the jth vertex along the
bottom, for each j ∈ {1, 2, . . . , n}. This will yield a collection of closed loops, each of
which yields a factor of δ. The trace is normalised by multiplying by a factor of δ−n. This
trace is extended linearly to Vn.

We call a projection p ∈ TL simple if Hom(p, p) ∼= C. In the generic case, δ ≥ 2, the
Temperley-Lieb category TL is semisimple, that is, every projection is a direct sum of
simple projections, and for any pair of non-isomorphic simple projections p1, p2 we have
〈p1, p2〉 = 0. The Jones-Wenzl projection f (j), j = 0, 1, 2, . . ., is the largest projection for
which f (j)Ei = 0 = Eif

(j) for all i = 1, 2, . . . , j, where Ei is the diagram

Ei = (3)

5



The Jones-Wenzl projections satisfy the recursion relation

= − [j]q
[j + 1]q

(4)

where [m]q is the quantum integer [m]q := (qm − q−m)/(q − q−1). From the recursion
relation we may deduce the identities

= 0 (5)

=
[j + 1]q
[j]q

(6)

The simple objects in TL are ρ(j), j = 0, 1, 2, . . . where ρ(j) is the projection given by
the diagram f (j). Then from (6), trace(f(j)) = [j + 1]q, where f(j) is the morphism idρ(j) .

In the non-generic case, δ = [2]q < 2, for q a primitive 2k + 4th root of unity, we
have trace(f(k+1)) = [k + 2]q = 0. Thus the negligible morphisms (morphisms p for which
〈p, p〉 = 0) are those in the unique proper tensor ideal in the Temperley-Lieb category
generated by f(k+1) [30]. The quotient TL(k) := TL(δ)/〈f(k+1)〉 is semisimple with simple
objects ρ(j), j = 0, 1, 2, . . . , k.

There is a notion of under- and over-crossings on diagrams in TL(δ), TL(k), which is
unique up to interchanging q1/2 ↔ q−1/2 and up to choice of primitive root q1/2, given by

= iq1/2 − iq−1/2 (7)

These crossings satisfy the type II and III Reidemeister moves, that is, the inverse of a
crossing is given by reflection about a horizontal axis and they satisfy the Yang-Baxter
equation. These crossing diagrams provide additional diagrams to work with in TL(δ),
TL(k).

2.2 The D2m+2 category

We now restrict to the case δ = [2]q for q a primitive 4(2m + 1)th root of unity, corre-
sponding to k = 4m in the discussion above. We will add an additional generator to the
diagrammatic algebra V to obtain the D2m+2 category of [42].

Let s be a diagram depicted by a box which has 2m vertices along both top and
bottom. Denote by T s

l,n the set of all diagrams consisting of a rectangle with l, n vertices
along the top, bottom edge respectively, with a finite (possibly zero) number of copies
of s, and with a finite number of strings inside the rectangle so that each vertex (on the
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boundary of the rectangle and on the boundaries of any s boxes) is the endpoint of exactly
one string, and the strings do not cross each other, i.e. T s

l,n the set of all planar diagrams
with l, n vertices along the top, bottom respectively, generated by the s box. Let Vsl,n
denote the free vector space over C with basis T s

l,n. Composition of diagrams in T s
l,n is as

for Tl,n, but with the additional relations [42]:

1. = i

2. = 0

3. = [2m+ 1]qf
(4m)

where in the last relation we have inserted ∗ to indicate the orientation of the s-boxes.
Joining the endpoints of the last 2m strands along the top in the last relation to the last
2m strands along the bottom yields the identity s2 = f (2m) [42].

Relations 1 and 2 above in fact follow from relation 3. We have the following identity
for Jones-Wenzl projections (see e.g. [42])

= i

and composing the diagrams on both sides of this equality with the diagram in Figure
1 we obtain relation 1. Relation 2 follows from capping the diagrams on both sides of
relation 3 with a single cap along the top and then composing the diagrams on both sides
of the equality with the diagram in Figure 1. The right hand of the resulting equality is
zero due to the cap on f (4m). Thus the only relation needed to define the s-box is relation
3.

Under- and over-crossings for diagrams in TL(4m) were defined in (7). Care is needed in
working with these crossing diagrams in Vsl,n, since isotoping a string under an s introduces

7



Figure 1: Capping with an s-box

... ...
P+

P–(0)ρ (2)ρ (4)ρ (6)ρ (2m–2)ρ (1)ρ (3)ρ (5)ρ (7)ρ (2m–1)ρ(2m–3)ρ

Figure 2: Fusion graph for tensoring with ρ(2) in TL(4m)

a factor of −1 [42, Theorem 3.2]:

= = −

Thus any diagram is equal to one with at most one s-box, since if a diagram has at
least two s-boxes, one may use the crossings to move any two s-boxes adjacent, and after
applying relation 1 appropriately the diagram will look locally as in the L.H.S. of relation
3. Thus the two s-boxes may be replaced by [2m+1]qf

(4m). This process may be repeated
for any remaining pairs of s-boxes in the diagram.

We define a trace on Vsn := Vsn,n, by attaching strings joining the vertices along the
top of diagrams to the vertices along the bottom as for Vn. Applying relations 1-3 we
can reduce the number of s-boxes to at most one, as described above. If there is a single
s-box in the resulting diagram, the trace will be 0 by relation 2, whilst if there are no
s-boxes, the diagram will be a collection of closed loops which each yield a factor of δ.
Then as for TL(4m), trace(f(4m+1)) = [4m+ 2]q = 0, and by [42], the D2m+2-category C̃ is

the matrix category C̃ = Mat(Cs)/〈f(2k+1)〉, where Cs is the tensor category whose objects
are (self adjoint) projections in Vsn and whose morphisms Hom(p1, p2) between projections

pi ∈ Vsni
, i = 1, 2, are given by the space p2Vsn2,n1

p1. The category C̃ is semisimple [42]

with simple objects ρ(j), j = 0, 1, 2, . . . , 2m− 1, and P± which is given by 1
2
(f (2m) ± s). It

was shown in [42] that the fusion graph for tensoring with the SU(2)4m generator f (1) is
the Dynkin diagram D2m+2. The fusion graphs for tensoring with any other simple object
in TL(4m) can be deduced from this (see e.g. [33, §3.5]). In particular, the fusion graph
for tensoring with ρ(2) is the graph with two connected components illustrated in Figure
2. Izumi showed [33] that for m even, P+ and P− are both self-dual (that is, P± ⊗ P±

contains an object isomorphic to the identity ρ(0)), whilst for m odd, P+ is dual to P−

(that is, P± ⊗ P∓ contains an object isomorphic to the identity ρ(0)). From relations 1
and 2 we have trace(s) = 0, and therefore trace(P±) = [2m+ 1]q/2, where P± := idP± .

In C̃ the objects ρ(2m+j) corresponding to the Jones-Wenzl projections f (2m+j), j =

8



Figure 3: Isomorphism ρ(2m+j) ∼= ρ(2m−j), j = 1, 2, . . . , 2m

1, 2, . . . , 2m are identified with simple objects of C̃ by ρ(2m+j) ∼= ρ(2m−j), where the iso-
morphism φj : ρ

(2m+j) → ρ(2m−j) is given (up to a scalar factor [2m−j+1]1/2[4m+1]−1/2)
in Figure 3, where a label next to a strand indicates the number of strands it represents.

2.3 The SO(3)2m category Cm

Since the s-boxes have an even number 4m of vertices on their boundaries, and the
diagrams are all planar, we can endow Vsl,n with a checkerboard shading such that the
region which has as its boundary the left-hand side of the outer rectangle is shaded white.
The shaded SO(3)2m fundamental generator, which we will also denote by f (2), is the
shaded diagram f (2) such that the left-most region of the diagram is shaded white. Denote
by V (2)

l,n the even sub-space of Vsl,n consisting of all (shaded) planar diagrams generated by

the shaded diagram f (2) along with the 4m-box s, that is, the space of tangles generated
by f (2) which are consistent with the shading. An equivalent description of these even
tangles is that they are given by (⊗lf (2))Vs2l,2n(⊗nf (2)), that is, the tangles obtained by

composing Vs2l,2n with l copies of f (2) along the bottom and n copies along the top. Then

the sub-category C̃(2) of C̃ is the matrix category C̃(2) = Mat(C(2)
s ), where C(2)

s is the tensor

category whose objects are projections in V (2)
n := V (2)

n,n, and whose morphisms Hom(p1, p2)

between projections pi ∈ V (2)
ni , i = 1, 2, are given by the space p2V (2)

n2,n1p1. In order to
respect the shading, one can no longer isotope a single strand over/under an s box, but
rather we must consider pairs of strings. Isotoping a pair of strings under an s box
therefore introduces a factor (−1)2 = 1, and so the crossings (7) for diagrams in C̃ can be

used to pull strings over or under s-boxes in C̃(2) with no change of sign. The sub-category
C̃(2) has simple objects ρ(j), j = 0, 1, 2, . . . , 2m − 2, and P±. The fusion graph A2m for
tensoring with ρ(2) is given by the graph on the left hand side in Figure 2, the connected
component of ρ(0).

Let Cm be the category which is isomorphic to C̃(2) obtained under the faithful functor
ϕ : C̃(2) → Cm which sends f (2) to a single strand, an s-box (with 4m vertices) to a
t = ϕ(s) box with 2m vertices, and

ϕ : 7→
√

[4]q
[2]q

9



where the dark boxes denote f (2). Then Cm is the category of trivalent graphs and t-boxes.
Recall that the quantum integer [m]q is defined as (qm − q−m)/(q − q−1), and that here
q is a primitive 4(2m + 1)th root of unity. The SU(2) Jones-Wenzl projections f (2j) are
mapped to fj := ϕ(f (2j)), j = 0, 1, . . . , 2m, which we call SO(3)-Jones-Wenzl projections.
It is easy to verify that under ϕ we have the following relations for diagrams in Cm:

= [3]q, = 0 (8)

− =
[2]q
[4]q

− [2]q
[4]q

(9)

and the relations on the 2m-box t derive from:

= [2m+ 1]qf2m (10)

Just as for the s-box in the D2m+2-category C̃, we can deduce that t2 = fm and we
have the following relations for t (c.f. Section 2.2):

= − = 0 = (11)

From relations (8)-(9) we can obtain the relations

=

=
q2 − 1 + q−2

q2 + q−2
=

[6]q
[3]q[4]q

=
q2 − 2 + q−2

q2 + q−2
+
q2 − 1 + q−2

(q2 + q−2)2
+

1

(q2 + q−2)2
(12)

=
[2]2q[6]q

[3]q[4]q[2m− 2]q[2m]q
+

[2]q[6]q
[3]q[4]2q

+
[2]2q
[4]2q

10



Similarly, for any diagram which contains an elliptic face, that is, a region which is
bounded on all sides by strings, applying relation (9) to one of these strings yields a linear
combination of diagrams bounded by fewer strings. Iterating this procedure will result
in a linear combination of diagrams without any elliptic faces, that is, the intersection of
any region of the diagram with the boundary of the diagram is non-empty.

Lemma 2.1. The SO(3)-Jones-Wenzl projections fj, j = 0, 1, 2, . . . , 2m satisfy the fol-
lowing defining properties:

= 0 = , = ,

for any l, n ≥ 0, where the thick lines denote multiple strands, with the number of strands
represented (l, j, n respectively) written next to the lines.

Proof. The first two identities follow easily from (5) in TL(4m):

ϕ−1

= = = 0,

ϕ−1

=
[2]q√
[4]q

=
[2]q√
[4]q

= 0

The projector identity follows from the analogous identity for Jones-Wenzl projections in
TL(4m). Finally, that these relations uniquely define the SO(3)-Jones-Wenzl projections
follows by a similar argument to the proof of [55, Theorem 2.2.1(3)].

From a double application of the recursion relation for the Jones-Wenzl projections
the even SU(2) Jones-Wenzl projections f (2j), j = 0, 1, 2, . . . , 2m, satisfy the recursion

11



relation

= − [2j − 1]q
[2j + 1]q

− [2]q[2j]q
[2j + 2]q

= − [4j]q
[2j + 1]q[2j + 2]q

− [2]q[2j]q
[2j + 2]q

Under ϕ this recursion relations yields the following recursion relation on the SO(3)-
Jones-Wenzl projections fj, j = 0, 1, 2, . . . , 2m:

= − [2j − 1]q
[2j + 1]q

− [4]q[2j]q
[2]q[2j + 2]q

= − [4j]q
[2j + 1]q[2j + 2]q

− [4]q[2j]q
[2]q[2j + 2]q

The simple objects of Cm are ρj, j = 0, 1, 2, . . . ,m− 1, given by fj = ϕ(f (2j)), and Q±

given by ϕ(P±) =
1
2
(fm ± t). The trace on Vs2n restricts to a trace on V (2)

n . Under ϕ this

passes to a trace trT on Wn = ϕ(V (2)
n ), defined on diagrams by attaching a string joining

the jth vertex along the top with the jth vertex along the bottom, for each j ∈ {1, 2, . . . , n},
with each resulting closed loop now contributing a factor of [3]q. Let fj := idρj . We have

trT (fj) = trace(f(2j)) = [2j + 1]q. (13)
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...
Q+

Q–
ρ0 ρ1 ρ2 ρ3 ρm–1

Figure 4: Fusion graph for tensoring with ρ1 in Cm

Note that the trace of fj is non-zero for any j, however trT (fm+j − fm−j) = [2m + 2j +
1]q − [2m− 2j + 1]q = 0, consistent with ρm+j

∼= ρm−j in Cm.
The SO(3)-Jones-Wenzl projections satisfy the fusion rules

ρj ⊗ ρ1 ∼= ρj−1 ⊕ ρj ⊕ ρj+1, (14)

for j = 1, 2, . . . , 2m−1, which follows from the fusion graph for tensoring with ρ(2) in C̃, in
Figure 2. For j = 0 we have the trivial identity ρ0 ⊗ ρ1 ∼= ρ1. We can explicitly construct
isomorphisms ψ : ρj⊗ρ1 → ρj−1⊕ρj⊕ρj+1 and ψ

−1 = ψ∗ so that ψ∗ψ = fj⊗f1 = idρj⊗idρ1
and ψψ∗ = fj−1 ⊕ fj ⊕ fj+1 = idρj−1

⊕ idρj ⊕ idρj+1
, by

ψ =




ψ1

ψ2

ψ3


 ,

where

ψ1 =

√
[2m− 1]q√
[2m+ 1]q

...

...

j 1–

...

j

, ψ2 =

√
[4]q[2m]q√

[2]q[2m+ 2]q

...

...

...

...

...
j

j

, ψ3 = ...

...

...

j+1

j

(15)
and with ψ∗ defined as the transpose of ψ, with each entry ψi replaced by its reflection
ψ∗
i about the horizontal axis. When j = 0, ψ1 = ψ2 = 0 and ψ3 yields the isomorphism

between ρ0 ⊗ ρ1 and ρ1. The fusion graph for tensoring by the fundamental generator ρ1
is given in Figure 4.

Remark 2.2. There is a natural ∗-structure on Cm, defined on diagrams by reflecting
about a horizontal axis, and extended conjugate linearly to linear combinations of dia-
grams.

Remark 2.3. For generic q, the diagrammatic algebra W :=
⋃
n ϕ
(
V (2)
n

)
for SO(3)q is

given by diagrams generated by the trivalent vertex subject to the relations (8)-(9) – there
is no additional generator t in this case. Thus for generic q, SO(3)q is isomorphic to the
chromatic algebra [40, 24].

Over- and under-crossings in TL(4m) transport to the following over- and under-
crossings in Cm

= q2 + (q−2 − 1) − (q2 + q−2) (16)
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which can be found by mapping the L.H.S. of (16) to C̃(2) using ϕ−1, which yields a

diagram involving four crossings that can be expanded using relation (7) in C̃(2), and
finally mapping the resulting expression back into Cm using ϕ.

Lemma 2.4. Over- and under-crossings in Cm are uniquely given by (16), up to inter-
changing q ↔ q−1.

Proof. The space of SO(3) diagrams with four free end points is spanned by the diagrams

, and . Thus a crossing should be given by a linear combination of
these diagrams. The type II Reidemeister move and the relation

=

are sufficient to fix the coefficients in the linear combination.

2.4 Modular structure of Cm

The crossings defined in (16) yield a braiding in the SO(3)2m category Cm, thus making it
a braided tensor category. The SO(3)2m category Cm is in fact a modular tensor category.
Define a matrix Y , indexed by the simple objects of Cm, by [51]

Yλ,µ =

where the thick lines denote multiple strands, with multiplicity jλ, jµ respectively. For
i, j ∈ {0, 1, . . . ,m− 1}, Yρi,ρj = Yρ(2i),ρ(2j) , which is given by the corresponding diagram in

TL(4m) under ϕ−1, thus Yρi,ρj = [(2i + 1)(2j + 1)]q (see e.g. [57, XII. §5]. Note that the
convention used there is that closed loops contribute a factor of −[2]q, thus there is an
additional factor of (−1)i+j in Yi,j). Define Yρj ,t by the closed diagram

=

Note that Yρ0,t = 0 by (11). We will show that Yρj ,t = 0 for all j = 0, 1, 2, . . . ,m by
induction. Using the recursion relation for the Jones-Wenzl projections, the diagram on
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the R.H.S. is given by the linear combination

− [2j − 1]q
[2j]q

The first term is zero by induction, whilst the second term yields

by sliding the top f (2j−1) box around the 2j − 1 strands on the right side of the diagram.
By (6) this term is also zero by induction. Thus Yρj ,Q± = 1

2

(
Yρj ,ρm ± Yρj ,t

)
= 1

2
Yρj ,ρm =

1
2
[(2j + 1)(2m+ 1)]q.
We now compute YQǫ1 ,Qǫ2

for ǫ1, ǫ2 ∈ {±1}. Define Yt,t by the closed diagram

= = f 2m

m
m

where the first equality follows from relation (11) and the second from (10). Then by
(11), Yt,t is equal to

(−1)m[2m+1]q
ϕ−1

= (−1)m[2m+1]q =: (−1)m[2m+1]qy4m,

where y4m is a diagram in TL(4m). Expanding the crossing marked by a dot using (7), we
obtain

y4m = iq1/2 − iq−1/2 (17)
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Expanding the crossings marked by a dot, the first term gives

(iq1/2)2m = (iq1/2)4m−1 = −(iq1/2)4m+2

= −(iq1/2)6m+1 = −(iq1/2)8m ,

which by (6) is equal to −q4m[4m+ 1]q [4m− 1]−1
q y4m−2. The second term on the R.H.S.

of (17) gives

(−iq−1/2)2m = (−iq−1/2)4m−1

= (−iq−1/2)2m−1 = (−iq−1/2)2m−1

= ,

which by (6) is equal to [4m+1]q [4m− 1]−1
q y4m−2. Thus we obtain the recursion relation

y2j+2 = [2j + 1]q [2j − 1]−1
q (1− q2j)y2j−2, which yields

y4m = [4m+ 1]q [1]
−1
q y0

2m−1∏

j=0

(1− q4m−2j) =
2m−1∏

j=0

(1− q4m−2j),

since [4m+ 1]q = 1 and y0 is the empty diagram.

Lemma 2.5. For q a primitive (8m+4)th root of unity,
∏2m−1

j=0 (1−q4m−2j) = (−i)m
√
2m+ 1.

Proof. Let q̃ denote a primitive 2(2m + 1)th root of unity. We use the identity (see e.g.
[54, Appendix])

4m+1∏

j=1

(1− q̃j) = 2(2m+ 1).
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Now

4m+1∏

j=1

(1− q̃j) = (1− q̃2m+1)
2m∏

j=1

(1− q̃j)
4m+1∏

l=2m+2

q̃l(1− q̃−l) = 2(−1)m

(
2m∏

j=1

(1− q̃2m−j)

)2

= 2(−1)m

(
2m∏

j=1

(1− q2(2m−j))

)2

,

thus
∏2m−1

j=0 (1− q4m−2j) = τm
√
2m+ 1 where τm ∈ {±1,±i}. Note that

2m−1∏

j=0

(1− q4m−2j) = (2i)2m
2m−1∏

j=0

q2m−j sin

(
(2m− j)π

2(2m+ 1)

)
= (−4)mqm(2m+1)X = (−4i)mX,

where X :=
∏2m−1

j=0 sin ((2m− j)π/(2(2m+ 1))) ≥ 0. Thus τm = (−i)m.

By Lemma 2.5 we have Yt,t = im[2m+ 1]q
√
2m+ 1. Then

YQǫ1 ,Qǫ2
=

1

4
(Yρm,ρm + (ǫ1 + ǫ2)Yρm,t + ǫ1ǫ2Yt,t)

=
1

4

(
[(2m+ 1)2]q + ǫ1ǫ2i

m[2m+ 1]q
√
2m+ 1

)

=
[2m+ 1]q

4

(
(−1)m + ǫ1ǫ2i

m
√
2m+ 1

)

By [51], the matrix Y is invertible if and only if the only index λ for which Yλ,µ =
trT (idλ)trT (idµ) is true for all µ is λ = ρ0. This equality is clearly true for λ = ρ0.
Consider µ = ρ1. Then Yρj ,ρ1 = [3(2j + 1)]q = α sin(3(2j + 1)π/(4m + 2)) where α =
sin(π/(4m + 2))−1, and trT (fj)trT (f1) = [3]q[2j + 1]q = [2j − 1]q + [2j + 1]q + [2j + 3]q =
α(sin((2j − 1)π/(4m + 2)) + sin((2j + 1)π/(4m + 2)) + sin((2j + 3)π/(4m + 2))). Thus
we need to find all values of j for which sin(3(2j + 1)π/(4m+ 2)) = sin((2j − 1)π/(4m+
2)) + sin((2j + 1)π/(4m + 2)) + sin((2j + 3)π/(4m + 2)). Using the triple-angle formula
for sine on the the L.H.S., and writing the sum on the R.H.S. as a product of sine and
cosine functions, this equality reduces to cos(2(2j + 1)π/(4m + 2)) = sin(2π/(4m + 2)),
which for j ∈ {0, 1, 2, . . . ,m− 1} is only satisfied for j = 0. A similarly computation for
YQ±,ρ1 = 1

2
[3(2m + 1)]q and trT

(
1
2
(fm ± t)

)
trT (f1) =

1
2
[3]q[2m + 1]q shows that these are

not equal. Thus Yλ,ρ1 6= trT (idλ)trT (f1) for all λ 6= ρ0, therefore Y is invertible.
The statistics phase ω(λ) for λ a simple object is given by the diagram

= ω(λ)
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We have

ϕ−1

= = −iq−3/2 = −(−iq−1/2)4j+1

= −(−iq−1/2)4j+1 = (−iq−1/2)8j

where the last equality follows by the same procedure. Thus we have the recursion ω(ρj) =
(−iq−1/2)8jω(ρj−1) = q−4jω(ρj−1), which yields ω(ρj) = q−2j(j+1). Since t = tfm, we have

=

Hence ω(t) = ω(ρm) = q−2m(m+1), and we have ω(Q±) = q−2m(m+1).
The S-, T -matrices are then given by [51]

S := |σ|−1Y, T :=

(
σ

|σ|

)1/3

Diag(ω(λ)), (18)

where σ :=
∑

λ (trT (idλ))
2 ω(λ)−1 where the summation is over all simple objects λ. The

number ω satisfies |σ|2 =
∑

λ (trT (idλ))
2. These S-, T -matrices agree with those obtained

from (2) in Section 1.

3 Module categories over Cm

A module category over Cm is a category M, an action bifunctor ⊗M : Cm × M → M
and functorial associativity isomorphism mc,c′,x : (c⊗ c′)⊗M x→ c⊗M (c′⊗M x) and unit
isomorphism lx : 1⊗M x→ x for any c, c′ ∈ Cm, x ∈ M, such that the diagrams

((c⊗ c′)⊗ c′′)⊗M x
ac,c′,c′′⊗idx

tt

mc⊗c′,c′′,x

**

(c⊗ (c′ ⊗ c′′))⊗M x

mc,c′⊗c′′,x

��

(c⊗ c′)⊗M (c′′ ⊗M x)

mc,c′,c′′⊗Mx

��

c⊗M ((c′ ⊗ c′′)⊗M x)
idc⊗mc′,c′′,x

// c⊗M (c′ ⊗M (c′′ ⊗M x))
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and

(c⊗ 1)⊗M x
mc,1,x

//

rc⊗idx

''

c⊗M (1⊗M x)
idc⊗Mlx

vv

c⊗M x

commute, where ac,c′,c′′ : (c⊗ c′)⊗ c′′ → c⊗ (c′ ⊗ c′′) is the associativity isomorphism and
rc : c⊗ 1 → c the right unit isomorphism in Cm.

The action bifunctor⊗M on objects defines a nimrepG indexed by the (non-isomorphic)
indecomposable objects of M, so that c ⊗M x ∼=

∑
y Gc(x, y)y, where the summation is

over all indecomposable objects y in M. In particular, for the SO(3)2m fundamental
generator ρ1, we have that ρ1⊗M x ∼=

∑
y∆G(x, y)y, where ∆G is the adjacency matrix of

G = Gρ1 , the fundamental graph which classifies the nimrep. Further, by the associativity
isomorphism on M, ρj1 ⊗M x ∼=

∑
y∆

j
G(x, y)y, where ∆j

G(x, y) counts the paths of length
j from x to y.

On morphisms in M, ⊗M defines the action of diagrams in Wm,n := ϕ(V (2)
m,n), which

are generated by compositions of cups, caps, triple points and possibly one t-box. For
x, y indecomposable objects in M, a basis for HomM(ρj1 ⊗M x, y) is given by all paths of
length j on G from x to y.

An alternative definition of a module category is given by [16]: the structure of a Cm-
module category on a category M is given by a tensor functor F from Cm to Fun(M,M),
the category of additive functors from M to itself. Such a functor is given on simple
objects c by

F (c) =
⊕

x,y∈G

Gc(x, y)Cx,y, (19)

where the Cx,y are 1-dimensional R-R bimodules, R = (CG)0. The category of R-R
bimodules has a natural monoidal structure given by ⊗R (see e.g. [23]), and we have R-R
bimodules F (ρ1) =

⊕
x,y∈G ∆G(x, y)Cx,y = (CG)1 and F (ρm1 ) = ⊗m(CG)1 = (CG)m. The

functor F sends a morphism p ∈ Vm,n of Cm to a morphism F (p) : (CG)n → (CG)m.
Two Cm-module categories M,M′ with associativity isomorphisms m,m′ respectively,

are equivalent if there is a functor H : M → M′ and a natural isomorphism sc,x :
H(c⊗M x) → c⊗M′ H(x), for any c ∈ Cm, x ∈ M such that diagrams

H((c⊗ c′)⊗M x)
H(mc,c′,x)

tt

sc⊗c′,x

**

H(c⊗M (c′ ⊗M x))

sc,c′⊗Mx

��

(c⊗ c′)⊗M′ H(x)

m′
c,c′,H(x)

��

c⊗M′ H(c′ ⊗M x)
idc⊗sc′,x

// c⊗M′ (c′ ⊗M′ H(x))

and

H(1⊗M x)
s1,x

//

H(lx)

&&

1⊗M′ H(x)
lH(x)

xx

H(x)

commute.
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Any two equivalent module categories M1, M2 will have the same indecomposable
objects up to isomorphism. The nimrep matrices Gc are uniquely determined by Gρ,
for any simple object c 6∼= Q± in C. The classification of nimreps is given in Section
4. Given a module category M, the automorphism ι of C that interchanges Q+ ↔ Q−

yields a functor H : M → Mι, where Mι is a module category where the nimrep
matrices GQ+ , GQ− are interchanged. We determine the equivalence or inequivalence of
M and Mι in Section 4. Equivalence of ⊗M1 , ⊗M2 on morphisms is given by a linear
transformation HomM1(ρ

j
1 ⊗M1 x, y) → HomM2(ρ

j
1 ⊗M2 H(x), H(y)), where z ∈ M1,

H(z) ∈ M2 both label the same vertex of G, z ∈ {x, y}. Any such linear transformation
is determined by linear transformations GL(∆G(x, y),C) ∋ η(xy) : HomM1(ρ1⊗M1 x, y) →
HomM2(ρ1 ⊗M2 H(x), H(y)). The classification of all possible actions of any diagram in
Vm,n is given in Section 5.

4 Classification of modular invariants and nimreps

In this section we classify SO(3) modular invariants and their associated nimreps.
If Z is an SO(3) modular invariant, then from (2) thatX := bZbT is an SU(2) modular

invariant (at SU(2) level 4m), where b is the branching coefficient matrix. Hence X must
be one of ZA4m+1 or ZD2m+2 , or for m = 4, 7, it could also be ZE7 , ZE8 respectively. In
fact, due to the reflection symmetry of b about its middle row, indexed by λ(2m), X has
reflection symmetry about both its middle row and middle column, and hence cannot
be ZA4m+1 which is the identity matrix. Thus for all levels except m = 4, 7, X must be
ZD2m+2 . When X = ZD2m+2 , the equation X = bZbT fixes all entries of Z to be Zλ,µ = δλ,µ,
apart from when both λ, µ ∈ {λ±m}. The identity ZS = SZ forces Zλ+m,λ+m = Zλ−m,λ−m and
Zλ+m,λ−m = Zλ−m,λ+m . Thus there are only two possibilities for Z, the identity invariant which
we denote by ZA2m , whilst we denote the non-trivial invariant by Zσ2m .

At SO(3) level 8 with X = ZE7 , the equation X = bZbT fixes all entries of Z apart
from when one of λ, µ ∈ {λ1, λ±4 } and the other is λ±4 . From ZS = SZ there are only four
possibilities Za,b,c for (a, b, c) ∈ {(0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 1, 0)}, where a, b, c denote
the values of the entries Zλ1,λ+4 , Zλ

+
4 ,λ1

, Zλ+4 ,λ
+
4
respectively. Note that Z0,0,1 and Z1,1,0 are

related by interchanging the roles of λ+4 ↔ λ−4 , and Z1,0,0 = ZT
0,1,0. We denote Z1,1,0 by

ZE8 and Z1,0,0 by ZEc
8
. At SO(3) level 14 with X = ZE8 , the equation X = bZbT fixes all

entries of Z, which we denote by ZE14 .
The complete list of SO(3) modular invariants is thus

ZA2m =
m−1∑

j=0

|χj|2 + |χm,+|2 + |χm,−|2

Zσ2m =
m−1∑

j=0

|χj|2 + χm,+χm,− + c.c.

ZE8 = |χ0|2 + |χ2|2 + |χ3|2 + |χ4,−|2 + χ1χ4,+ + c.c.

ZEc
8
= ZE8Zσ8 = |χ0|2 + |χ2|2 + |χ3|2 + χ1χ4,− + χ4,−χ4,+ + χ4,+χ1

ZE14 = ZEc
14
= ZE14Zσ14 = |χ0 + χ5|2 + |χ3 + χ6|2

where it is convenient to write Z as a quadratic form.
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Figure 5: SO(3)2m nimrep graphs

The eigenvalues of the fusion graph A2m for Cm are of the form βλ := Sρ1,λ/Sρ0,λ for
λ a simple object of Cm. For λ = ρj−1, j = 1, 2, . . . ,m, we have

β(j) := βλ =
sin(3πj/(4m+ 2))

sin(πj/(4m+ 2))
= 2 cos(2πj/(4m+ 2)) + 1. (20)

For λ = Q±, since Yρj ,Q± = 1
2
Yρj ,ρm , we again have that βQ± is given by (20) with

j = m+1. The values j = 1, 2, . . . ,m+1 are called the exponents of A2m. The exponents
of any nimrep are a subset (ignoring multiplicities) of the exponents for A2m, and thus by
(20) the eigenvalues of the nimrep graph G = Gρ1 lie in [−1, 3). Since its eigenvalues are
real, any such nimrep G must be a symmetric, or undirected, graph. Graves [31] classifies
all symmetric graphs whose eigenvalues lie in [−1, 3]. For each SO(3) modular invariant
there is only one nimrep with the correct exponents (note that the exponent j corresponds
to the exponent (4m− 4j + 2, 2j − 1, 2j − 1) in [31]). These are ACm+2 ≡ A2m, I4 ≡ E8
(see [31, Tables A.1, A.2]) and BTm ≡ σ2m, H4 ≡ Ec14, S0,2,1 ≡ Ec8 , S0,1,2,0 ≡ E14 (see [31,
Tables 8.1, 8.2]. These graphs are illustrated in Figure 5. Note that the vertices of the
graphs A2m, σ2m are the even, odd vertices respectively of the Dynkin diagram D2m+2,
with the edges given by multiplication by the SO(3)2m fundamental generator ρ1 (which
is a vertex of A2m). Similarly the vertices of the graphs E8, Ec8 are the even, odd vertices
respectively of the Dynkin diagram E7, whilst the vertices of E14, Ec14 are the even, odd
vertices respectively of the Dynkin diagram E8, with edges again given by multiplication
by the SO(3)2m fundamental generator ρ1.

The nimrep graphs G = Gρ1 illustrated in Figure 5 uniquely determine all other nimrep
graphs Gc for simple objects c 6∼= Q±. Using the fusion rules of C, the nimrep graphs GQ±

are both uniquely determined up to interchanging GQ+ ↔ GQ− . For all cases apart from
G = A2m, E8, the nimrep graphs GQ+ , GQ− are equal. Thus M = Mι. For A2m the
functor ι is an equivalence. For E8, the nimrep graphs GQ+ , GQ− are given by




0 1 0 0
1 1 1 1
0 1 0 1
0 1 1 1


 ,




1 0 1 0
0 2 0 1
1 0 1 1
0 1 1 1


 ,
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level 2m nimrep G SU(2) ancestor H G the even/odd part of H
2m A2m D2m+2 even
2m σ2m D2m+2 odd
8 E8 E7 even
8 Ec8 E7 odd
14 E14 E8 even
14 Ec14 E8 odd

Table 1: Classification of SO(3) modular invariants

where the labelling of rows and columns corresponds to the numbering of the vertices
in Figure 5. These are easily found from the fusion rules for Cm, using the fact that
Gfm = GQ+ + GQ− . The functor ι which interchanges GQ+ ↔ GQ− yields inequivalent
module categories, that is, for E8, M and Mι are inequivalent module categories.

5 Cell system for SO(3)2m

Morphisms in Cm are given by linear combinations of planar diagrams generated by triple
points and t-boxes, where t denotes the morphism given by a t-box, subject to relations
(8)-(10), where (10) should be interpreted as a relation on morphisms t and f2m = idρ2m .
The strings in any such diagram may be isotoped so that in any horizontal strip there is
only one of the following elements: a cup, cap, triple point or t-box. In this section we will
classify the actions of these generating elements on morphisms in any module category
M with associated nimrep G, where G = Gρ1 is one of the SO(3)2m graphs in Figure 5.

For x, y indecomposable objects in M, a basis of morphisms in HomM(ρj1⊗M x, y) are
given by all paths of length j on G from x to y. Recall from Section 3 that the structure of
a module category M is equivalent to a tensor functor F : Cm → Fun(M,M). For D ∈
Wm,n = ϕ(V (2)

m,n) a morphism in Cm, F (D) : HomM(ρn1 ⊗M x, y) → HomM(ρm1 ⊗M x, y).
We will represent F (D) by the same diagram as D but using thick lines to distinguish
it from D. Since F is a functor, the diagrams with thick lines satisfy the same relations
as diagrams in Cm. These diagrams will be maps taking an input along the bottom edge
and giving output along the top edge, where for F (D) acting on a single path σ, the ith
vertex along the bottom edge of the diagram (i.e. the endpoint of a strand) has as input
the ith edge of σ. Thus the operator F (D) acting on a path σ of length n on G from x to
y will yield an element in (CG)m given by a linear combination of paths of length m on
G from x to y. We require that a diagram consisting only of vertical strands acts as the
identity, e.g.

a b c d

= a b c d,

for a path a→ b→ c→ d of length 4, where a, b, c and d are edges on G.
Let A0 = C

n where n is the number of vertices of G, and let A0 ⊂ A1 ⊂ A2 ⊂ · · · be
the path algebra (in the usual operator algebraic sense [20]), where paths may start at any
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vertex of G, with Aj given by all pairs of paths (α1, α2) of length j such that s(α1) = s(α2)
and r(α1) = r(α2), where s(α), r(α) denote the source, range vertex respectively of a path
α. The Ai are thus finite dimensional von Neumann algebras, with the Bratteli diagrams
for each inclusion Aj ⊂ Aj+1 given by the bipartite unfolding of G. The bipartite unfolding
G ′ of a non-bipartite graph G with vertex set V and adjacency matrix ∆ is the bipartite
graph with vertex set V ×{0, 1}, and where the number of edges from vertex (v, i) to (v′, j)
is given by (1−δi,j)∆v,v′ . Multiplication is defined on basis elements (α1, α2), (α

′
1, α

′
2) ∈ Aj

by (α1, α2)(α
′
1, α

′
2) = δα2,α′

1
(α1, α

′
2), and the embedding of a basis element (α1, α2) ∈ Aj

in Al, l > j, is given by
∑

µ(α1 · µ, α2 · µ) where the summation is over all paths µ of
length l − j such that s(µ) = r(α1). Note that An ∼= F (Wn).

Consider two module categories M1, M2 which have the same set of objects and nim-
rep graphs. These two module categories are equivalent if there are linear transformations
GL(∆G(x, y),C) ∋ η(x,y) : HomM1(ρ1 ⊗M1 x, y) → HomM2(ρ1 ⊗M2 x, y).

5.1 Canonical module categories

To begin with, we consider the action of cups and caps. For each pair of vertices x, y of G,
denote by Vx,y := HomM(ρ1 ⊗M x, y). For any functor F there exists two bilinear forms
E∪
x,y, E

∩
x,y : Vx,y × Vy,x → C such that the creation, annihilation operators associated to

cups, caps respectively are given by

ex
=

∑

b,c:s(b)=r(c)=x

E∪
x,r(b)(b, c) bc,

a b
= E∩

s(a),r(a)(a, b) es(a)

where ex denotes a basis element for the one-dimensional space of paths of length 0 at
vertex x of G. Since diagrams in Cm are invariant under isotopy we have that

= = (21)

Under the functor F the left hand side yields

a

=
∑

b,c:s(b)=r(c)=r(a)

E∪
r(a),r(b)(b, c)

a b c

=
∑

b,c

E∪
r(a),r(b)(b, c)E

∩
s(a),r(a)(a, b) c,

where the first equality comes from applying the creation operator corresponding to the
cup on the right side of the diagram. Thus the first equality in (21) yields that

∑

b:s(b)=r(a)

E∩
s(a),r(a)(a, b)E

∪
r(a),r(b)(b, c) =

(
E∩
s(a),r(a)E

∪
r(a),r(a)

)
(a, c) = δa,c,
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whilst the second equality similarly yields
(
E∪
s(a),r(a)E

∩
r(a),s(a)

)
(c, a) = δa,c. Thus the

bilinear forms E∪
x,y, E

∩
y,x are non-degenerate and

E∪
x,y =

(
E∩
y,x

)−1
(22)

for any pair of vertices x, y of G. Since a closed loop contributes a factor [3]q in Cm, we
also have that

ex

=
∑

b,c:s(b)=r(c)=x

E∪
x,r(b)(b, c)

b c
=
∑

b,c

E∪
x,r(b)(b, c)E

∩
x,r(b)(b, c)ex = [3]qex,

which, by (22), yields (c.f. [17, eq. (3)])

∑

y

Tr
(
E∪
x,y

(
(E∪

y,x)
t
)−1
)
= [3]q, (23)

where the summation is over all vertices y of G.

Definition 5.1. A canonical SO(3) module category is a module category M where
the bilinear forms are given by

E∪
x,y(a

(1)
xy , a

(1)
yx ) =

√
φy/
√
φx, x 6= y, E∪

x,x(a
(1)
xx , b

(1)
xx ) = δ

a
(1)
xx ,b

(1)
xx
. (24)

We will now show that any SO(3) module category is equivalent to a canonical module
category. First we need the following Lemma:

Lemma 5.2. Let G be an SO(3)2m graph as in Figure 5, and let x, y be any adjacent
vertices of G. Then

φxE
∪
x,y(axy, ayx) = φyE

∪
y,x(ayx, axy), (25)

where axy is an element in the basis of Vx,y and (φx) is the Perron-Frobenius eigenvector
of G corresponding to the Perron-Frobenius eigenvalue [3]q.

Proof. For E∪
y,x(ayx, axy) 6= 0, let Fx,y := E∪

x,y(axy, ayx)/E
∪
y,x(ayx, axy). Consider a sub-

graph of G of the form

with n vertices, where all edges attached to vertex i < n in G are included in this subgraph.
Denote by ai, ãi a basis for Vi,i+1, Vi+1,i respectively. Then by induction on i we see that
(23) gives Fi,i+1 = [2i+1]q/[2i− 1]q = φi+1/φi. Similarly, for a subgraph of G of the form

with n vertices, where all edges attached to vertex i < n in G are included in this subgraph,
(23) gives Fi,i+1 = [2i]q/[2i]q = φi+1/φi.

For the edges of A2m connecting the vertices m, p+, p−, (23) yields the equations
Fm,p+ + Fm,p− = [2m + 1]q/[2m − 1]q, Fp±,m + Fp±,p∓ = [3]q, which have the unique
solution Fm,p± = [2m+ 1]q/(2[2m− 1]q) = φp±/φm and Fp±,p∓ = 1 = φp∓/φp± .
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For the edges of E8 connecting the vertices 2, 3, 4, (23) yields the equations F2,3+F2,4 =
[5]q/[3]q, F3,2 + F3,4 = [3]q and F4,2 + F4,3 = [4]q/[2]q, which have the unique solution
F2,3 = [4]q/([2]q[3]q) = φ3/φ2, F2,4 = [6]q/([2]q[3]q) = φ4/φ2 and F3,4 = [6]q/[4]q = φ4/φ3.

For the edges of Ec14 connecting the vertices 2, 3, 4, (23) yields the equations F2,3+F2,4 =
[6]q/[4]q, F3,2 + F3,4 = [3]q and F4,2 + F4,3 = [4]q/[2]q, which have the unique solution
F2,3 = [3]q/[5]q = φ3/φ2, F2,4 = [2]2q/[5]q = φ4/φ2 and F3,4 = [2]2q/[3]q = φ4/φ3.

For the double self-loop (γ, γ′) of the graph σ2m, (23) yields

Fm,m−1 +
2E∪

m,m(γ, γ)E
∪
m,m(γ

′, γ′)− E∪
m,m(γ, γ

′)2 − E∪
m,m(γ

′, γ)2

E∪
m,m(γ, γ)E

∪
m,m(γ

′, γ′)− E∪
m,m(γ, γ

′)E∪
m,m(γ

′, γ)
= [3]q

⇒
2E∪

m,m(γ, γ)E
∪
m,m(γ

′, γ′)− E∪
m,m(γ, γ

′)2 − E∪
m,m(γ

′, γ)2

E∪
m,m(γ, γ)E

∪
m,m(γ

′, γ′)− E∪
m,m(γ, γ

′)E∪
m,m(γ

′, γ)
= 2

⇒ (E∪
m,m(γ, γ

′)− E∪
m,m(γ

′, γ))2 = 0,

which implies (25) since φx = φy. For the double self-loop (γ, γ′) of the graphs Ec8 and
E14, (23) yields the same result.

Suppose that M1, M2 are two module categories with the same sets of objects. For
each pair of adjacent vertices x, y in G, denote by E

(1)
x,y, E

(2)
x,y the bilinear forms E∪

x,y

for M1, M2 respectively, and let V
(i)
x,y := HomMi

(ρ1 ⊗Mi
x, y), i = 1, 2. Denote by

η(x,y) ∈ GL(∆G(x, y),C) a linear transformation η(x,y) : V
(1)
x,y → V

(2)
x,y . Then

E(2)
x,y(a

(2)
xy , a

(2)
yx ) =

∑

a
(1)
xy ,a

(1)
yx

η
(x,y)

a
(2)
xy ,a

(1)
xy

η
(y,x)

a
(2)
yx ,a

(1)
yx

E(1)
x,y(a

(1)
xy , a

(1)
yx ), (26)

where a
(i)
xy denote elements in the basis of V

(i)
x,y , i = 1, 2. Note that the coefficient of

E
(1)
x,y(a

(1)
xy , a

(1)
yx ) on the R.H.S. of (26) only depend on x and y and is invariant under

interchanging x and y.
When x 6= y, there is at most one edge ax,y between x and y, so that (26) becomes

E(2)
x,y(a

(2)
xy , a

(2)
yx ) = η

(x,y)

a
(2)
xy ,a

(1)
xy

η
(y,x)

a
(2)
yx ,a

(1)
yx

E(1)
x,y(a

(1)
xy , a

(1)
yx ). (27)

Suppose E
(2)
x,y(a

(2)
xy , a

(2)
yx ) =

√
φy/

√
φx. With η

(x,y)

a
(2)
xy ,a

(1)
xy

=
√
φy/(η

(y,x)

a
(2)
yx ,a

(1)
yx

√
φxE

(1)
x,y(a

(1)
xy , a

(1)
yx )),

we have from (27) that

η
(y,x)

a
(2)
yx ,a

(1)
yx

η
(x,y)

a
(2)
xy ,a

(1)
xy

E(1)
y,x(a

(1)
yx , a

(1)
xy ) =

η
(y,x)

a
(2)
yx ,a

(1)
yx

√
φyE

(1)
y,x(a

(1)
yx , a

(1)
xy )

η
(y,x)

a
(2)
yx ,a

(1)
yx

√
φxE

(1)
x,y(a

(1)
xy , a

(1)
yx )

=

√
φy√
φx

by Lemma 5.2.
When x = y 6= s(γ) for γ one of the double self-loops, (26) gives

E(2)
x,x(a

(2)
xx , a

(2)
xx ) =

(
η
(x,x)

a
(2)
xx ,a

(1)
xx

)2
E(1)
x,x(a

(1)
xx , a

(1)
xx ). (28)
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Suppose E
(2)
x,x(a

(2)
xx , a

(2)
xx ) = 1. Then with η

(x,x)

a
(2)
xx ,a

(1)
xx

= 1/

√
E

(1)
x,x(a

(1)
xx , a

(1)
xx ), equation (28) is

satisfied. When x = y = s(γ), (26) gives

E(2)
x,x(a

(2)
xx , b

(2)
xx ) =

∑

a
(1)
xx ,b

(1)
xx

η
(x,x)

a
(2)
xx ,a

(1)
xx

η
(x,x)

b
(2)
xx ,b

(1)
xx

E(1)
x,x(a

(1)
xx , b

(1)
xx ). (29)

Suppose E
(2)
x,x(a

(2)
xx , b

(2)
xx ) = δ

a
(2)
xx ,b

(2)
xx
. Denote by {ci, di} a basis for V

(i)
x,x, i = 1, 2. Then the

choice

η(x,x)c2,c1
= −

√
E

(1)
x,x(c1, c1)√

E
(1)
x,x(c1, c1)E

(1)
x,x(d1, d1)− E

(1)
x,x(c1, d1)2

,

η
(x,x)
c2,d1

=

√
E

(1)
x,x(c1, d1)√

E
(1)
x,x(c1, c1)E

(1)
x,x(d1, d1)− E

(1)
x,x(c1, d1)2

,

η
(x,x)
d2,c1

= 0,

η
(x,x)
d2,d1

=
1√

E
(1)
x,x(c1, c1)

,

satisfies (29). Note that Lemma 5.2 implies that E
(1)
x,x(c1, d1) = E

(1)
x,x(d1, c1).

Thus we can find linear transformations η(x,y) such that any module category M2 is
equivalent to a canonical module category. From now on we will only consider canonical
module categories. For a = axy ∈ Vx,y, we will use the notation ã to denote the basis
element ay,x ∈ Vy,x for x 6= y, whilst for x = y we will identify ã = a. From (26) we
see that any two canonical module categories are equivalent only if there exists linear
transformations η(x,y) such that

η
(x,y)

a
(2)
xy ,a

(1)
xy

η
(y,x)

a
(2)
yx ,a

(1)
yx

= 1 (x 6= y),
∑

a
(1)
xx ,b

(1)
xx

δ
a
(1)
xx ,b

(1)
xx
η
(x,x)

a
(2)
xx ,a

(1)
xx

η
(x,x)

b
(2)
xx ,b

(1)
xx

= δ
a
(2)
xx ,b

(2)
xx
, (30)

The second equation in (30) yields that η(x,x) must be orthogonal.

Remark 5.3. The choice of bilinear form for a canonical module category is consistent
with the ∗-structure in Cm, since for a ∈ Vx,y, x 6= y,

〈

a ã
, s(a)

〉
=

√
φr(a)√
φs(a)

=

〈
aã, φs(a)

∑

b

√
φr(b)√
φs(b)

bb̃

〉
=

〈
aã,

s(a)

〉
.

5.2 Trivalent cell systems

We now consider the action of a trivalent vertex. Let the operator associated to a trivalent
vertex be given by

a b c
= Y (a, b, c) es(a),
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where the path abc forms a closed loop of length 3 on G and Y (a, b, c) ∈ C. By isotopy of
strings and functoriality this is equal to

a b c

=
∑

d:s(d)=r(c)

√
φr(d)√
φr(c)

a b c d d̃

=
∑

d

√
φr(d)√
φr(c)

Y (b, c, d)
a d̃

=
∑

d

√
φr(d)√
φr(c)

Y (b, c, d) δa,d

√
φr(a)√
φs(a)

=
φr(a)
φs(a)

Y (b, c, a).

Thus the number W (abc) := φs(a)Y (a, b, c) = φs(b)Y (b, c, a) = φs(c)Y (c, a, b) ∈ C does not
depend on the cyclic permutation of a, b, c, i.e. it only depends on the closed loop abc of
length 3. We will call W (abc) a trivalent cell, and the choice of such W for each closed
loop of length 3 a trivalent cell system.

The relations for the diagrammatic calculus yield relations for the cell system:
∑

b,c

W (abc)W (c̃b̃d̃) = δa,dφs(a)φr(a), (31)

∑

b

√
φr(b)W (abb̃) = 0, (32)

√
φs(a)φr(b)

∑

m

W (amc̃)W (bm̃d̃)−
√
φr(a)φr(c)

∑

m

W (abm)W (m̃d̃c̃)

=
[2]q
[4]q

(
φr(a)φr(b)φr(c)δa,b̃δc,d̃ − φs(a)φr(a)φr(b)δa,cδb,d

)
. (33)

Suppose that M1, M2 are two canonical module categories. Denote by W1, W2 the
trivalent cell systems for M1, M2 respectively. We now deduce the conditions on W1, W2

in order for M2 to be equivalent to M1. With linear transformations η(x,y) as in (30), the

image of a closed loop a2b2c2 of length 3 on G under the operator in M2 transforms
as follows:

a2 b2 c2
=
∑

a1,b1,c1

η(s(a2),r(a2))a2,a1
η
(s(b2),r(b2))
b2,b1

η(s(c2),r(c2))c2,c1
a1 b1 c1

=
∑

a1,b1,c1

η(s(a2),r(a2))a2,a1
η
(s(b2),r(b2))
b2,b1

η(s(c2),r(c2))c2,c1
φs(a1)W1(a1, b1, c1)es(a1).

Thus trivalent cell systems W1, W2 are equivalent if there exists linear transformations
η(x,y) as in (30) such that:

W2(a2, b2, c2) =
∑

a1,b1,c1

η(s(a2),r(a2))a2,a1
η
(s(b2),r(b2))
b2,b1

η(s(c2),r(c2))c2,c1
W1(a1, b1, c1). (34)

For any closed loop of the form aãb or bbb, where b is a self-loop (but not γ or γ′), this
reduces to W1 and W2 differing by a sign.
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Remark 5.4. If we consider ∗-module categories, that is, module categories compatible
with the ∗-structure on Cm (see Remark 2.2), then the identity

φs(a)W (abc) =

〈

a b c
, s(a)

〉
=

〈
abc,

s(a)

〉
=

〈
abc, φs(a)

∑

d,e,f

W (f̃ ẽd̃) def

〉

= φs(a)W (c̃b̃ã)

yields that W (c̃b̃ã) = W (abc). In particular this implies that for any closed loop △ of the
form aãb or bbb, where b is a self-loop (but not γ or γ′), that W (△) ∈ R. Combining this
identity with (34) yields that

η
(r(a2),s(a2))
ã2,ã1

η
(r(b2),s(b2))

b̃2,b̃1
η
(r(c2),s(c2))
c̃2,c̃1

= η
(s(a2),r(a2))
a2,a1 η

(s(b2),r(b2))
b2,b1

η
(s(c2),r(c2))
c2,c1 , (35)

for any closed loop aibici of length 3 on G. Since η(x,x) ∈ {±1} for any x which is not
the source vertex of the double edge (γ, γ′), (35) is satisfied for any trivalent cell where
at least one of the edges is a self-loop (but not γ or γ′), using the first equation in (30).
When at least one of the edges is γ or γ′, (35) yields that η(s(γ),s(γ)) is unitary. The
only closed loops of length 3 which do not involve any self-loops are [m, p±, p∓] on A2m;
[234], [243] on E8; and [234], [243] on Ec14. For these closed paths we obtain the condition∣∣∣η(s(a2),r(a2))a2,a1 η

(s(b2),r(b2))
b2,b1

η
(s(c2),r(c2))
c2,c1

∣∣∣ = 1.

In the next section we determine equivalence classes of cell systems for the SO(3)2m
nimrep graphs. We will complete the classification of the action of generating diagrams
by considering the action of the morphism t defined by (10) in Section 5.4.

5.3 Classification of trivalent cell systems for SO(3)2m nimrep

graphs

In this section we find all equivalence classes of cell systems for the SO(3)2m nimrep
graphs. In the proofs we will at times make implicit use of various quantum integer
identities. For example, at level 2m we have [2m+1+j] = [2m+1−j] for j = 1, . . . , 2m+1.
As a consequence of this, one can deduce other identities at specific levels. For example,
at level 14 we have [10][15] = 2[5][10] which implies that [15] = 2[5], from which many
other identities can be deduced, e.g. 2[2][5] = [2][15] = 2[14], so that [14] = [2][5]. The
details of all quantum integer identities used are not provided explicitly in the proofs.
The labels of the vertices in this section are as in Figure 5.

Theorem 5.5. Any trivalent cell system in a canonical module category M with nimrep
graph A2m is equivalent to

Wl−1,l,l =

√
[2][2l − 1][2l + 1][2l + 2]√

[4][2l]
, (36)

Wl,l,l =
[4l + 2]

√
[2]√

[4][2l][2l + 2]
, (37)

Wl,l,(l+1) = −
√
[2][2l][2l + 1][2l + 3]√

[4][2l + 2]
, (38)
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for l = 1, 2, . . . ,m− 2, and

Wm−2,m−1,m−1 =

√
[2][2m− 3][2m− 1][2m]√

[4][2m− 2]
, (39)

Wm−1,m−1,m−1 =
[4m− 2]

√
[2]√

[4][2m− 2][2m]
, (40)

Wm−1,m−1,m+ = Wm−1,m−1,m− = −
√

[2][2m− 2][2m− 1][2m+ 1]√
2[4][2m]

, (41)

Wm−1,m+,m−Wm−1,m−,m+ =
[2m]2

[2]2
. (42)

If M is a ∗-module category, then any trivalent cell system is equivalent to the one given
above, with Wm−1,m+,m− = Wm−1,m−,m+ = [2m]/[2].

Proof. For A2m we have Perron-Frobenius weights φl = [2l + 1], l = 0, 1, . . . ,m − 1, and
φm± = [2m]/[2] = [2m+ 1]/2. Suppose

Wl−1,l,l = εl

√
[2][2l − 1][2l + 1][2l + 2]√

[4][2l]
, (43)

where εl ∈ {±1}. Relation (32) with r(a) = l yields

Wl,l,l+1 =
−1√
[2l + 3]

(
εl
[2l − 1]

√
[2][2l + 1][2l + 2]√
[4][2l]

+
√
[2l + 1]Wl,l,l

)
. (44)

Substituting this expression for Wl,l,l+1 in relation (31) with s(a) = r(a) = l and d = a
yields the quadratic equation

[2][2l][2l+2]
√
[4]W 2

l,l,l+2εl[2l−1][2l+1]
√
[2][2l][2l + 2]Wl,l,l− ε2l [2l+1]2[4l+2]

√
[4] = 0,

which has solutions

Wl,l,l =
[2l + 1]√

[2][4][2l][2l + 2]
(−[2l − 1]± [2l + 3])εl

=
[2l + 1]√

[2][4][2l][2l + 2]
(−[2l − 1] + ǫl[2l + 3])εl =





−[2l + 1]2
√
[4]√

[2]3[2l][2l + 2]
εl if ǫl = −1,

[4l + 2]
√

[2]√
[4][2l][2l + 2]

εl if ǫl = 1.

Then from (44),

Wl,l,l+1 =





−εl√
[2l + 3]

(
[2l − 1]

√
[2][2l + 1][2l + 2]√
[4][2l]

−
√

[4][2l + 1]5√
[2]3[2l][2l + 2]

)
if ǫl = −1,

−εl√
[2l + 3]

(
[2l − 1]

√
[2][2l + 1][2l + 2]√
[4][2l]

+
[4l + 2]

√
[2][2l + 1]√

[4][2l][2l + 2]

)
if ǫl = 1,

=





[4l]
√
[2l + 1][2l + 3]

[2]
√
[4][2l]3[2l + 2]

εl if ǫl = −1,

−
√

[2][2l][2l + 1][2l + 3]√
[4][2l + 2]

εl if ǫl = 1.
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We now consider relation (33) with s(a) = l − 1, r(a) = s(b) = l, r(b) = l + 1 and c = a,
d = b. If ǫl = −1, (33)) gives

[2l − 1][2l + 1][2l + 3][4l]

[4][2l]2
√

[2]
= − [2][2l − 1][2l + 1][2l + 3]

[4]
⇒ [4l]√

[2]3[2l]2
= −1,

which is not possible since the L.H.S. is positive. On the other hand, for ǫl = 1 relation
(33) is satisfied. Finally, relation (31) with s(a) = l, r(a) = l + 1 and d = a yields

W 2
l,l+1,l+1 = [2l + 1][2l + 3]− [2][2l][2l + 1][2l + 3]

[4][2l + 2]
=

[2][2l + 1][2l + 3][2l + 4]

[4][2l + 2]
,

so that

Wl,l+1,l+1 = εl+1

√
[2][2l + 1][2l + 3][2l + 4]

[4][2l + 2]
,

with εl+1 ∈ {±1} since W 2
l,l+1,l+1 > 0. For the base step, relation (31) with s(a) = 1,

r(a) = 2 and d = a gives W 2
1,2,2 = [3], which yields (43) when l = 1.

From relation (33) with s(a) = m+, r(a) = s(b) = m− 1, r(b) = m− and c = a, d = b,
we obtain

2Wm−1,m−1,m+Wm−1,m−1,m− =
[6][2m− 1][2m+ 1]

[3][4]

⇒ Wm−1,m−1,m− =
[6][2m− 1][2m+ 1]

2Wm−1,m−1,m+ [3][4]
.

Substituting this expression for Wm−1,m−1,m− in relation (32) with r(a) = m− 1 yields

W 2
m−1,m−1,m+

+ εm

√
2[2][2m− 2][2m− 1][2m+ 1]√

[4][2m]
Wm−1,m−1,m+ +

[6][2m− 1][2m+ 1]

2[3][4]
= 0

⇒ Wm−1,m−1,m+ = −εm
√
[2][2m− 2][2m− 1][2m+ 1]√

2[4][2m]
.

The same procedure for Wm−1,m−1,m− shows that Wm−1,m−1,m− = Wm−1,m−1,m+ . Re-
lation (33) with s(a) = m − 2, r(a) = s(b) = r(b) = m − 1 and c = a, d = b,
yields (40). Finally, relation (31) with s(a) = m+, r(a) = m− and d = a yields
Wm−1,m+,m−Wm−1,m−,m+ = [2m]2/[2]2. In a ∗-module category we have Wm−1,m+,m− =
Wm−1,m−,m+ , thus Wm−1,m+,m− = τ [2m]/[2] for τ ∈ T.

We now show uniqueness of the cell system. Since all cells apart from Wm−1,m±,m∓

are fixed up to sign, it is clear that they are equivalent. If W , Ŵ are two cell sys-
tems with Ŵm−1,m±,m∓ = α±1Wm−1,m±,m∓ , α ∈ C

×, equivalence requires the existence of
η(m−1,m+), η(m+,m−), η(m−,m−1) ∈ C such that η(m−1,m+)η(m+,m−)η(m−,m−1) = α, so we may
take η(m+,m−) = η(m−,m−1) = 1 and η(m−1,m+) = α. To be a ∗-module category we have
the restriction α ∈ T, and hence η(m+,m−1) = (η(m−1,m+))−1 = η(m−1,m+) as required by
(35).
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Theorem 5.6. Any trivalent cell system in a canonical module category M with nimrep
graph E8 is equivalent to

W1,2,2 =
√

[3], W2,2,2 =
[6]

[4]
, W2,2,3 = −

√
[2][3]√
[4]

,

W2,2,4 = −
√

[2][3][6]

[4]
, W2,4,4 =

√
[3][6][10]

[4]
√

[5]
, W3,4,4 =

√
[6][10]√
[2][4][5]

,

W4,4,4 = − [6]
√

[10]√
[2]3[5]

, W2,3,4W2,4,3 =
[3][6]

[4]
,

If M is a ∗-module category, then any trivalent cell system is equivalent to the one given
above, with W2,3,4 = W2,4,3 =

√
[3][6]/

√
[4].

Proof. The Perron-Frobenius weights for E8 are φ1 = 1, φ2 = [3], φ3 = [4]/[2], φ4 = [6]/[2].
Relation (31) with s(a) = 1, r(a) = 2 and d = a yields W 2

1,2,2 = [3], thus W1,2,2 = ε1
√
[3],

ε1 ∈ {±1}. From relation (33) with s(a) = 1, r(a) = s(b) = r(b) = 2 and c = a, d = b, we
obtain

ε1[3]W2,2,2 − [3]2 = − [2][3]2

[4]
⇒ W2,2,2 = ε1

[6]

[4]
.

Relation (32) with s(a) = 2 yields

ε1
√

[3] + ε1
[6]
√

[3]

[4]
+

√
[4]√
[2]
W2,2,3 +

√
[6]√
[2]
W2,2,4 = 0

so we can express W2,2,4 in terms of W2,2,3 as

W2,2,4 = −ε1
[5]
√
[2]3[3]

[4]
√
[6]

−
√
[4]√
[6]
W2,2,3. (45)

From (31) with s(a) = r(a) = 2 and d = a we have

[3] +
[6]2

[4]2
+W 2

2,2,3 +W 2
2,2,4 = [3]2.

Substituting in for W2,2,4 from (45) we obtain the quadratic equation

[2][5]

[6]
W 2

2,2,3 + 2ε1
[5]
√

[2]3[3]

[6]
√
[4]

W2,2,3 +
[2]2[3][5]

[4][6]
= 0,

i.e. W2,2,3 = −ε1
√
[2][3]/

√
[4], and from (45) we obtain W2,2,4 = −ε1

√
[2][3][6]/[4].

Relation (31) with s(a) = 2, r(a) = 3 and d = a yields

[2][3]

[4]
+W2,3,4W2,4,3 =

[3][4]

[2]
⇒ W2,3,4W2,4,3 =

[3][6]

[4]
.

Relation (31) with s(a) = 3, r(a) = 4 and d = a yields

[3][6]

[4]
+W 2

3,4,4 =
[4][6]

[2]2
⇒ W3,4,4 = ε2

√
[6][10]√
[2][4][5]

,
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where ε2 ∈ {±1}. From (33) with s(a) = 2, r(a) = s(b) = 4, r(b) = 3 and c = a, d = b,
we obtain

ε2

√
[3][6][10]

[2]
√

[5]
W2,4,4 −

[3][6]2

[2][4]
= − [3][6]

[2]
⇒ W2,4,4 = ε2

√
[3][6][10]

[4]
√
[5]

.

Finally, (32) with s(a) = 4 yields

ε2
[3]
√
[6][10]

[4]
√
[5]

+ ε2

√
[6][10]

[2]
√
[5]

+

√
[6]√
[2]
W4,4,4 = 0,

which yieldsW4,4,4 = −ε2[6]
√

[10]/
√

[2]3[5]. Uniqueness follows as in the case of A2m.

Theorem 5.7. Any trivalent cell system in a canonical module category M with nimrep
graph Ec14 is equivalent to

W1,1,1 = −
√
[4]√

[2][3]
, W1,1,2 =

1√
[3]
, W1,2,2 =

√
[5]√
[3]
,

W2,2,2 =
[8]√

[2][3][4][5]
, W2,2,3 = − [3]

√
[4]

[5]
√
[2]
, W2,2,4 = −

√
[2][3][4]

[5]
,

W2,4,4 =

√
[2][4]√
[3][5]

, W3,4,4 =

√
[2][4]

[5]
, W4,4,4 = −

√
[2][4]3

[5]
√

[3]
,

W2,3,4W2,4,3 =
[2]2[3][4]2

[5]3
.

If M is a ∗-module category, then any trivalent cell system is equivalent to the one given
above, with W2,3,4 = W2,4,3 = [2][4]

√
[3]/
√

[5]3.

Proof. The Perron-Frobenius weights for Ec14 are φ1 = 1, φ2 = [4]/[2], φ3 = [3][4]/[2][5],
φ4 = [2][4]/[5]. Relation (31) with s(a) = r(a) = 1 and d = a yields W 2

1,1,1 +W 2
1,1,2 = 1,

whilst from (33) with s(a) = r(a) = s(b) = 1, r(b) = 2 and c = a, d = b, we obtain

√
[4]√
[2]
W1,1,1W1,1,2 −W 2

1,1,2 = −1.

Solving these two equations yields two possibilities:

W1,1,1 =




−ε1

√
[4]√

[2][3]
, Case I,

0, Case II,
W1,1,2 =

{
ε1√
[3]
, Case I,

ε1, Case II.

From relation (31) with s(a) = 1, r(a) = 2 and d = a we obtain W 2
1,1,2 +W 2

1,2,2 = [4]/[2],
giving

W1,2,2 =





ε2

√
[6]√

[2][3]
, Case I,

ε2

√
[5]√
[3]
, Case II.
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Relation (33) with s(a) = 1, r(a) = s(b) = r(b) = 2 and c = a, d = b, gives

W1,2,2W2,2,2 −
√

[4]√
[2]
W 2

1,2,2 = −
√

[4]√
[2]
, ⇒ W2,2,2 =




ε2

[8]√
[2][3][4][5]

, Case I,

− ε2

[2]
√

[4][5][6]
, Case II,

since [6]− [2][3] = −1/[4]. From (33) with s(a) = 1, r(a) = s(b) = 2, r(b) = 3 and c = a,
d = b, we get

W1,2,2W2,2,3 = −
√
[3][4]√
[2][5]

⇒ W2,2,3 =





−ε2
[3]
√

[4]

[5]
√

[2]
, Case I,

−ε2
[3]
√

[4]√
[5][6]

. Case II.

However, Case II is not consistent with relation (33) with s(a) = r(a) = s(b) = 2, r(b) = 3
and c = a, d = b, thus only Case I is possible. From (33) with s(a) = 1, r(a) = s(b) = 2,
r(b) = 4 and c = a, d = b, we get

W1,2,2W2,2,4 = −
√

[2][4]√
[5]

⇒ W2,2,4 = −ε2
√
[2][3][4]

[5]
.

Relation (33) with s(a) = 3, r(a) = s(b) = 2, r(b) = 4 and c = a, d = b, gives

[3]2[4]2

[5]3
− [4]

[2]
W2,3,4W2,4,3 = − [3][4]2

[5]2
⇒ W2,3,4W2,4,3 =

[2]2[3][4]2

[5]3
.

Relation (31) with s(a) = 3, r(a) = 4 and d = a yields

[2]2[3][4]2

[5]3
+W 2

3,4,4 =
[3][4]2

[5]2
⇒ W3,4,4 = ε3

√
[2][3][4][12]√

[5]3[6]
= ε3

√
[2][4]

[5]
,

where the last equality follows from the relation [3][12] = [5][6] when q = exp(iπ/30).
Then from (33) with s(a) = s(c) = r(c) = s(d) = 4, r(a) = s(b) = 2, r(b) = r(d) = 3, we
have

W2,4,4 = ε3

√
[2][4]√
[3][5]

.

Finally, (32) with s(a) = r(a) = 4 yields

ε3
[4]√
[3][5]

+ ε3
[4]
√

[3]√
[5]3

+

√
[2][4]√
[5]

W4,4,4 = 0 ⇒ W4,4,4 = −ε3
√

[2][4]3

[5]
√
[3]

.

Uniqueness follows as in the case of A2m.

For the SO(3) graphs σ2m, Ec8 and E14 we only have results for ∗-module categories,
where we have the identification W (c̃b̃ã) = W (abc). Since all closed loops of length 3 on
these graphs are of the form aãb where b is a self-loop (so b = b̃), any cell system must be

real, since W (aãb) = W (b̃aã) = W (baã) = W (aãb).
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Theorem 5.8. Any trivalent cell system in a canonical ∗-module categoryM with nimrep
graph σ2m is equivalent to the cell system given by

W1,1,1 =

√
[4]√

[2][3]
, W1,1,2 = − 1√

[3]
,

W(l−1),l,l =

√
[2l − 2][2l][2l + 1]√

[2][4][2l − 1]
, Wl,l,l =

[4l]√
[2][4][2l − 1][2l + 1]

,

Wl,l,(l+1) = −
√

[2l − 1][2l][2l + 2]√
[2][4][2l + 1]

,

W γ
(m−1),m,m = W γ′

(m−1),m,m =
[6]
√
[2m]

3

2[2][3][4]
√

[2m− 2]
,

W (γ, γ, γ) = W (γ′, γ′, γ′) = − [2][6]

2[3][4][2m− 2]
, W (γ, γ, γ′) = W (γ, γ′, γ′) = − [2m]

2[2]
.

whereW η
(m−1),m,m denotes the cell for the closed loop (m−1) → m→ m→ (m−1) which

goes along the loop η ∈ {γ, γ′}.

Proof. The cells W1,1,2 and W(l−1),l,l, Wl,l,l, Wl,l,(l+1) for l = 2, 3, . . . ,m− 1, can be deter-
mined in a similar way to those for A2m. Uniqueness of these cells also follows similarly.

For cells involving the double self-loop, we set W0 := W (γ, γ, γ), W1 := W (γ, γ, γ′),
W2 := W (γ, γ′, γ′) and W3 := W (γ′, γ′, γ′), which are all real since W (c̃b̃ã) = W (abc) in
a ∗-module category and γ̃ = γ, γ̃′ = γ′. From (32) with a = γ we obtain

W γ
(m−1),m,m = −

√
[2m]√

[2m− 2]
(W0 +W2), (46)

and similarly with a = γ′ we obtain

W γ′

(m−1),m,m = −
√

[2m]√
[2m− 2]

(W1 +W3). (47)

From relation (31) with a = d = γ, relation (31) with a = d = γ′ and relation (33) with
a = c = γ and b = d = γ′, we obtain that Wi are any real solutions to the system of
quadratic equations

W 2
0 + 2

[2m− 2]

[2][2m− 1]
W 2

1 +W 2
2 +

[2m+ 1]

[2m− 1]
W0W2 =

[2m− 2][2m]2

[2]3[2m− 1]
, (48)

W 2
1 + 2

[2m− 2]

[2][2m− 1]
W 2

2 +W 2
3 +

[2m+ 1]

[2m− 1]
W1W3 =

[2m− 2][2m]2

[2]3[2m− 1]
, (49)

W 2
1 +W 2

2 −W0W2 −W1W3 =
[2m]2

[2][4]
. (50)

All other relations (31)-(33) involving γ, γ′ are satisfied when equations (48)-(50) are
satisfied, and thus we have a one-parameter family of solutions. We will first find all
solutions where W2 = 0. We will then show that these solutions are all equivalent, and
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that any other solution must also be equivalent to one of these. Finally we will deduce
the solutions presented in the statement of the theorem.

Solving equations (48)-(50) with W2 = 0 we obtain the solutions

W0 =
ǫ1[2m]

√
[6][2m− 2]

[3]
√

[2][4][2m− 1]
, W1 =

ǫ2[2m]√
[2][3][4]

, W3 = −ǫ2[2m− 1]
√

[2]√
[3][4]

, (51)

where ǫ1, ǫ2 ∈ {±1}.
We now turn to the equivalence of solutions for cells involving γ, γ′. Suppose W , W̃

are two equivalent solutions, and denote by u11 := η
(m,m)
γ,γ , u12 := η

(m,m)
γ,γ′ , u21 := η

(m,m)
γ′,γ and

u22 := η
(m,m)
γ′,γ′ the entries of the unitary, orthogonal linear transformation η(m,m) which

gives this equivalence as in (34). Then from (34) we have

W̃ γ
(m−1),m,m = η(m−1,m)η(m,m−1)u11W

γ
(m−1),m,m + η(m−1,m)η(m,m−1)u12W

γ′

(m−1),m,m

= u11W
γ
(m−1),m,m + u12W

γ′

(m−1),m,m, (52)

W̃ γ′

(m−1),m,m = u21W
γ
(m−1),m,m + u22W

γ′

(m−1),m,m. (53)

Then from (46) and (47) we obtain the following equations involving the Wi, W̃i:

W̃0 + W̃2 = u11(W0 +W2) + u12(W1 +W3), (54)

W̃1 + W̃3 = u21(W0 +W2) + u22(W1 +W3). (55)

Equivalence between the Wi, W̃i gives

W̃0 = u311W0 + 3u211u12W1 + 3u11u
2
12W2 + u312W3, (56)

W̃1 = u211u21W0 + (u211u22 + 2u11u12u21)W1 + (u212u21 + 2u11u12u22)W2 + u212u22W3, (57)

W̃2 = u11u
2
21W0 + (u12u

2
21 + 2u11u21u22)W1 + (u11u

2
22 + 2u12u21u22)W2 + u12u

2
22W3, (58)

W̃3 = u321W0 + 3u221u22W1 + 3u21u
2
22W2 + u322W3. (59)

Then it is easy to see that any solution for which W2 = 0, i.e. any solution given
by (51) with ǫ1 = ǫ′1, ǫ2 = ǫ′2, for some ǫ′1, ǫ

′
2 ∈ {±1}, is equivalent to the solution with

ǫ1 = ǫ2 = 1 – that is, equations (54)-(59) are satisfied – by choosing u11 = ǫ′1, u22 = ǫ′2
and u12 = u21 = 0.

We now show that any other solution (W̃0, W̃1, W̃2, W̃3) is equivalent to the solution
(W0,W1, 0,W3) above with ε1 = ε2 = 1. Let η(m,m) = uθ be the unitary given by setting
u11 = u22 = cos θ, u12 = sin θ and u21 = − sin θ, and let (W θ

0 ,W
θ
1 ,W

θ
2 ,W

θ
3 ) be the solution

equivalent to (W̃0, W̃1, W̃2, W̃3) obtained by using the unitary uθ in (34). We thus have
a continuous family of solutions (W θ

0 ,W
θ
1 ,W

θ
2 ,W

θ
3 ) for θ ∈ [0, 2π). We show that there

exists a choice of θ such that W θ
2 = 0. Now (34) yields

W θ
2 = cos θ sin2 θW̃0+(sin3 θ−2 cos2 θ sin θ)W̃1+(cos3 θ−2 cos θ sin2 θ)W̃2+cos2 θ sin θW̃3,

so that W 0
2 = W̃2, whilst W

π
2 = −W̃2. Then by the intermediate value theorem there

exists θ ∈ [0, π] such that W θ
2 = 0. Thus the equivalent solution (W θ

0 ,W
θ
1 ,W

θ
2 ,W

θ
3 ) is one

of the equivalent solutions given by (51).
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Since all solutions are equivalent, we may seek one with a symmetry between the self-
loops γ and γ′ such thatW (γ, γ, γ) = W (γ′, γ′, γ′) andW (γ, γ, γ′) = W (γ, γ′, γ′). Solving
(48)-(50) with W0 = W3, W1 = W2, one such solution is

W γ
(m−1),m,m = W γ′

(m−1),m,m =
[6]
√

[2m]
3

2[2][3][4]
√

[2m− 2]
,

W (γ, γ, γ) = W (γ′, γ′, γ′) = − [2][6]

2[3][4][2m− 2]
,

W (γ, γ, γ′) = W (γ, γ′, γ′) = − [2m]

2[2]
.

Remark 5.9. We conjecture that the trivalent cell system in any canonical module cate-
gory with nimrep graph σ2m is equivalent to the one presented in Theorem 5.8. We have
that Wi, i = 0, 1, 2, 3, are now any complex solutions to (48)-(50). As in the proof of The-
orem 5.8, we can construct a continuous family of equivalent solutions (W θ

0 ,W
θ
1 ,W

θ
2 ,W

θ
3 )

for θ ∈ [0, 2π), where W 0
2 = α ∈ C and W π

2 = −α ∈ C. Thus by the intermediate value
theorem any solution for the Wi is equivalent to a solution where W2 ∈ R. If W2 = 0
we have the solution given in (51), since solving the equations (48)-(50) for W2 = 0
does not require any assumptions about Wi ∈ R. If we now assume 0 6= W2 ∈ R, the
imaginary parts of equations (48)-(50) yield the following possibilities only: (1) the Wi

are all real, which is the case considered in the proof of Theorem 5.8; (2) W0,W2 ∈ R

and W1,W3 ∈ iR; (3) W0 ∈ C with Re(W0) = −W2[2m + 1]/(2[2m − 1]), W3 ∈ C with
Re(W3) 6= 0 and Im(W3) = Re(W0)Im(W1)/W2, and W1 = −iW2Im(W0)/Re(W3); or (4),

Re(W0) = W2
[2](Re(W3)

2 − 3Re(W1)
2)− 2[4]Re(W1)Re(W3)

[2]3Re(W1)2 + [4]Re(W3)(2Re(W1)− Re(W3))
,

Im(W1) = W2Im(W0)
[2]Re(W1) + [4]Re(W3)

[2]3Re(W1)2 + [4]Re(W3)(2Re(W1)− Re(W3))
,

Im(W3) = 2Im(W1)−
W2Im(W0) + Re(W3)Im(W1)

Re(W1)
,

where the denominators on the R.H.S. are all non-zero, and Im(W0), Re(W1), W2 and
Re(W3) are otherwise arbitrary. Cases (2) and (3) can be shown explicitly not to give any
solutions to the full equations (48)-(50). For case (4), numerical evidence for m = 2, 20, 50
suggests that no solutions exist for any value of m, but we have not been able to verify
this.

Theorem 5.10. Any trivalent cell system in a canonical ∗-module category M with
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nimrep graph Ec8 is equivalent to either the cell system W given by

W γ
1,2,2 = 0, W γ′

1,2,2 =
√

[3],

W γ
2,2,3 =

[5]

[3]
, W γ′

2,2,3 = − [5]
√

[2]

[3]
√

[4]
,

W (γ, γ, γ) = − [5]
√

[2]

[3]
√

[4]
, W (γ, γ, γ′) = − [5]

[3]
,

W (γ, γ′, γ′) = 0, W (γ′, γ′, γ′) =
[6]

[4]
,

W2,3,3 =
[2]
√

[3]

[4]
, W3,3,3 = −

√
[2][3]

[4]
,

or the cell system Ŵ given by

Ŵ γ
1,2,2 =

√
[2][5]√
[4]

, Ŵ γ′

1,2,2 =

√
[2]√
[4]
,

Ŵ γ
2,2,3 = −

√
[2]3[6]

[4]
, Ŵ γ′

2,2,3 =
[2]
√

[3]

[4]
,

Ŵ (γ, γ, γ) =
[2]

[4]
√

[3]
, Ŵ (γ, γ, γ′) =

√
[5]√
[3]
,

Ŵ (γ, γ′, γ′) = 0, Ŵ (γ′, γ′, γ′) = −
√
[3][4]√
[2]

,

Ŵ2,3,3 =
[2]
√

[3]

[4]
, Ŵ3,3,3 = −

√
[2][3]

[4]
,

where W η
i,2,2, Ŵ

η
i,2,2 denote the cell for the closed loop i → 2 → 2 → i (i = 1, 3) which

goes along the loop η ∈ {γ, γ′}. The cell systems W and Ŵ are inequivalent.

Proof. The Perron-Frobenius weights for Ec8 are φ1 = 1, φ2 = [3], φ3 = [2][3]/[4]. Relation
(32) with s(a) = r(a) = 3 yields

√
[3]W2,3,3 +

√
[2][3]√
[4]

W3,3,3 = 0 ⇒ W3,3,3 = −
√

[4]√
[2]
W2,3,3.

Then relation (31) with s(a) = r(a) = 3 and d = a gives

W 2
2,3,3 +W 2

3,3,3 =
[2]2[3]2

[4]2
⇒ W2,3,3 = ε3

[2]
√

[3]

[4]
, W3,3,3 = −ε3

√
[2][3]√
[4]

,

where ε3 ∈ {±1}.
For the remaining cells, we obtain the following equations, where we set W0 :=

W (γ, γ, γ), W1 := W (γ, γ, γ′), W2 := W (γ, γ′, γ′) and W3 := W (γ′, γ′, γ′). From rela-
tion (31) with s(a) = 1, r(a) = 2 and d = a we obtain

(W γ
1,2,2)

2 + (W γ′

1,2,2)
2 = [3], (60)
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and similarly with s(a) = 2, r(a) = 3 and d = a we obtain

(W γ
2,2,3)

2 + (W γ′

2,2,3)
2 =

√
[2]3[3]3√
[4]3

. (61)

Relation (31) with a = d = γ yields

(W γ
1,2,2)

2 +W 2
0 + 2W 2

1 +W 2
2 + (W γ

2,2,3)
2 = [3]2, (62)

and similarly with a = d = γ′ we obtain

(W γ′

1,2,2)
2 +W 2

1 + 2W 2
2 +W 2

3 + (W γ′

2,2,3)
2 = [3]2, (63)

whilst a = γ, d = γ′ yields

W γ
1,2,2W

γ′

1,2,2 +W0W1 + 2W1W2 +W2W3 +W γ
2,2,3W

γ′

2,2,3 = 0. (64)

Relation (32) with a = γ yields

W γ
1,2,2 +

√
[3]W0 +

√
[3]W2 +

√
[2][3]√
[4]

W γ
2,2,3 = 0, (65)

and similarly with a = γ′ yields

W γ′

1,2,2 +
√

[3]W1 +
√
[3]W3 +

√
[2][3]√
[4]

W γ′

2,2,3 = 0. (66)

Relation (33) with s(a) = 1, r(a) = s(b) = 2, r(b) = 3 and c = a, d = b yields

W γ
1,2,2W

γ
2,2,3 +W γ′

1,2,2W
γ′

2,2,3 = −
√
[2]3[3]3√
[4]3

. (67)

Relation (33) with s(a) = 1, r(a) = 2, b = γ, c = a, and d = b yields

W γ
1,2,2W0 +W γ′

1,2,2W1 −
√

[3](W γ
1,2,2)

2 = − [2]
√
[3]3

[4]
, (68)

and similarly, with s(a) = 1, r(a) = 2, b = γ′, c = a, and d = b we have

W γ
1,2,2W2 +W γ′

1,2,2W3 −
√

[3](W γ′

1,2,2)
2 = − [2]

√
[3]3

[4]
. (69)

Similarly, with s(a) = 3 and r(a) = 2 we obtain

W γ
2,2,3W0 +W γ′

2,2,3W1 −
√

[4]√
[2]

(W γ
2,2,3)

2 = − [3]2
√
[2]3√

[4]3
, (70)

W γ
2,2,3W2 +W γ′

2,2,3W3 −
√

[4]√
[2]

(W γ′

2,2,3)
2 = − [3]2

√
[2]3√

[4]3
. (71)
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Finally, relation (33) with s(a) = 1, r(a) = 2, c = a, b = γ and d = γ′ yields

W γ
1,2,2W1 +W γ′

1,2,2W2 −
√
[3]W γ

1,2,2W
γ′

1,2,2 = 0, (72)

and similarly, with s(a) = 3, r(a) = 2, c = a, b = γ and d = γ′ yields

W γ
2,2,3W1 +W γ′

2,2,3W2 −
√
[4]√
[2]
W γ

2,2,3W
γ′

2,2,3 = 0. (73)

Just as in the proof of Theorem 5.8, the cells W0,W1,W2,W3 in any equivalent cell
system satisfies equations (56)-(59), and by the same argument used in that proof, we
see that any cell system is therefore equivalent to a cell system where W2 = 0. Solving
equations (60)-(73) with W2 = 0, we obtain the following solutions:

W γ
1,2,2 = 0, W γ′

1,2,2 = ǫ1
√

[3], W γ
2,2,3 = −ǫ2

[5]

[3]
, W γ′

2,2,3 = −ǫ1
[5]
√
[2]

[3]
√

[4]
,

W0 = ǫ2
[5]
√

[2]

[3]
√

[4]
, W1 = −ǫ1

[5]

[3]
, W2 = 0, W3 = ǫ1

[6]

[4]
,

where ǫ1, ǫ2 ∈ {±1}, or

W̃ γ
1,2,2 = −ǫ1

[3]√
[5]
, W̃ γ′

1,2,2 = −ǫ2, W̃ γ
2,2,3 = 0, W̃ γ′

2,2,3 = ǫ2

√
[5]3√
[3]3

,

W̃0 = ǫ1

√
[3]√
[5]
, W̃1 = −ǫ2

√
[3], W̃2 = 0, W̃3 = ǫ2

[2]
√
[3]

[4]
,

where ǫ1, ǫ2 ∈ {±1}, or

Ŵ γ
1,2,2 = ǫ2

√
[2][5]√
[4]

, Ŵ γ′

1,2,2 = ǫ1

√
[2]√
[4]
, Ŵ γ

2,2,3 = −ǫ2
√
[2]3[6]

[4]
, Ŵ γ′

2,2,3 = ǫ1
[2]
√

[3]

[4]
,

Ŵ0 = ǫ2
[2]

[4]
√

[3]
, Ŵ1 = ǫ1

√
[5]√
[3]
, Ŵ2 = 0, Ŵ3 = −ǫ1

√
[3][4]√
[2]

,

where ǫ1, ǫ2 ∈ {±1}.
The equivalence of the cell systems W for different choices of ǫ1, ǫ2 ∈ {±1} follows

as in the proof of Theorem 5.8, and similarly for W̃ and Ŵ . Thus we will only consider
cell systems with ǫ1 = ǫ2 = 1. Equivalence of cell systems W and W̃ , for cells involving
γ, γ′, is given by a unitary u which satisfies relations (52) and (53) with m = 2, similar
equations for cells for the closed paths along vertices 2 → 2 → 3, and relations (54)-(59).

Equivalence of the cell systemsW and W̃ above is then given by u with u11 = u22 = − 1√
[3]

and u12 = −u21 =

√
[3]√
[5]

. However, the cell systems W and Ŵ given above are not

equivalent. This can be seen from (52), the equivalent relation for Ŵ γ
2,2,3, and (54), which
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give the inconsistent linear system

0 =

√
[2][5]√
[4]

u11 +

√
[2]√
[4]
u12,

[5]

[3]
= −

√
[2]3[6]

[4]
u11 +

[2]
√

[3]

[4]
u12,

− [5]
√
[2]

[3]
√

[4]
=

[2]

[4]
√

[3]
u11 −

[6]
√

[5]

[2]
√

[3]3
.

Theorem 5.11. Any trivalent cell system in a canonical ∗-module category M with
nimrep graph E14 is equivalent to

W1,2,2 =
√
[3], W2,2,2 =

[6]

[4]
, W2,2,3 = − [2]

√
[3][5]

[4]
,

W γ
2,3,3 = 0, W γ′

2,3,3 =

√
[2][3][5][6]

[4]
,

W γ
3,3,4 = − [5]3√

[4][6]
, W γ′

3,3,4 = − [5]
√
[2]√

[3][6]
,

W (γ, γ, γ) =

√
[5]3√

[3][4][6]
, W (γ, γ, γ′) = − [5]

√
[2]√

[6]
,

W (γ, γ′, γ′) = 0, W (γ′, γ′, γ′) =
[10]
√
[2]

[4]
√

[6]
,

where W η
i,3,3 denotes the cell for the closed loop i → 3 → 3 → i (i = 2, 4) which goes

along the loop η ∈ {γ, γ′}.

Proof. The Perron-Frobenius weights for E14 are φ1 = 1, φ2 = [3], φ3 = [5], φ4 = [12]/[6].
Relation (31) with s(a) = 1, r(a) = 2 and d = a yields |W1,2,2|2 = [3]. Now W1,2,2 ∈ R

(see Remark 5.4), thus W1,2,2 = ǫ1
√
[3], ǫ1 ∈ {±1}. From relation (33) with s(a) = 1,

r(a) = s(b) = r(b) = 2 and c = a, d = b, we obtain

ǫ1[3]W2,2,2 − [3]2 = − [2][3]2

[4]
⇒ W2,2,2 = ǫ1

[6]

[4]
.

Relation (32) with s(a) = 2 yields

ǫ1
√
[3] + ǫ1

[6]
√
[3]

[4]
+
√
[5]W2,2,3 = 0 ⇒ W2,2,3 = −ǫ1

[2]
√
[3][5]

[4]
.

For the remaining cells, we obtain the following equations, where we set W0 :=
W (γ, γ, γ), W1 := W (γ, γ, γ′), W2 := W (γ, γ′, γ′) and W3 := W (γ′, γ′, γ′). From rela-
tion (31) with s(a) = 2, r(a) = 3 and d = a we obtain

(W γ
2,3,3)

2 + (W γ′

2,3,3)
2 =

[2][3][5][6]

[4]2
, (74)
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and similarly with s(a) = 3, r(a) = 4 and d = a we obtain

(W γ
3,3,4)

2 + (W γ′

3,3,4)
2 =

[5][12]

[6]
. (75)

Relation (31) with a = d = γ yields

(W γ
2,3,3)

2 +W 2
0 + 2W 2

1 +W 2
2 + (W γ

3,3,4)
2 = [5]2, (76)

and similarly with a = d = γ′ we obtain

(W γ′

2,3,3)
2 +W 2

1 + 2W 2
2 +W 2

3 + (W γ′

3,3,4)
2 = [5]2, (77)

whilst a = γ, d = γ′ yields

W γ
2,3,3W

γ′

2,3,3 +W0W1 + 2W1W2 +W2W3 +W γ
3,3,4W

γ′

3,3,4 = 0. (78)

Relation (32) with a = γ yields

√
[3]W γ

2,3,3 +
√

[5]W0 +
√
[5]W2 +

√
[12]√
[6]

W γ
3,3,4 = 0, (79)

and similarly with a = γ′ yields

√
[3]W γ′

2,3,3 +
√
[5]W1 +

√
[5]W3 +

√
[12]√
[6]

W γ′

3,3,4 = 0. (80)

Relation (33) with s(a) = 2, r(a) = s(b) = 3, r(b) = 4 and c = a, d = b yields

W γ
2,3,3W

γ
3,3,4 +W γ′

2,3,3W
γ′

3,3,4 = − [2][5]
√
[3][12]

[4]
√
[6]

. (81)

Relation (33) with s(a) = 2, r(a) = 3, b = γ, c = a, and d = b yields

W γ
2,3,3W0 +W γ′

2,3,3W1 −
√
[5]√
[3]

(W γ
2,3,3)

2 = − [2]
√

[3][5]3

[4]
, (82)

and similarly, with s(a) = 2, r(a) = 3, b = γ′, c = a, and d = b we have

W γ
2,3,3W2 +W γ′

2,3,3W3 −
√
[5]√
[3]

(W γ′

2,3,3)
2 = − [2]

√
[3][5]3

[4]
. (83)

Similarly, with s(a) = 4 and r(a) = 3 we obtain

W γ
3,3,4W0 +W γ′

3,3,4W1 −
√
[5][6]√
[12]

(W γ
3,3,4)

2 = − [2]
√

[5]3[12]

[4]
√

[6]
, (84)

W γ
3,3,4W2 +W γ′

3,3,4W3 −
√
[5][6]√
[12]

(W γ′

3,3,4)
2 = − [2]

√
[5]3[12]

[4]
√

[6]
. (85)
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Finally, relation (33) with s(a) = 2, r(a) = 3, c = a, b = γ and d = γ′ yields

W γ
2,3,3W1 +W γ′

2,3,3W2 −
√
[5]√
[3]
W γ

2,3,3W
γ′

2,3,3 = 0, (86)

and similarly, with s(a) = 4, r(a) = 3, c = a, b = γ and d = γ′ yields

W γ
3,3,4W1 +W γ′

3,3,4W2 −
√
[5][6]√
[12]

W γ
3,3,4W

γ′

3,3,4 = 0. (87)

Just as in the proof of Theorem 5.8, the cells W0,W1,W2,W3 in any equivalent cell
system satisfies equations (56)-(59), and by the same argument used in that proof, we
see that any cell system is therefore equivalent to a cell system where W2 = 0. Solving
equations (74)-(87) with W2 = 0, we obtain the following solutions:

W γ
2,3,3 = 0, W γ′

2,3,3 = ǫ1

√
[2][3][5][6]

[4]
, W γ

3,3,4 = −ǫ2
√
[5]3√
[4][6]

, W γ′

3,3,4 = −ǫ1
[5]
√

[2]√
[3][6]

,

W0 = ǫ2

√
[5]3√

[3][4][6]
, W1 = −ǫ1

[5]
√

[2]√
[6]

, W2 = 0, W3 = ǫ1
[10]
√
[2]

[4]
√

[6]
,

where ǫ1, ǫ2 ∈ {±1}, or

W̃ γ
2,3,3 = −ǫ2

[2]
√
[3][5][8]√
[4]3

, W̃ γ′

2,3,3 = −ǫ1
[2]
√

[3][5]

[4]
, W̃ γ

3,3,4 = 0, W̃ γ′

3,3,4 = ǫ1

√
[5][12]√
[6]

,

W̃0 = ǫ2
[2][3]

√
[8]√

[4]3
, W̃1 = −ǫ1

[2][5]

[4]
, W̃2 = 0, W̃3 = ǫ1

[2][6]

[5]
,

where ǫ1, ǫ2 ∈ {±1}, or

Ŵ γ
2,3,3 = −ǫ2

[7]
√

[3]

[4]
, Ŵ γ′

2,3,3 = ǫ1
[3]
√

[2]√
[8]

, Ŵ γ
3,3,4 = ǫ2

[2]
√
[5]√

[3]
, Ŵ γ′

3,3,4 = ǫ1

√
[2][5]√
[8]

,

Ŵ0 = ǫ2
[2]
√
[7]

[4]
√

[3]
, Ŵ1 = ǫ1

√
[2][3][5]√

[8]
, Ŵ2 = 0, Ŵ3 = −ǫ1[4],

where ǫ1, ǫ2 ∈ {±1}.
The equivalence of the cell systems W for different choices of ǫ1, ǫ2 ∈ {±1} follows

as in the proof of Theorem 5.8, and similarly for the equivalence of the cell systems W̃ ,

Ŵ . Equivalence of W and W̃ is given by the unitary u with u11 = −u22 =
[5]√
[8][12]

and

u12 = u21 = − [5]√
[4][12]

. Equivalence of W̃ and Ŵ ig given by u with u11 = u22 =

√
[2][6]√
[8][12]

and u12 = −u21 =
[2]
√
[6]√

[3][12]
.
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5.4 Classification of module categories for SO(3)2m

As discussed in Section 2, there is a trace trT on the SO(3)2m algebra Wn = ϕ(V (2)
n )

defined on diagrams by attaching a string joining the jth vertex along the top with the
jth vertex along the bottom, for each j ∈ {1, 2, . . . , n}, with each resulting closed loop
contributing a factor of [3]q. As noted in Section 2.3, we have trT (f2m) = [4m+ 1]q = 1.

Let A0 ⊂ A1 ⊂ A2 ⊂ · · · be the path algebra for G, as in Section 5, so that the algebra
Aj is the space of endomorphisms F (Wj), where F is the tensor functor defined as in (19),
and has basis indexed by all pairs (α1, α2) of paths of length j on G, where s(α1) = s(α2)
and r(α1) = r(α2). By [15, Theorem 6.1] there is a unique normalised faithful trace trA
on
⋃
j Aj, defined as in [19] by

trA((α1, α2)) = δα1,α2 [3]
−j
q φr(α1)φ

−1
s(α1)

, (88)

for paths αi on G of length j, where (φv) denotes the Perron-Frobenius eigenvector of
G. We define another trace trAj

by trAj
((α1, α2)) = [3]jqtrA((α1, α2)) for |αi| = j. Then

trAj
(1j) is the rank of the identity 1j of Aj, i.e. the number of paths of length j on G.
The algebra Aj decomposes as Aj =

⊕
v evAj, where the sum is over all vertices v of G

and ev denotes a basis element for the one-dimensional space of paths of length 0 at v, as
in Section 5.1. Suppose D is a morphism in Cm which is a diagram with j vertices along
the top and bottom, and let D := F (D) ∈ Aj. If we fix any vertex v of G, the action on
evD of the morphism given by attaching strings joining the vertices along the top with
the those along the bottom is trAj

(evD) by (24), and we have trAj
(evD) = trT (D).

It was shown in Section 5.3 that any module category M with nimrep graph A2m, E8
or Ec14 is equivalent to a canonical module category with a real trivalent cell system in
which W (c̃b̃ã) = W (abc), and similarly and ∗-module category with nimrep graph σ2m,
Ec8 or E14 has a real trivalent cell system. Therefore we may choose bases of the morphism
spaces such that F (f2m) is a real projection, where 2m is the SO(3) level. Then by (13),
trAj

(evF (f2m)) = trT (f2m) = 1, thus evF (f2m) is a rank-one projection for each vertex v
of G. Thus, from (10), evF (t) exists and is uniquely determined, up to a sign εv ∈ {±1}.
Fix a vertex x of G. Since t is invariant (up to a change of sign) under rotation, the phases
εv are all determined by the choice of ε := εx.

Thus F (t) is uniquely determined, up to sign, by the trivalent cell systemW . Changing
sign is equivalent to interchanging the actions of Q± ∈ C on M. As noted at the end
of Section 3, any two such module categories are equivalent. We therefore obtain the
following classification of ∗-module categories for SO(3)2m, which is the main result of
the paper:

Theorem 5.12. The ∗-module categories for the SO(3)2m modular tensor category Cm
are classified by the SO(3)2m nimrep graphs, illustrated in Figure 5. In particular,

❼ for m = 4 there are six inequivalent ∗-module categories: there are unique module
categories given by A8 and σ8, and two inequivalent module categories for each of
E8 and Ec8 ;

❼ for m = 7 there are four inequivalent ∗-module categories given by A14, σ14, E14 and
Ec14;
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❼ for all other m there are two inequivalent ∗-module categories given by A2m and
σ2m.

We conjecture that Theorem 5.12 is in fact a classification of module categories for
Cm. For any such module category the possible nimrep graphs are those given in Theorem
5.12, and there is a unique ∗-module category associated to that nimrep. As noted in
Remark 5.9 in the case of the nimrep graph σ2m, the numerical evidence suggests that all
module categories associated with a given nimrep are indeed equivalent, but we have not
been able to show this explicitly.

6 SO(3)-Temperley-Lieb algebra and A2m subfactor

In Section 6.1 we discuss an SO(3)-analogue of the Temperley-Lieb algebra. In Section 6.2
we define the string algebras for an SO(3) graph G, that is, inclusions of finite dimensional
algebras whose Bratteli diagram is given by G, and realise the SO(3)-Temperley-Lieb
elements inside this algebra using the cell systems classified in Section 5. In Section 6.3
we present a construction of a subfactor built from the SO(3)-Temperley-Lieb algebra,
with principal graph coming fromA2m, recovering a subfactor presented in [33]. In Section
6.4 we comment on the application of the results of this paper to the realisation of the
SO(3) modular invariants by braided subfactors via an analogue of the Goodman-de la
Harpe-Jones subfactors.

6.1 SO(3)-Temperley-Lieb algebra

For generic q, Lehrer and Zhang [38, 37] gave a presentation of EndUq(sl2)(V
⊗r
q ), where

Uq(sl2) is the quantised universal enveloping algebra of sl2 over the function field C(q1/2),
and Vq is the irreducible 3-dimensional representation of quantum sl2, i.e. the fundamental
representation of so3. This algebra, the SO(3)-Temperley-Lieb algebra, is a quotient of
the BMW algebra [2, 44] whose parameters are given in terms of q. This algebra BMW (q)
has generators g±1

i , ei, i ∈ N, where the g±1
i satisfy the braid relations

gigi+1gi = gi+1gigi+1, gigj = gjgi, (|i− j| > 1), (89)

whilst the ei satisfy the Jones relations

e2i = [3]ei, eiei±1ei = ei, eiej = ejei, (|i− j| > 1). (90)

We also have mixed relations

gi − g−1
i = (q2 − q−2)(1− ei), giei = eigi = q−4ei, (91)

eig
±1
i−1ei = q±4ei, eig

±1
i+1ei = q±4ei. (92)

The following relations can also be derived from the above relations (89)-(92):

(gi − q2)(gi + q−2) = −q−4(q2 − q−2)ei, giei±1ei = g−1
i±1ei. (93)
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Let W be the SO(3) algebra for generic q, as in Remark 2.3. As in [24, Theorem
5.1], we can define a homomorphism of algebras η : BMW (q) → W by η(ei) = Ei,
η(gi) = q2 + (q−2 − 1)Ei − (q2 + q−2)Ui, where Ei is given by (3) and Ui is given by

Ui = (94)

Contrary to the claim in [24, Remark 5.4], this homomorphism is in fact surjective:

Proposition 6.1. The homomorphism η : BMW (q) → W defined above is surjective.

Proof. Due to the relations (8), (9), it is sufficient to only consider diagrams in W without
elliptic faces – diagrams which do not have any regions which are bounded on all sides
by strings, that is, the intersection of any region in the diagram with the outer boundary
of the tangle is non-empty. We construct an algorithm to write any such diagram in W
as an element in alg(1, Ei, Ui | i ∈ N). Let D be a diagram with n vertices along the top
and bottom, and without elliptic faces. Note that since the number 2n of vertices on the
boundary of any diagram is even, the number of triple points in the diagram must also
be even.

Step 1: If D does not contain any triple points then it is a Temperley-Lieb diagram,
i.e. is a product of ei.

Step 2: If there is a string in the diagram D which has one endpoint attached to a
vertex v along the top of the diagram and the other endpoint attached to a vertex adjacent
to v, then isotope the diagram to pull this ‘cup’ out above the rest of the diagram, as
illustrated in Figure 6.

Figure 6: Pulling a cup out of a diagram D

Suppose first that there is similarly a string whose endpoints are adjacent vertices along
the bottom edge of the diagram. If this string is the boundary of a region which shares a
common boundary with the top boundary of the diagram, then isotoping the strings we
can pull this ‘cap’ out above the rest of the diagram, as illustrated in the diagram on the
right of Figure 7, so that our diagram D = XD1 where X is a Temperley-Lieb diagram.
Otherwise, by isotoping the strings as in the diagram on the left of Figure 7, we can move
the cap so that it can be pulled up as in the previous case, and our diagram is given by
D = X1D1X2 where X1, X2 are both Temperley-Lieb diagrams.

If there are no caps along the bottom edge, then since the number of vertices along
the bottom boundary of the sub-diagram D′ is 2 greater than the number along the top
edge, and since D′ contains no elliptic faces, there must be a triple point in D′ where
exactly one string is attached to one of the vertices along the top boundary of D′ but the
other two strings are attached either to vertices along the bottom boundary or to other
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Figure 7: Pulling a cap out of a diagram D

triple points. Choose one of the latter two strings, and isotope the string to pull a cap
out above the rest of the diagram, as illustrated in Figure 8. We again have D = XD1

where X is a Temperley-Lieb diagram. Repeat Step 2 for the diagram D1, until there are
no strings whose endpoints are adjacent vertices along the top edge of the diagram.

Figure 8: Isotoping a triple point to pull a cap out of a diagram D

Step 3: Since there are no strings attached to a vertex at the top of the diagram
whose other endpoint is an adjacent vertex along the top edge of the diagram, for at
least one string attached to a vertex at the top of the diagram its other endpoint will be
attached to a triple point.

Case 1: Assume first that such a triple point exists for which at most 2 of its strands
are attached to a vertex along the top edge of the diagram. We isotope the strings to
pull this triple point out above the rest of the diagram, as we did in Step 2 for a cup. By
the same argument, there will be another string attached either to a vertex at the top
of the diagram or to this triple point whose other endpoint will be attached to a triple
point. From a combinatorial argument there one such triple point must have a second
string which is attached to one of the vertices at the top of the diagram. We choose this
triple point and pull it out above the rest of the diagram, and we have essentially one of
the two situations illustrated in Figure 9.

Figure 9: Pulling two triple points out of a diagram D

In the case of the diagram on the left we have D1 = XD2 where X is (Ui−α(Ei− 1))
for some i ∈ {1, . . . , n − 1}, where α = [2]q/[4]q. We now consider the diagram on the
right. Suppose that there are m < n− 2 vertical strands separating the two triple points.
We will show by induction on m that this diagram can be written as a linear combination
of diagrams of the form X1D2X2 where X1, X2 ∈ alg(1, Ei, Ui | i = 1, . . . , n − 1) and D2
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has m − 1 vertical strands separating the two triple points. Using relation (9) twice we
have, with α as above,

α = − + α

= − +


 − + α




= − + − + α

For the base step, m = 0, we have, again using relation (9) twice:

α = α − + = α − +

= α − +


 − α + α




= α − + − α + α

So it remains to show that the last term, call it F1, in the last line above is an element of
alg(1, Ei, Ui | i = 1, 2), which follows from using the relation (12):

=
q2 − 2 + q−2

q2 + q−2
+
q2 − 1 + q−2

(q2 + q−2)2
+

1

(q2 + q−2)2

Case 2: Now consider the case where if a triple point which has a strand attached
to a vertex along the top edge of the diagram then it has all 3 of its strands attached to
(necessarily adjacent) vertices along the top edge of the diagram. Suppose that there are
m < n − 2 vertical strands separating the two triple points. Then using relation (9) we
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have

α = − + α

= − + α

and by induction we see that such a diagram is an element of alg(1, Ei, Ui | i = 1, . . . , n−
1).

It was conjectured in [24, Remark 5.4] that the map η is injective, however by [37,
Theorem 1.6] it has a non-trivial kernel

Φq = aFqE2Fq − bFq − cFqE2E1E3E2Fq

+ dFq
(
q2E2 + (q−2 − 1)E2E1E3E2 − (q2 + q−2)E2U1E3E2

)
Fq, (95)

where Fq = U1U3 and the coefficients a, b, c, d are given by:

a = 1+(1−q−2)2, b = a+(1−q2)2, c =
q2 − q−2 + 2q−4 − 2q−6 + q−8

(q2 + q−2)2
, d = (q−q−1)2.

It is a tedious computation to verify using (3), (94) and the SO(3) diagrammatic relations
that Φq does indeed evaluate as zero in W .

The generators Ei, Ui of W satisfy the following relations, which are easily obtained
from (89)-(92):

E2
i = [3]Ei, U2

i = Ui, UiEi = 0 = EiUi, (96)

EiEj = EjEi, UiUj = UjUi, UiEj = EjUi, (|i− j| > 1) (97)

EiEi±1Ei = Ei, EiUi±1Ei = Ei, (98)

[3][4]

[6]
UiUi±1Ei = UiEi±1Ei = Ui+1Ei +

[2]

[4]
(Ei+1Ei − Ei) , (99)

UiEi+1Ui−
[2]

[4]
(UiEi+1+Ei+1Ui)+

[2]2

[4]2
Ei+1 = Ui+1EiUi+1−

[2]

[4]
(Ui+1Ei+EiUi+1)+

[2]2

[4]2
Ei,

(100)

UiUi+1Ui−
[6]− [2][3]

[3][4]
UiEi+1Ui−

[2]2

[4]2
Ui = Ui+1UiUi+1−

[6]− [2][3]

[3][4]
Ui+1EiUi+1−

[2]2

[4]2
Ui+1,

(101)
Note that here (q2 + q−2)Ui is the element fi = −gi − (1− q−2)ei + q2 of [38, 37] and Ei
is ei. The L.H.S. (or R.H.S.) of equation (101) is equal to ([2]q[6]q/[3]q[4]

2
q)Fi, where Fi is

the diagram illustrated in Figure 10.
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Figure 10: SO(3)-TL element Fi

For generic q, the SO(3)-Temperley-Lieb algebra is defined [37, Theorem 1.6] as the
quotient of the above algebra by the ideal generated by the relation Φq = 0, where Φq is
defined in (95).

For q a primitive 4(2m+1)-th root of unity, the SO(3)2m-Temperley-Lieb algebra has
generators Ei, Ui, i ∈ N, with relations (96)-(101), along with an additional generator t
with relation

t(Em)(Em−1Em+1)(Em−2EmEm+2) · · · (E1E3 · · ·E2m−1)(E2E4 · · ·E2m−2) · · · (Em)t
= [2m+ 1]qf2m, (102)

where fj, j = 0, 1, . . . are the SO(3) Jones-Wenzl projections. This relation is the algebraic
version of the diagrammatic relation (10).

6.2 String Algebra construction

From now on we will restrict to the case where M is a ∗-module category for Cm. Let G
be the nimrep graph associated to M, i.e. one of the SO(3)2m graphs illustrated in Figure
5, W the cell-system for M and F the functor defining the module structure of M as in
Section 3. Let Aj denote finite dimensional algebras in the path algebra of G as in Section
5, and let Ej, Uj denote the morphisms in Cm given by the diagrams Ej, Uj respectively.
We define SO(3)2m-Temperley-Lieb operators ej := F (Ej), uj := F (Uj) ∈ Aj+1, so that
ej, uj are given by

ej =
∑

σ,β,γ

√
φr(β)φr(γ)

φs(β)
(σ · β · β̃, σ · γ · γ̃), (103)

uj =
∑

σ,ηi,ζi,λ

1

φs(η1)φr(η2)
W (η1, η2, λ)W (ζ1, ζ2, λ) (σ · η1 · η2, σ · ζ1 · ζ2), (104)

where |σ| = j − 1, |β| = |γ| = |ηi| = |ζi| = 1. It is a straightforward but somewhat
tedious computation to show that these elements satisfy all the SO(3)2m-Temperley-Lieb
relations (96)-(101). The additional generator F (t) ∈ Am is the unique operator (up to
a choice of sign) such that (102) is satisfied (see Section 5.4). Since M is a ∗-module
category, these operators are self-adjoint, where (σ1, σ2)

∗ = (σ2, σ1), extended conjugate
linearly to linear combinations. Let trA be the trace on

⋃
j Aj defined in (88).

Lemma 6.2. For G an SO(3)2m graph, trA is a Markov trace in the sense that trA(xej) =
[3]−1tr(x) for any x ∈ Aj, j ≥ 1.
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Proof. Let x ∈ Aj be the matrix unit (α1 · α′
1, α2 · α′

2), where |αi| = j − 1, |α′
i| = 1

(i = 1, 2). Then

xej =
∑

σ,β,γ,µ

√
φr(β)φr(γ)

φs(β)
(α1 · α′

1 · µ, α2 · α′
2 · µ) · (σ · β · β̃, σ · γ · γ̃)

=
∑

σ,β,γ,µ

√
φr(β)φr(γ)

φs(β)
δα2,σδα′

2,β
δµ,β̃(α1 · α′

1 · µ, σ · γ · γ̃)

=
∑

γ

√
φr(α′

2)
φr(γ)

φs(α′
2)

(α1 · α′
1 · α̃′

2, α2 · γ · γ̃),

and

trA(xej) =
∑

γ

√
φr(α′

2)
φr(γ)

φs(α′
2)

trA((α1 · α′
1 · α̃′

2, α2 · γ · γ̃))

=
∑

γ

√
φr(α′

2)
φr(γ)

φs(α′
2)

δα1,α2δα′
1,γ
δα′

2,γ
[3]−j−1φs(α′

2)
φ−1
s(α1)

= δα1,α2δα′
1,α

′
2
[3]−j−1φr(α′

2)
φ−1
s(α1)

= [3]−1trA(x).

The result for arbitrary x ∈ Aj follows by linearity of the trace.

Before we present the construction of the SO(3)-Goodman-de la Harpe-Jones sub-
factor, we need a few results. Denote by dG the depth of the graph G, that is, dG =
maxv,v′(dv,v′), where dv,v′ is the length of the shortest path between vertices v, v′ of G.
Lemma 6.3. For any j > dG, any element in the finite dimensional algebra Aj+1 is a
linear combination of elements of the form aejb where a, b ∈ Aj.

Proof. Let a = (a1 · a′1, a2 · a′2), b = (b1 · b′1, b2 · b′2) where |ai| = |bi| = j − 1, |a′i| = |b′i| = 1.
Embedding a, b in Aj+1 we have a =

∑
τa
(a1 ·a′1 ·τa, a2 ·a′2 ·τa), b =

∑
τb
(b1 ·b′1 ·τb, b2 ·b′2 ·τb),

where |τi| = 1. Then

aejb =
∑

σ,β,γ,τi

√
φr(β)φr(γ)

φs(β)
(a1 · a′1 · τa, a2 · a′2 · τa) · (σ · β · β̃, σ · γ · γ̃) · (b1 · b′1 · τb, b2 · b′2 · τb)

= δa2,b1

√
φr(a′2)φr(b′1)

φs(a′2)
(a1 · a′1 · ã′2, b2 · b′2 · b̃′1). (105)

Since φv 6= 0 for all vertices v, providing a2, b1 are paths whose length is at least the
depth dG of the graph G, i.e. j > dG, any element in Aj+1 will be a linear combination of
elements of the form (105).

6.3 A2m subfactor

Let M0 ⊂ M1 ⊂ M2 ⊂ · · · be the path algebra of A2m where we now restrict to pairs of
paths which begin only at the distinguished vertex ∗A of A2m (labelled 1 in Figure 5),
so that M0 = C and the Bratteli diagram for the inclusion Ml−1 ⊂ Ml is given by the
bipartite unfolding of the graph A2m.
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Lemma 6.4. For the graph A2m, the finite dimensional algebra Ml+1 is generated by
{
1, ej, uj, j = 1, . . . , l, for l < m− 1,

1, ej, uj, F (t), j = 1, . . . , l, for l ≥ m− 1

Proof. The statement is trivially true for l = 1 since M1
∼= C. For l = 2 we have

e1 = [3]([121], [121]), u1 = ([122], [122]) and F (f2) = 1− [3]−1e1 − u1 = ([123], [123]). We
will show by induction that any element of Ml+1, 2 ≤ l < m, is a linear combination of
elements of the form aelb, aulb and a, where a, b ∈ Ml. We will denote the span of all
such elements by Bl. Let a, b ∈Ml be as in the proof of Lemma 6.3. From the expression
for aejb given in equation (105) we see that for l ≤ m (= dA2m), any matrix units (ξ1, ξ2)
in Ml+1 for which r(ξi) ≤ l are given by an element of the form aelb for suitable a, b ∈Ml.
It remains to show that matrix units (ξ1, ξ2) belong to Bl when

r(ξi) =





l + 1, l + 2, l ≤ m− 2,

m, p±, l = m− 1,

p±, l = m.

Note that since |ξi| = l + 1, for the final edge ηi of ξi we have s(ηi) ≤ l + 1 for l ≤ m− 1
(for l ≥ m = dA2m s(ηi) can be any vertex of A2m). Thus, for example, for l ≤ m − 2,
the paths ξi that we need to consider are those whose final edge ηi satisfies (s(ηi), r(ηi)) ∈
{(l, l + 1), (l + 1, l + 1), (l + 1, l + 2)}. Now

aulb =
∑

σ,ζi,ηi,λ,τi

W (ζ1, ζ2, λ)W (η1, η2, λ)

φs(ζ1)φr(ζ2)
(a1 · a′1 · τa, a2 · a′2 · τa) · (σ · ζ1 · ζ1, σ · η1 · η2)

· (b1 · b′1 · τb, b2 · b′2 · τb)

= δa2,b1
∑

ζ,η

W (a′2, ζ, λ)W (b′1, η, λ)

φs(a′2)φr(ζ)
(a1 · a′1 · ζ, b2 · b′2 · η), (106)

where λ is uniquely determined by ζ, η in each summand.
For l ≤ m−2, by an appropriate choice of a, b ∈Ml where a2 = b1 and s(a

′
2) = s(b′1) =

m we have that (106) yields

Ωl(a1 · a′1 · ζl, b2 · b′2 · ηl) + Ωl+1(a1 · a′1 · ζl+1, b2 · b′2 · ηl+1)

where r(ζj) = r(ηj) = j, Ωj = φ−1
s(a′2)

φ−1
r(ζj)

W (a′2, ζj, λj)W (b′1, ηj, λj) and λj is the unique

edge with s(λj) = j, r(λj) = s(a′2). The first term above is in Bl, thus we can obtain
that any matrix unit (ξ1, ξ2) ∈ Bl where r(ξi) = l + 1. For the final matrix unit (ν, ν)
where r(ν) = l + 2, this is easily obtained by taking the identity element in Ml+1, and
subtracting all the matrix units (ξ, ξ) where r(ξ) ≤ l + 1, which are all elements in Bl.
Since (ν, ν) is the projection orthogonal to all these other matrix units, it is in fact given
by the SO(3)2m Jones-Wenzl projection F (fl+1). The case where l = m − 1 is similar,
except that the matrix units (ν+, ν+), (ν−, ν−), where r(ν±) = p±, are now given by the
SO(3)2m Jones-Wenzl projections 1

2
(F (fm)± F (t)).

Finally we consider the case l = m. Denote by ja := r(a′1) = r(a′2), jb := r(b′1) = r(b′2).
We consider matrix units (ξ1, ξ2) ∈ Mm+1 where r(ξi) = p−, the case for r(ξi) = p+ is
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similar. Choosing a, b such that ja, jb ∈ {m, p+} and s(a′2) = s(b′1) = m, equation (106)
yields (up to a scalar factor)

∑

s∈{p±}

Wj,ja,sWj,jb,s(a1 · a′1 · ζs, b2 · b′2 · ηs) + terms in Bm.

When ja = p+ or jb = p+, the sum has only one term,Wj,ja,p−Wj,jb,p−(a1·a′1·ζp− , b2·b′2·ηp−),
which is therefore in Bm+1. The remaining matrix units to consider are (ξ1, ξ2) ∈ Mm+1

where the final edge ηi in the path ξi is the edge from m to p+ for both i = 1, 2. In this
case (ξ1, ξ2) 6∈ Bm+1, but is instead given by a product (ξ1, ν) · (ν, ξ2), where ν is a path
whose final edge η is the edge from p− to p+ and thus (ξ1, ν), (ν, ξ2) ∈ Bm+1.

Define M s
l := Ml+s, s ≥ 0, where M0

l := Ml, and let M s :=
∨
lM

s
l . We have periodic

sequences {M s
l ⊂ M s+1

l }l of commuting squares of period 1 in the sense of Wenzl in
[58], where having period 1 means that, for l large enough, the Bratteli diagrams for
the inclusions M s

l ⊂ M s
l+1 are the same, and the Bratteli diagrams for the inclusions

M s
l ⊂ M s+1

l are the same. Note that M s−1
l ⊂ M s

l ⊂ M s+1
l are basic constructions for

large enough l [20, Lemma 11.8], and hence M ⊂ M1 ⊂ M2 ⊂ · · · is the Jones tower of
M ⊂M1. By Lemma 6.4 M s

l is generated by 1, ej, uj (j = 1, . . . , l + s− 1) and F (t) (for
l + s ≥ m). Consider an element (σ1 · α1 · α′

1, σ2 · α2 · α′
2) ∈ M s

l , where |σi| = s + l − 2
and |αi| = |α′

i| = 1 such that (σ1, σ2) ∈ M s−1
l−1 and (σ1 · α1, σ2 · α2) ∈ M s−1

l . The change

of basis (σ1 · α1 · α′
1, σ2 · α2 · α′

2) 7→
∑

βi,β′
i
X
α1,α′

1

β1,β′
1
X
α2,α′

2

β2,β′
2
(σ1 · β1 · β′

1, σ2 · β2 · β′
2) is given by

a connection X = (X
α1,α′

1

β1,β′
1
)
α1,α′

1

β1,β′
1
. We may take X to be given by applying the functor F

to the crossing (16), and since the operators ej, uj and F (t) are the images under F of
diagrams in Cm, they do not change their form by changes of basis. Thus the connection
X is flat and, by Ocneanu’s compactness argument [45], the higher relative commutants
of the subfactor M ⊂ M1 are given by M ′ ∩M l = Ml. Thus the subfactor M ⊂ M1 has
principal graph given by the bipartite unfolding of A2m. Subfactors with these principal
graphs appear in [33, Fig. 15].

6.4 SO(3) Goodman-de la Harpe-Jones subfactors

Previous methods used to construct the Goodman-de la Harpe-Jones subfactors for the
E7 and Dodd Dynkin diagrams in [9, Lemma A.1] and the SU(3)-analogue in [22] provide
braided subfactors which realise the SO(3) modular invariants classified in Section 4.

The first row of the intertwining matrix V for these subfactors, which is a matrix
whose rows are indexed by the vertices of G and columns are indexed by the vertices of
A2m, such that V∆A = ∆GV , yields the algebra object A for each module category. For
each SO(3)2m graph we have the following algebra objects:

nimrep G algebra object A

A2m f0
σ2m f0 ⊕ f1
E8 f0 ⊕Q+ or f0 ⊕Q−

Ec8 f0 ⊕ f3
E14 f0 ⊕ f5
Ec14 f0 ⊕ f1 ⊕ f4 ⊕ 2f5 ⊕ f6
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For level 8, these recover the algebra objects found in [41]. Each algebra object has a
unique algebra object structure, apart from f0 ⊕ f3, corresponing to Ec8 for which there
are two algebra object structures, as found in [41].

7 An SO(3) generalised preprojective algebra

Any module category for the Temperley-Lieb categories TL(δ) or TL(4m) defined in Section
2.1 yields a preprojective algebra Π via Π = CG/〈Im (F ( ))〉, where F is the tensor
functor defined as in (19) and 〈Im (F ( ))〉 ⊂ CG is the two-sided ideal generated by the
image of the creation operators in CG. It is a graded algebra, with pth graded part
Πp = (CG)p/〈Im (F ( ))〉p, where 〈Im (F ( ))〉p is the restriction of 〈Im (F ( ))〉 to
(CG)p and is equal to

∑p−1
i=1 Im(ei), the linear span of the images in CGp of the Temperley-

Lieb elements ei.
These preprojective algebras have an alternative description as [13]

Σ =
∞⊕

j=0

F (ρ(j)),

in the generic case, and in the non-generic case

Σ =
4m⊕

j=0

F (ρ(j)),

where the Jones-Wenzl projections ρ(j) are the simple objects in TL(δ), TL(4m) respec-
tively. Multiplication µ is defined by µp,l = F (f(p+l)) : Σp ⊗R Σl → Σp+l. In either case
the preprojective algebra is given by applying F to the direct sum of all simple objects
in the tensor category. The module categories for TL(4m) yield precisely the finite di-
mensional preprojective algebras. They are in fact Frobenius algebras, that is, there is
a linear function ζ : Σ → C such that (x, y) := ζ(xy) is a non-degenerate bilinear form
(this is equivalent to the statement that Σ is isomorphic to its dual Σ∗ = Hom(Σ,C)
as left (or right) Σ-modules). There is an automorphism β of Σ, called the Nakayama
automorphism of Σ (associated to ζ), such that (x, y) = (y, β(x)). Then there is an Σ-Σ
bimodule isomorphism Σ∗ → 1Σβ [61], where the Σ-Σ bimodule 1Σβ is identified with Σ
as a vector space, but with the right action of Σ twisted by the automorphism β.

In this section we will construct a generalisation of the preprojective algebra related
to SO(3). Let M be an SO(3)2m module category with nimrep graph G, and denote by
F the corresponding module functor. Analogous to the case of SU(2) and SU(3) [23], we

define ΠSO(3) to be the graded algebra with pth graded part Π
SO(3)
p = (CG)p/Jp, where

Jp =
∑p−1

i=1 Im(ei)+ Im(ui), the linear span of the images in CGp of the SO(3)-Temperley-
Lieb elements ei, ui. The algebra ΠSO(3) is isomorphic to the graded algebra

A :=
2m⊕

j=0

F (ρj),

where F (ρm+j) ∼= F (ρm−j), j = 1, 2, . . . ,m (c.f. Figure 3), with F (ρm−j) ⊂ (CG)m−j and
F (ρm+j) ⊂ (CG)m+j.
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The even part TL
(4m)
even of TL(4m) has simple objects ρ(0), ρ(2), . . . , ρ(4m). Since the

arguments of Sections 4, 5 (apart from Section 5.4) did not use any t-boxes, the same

arguments show that the ∗-module categories for TL
(4m)
even are completely classified by a

nimrep, which is one of He, Ho, the even, odd part respectively of the Dynkin diagram
H ∈ {D2m+2, E7, E8}. Now A =

⊕2m
j=0 F (ϕ(ρ

(2j))) =
⊕2m

j=0 F
′(ρ(2j)), where F ′ = F ◦ ϕ is

a tensor functor from the even part TL
(4m)
even of TL(4m) to Fun(M,M), with nimrep either

He or Ho, as in Theorem 5.12. Let F e, F o be TL
(4m)
even module functors with nimreps He,

Ho respectively, and F̃ a TL(4m) module functor with nimrep H. Then
⊕2m

j=0 F
e(ρ(2j))⊕⊕2m

j=0 F
o(ρ(2j)) ∼=

⊕2m
j=0 F̃ (ρ

(2j)), the even-graded part of the preprojective algebra Σ for
H. Thus the Nakayama automorphism of A for He or Ho is given by the Nakayama
automorphism of Σ for H. The graphs D2m+2, E7, E8 are precisely those for which the
Nakayama automorphism of Σ is trivial. Thus the Nakayama automorphism for A is
trivial for all SO(3)2m graphs.

Remark 7.1. Note that the definition of preprojective algebra Π used here is equivalent
to the original one of [29], and uses the unoriented graph G. Here Π is the quotient of
CG by the ideal generated by the quadratic relations (one for each vertex v of G) ∑a aã,
where the sum is over all edges a of G such that s(a) = v. A common definition in
the literature uses instead a quiver Q obtained by choosing an orientation on G, and
use the quadratic relations

∑
a ǫaaã, where the sum is again over all edges a of G such

that s(a) = v, and where ǫa is 1 if the edge a is in Q and −1 if the edge ã is in Q.
Both definitions yield isomorphic algebras [39]. In the quiver definition, the Nakayama
automorphism is never trivial, although the underlying permutation is always trivial for
the graphs D2m+2, E7, E8.

In the case of SU(2) and SU(3) the fusion rules yield a finite projective resolution of
the corresponding (generalised) preprojective algebra. However, this does not happen for
SO(3): From the fusion rules (14) for Cm we obtain the following sequence in Cm which
is split exact by construction:

0 → ρj−1 ⊕ ρj
ψ∗
1+ψ

∗
2→ ρj ⊗ ρ1

ψ3→ ρj+1 → 0,

for j = 1, 2, . . . , 2m− 1. For j = 0, 2m, we have

0 → ρ0 ⊗ ρ1
ψ3→ ρ1 → 0, 0 → ρ2m−1

ψ∗
1→ ρ2m ⊗ ρ1 → 0.

Summing over all j = 0, 1, 2, . . . , 2m, we have the exact sequence

0 →
2m−1⊕

j=0

ρj[2]⊕
2m−1⊕

j=1

ρj[1] →
2m⊕

j=0

ρj ⊗ ρ1 →
2m⊕

j=1

ρj → 0,

where B[m] denotes the space B with grading shifted by m. From this we obtain the
exact sequence

0 →
2m−1⊕

j=0

ρj[2]⊕
2m⊕

j=1

ρj[1] →
(

2m⊕

j=0

ρj ⊗ ρ1

)
⊕ ρ2m[1] →

2m⊕

j=0

ρj → ρ0 → 0. (107)
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Similarly, by considering the exact sequence

0 → ρj−1

ψ∗
1→ ρj ⊗ ρ1

ψ2⊕ψ3→ ρj ⊕ ρj+1 → 0,

we obtain the following exact sequence

0 → ρ2m[3] →
2m⊕

j=0

ρj[3] → ρ0[2]⊕
(

2m⊕

j=0

ρj ⊗ ρ1

)
[1] →

2m−1⊕

j=0

ρj[2]⊕
2m⊕

j=1

ρj[1] → 0. (108)

Splicing the sequences (107), (108) together we obtain the following exact sequence

0 → ρ2m[3] →
2m⊕

j=0

ρj[3] → ρ0[2]⊕
(

2m⊕

j=0

ρj ⊗ ρ1

)
[1] →

(
2m⊕

j=0

ρj ⊗ ρ1

)
⊕ ρ2m[1]

→
2m⊕

j=0

ρj → ρ0 → 0. (109)

Applying the functor F to (109) we obtain the following finite resolution of A as a left
A-module

0 → R[2m+ 3]
µ4→ A[3]

µ3→ R[2]⊕ (A⊗R V [1])
µ2→ (A⊗R V )⊕R[2m+ 1]

µ1→ A
µ0→ R → 0,

(110)
where V := (CG)1 is the A-A bimodule generated by the edges of G. The connecting
maps are given explicitly by

µ0(x) =

{
x, if x ∈ R,

0, otherwise.

µ1((x⊗ a)⊕ 0) = xa, for x ∈ Aj, j < 2m, µ1((x⊗ a)⊕ v) = xa, for x ∈ A2m

µ2(v ⊕ (s(a)⊗ a)) =


 ∑

b:s(b)=v

√
φr(b)√
φv

b⊗ b′ +
1√

φs(a)φr(a)

∑

b,b′

W (abb′)x′a′b̃⊗ b̃′


⊕ 0,

µ2(0⊕ (x′a′ ⊗ a)) =
1√

φs(a)φr(a)

(∑

b,b′

W (abb′)x′a′b̃⊗ b̃′ +
∑

c,c′

√
φr(c′)√
φs(c′)

W (a′ab)x′c̃c′ ⊗ c̃′

)

⊕ 0,

µ3(x) = 0⊕
(∑

b

√
φr(b)√
φs(b)

xb⊗ b̃

)
,

µ4(v) = v,

where x, x′ ∈ A with deg(x′) < 2m, a, a′ are edges of G, the summations are over edges
b, b′, c, c′ of G, and v is a vertex of G.

Let HA denote the Hilbert series of A, given by HA(t) =
∑∞

p=0H
p
jit

p, where the Hp
ji

are matrices which count the dimension of the subspace {ixj| x ∈ Ap}, for i, j vertices of
G. From the exact sequence (110) we obtain the following relation for HA:

−It2m+3 +HA(t)t
3 −

(
It2 +∆GHA(t)t

2
)
+
(
∆GHA(t)t+ It2m+1

)
−HA(t) + I = 0
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which yields the following Hilbert series of the SO(3)-preprojective algebra A:

HA(t) =
1− t2 + t2m+1 − t2m+3

1−∆G(t− t2)− t3
=

(1 + t)(1 + t2m+1)

1 + (∆G − I)t+ t2
.
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