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Abstract

The motivation to expand electricity production from renewable energy sources
exists worldwide. A novel, horizontal axis, spillway turbine that attempts to
convert high-speed, supercritical flow in steeply sloped channels into electricity
is presented in this thesis. The spillway turbine is intended for use in low-
head, low-flow, man-made, concrete-lined channels such as chutes, spillways and
other similar steeply sloped open-channels. The design of the spillway turbine

is inspired by the impulse turbine runner but without a pipe or a nozzle.

The spillway turbine presented in this thesis consists of the runner and the accel-
erator channel/wedge that is used to direct the water towards and through the
channel blades. The runner design process shows that once the runner is fitted
with Pelton-inspired inserts, performance improves both in terms of efficiency
and specific speeds. The specific speed and the speed factors calculated confirm
that this novel spillway turbine can be categorised as an impulse turbine. The

maximum performance efficiency obtained is 43.3 %.

The observations made during laboratory testing indicate that the accelerator
channel in the final design version could be improved in terms of energy losses
inside it if the insight into the hydrodynamics of the flow can be gained. This
is the motivation for computational fluid dynamics research into the hydrody-

namics of the flow through a contraction.

The in-house large-eddy simulation (LES) code Hydro-3D is employed to simu-
late supercritical flow in a straight-wall, open-channel contraction. The initial
channel contraction angle simulated is 6°, and the ratio of contraction is 2:1,
which is the same ratio used in the final accelerator channel design. The LES
code solves the filtered Navier-Stokes equations for two-phase flows and uses
the level-set method to track the interface between water and air. Overall, a
satisfactory agreement of simulated results with experimental data is obtained.
Contours of the time-averaged velocities indicate that the flow loses energy and
momentum in the contracting channel. The effect of different contraction an-
gles is analysed, and recommendations from numerical simulation research are

implemented in the field application prototype of the spillway turbine.



vil

Publications

Journal Articles

1.

Adzic, F. Stoesser, T., Morris, E. and Runge, S. Design and performance
of a novel spillway turbine. Journal of Power and Energy Engineering, 8.
14-31.

. Adzic, F. Xie, Z. and Stoesser, T. LES of supercritical free-surface flow in

an open-channel contraction.Journal of Hydraulic Research-in Peer Re-

view.

Reports to Industry Sponsor (confidential)

1.

Adzic, F. Stoesser, T. Runge, S. Morris, E. Initial design and performance
of a novel spillway turbine. August 2017.

. Adzic, F. Stoesser, T. Runge, S. Morris, E. Design revision of a novel

spillway turbine. December 2017.

. Adzic, F. Stoesser, T. Runge, S. Morris, E. Design and performance of a

novel spillway turbine. August 2018.

. Adzic, F. Stoesser, T., Morris, E. Titanchi flume and spillway turbine

design report. August 2019.



viii

Contents

Acknowladgements iv
Abstract vi
Publications vii
List of Figures xi
List of Tables xviii
Nomenclature Xix
1 Introduction 1
1.1 Motivation . . . . . . . ... 1

1.2 Renewable Energy Overview . . . . . .. ... ... ... .... 5

1.3 Objectives and thesis structure . . . . . . ... ... ... ... 7

2 Background 11
2.1 Hydropower . . . . . . .. ... 11
Sustainability of Large Hydropower Plants . . . . . . .. 14

Innovative solutions . . . . . . ... ..., 15

2.2 Hydraulic Turbines . . . . . . ... .. ... ... ... 18
221 Typesof Turbines. . . . . . . . . .. ... ... .. ... 18

2.2.2  Spillway Turbine Design Vision . . . .. .. .. ... .. 21
Savonius Turbine . . . . . . . ... ... ... .. .. .. 21

Pelton Turbine . . . . . ... ... ... ... . ..... 24

Cross-flow Turbine . . . . .. ... .. ... .. ..... 27

2.2.3 Novel Design Opportunity . . . . . ... ... ... ... 28

2.2.4 Power Coefficient, Specific Speed and Speed Factor . . . 37

2.2.5 Application Sites . . . . .. ... 38

3 Laboratory set-up 41
3.1 Testing Facility . . . . . .. .. ... oL 41

3.1.1 Data Logging and Discharge Measurements . . . . . .. 42



X

3.1.2  System Design . . . ... ... oL 45
Generator . . . . ... 48

4 Spillway Turbine Development and Testing 51
4.1 Design Version I . . . . . .. ... ..o 51
4.1.1 Design of the Turbine. . . . . . . .. .. ... ... ... o1
Runner 1 (6 Blades) . . . .. ... ... ... ... ... 51

Runner 2 (7 Blades) . . . ... ... ... ... .. ... 52

Wedges . . . . .. . 54

4.1.2 Design I Testing Method . . . . . .. ... ... .. ... HY)
4.1.3 Design [ Results. . . ... ... ... ... ... ..., 56
Wedge Height Effect on Turbine Efficiency . . . . . . .. 56

Distance of Wedge to Runner (x) . . .. ... ... ... 58

Runner to Slope Vertical Distance (z) . . . . . . .. ... 60

Variation of Discharge . . . . . . ... .. ... .. ... 67

4.1.4 Design I Discussion and Summary . . . . . . . .. .. .. 67

4.2 Design Version IT . . . . .. .. ... o oo 70
4.2.1 Design II of Runner and Isle Wedge . . . . . . . ... .. 70

The Runner . . . . .. .. ... ... .. 71

Isle Wedge . . . . . .. . . ... L 72

Increased Run-oft . . . . . . .. ... ... .. ... ... 73

4.2.2  Design II Testing Method . . . . .. .. ... ... ... 73
423 Design [T Results . . . ... ... ... ... ... ..., 75
Open vs. Enclosed Wedge . . . . .. ... ... .. ... 75

Distance of Isle Wedge to Runner (x) . . . ... ... .. 76

Distance of Runner to Channel Bed (y) . . . . ... ... 7

Variation of Discharge . . . .. .. ... ... ... ... 78

Runner B and Isle Wedge B . . . . . . ... . ... ... 78

4.2.4  Design II Discussion and Summary . . . . .. .. .. .. 79

4.3 Design Version III. . . . . .. .. .. ... ... .. .. ... .. 81
4.3.1 Design III of Runner and Accelerator Channel . . . . . . 81
Accelerator Channel Design . . . . . .. ... ... ... 83

Water Run-off . . . . . ... ... ... ... ... 85

4.3.2 Design III Testing Method . . . . .. ... ... ... .. 85
4.3.3 Design Il Results . . . . . . ... ... ... ... ..., 86
Distance of Accelerator Channel to Runner (x) . . . . . . 87

Distance of Runner to Channel (y) . .. ... ... ... 89

Variation of Discharge . . . . . . ... .. ... .. ... 92



Comparison of Runner and Channel Performance
Specific Speed . . . . . ..o
4.3.4 Design III Discussion and Summary . . . . . . .. .. ..

4.4 Experimental Testing Conclusion . . . . . ... ... ... ...

5 Numerical Simulation Background
5.1 Motivation . . . . . ...
5.2 Background . . . ...
5.2.1 Flow Through a Contraction . . . . . . . ... ... ...
5.2.2  Free-surface Modelling . . . . . ... ... ... ... ..

6 Numerical Simulation Framework
6.1 Governing Equations . . . . .. .. ..o
6.2 Large Eddy Simulation . . . . . . ... ... ... ... ..
6.3 Solution of Navier-Stokes equations . . . . . . . .. .. ... ..
6.4 Level-set Method . . . . . .. ... ... ... ... ......
6.5 Immersed Boundary Method . . . . . . . . ... ... ... ...

7 Numerical Simulation Results
7.1 Numerical Simulation Validation. . . . . . . ... ... .. ...
7.1.1 Experiment Description . . . . .. ... ... ... ...
7.1.2 Computational Domain . . . . . . . ... ... ... ...
7.1.3 Validation . . . . . ... ... ... .
7.2 Flow Characteristics . . . . . . . . ... ... ... ... ....
7.2.1 Velocityof Flow . . . . . . ... ... ... ... ...,
7.2.2 Turbulence Intensities and Shear Stresses . . . . . . . ..
7.3 Forces and Energy Losses . . . . . . .. ... ... ... ...
7.3.1 Pressure Distribution . . . . . . .. ... ... ... ...
7.3.2 DragForces . . . . ... ... .. 0oL
7.3.3 Emergy Line . . . . . .. ... oo
7.4 Angle of Contraction Effect . . . . . ... ... ... ... ...
7.4.1 Free-surface . . . . ... ... ... ... ...
742 Emergy Loss . . . . ... ... oo

7.5 Summary of Flow in Open-Channel Contraction Simulation . . .

8 Conclusions and Recommendations for Future Work
8.1 Conclusions . . . . . . . .

8.2 Recommendations for Future Work . . . . . . . . . . ... ...

Bibliography

93
94
95
97

99
99
100
101
105

110
110
111
112
114
115

117
117
117
117
119
121
121
126
128
128
129
131
132
132
135
137

139
139
141

144



Appendix A Laboratory Testing Overview
A1l DesignITesting . . . . . .. ... ... ... ... ... .....
A2 Design II Testing . . . . . . .. . ... ... ... .. ... ..
A3 Design III Testing . . . . . . . . . .. .. L.

Appendix B Turbine Manufacturing

Appendix C Field Application

C.1 Testing Site . . . . . . . . . ...
C.2 Flume Construction . . . . . . . . .. . .. ... ... ... ..
C.3 Flume Dimensions . . . . . ... ... . ... ... .......
C.4 Turbine Positions Along the Channel . . . . . . ... ... ...
C.5 Accelerator Channel Design and Placement . . . . . . . . .. ..
C.6 Support Structure . . . . . . ... ...
C.7 Flume Support Connections . . . . . .. ... .. ... .....
C.8 Bearings for Runner Attachment . . . . . ... ... ... ...
C.9 Runner Shaft . . .. ... ... .. ... ... ...
C.10 Scaled Turbine Runners . . . . . . .. .. ... ... ... ...

C.10.1 Runner F1 . . . . . .. . ... o

C.10.2 Runner F2 . . . . . . ...
C.11 Splash Cover . . . . . . . . .. ..

Appendix D Technical Sheets

pal

160
160
168
170

173

176
176
177
178
181
183
186
188
193
194
197
197
200
202

204



xil

List of Figures

1.1
1.2
1.3

2.1
2.2

2.3
24
2.5
2.6

2.7
2.8
2.9

2.10
2.11

2.12

2.13

2.14

2.15

2.16

2.17

Energy consumption by country . . . . ... ... L.
Energy production from different sources . . . . . . ... .. ..

Renewable energy sources (The Open University, 2020) . . . . .

Inside a hydropower plant (Bonsor, 2001) . . . . . . ... .. .. 12
Embankment dam; Mica Dam, Canada (Christensen, 2019) on

the left and Gravity dam; Grande Dixence, Switzerland (Grande-

dixence, 2019) on the right. . . . . .. .. ... ... ... ... 13
Planned/ongoing dam construction (Zarfl et al., 2015) . . . . . . 14
Micro-hydropower plant (Energy.gov, 2019) . . . . . . .. .. .. 16

Impact of large vs. small hydropower plants (Bakken et al., 2012) 17

In-plane and vertical axis hydrokinetic turbines (Kumar & Saini,

2016) . o o v e e 19
Kaplan turbine (Salameh, 2014) . . . .. ... .. .00 L. 20
Francis Turbine (Okot, 2013) . . . . ... ... ... ... ... 20
(a) Turgo turbine runner (Robinson & Gilkes, 2018); (b) Turgo

vs. Pelton jet angle (Wilson, 1967). . . . . . .. ... ... ... 21
Design parameters of the Savonius runner (Akwa et al., 2012) . 22
(a) Standard blade shape; (b) Optimised blade shape (Kerikous

& Thévenin, 2019) . . . . . . . . 24
Pelton Turbine (Hydrolink, 2009) . . . .. ... ... ... ... 25

Pelton Turbine Forces (Zhang, 2009). Jet diameter dy, water

sheet width d, centrifugal force F., Coriolis force F¢,, direct

frictional force Fq, impact force Fy, normal force F,,. . . . . . .. 25
Cross-flow turbine, runner and nozzle. . . . . ... ... .. .. 27
(a) Gravitation water vortex turbine (Zotloterer, 2010); (b) Im-
pulse water wheel (Miiller et al., 2007) . . . .. ... ... ... 30
(a)The Poncelet wheel (Bozhinova et al., 2013); (b) The Zup-
pinger wheel (Quaranta & Miiller, 2018) . . . . ... .. .. .. 31

(a) Francis turbine (Bozhinova et al., 2013); (b) Kaplan turbine
(Bozhinova et al., 2013) . . . . ... ... ... 31



2.18 Very low head turbine (MJ2 Technologies, 2011) . . . . . . . ..
2.19 Archimedes screw (Lashofer et al., 2011) . . . . ... ... ...
2.20 (a) HPM (Senior et al., 2010); (b) HPW (Senior et al., 2010) . .
2.21 (a) Axial Pump (Bozorgi et al., 2013); (b) Simple reaction turbine
(Date et al., 2013) . . . . . ...
2.22 (a) Centrifugal pump turbine (Motwani et al., 2013); (b) Pro-
peller Turbine (Alexander et al., 2009) . . . .. ... ... ...
2.23 Nano-hydraulic turbine (Ikeda et al., 2010) . . . . . .. ... ..
2.24 (a) Cross Flow Turbine (Pereira & Borges, 2014); (b) Cross Flow
Turbine(Acharya et al., 2015) . . . . . ... ... ... ... ..
2.25 (a) Pelton and Turgo Turbine (Bryan & Kendra, 2013); (b) Turgo
Turbine (Williamson et al., 2013) . . . .. ... ... ... ...
2.26 Pump as turbine (Giosio et al., 2015) . . . . . . ... ... ...
2.27 (a) Alqueva Dam spillway, Portugal (Ecourse, 2019); (b) Llyn
Brianne spillway in Wales (Gibson , 2019) . . . . ... ... ..
2.28 Asheville free-stream potential testing site . . . . . .. ... ..

2.29 Site application of spillway turbine in free-stream locations . . .

3.1 (a) 3-D Flume view (Rauen et al., 2008); (b) Flume photograph
3.2 Spillway constructed in flume. . . . . . . ... ...,
3.3 Rectangular weir (dimensions in metres). . . . . . ... ... ..
3.4 Laboratory rectangular weirset up . . . . . .. .. .. ... ..
3.5 (a) Data logging set up; (b) Resistors used for torque appliance
3.6 Spillway turbine testing structure: 1- Drive train and generator,

2- Bridge, 3- Supporting, structure, 4- Runner, 5- Wedge . . . .
3.7 Spillway turbine testing structure: 1- Generator, 2- Torque trans-

ducer, 3- Shaft, 4- Pulley, 5- Belt . . . . .. ... ... ... ..
3.8 (a)- LabJack U6, (b)- Load celll, (c)- Belt, (d)- Bearing . . . . .
3.9 Mechanical to electrical energy conversion in a spillway turbine

system . .o
3.10 DVE200 Permanent magnet, three phase off-the-shelf generator
3.11 Mechanical and electrical efficiency of DVE200 generator (Runge,

2018) . . o

4.1 Exploded view of Runner 1-6 blades: 1- Runner shaft, 2- Acrylic

disk, 3- Screws, 4- Runner . . . . . . .. ... ...
4.2 Runner 1 cross-section;all dimensions in metres . . . . .. . ..
4.3 Runner 2-7 Blades . . . . . . ... ... o

4.4 Runner 2 cross-section; all dimensions in metres . . . . . . . ..

41
42
43
44
45

45

46
47

48
49



X1v

4.5

4.6

4.7

4.8

4.9

4.10
4.11
4.12
4.13
4.14
4.15
4.16
4.17
4.18
4.19
4.20
4.21
4.22

4.23
4.24
4.25
4.26
4.27

4.28
4.29
4.30
4.31
4.32
4.33
4.34

4.35
4.36
4.37
4.38
4.39

Runner 2-7 Blades in laboratory set up . . . . . . . ... .. ..
Wedge designs . . . . . . ...
Design I testing method . . . . . . .. ... ... ... ... ..
Design I testing method . . . . . . .. ... ... ... ... .
Wedge height effect on Rotor 1 performance . . . . . ... ...
Wedge height effect on Rotor 2 performance . . . . . .. .. ..
Wedge distances effect on Rotor 1 . . . . . . . . ... ... ...
Wedge distances effect on Rotor 2 . . . . . ... ... ... ...
Wedge distances effect on Rotor 2 . . . . . . ... ... ... ..
Rotor 1 to slope distance (z) effect with Wedge 3 . . . . . . ..
Runner 1 to slope distance (z) effect with Wedge 2 . . . . . ..
Runner 1 to slope distance (z) effect with Wedge 1 . . . . . ..
Improvised Wedge 4 and slope to Runner 1 distance z= 0.02 m .
Rotor 2 to slope distance (z) effect with Wedge 3 . . . . . . ..
Rotor 2 to slope distance (z) effect with Wedge 2 . . . . . . ..
Rotor 2 to slope distance (z) effect with Wedge 1 . . . . . . ..
Variation of discharge and efficiency for both runners . . . . . .
Top and side view of spillway turbine Design I (Runner A and
Isle Wedge A) . . . . . . . o
Runner B . . . . . . ...
(a) Version A - 2 cup inserts; (b) Version B - 4 cup inserts

(a) Version A isle wedge; (b) Version B isle wedge . . . . . . ..
Enclosed isle wedge A . . . . . . . ...
CAD drawing of spillway turbine version A with increased run-off
area in the spillway . . . . . . . . ... ... ... ...
Design II testing method . . . . . . . . ... .. .. ... ....
Openisle wedge A . . . . . . . ..o
Open and Enclosed Isle Wedge A . . . . . .. ... .. .. ...
Enclosed Isle Wedge A effect of horizontal distance (x) . . . . .
Runner A and Isle Wedge A variationofy . . . ... ... ...
Variation of discharge Runner A and Isle Wedge A . . . . . . .
(a) Runner A and Accelerator channel A; (b) Top View of Runner
A and Accelerator Channel B . . . . . ... ... ...
Version B Runner and Accelerator Channel B . . . . . . .. ..
Version C Runner and Accelerator Channel C . . . . . . . . ..
(a) Accelerator Channel A; (b) Accelerator Channel B. . . . . .
Accelerator Channel C . . . . . . .. .. ...

Spillway floor . . . . . ...



4.40
4.41
4.42
4.43
4.44
4.45
4.46
4.47
4.48
4.49
4.50
4.51

5.1

5.2

9.3

0.4

6.1

7.1

7.2

7.3

7.4

7.5

7.6

7.7
7.8

7.9

XV

Testing Method Flow Chart . . . . . .. ... ... ....... 86
Runner A and Channel A at xy andxy . . . . . . . . ... ... 87
Runner A and Channel Bat x; andxy . . . . . . ... ... .. 88
Runner B and Channel A at x; andxo . . . . . . ... .. ... 88
Runner C and Channel C at x;, xo and x3 . . . . . ... .. .. 89
Runner A and Channel A variationofy. . . . . ... ... ... 90
Runner A and Channel B variationof y . . . . . . ... .. ... 91
Runner B and Channel A variationofy . . . . .. ... ... .. 92
Runner C and Channel C variationofy . . . . . . ... ... .. 93
Variation of discharge effect on performance . . . . . .. .. .. 93
Comparison Between Design Variations . . . . . . ... ... .. 94
Specific speeds (left) and Speed Factors (right) . . . . . . .. .. 95
Transition of accelerator channel used in Design III design and

testing . . . . . ..o 99
Comparison of adaptive and fixed grid with MacCormack scheme

(Rahman & Chaudhry, 1997) . . . . ... ... ... ... ... 102
Depth contours of supercritical flow through a contraction (Berger

& Stockstill ; 1993) . . . . ..o 104
Water depth comparison along channel contraction (Kriiger &

Rutschmann, 2006) . . . . . . .. ... .. 105
Large Eddy Simulation Concept(Rodi et al., 2013) . . . . . . .. 112
Domain geometry . . . . . . .. ..o 118
Domain dimensions . . . . . .. .. .. 118

Propagation of surface waves: (Top) Time-averaged, (Middle)
Instantaneous, (Bottom) Shock-wave geometry . . . . . . . . .. 120

Centerline profile comparison of measured and time-averaged sim-

ulated water depth . . . . . ... ... ... 121
Near-wall profile comparison of measured and time-averaged sim-

ulated water depth . . . . . . ... ... oo 122
Time-averaged three dimensional water surface . . . . . . . . .. 122
Streamlines of the flow . . . . . ... .. ... ... .. 123

Time-averaged streamwise velocity distributions; Near-bed dis-
tribution at z/h=0.1 (Top) and Near-surface distribution at z/h=0.9
(Bottom) . . . . .. 124
Time-averaged streamwise velocity profiles in the contraction
(taken at the centerline) . . . . . ... ... ... ... . ... 124



XVl

7.10

7.11

7.12
7.13

7.14

7.15

7.16

7.17

7.18

7.19

7.20

7.21

7.22

7.23

7.24

B.1

C.1
C.2

C.3
C4
C.5
C.6
C.7
C.8

Contours of the time-averaged wall-normal velocity in selected
cross-sections. . . . . . . ... 125
Contours of the time-averaged wall-normal velocity in selected
cross-sections. . . . . . . ... 126
Normalised turbulent kinetic energy taken near the bed at z/h=0.1127

Normalised streamwise normal stress distribution taken near the

bed at z/h=0.1 . . . . . . ... 127
Normalised spanwise normal stress distribution taken near the

bed at z/h=0.1 . . . . ... ... 128
Normalised vertical normal stress distribution taken near the bed

at z/h=0.1. . . . . .. 128
Pressure coefficient near-bed at z/h=0.1 taken at centerline . . . 129
Viscous drag coefficient form both bed and walls . . . . . . . .. 130
Form drag coefficient C,q and Viscous drag coefficient Cy in the

contraction . . . . . . . . ... 131
Energy of spanwise averaged flow . . . . .. .. ... ... ... 132
Comparison of 5°, 8°, 10° and 12° free-surfaces . . . . . . . . .. 133

Comparison of 5°, 6° and 8° contraction angles in a straight wall
contraction . . . . . . . . ... 134
Comparison of 6°, 10° and 12° contraction angles in a straight
wall contraction . . . . ... ..o o oo 134
Comparison of 5°, 6° and 8° contraction angles energy in a straight
wall contraction . . . . . .. ..o 136
Comparison of 6°, 10° and 12° contraction angles energy in a

straight wall contraction . . . . . . . ... ... ... ... .. 136

(a) Sinter process ; (b) Object Removal ; (c) Brushing ; (d)
Sandblasting (Sculpteo.com , 2020) . . . . .. ... ... ... 173

Satellite view of testing site area . . . . . . . . . .. ... . ... 176

Visualisation of the site including the two-section flume next to

the stream and two spillway turbines . . . . . . ... ... ... 177
Flume side (top) and top (bottom) views . . . . . .. ... ... 178
Flume sections . . . . . . . . . . ... ... 178
Flume section 1 side view; all dimensions in metres . . . . . . . 179
Flume section 2 side view; all dimensions in metres . . . . . . . 179
Entire flume length side view; all dimensions in metres . . . . . 180

Flume top view, width of channel and walls; all dimensions in

metres . . . ... 180



Xvii

C.9 Section 1 flume side view with the position of the slots for runner
placement and box placement distance; all dimensions in metres 181
C.10 Section 2 flume side view with the position of the slots for runner

placement and box placement distance; all dimensions in metres 181

C.11 Metal reinforcement for flume sections with runner slots . . . . . 182
C.12 Slot dimensions for runner installation . . . . .. ... .. ... 183
C.13 Contracting accelerator channel . . . . . . . .. . ... ... .. 184
C.14 Contracting section dimensions . . . . . . . . .. ... .. ... 184
C.15 Contraction to flume connection; all dimensions in meters . . . . 185
C.16 Contraction connection L-bracket . . . . .. ... ... .. ... 185
C.17 Steel support (top) and T-section steel rail (bottom) . . . . .. 186
C.18 Steel to steel and steel to concrete connections . . . . . . . . .. 187

C.19 T-shape steel sections run along the flume bottom; all dimensions

iInmetres. . . . . .. 187
C.20 Steel support; all dimensions in metres . . . . . . ... .. ... 188
C.21 Support rail with hole positions; bottom view . . . . . . . . .. 189
C.22 Positioning of screw holes close to the edges . . . . .. . .. .. 189
C.23 Positioning of screw holes away from the edges . . . . . . . . .. 190
(.24 Positioning of screw holes away from the edges . . . . . . . . .. 190
C.25 Bracket 1, used on the outside of steel L-sections . . . . . . . .. 191
C.26 Overview of steel to steel and steel to concrete connections . . . 191
C.27 Bracket 2, used on the inside of the steel L-sections . . . . . .. 192
C.28 Rail to steel support attachment . . . . . . . .. ... ... ... 192
C.29 Shaft bearing . . . . . . .. ... 193
C.30 Bearing dimensions; all in meters . . . . . . .. ... ... ... 194
C.31 Runner shaft, 0.06 m diameter stainless steel . . . . . . . . . .. 195
C.32 Shaft dimensions; all in metres . . . . . . . . .. ... ... ... 196
C.33 Dimensions of shaft key slots in the runner; all in metres . . . . 196
C.34 12 bladed, 0.4 m diameter runner . . . . . . . .. ... .. ... 197
C.35 0.4 m diameter runner dimension; all in metres. . . . . . . . .. 198
C.36 Insert for Runner F1 . . . . . . .. ... ... ... ....... 198
C.37 Insert for Runner F1 dimensions; all in metres . . . . . . . . .. 199
C.38 Disks for Runner F1; all in metres . . . . . . . ... ... .... 199
C.39 12 bladed, 0.6 m diameter runner . . . . . . . .. .. ... ... 200
C.40 0.6 m diameter runner dimension; all in metres. . . . . . . . .. 201
C.41 Insert for Runner F2 . . . . . . . ... .. ... ... .. 201
C.42 Insert for Runner F2 dimensions; all in metres . . . . . . . . .. 202

C.43 Disks for Runner F2; all in metres . . . . . . . .. ... .. ... 202



Xviil

C.44 Installed turbine system with a splash cover on top . . . . . .. 203
C.45 Splash cover dimensions; all in metres . . . . . . . . .. .. ... 203
D.1 DVE Generator . . . . . . ... .. 204

D.2 Futek Torque and Encoder . . . . . . .. ... ... ... . ... 205



Xix

List of Tables

2.1
2.2

2.3

3.1

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9
4.10
4.11
4.12
4.13
4.14
4.15
4.16
4.17
4.18
4.19
4.20

7.1
7.2

B.1

Hydropower plant categories (Breeze, 2018) . . . . . .. .. .. 11
Turbine technology available for low-head environments (Bozhi-
nova et al., 2013; Jawahar & Michael, 2017; Wiemann et al., 2007) 29

Turbine classification (Novak et al.; 1996) . . . . . . . .. .. .. 38
Weir dimensions . . . . . . .. ... o 43
Wedge dimensions . . . . . .. ... ..o 55
Variable names and descriptions . . . . . . ... ... ... ... 55
0.08 m distance . . . . . . ... Lo 58
Rotor 1 to slope distance (z) effect with Wedge 3 . . . . . . .. 60
Runner 1 to slope distance (z) effect with Wedge 2 . . . . . . . 62
Runner 1 to slope distance (z) effect with Wedge 1 . . . . . .. 63
Runner 2 to slope distance (z) effect with Wedge 3 . . . . . .. 65
Runner 2 to slope distance (z) effect with Wedge 2 . . . . . .. 66
Runner 2 to slope distance (z) effect with Wedge 1 . . . . . .. 66
Variable names and descriptions . . . . . .. . ... ... L. 74
Runner A and Enclosed Isle Wedge A x distances . . . . . . .. 76
Runner A and Enclosed Isle Wedge A x distances . . . . . . .. 7
Design Variations . . . . . . .. .. .. 0oL 81
Variable names and descriptions . . . . . . .. ... 86
Runner A and Accelerator Channel A . . . . . ... ... ... 89
Runner A and Accelerator Channel B . . . . . . ... ... .. 90
Runner B and Accelerator Channel A . . . . . ... ... ... 91
Runner C and Accelerator Channel C . . . . . . . . ... ... 92
Peak Efficiencies . . . . . . . . ... 94
Speed Factors and Specific Speeds . . . . . . ... ... ... .. 95
Contraction start and end locations . . . . . .. ... ... .. 133
Loss coefficients and head loss . . . . . . . ... ... ... ... 137

Material Properties PA 2200 . . . . . ... ... . ... .... 175



XX

Nomenclature
w Rotational velocity

P Speed factor

p Density

T Bed shear stress

A Cross-sectional area
C,  Pressure coefficient
Cpa  Form drag coefficient
Cp  Power coefficient

D Diameter

d Distance function

F Froude number

Ey Frictional surface force
Ey Impact force

F, Normal surface force
F Viscous drag force
F,,  Coriolis force

F, Centrifugal force

F, Form drag force

H Head

h Water depth

hy Head loss

L Reference length scale
N Rotational speed

Ny Specific speed

P Power

Q Discharge

R, Reynolds number



Smooth sign function

Torque

Artificial time

Eddy turnover time

Turbulent kinetic energy
Time-averaged streamwise flow velocity
Streamwise normal Reynolds stress
Primary normal Reynolds stress
Shear velocity

Bulk velocity

Time-averaged spanwise flow velocity
Spanwise normal Reynolds stress
Friction coefficient

Force from immersed boundary points
Gravitational acceleration

Time

Sub-grid scale stress tensor

Interface between gas and liquid domains
Gas fluid domain

Liquid fluid domain

Single grid space

Head loss coefficient

Filtered pressure

Filtered velocity vector

Level-set distance function

Single grid space

Half thickness of the interface
Dynamic viscosity of gas

Dynamic viscosity of liquid

Dynamic viscosity

Kinematic viscosity

Density of gas

Density of liquid

Xx1



Chapter 1

Introduction

1.1 Motivation

Population growth and its effects on the world have become a trending topic, of-
ten mentioned in conjunction with increasing pollution of the environment and
climate change. The world population has reached 7.2 billion in 2014, and it is
predicted to reach approximately 9.6 billion by 2050 if current growth trends
are applied (Gerland et al., 2014). It is in human nature to continually seek
ways to make everyday life more convenient. Finding ways to access informa-
tion quickly, to easily communicate with each other, to achieve new medical
breakthroughs and to improve transport have led to fast and ever-increasing
development of technology through history. As Nicola Tesla wrote in 1919 " In-
vention 1s the most important product of man’s creative brain. The ultimate
purpose is the complete mastery of mind over the material world, the harness-
ing of human nature to human needs" (Tesla, 1919). From the invention of the
wheel, the clock, the steam engine, the electric battery, to the design of the
modern computer, it is clear that the technology is evolving rapidly, especially
since humans found novel ways to extract energy from nature and use it to
fuel transportation and communication industries. With the rapid and con-
stant development of technology, 215 century society has become tremendously
dependant on electricity production. Breakdown of the largest consumers of

electricity from 2016 is shown in Figure 1.1.

Energy sources can be classified as clean or environmentally damaging. Electric-
ity is commonly produced from nuclear fission, burning fossil fuels or renewable
energy sources. Although nuclear fission is clean in terms of greenhouse gas
emissions, the debate of its sustainability is long-standing. Firstly, the finan-
cial and environmental cost of safely decommissioning nuclear plants is often

unpredictable. The possibility of a nuclear incident cannot be neglected even
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FIGURE 1.1: Energy consumption by country in 2016 (Eia.gov,
2019)

though safety has been considerably improved over the years. The sustainabil-
ity of nuclear fission plants is also in question when the amounts of harvestable
uranium deposits are considered. However, investment in nuclear fission plants
is one of the prevalent political debates of our time, with countries of the world
making different decisions on this matter. Burning fossil fuels such as coal, gas
and oil also commonly used for electricity production. Coal is the cheapest of
all fossil fuels as its more accessible and larger quantities are available compar-
ing to gas and oil reserves. Although it is the most affordable, it is also the
biggest polluter because it releases large amounts of methane when burned. Oil
and gas also release carbon dioxide into the atmosphere during combustion, but
only half the cost of coal combustion produces. According to Shafiee & Topal
(2009), it is predicted that the oil reserves will deplete in about 40 years, gas

reserves in nearly 70 years and coal reserves will diminish in about 200 years.

Producing electricity from renewable sources such as sun, wind, and water has
been on the rise in the last couple of decades. The popularity of such methods of
electricity production comes from the desire to reduce negative human impact
on the environment. In other words, renewable energy sources are considered
clean as no greenhouse gasses are emitted into the atmosphere when electricity
is produced. The pie chart of how much electricity was generated from each

source in 2018 is shown in Figure 1.2.

As can be noted, 64% of electricity was produced from burning fossil fuels. Due
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FIGURE 1.2: Energy production from different sources (Iea.org,
2019)

to the rise of electricity demand in China, India and the United States, a his-
torical peak of 33.1 GT of CO5 emissions were measured as a result of fossil fuel
burning. The power sector is thought to be responsible for two-thirds of those
emissions in 2018 (lea.org, 2019). Some countries such as France, Germany,
United Kingdom, Japan and Mexico have recorded declining CO, emissions due
to the switch from fossil fuels to nuclear and renewable energy sources. The
International Energy Agency stated that burning fossil fuels increases global
annual average surface temperatures by 0.3°C to 1°C, which makes coal com-

bustion the most significant contributor to global temperature rises.

Several international agreements addressing climate change have been put in
place. The Paris Agreement (United Nations, 2016) was signed by 200 countries
that focus on greenhouse gas emissions and keeping global temperatures in
check. European Union Directive (European Commission, 2009) was put in
place in 2009, and it set an objective for all parties involved to produce at
least 20% of energy from renewable energy sources by 2020. This directive was
updated in 2014, proposing to increase energy produced from renewable energy
sources to at least 27% by 2030 (Eurpean Commission, 2019).

To sum up, the motivation behind the work presented in this thesis comes
from a difficult question: How to fulfil world energy demands with minimal
environmental harm sustainably? Population growth and ongoing technological

revolution cause rising energy demands of modern society, and these demands
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are answered with a mix of energy sources. The majority of the world population
is to some extend aware of how electricity generation influences climate change;
hence international agreements and objectives have been set in place. Research,
development and improvement of old and new tools for electricity generation
from renewable energy sources is of great importance, as the world is turning
to a greener and less polluted future. Although the focus of this research is
on hydraulic turbine technology and hydropower, available renewable energy

sources are briefly discussed in the following section.

Emrgy Inc., the industrial sponsor of this project, requested a new hydraulic tur-
bine technology that can be placed in spillways and similar sloped man-made
channels, and does not require any piping installations. The motivation for
avoiding pipes and nozzles, which are common in turbine systems, comes from
the difficulty of obtaining testing and installation permits if such structures are
present on site. Hence, the spillway turbine presented in this project does not
have a nozzle component. Rather than directing the flow to the runner through
a nozzle, an accelerator channel was developed. It is important to highlight
that the term spillway turbine refers to a system consisting of both the turbine
runner and the accelerator channel. The industrial sponsor also requested a
technology that is novel and can be patented in the future. This request was
answered throughout this project and the novelty of this turbine comes from
both the runner blade insert design (Figure 4.24) and the accelerator channel
design (Figure 4.37). Moreover, the runner design and the accelerator channel
design have been developed for the purposes of this project by the thesis au-
thor and do not exist in previously published literature. The novelty of this
research does not only come from developing a new hydraulic turbine technol-
ogy, but also from the numerical simulation approach utilised to improve the
system efficiency. This was achieved by simulating a free-surface, supercritical
flow through a channel contraction, mimicking the flow through the accelerator
channel. Utilising large-eddy simulation approach and free-surface modelling for
the analysis of supercritical flows through a channel contraction has not been
published in literature before. Moreover, the published studies mostly fail to
validate their models with experimental studies. To conclude, this thesis offers
novel contributions on two fronts. It presents a new turbine technology devel-
oped from an original idea and it also presents a new, validated methodology

for simulating supercritical free-surface flows through channel contraction.
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1.2 Renewable Energy Overview

Renewable energy sources have contributed to over 26% of total world electricity
production, as shown in Figure 1.2. When debating between renewable energy
sources and fossil fuels, the arguments in favour of switching to renewable en-
ergy sources are clear. This is due to the finite supply of fossil fuels left on the
Earth and significant amounts of greenhouse gases emitted into the atmosphere
as a result of fossil fuel combustion. Renewable energy sources can be defined as
clean and inexhaustible with minor greenhouse gas and CO, emissions. On the
other hand, deciding between nuclear power and renewable is not as evident to
many. Both methods of energy production produce negligible amounts of CO,.
Nuclear plants usually have large power outputs, but the decommissioning and
dealing with nuclear waste or possible nuclear accidents can be very compli-
cated. Also, nuclear sources are not inexhaustible, contrary to the renewable
energy sources which are extracted from natural sources such as sun, water,

wind, geothermal and biomass.
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FIGURE 1.3: Renewable energy sources (The Open University,
2020)

Solar energy is the most available for harvesting. The amount of solar power
intercepted by the Earth is 1.8 x 104 kW, out of which 60% reaches the Earths

surface, and the rest is reflected into space (Thirugnanasambandam et al., 2010).
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The most used method for solar energy conversion to electricity is by using pho-
tovoltaic (PV) effect through the use of PV panels. Photovoltaic panels had an
increase in the installation of 4300% from 2007 to 2017 (Nunez, 2019), indicat-
ing that the photovoltaic panel market is fast expanding and the technology is
widely available.

Harnessing energy from the wind dates back to hundreds of years BC when Per-
sians used ancient versions of windmills for food production and water pumping
(Kaldellis & Zafirakis, 2011). The first wind turbine for electricity generation
was installed in 1888, but modern type horizontal axis turbines evolved after
the Second World War in the 1960s and 1970s. Therefore, wind turbine technol-
ogy has had decades to mature and evolve into a reliable source for electricity
production. Both onshore and offshore wind farm installation is on the increase
in the last several years, with the forecasted production capacity of 839 GW by
2023 (Iea.org, 2019).

Bioenergy can be harvested directly from burning biomass or converting it to
biogas, biodiesel or bioethanol. Biomass can be defined as organic waste, for
example, wood, agricultural, animal or food waste. The great advantage of bio-
energy is that energy is extracted from waste, however, improving the efficiency
of the available extraction methods is of interest.

Geothermal energy or energy extracted from below the Earth’s surface has been
utilised by humans for a long time. First electricity generated from geothermal
energy was in Italy in 1904, and nowadays it is harvested in over 20 differ-
ent countries (National Geographic, 2019). The principles of harvesting energy
from geothermal sources is based on accessing hot water or steam underneath
the ground that can be used to drive turbines and generate electricity.

Water as a source of renewable energy contributes to 31% of energy harvested
from renewable energy sources. It can be used in marine energy schemes or
hydropower schemes. Marine energy can be extracted from a tidal stream, tidal
range or wave energy. Tides are foreseeable and are not just seasonal. The main
advantage of marine energy is that during the seasons in which other renewable
energy sources are less reliable, tides are steady and regular (Corsatea & Maga-
gna, 2019). Although there are many different types of wave phenomena, wave
energy is focused on converting energy from wind waves into electricity. Wave
energy has great potential for electricity generation, up to 32 000 TWh/year
worldwide (Mgrk et al., 2010); however, wave energy extraction technology is

far from maturity.

Tidal power technology is far ahead of wave energy exploitation. Tidal energy

can be harvested from a tidal range or a tidal stream. Tidal barrages or lagoons
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work on principles of potential energy being harvested, and tidal stream turbines
work on the principle of harvesting kinetic energy from flowing water. Tidal
energy potential is significant in countries with large tidal ranges such as the
United Kingdom and France. Moreover, the largest tidal ranges occur in semi-
closed areas of water such as bays, estuaries and fjords. Places with the most
considerable tidal potential are the Severn Estuary and the Bristol Channel,
Orkney and Pentland Firth, all in the United Kingdom, the Bay of Fundy in
Canada and several locations in North-West Spain (Graves & Iglesias, 2018).

Tidal stream energy can be harvested from tidal currents larger than 1 m/s
and United Kingdom’s tidal stream energy potential has been estimated to 12
TWh.

Tidal stream turbine technology was derived from horizontal axis turbines
(HATs), commonly used as wind turbines. Vertical tidal turbines (VATs) have
also been a part of the discussion in the tidal stream technology debate, but
their low efficiency calls for more research on the blade design.

Despite the outlined challenges related to extracting electricity from a marine
energy source, vast sea and ocean regions pose a high potential for renewable en-
ergy industry expansion. Hence, the development of marine energy technologies
is eminent in the future. If marine and hydropower schemes are contrasted, hy-
dropower schemes are technologically superior and more present through history
and hence more researched and standard. Hydropower has been discussed at
depth in the following chapter, as it is the main focus of this research. However,
it was important to highlight that other renewable energy sources described in
this chapter have an important role in answering electricity demands of the

modern world.

1.3 Objectives and thesis structure

The principal objective of this research was to design and develop a novel hor-
izontal axis turbine for use in low-head, low-flow, man-made channels such as
chute spillways or other similar sloped channels. Low-head refers to head of up
to 40 m and low-flow refers to flows with velocities of up to 2.5 m?®/s (Razak et
al., 2010). The turbine system consists of two main components, the runner and
the accelerator channel /wedge used to accelerate and direct the water towards
the runner blades. Both the runner and the accelerator channel/wedge are
novel designs developed for purposes of this project and do not exist in previ-
ously published literature. The goal was to design a runner and a flow directing

system that will be the most efficient in extracting energy from the flowing
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water. The next step was to test the initial turbine design in the laboratory
setting, followed by the analysis of the results. Both runner and accelerator
channel /wedge designs were revised according to the conclusions made from
laboratory tests until at least 40 % performance efficiency was reached. During
experimental testing, it was noted that the runner placement relative to the
accelerator channel and the accelerator channel design had a large impact on
the overall system performance. Hence, another objective was to investigate the
runner intake through large-eddy simulation and gain an understanding of free-
surface flow dynamics of a high Froude number flow through an open-channel
contraction. The conclusions made from the large-eddy simulation will then be

implemented into the final design to be tested in field environment.

The thesis was structured to highlight both the design process, the testing

methodology, the conclusions and recommendations made and is as follows:

e Chapter 2: Background: The background section summarises the princi-
ples of extracting energy from rivers and streams. Sustainability of large
hydropower plants was discussed, and a motivation for finding innovative
methods of extracting energy from small, mini and micro-scale hydropower
plants was explained. This section also gives an overview of hydraulic tur-
bines commonly used in hydro-plants. As the spillway turbine is a novel
and original turbine, review of existing technology focused on turbines
that inspired the spillway turbine design. An opportunity for the novel
design was argued, potential installation sites were identified, and equa-

tions used for performance analysis were presented in this section.

e Chapter 3: Laboratory set up: The description of the laboratory set up,
and experiment installation was presented in this section, together with
the equipment and methods used for data logging. Design of the exper-
iments was depicted through numerous technical drawings. An overview
of how the flow energy was converted into electrical energy through the

use of generator was also described.

e Chapter 4: In this chapter, three design versions of the spillway turbine
were presented to highlight the design process and the conclusions made
from different variable testing. Testing methodology and variables were
presented clearly for all three design versions.

Design version I: Initial design and concept of the spillway turbine were
given in this section. The results were presented in a way that indicates
how changing testing variables such as different runner to channel bed,

slope or wedge distances affect the turbine performance. The effect of
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the blade number, size of the runner and height of the wedge was also
quantified in terms of performance coefficients. Finally, the conclusions
and recommendations for the design revision were outlined at the end of
the section.

Design version II: The potential sources of energy losses in the first de-
sign version of the turbine system were identified and addressed in this
chapter. Changes were implemented in terms of installing inserts into the
runner, and the wedge was re-designed to direct the water into the runner
in a more precise manner. The results were presented so conclusions of
each variable effect on the performance can be made. Furthermore, the
conclusions and the recommendations about sources of energy losses for
this design version were presented.

Design version III: This section shows the final design revision of the spill-
way turbine tested in the laboratory. Changes to the second design version
were implemented, mainly in changing the wedge design into an acceler-
ator channel that guides the water more precisely to the runner blades.
Results indicate that the spillway turbine can be considered as efficient as
some available hydrokinetic turbines. Finally, it was recommended that
future testing continues in field, as the results achieved during laboratory
testing were satisfactory.

Summary and recommendations: The summary and comparison of all
three design versions were presented in this section. From the design pro-
cess and the laboratory testing, it was concluded that the point of major
energy losses in the system was at the entrance of the accelerator channel.
The accelerator channel can be defined as a contracting open-channel, and
it was decided that the investigation of hydrodynamics in this component

was necessary for further spillway turbine performance improvement.

e Chapter 5: Numerical simulation background: This chapter entails the ex-
planation behind the motivation to research the supercritical flow through
an open channel contraction. A review of literature available on this topic
was shown, and it was concluded that significant gaps exist in available
methods. The challenges and objectives of numerical simulation of super-

critical flow through an open-channel contraction were outlined.

e Chapter 6: Numerical simulation framework: Governing equations of mo-
tion and methods of providing the solutions were described in this chapter,
with an overview of methods available for turbulence modelling. As large
eddy simulation was the chosen approach, the method and the solution

of the Navier-Stokes equations was described. The level-set method was
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utilised to simulate the free-surface, and the immersed-boundary method

was used to implement the contracting channel geometry.

Chapter 7: Numerical simulation results: The numerical simulation used
was validated against experimental data presented in Abdo et al. (2019)
to ensure the fidelity of the results. The experiment used for valida-
tion was described. The computational domain with boundary conditions
description and the number of points was also specified. This chapter
concludes that the model can capture the position of the free-surface of
supercritical flow through a contraction correctly and therefore can be
used for the analysis of such flows. The published studies of supercritical
flow through an open-channel contraction lack descriptions of flow char-
acteristics and turbulence intensities. Therefore, the analysis of velocity
profiles and turbulent kinetic energy components was presented in this
section. Pressure distribution and forces acting on contraction channel
walls were compared and quantified in this section. The energy losses in
a 6° open-channel contraction were also quantified with head loss and loss
coefficients calculated. One of the main objectives of numerical simula-
tion of the supercritical flow through a channel contraction is to make
conclusions on what contraction design would lead to smallest possible
energy losses in the flow so that the spillway turbine runner can access
and convert larger portions of flow energy into electricity. Hence, the
contraction angle effect on the energy losses in the flow was quantified in
this chapter, with five different contraction angles analysed. A summary
on numerical simulation of supercritical flow through a contraction was
given at the end of this chapter. The summary entailed analysis of the
model accuracy, flow characteristics, energy losses and the effects of using

different contraction angles.

Chapter 8: Conclusions and recommendations for future work: Conclu-
sions, contributions of this thesis and recommendations for future work

were given in the last chapter.
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Chapter 2

Background

2.1 Hydropower

Hydropower is a significant contributor to the worldwide electricity production,
contributing 19% of electricity produced from all energy sources in 2018 (Iea.org,
2019). From the water wheel used for flour milling in Greece around 2000 years
ago to the first modern turbine in the 1700s in France (Energy.gov, 2019), hy-
dropower and hydro turbines have exciting and long evolution paths. At the end
of 2016, the total installed hydropower capacity was 1246 GW (Breeze, 2018).
Hydropower schemes are widely distributed, and the countries with most sig-
nificant electricity production from hydropower in 2015 were China, Canada,
Brazil and the United States with 1130, 381, 360 and 271 TWh produced re-
spectively (Iea.org, 2017). Based on the capacity, hydropower plants can be
split into four categories listed in Table 2.1, although different countries will
have different definitions of what is defined as small hydropower with a general
capacity up to 10 MW, with 30 MW in the United States and up to 50 MW
in Canada (Khare et al., 2019). However, the norm is a range of 10-30 MW

capacity for small hydropower schemes.

TABLE 2.1: Hydropower plant categories (Breeze, 2018)

Size | Power Capacity
Micro | 1 KW - 100 KW
Mini | 100 KW - 1 MW
Small | 1 MW - 10-30 MW
Large | Above 10-30 MW

All hydropower schemes work on the principle of getting the largest amount of
available water to pass through the turbines installed. This can be achieved ei-
ther through a dam or a reservoir scheme or a run-of-river scheme. Hydropower

is most commonly generated through harvesting gravitational potential energy.
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Hence, power available from the potential energy of water can be calculated

using Equation (2.1).

P,=p*xgx HxQ (2.1)

where Py, is the power of water available in Watts, p is the density of water in

kg/m3, H is the head available in m and @ is the discharge in m?3/s.

On the other hand, hydropower can also be generated by utilising the kinetic
energy of the flowing water. This is commonly achieved through the use of
hydrokinetic turbines (Runge et al., 2018). The power available from kinetic

energy can be found using Equation (2.2).

Py, =05%p*x AxU> (2.2)

Where Py, is the power of water available in Watts, p is the density of water in
kg/m3, A is the cross-sectional area in m?, and U is the flow velocity in m/s.
Although hydro-kinetic turbines got attention in the last few years, the focus
of the presented research is on hydropower generated from the potential energy

of water.

Large hydro-plants usually involve a reservoir of water, a dam, a powerhouse and
a penstock, as shown in Figure 2.1. Large hydro-dams are the most significant

contributors to the electricity produced from water sources.

Powerhouse

Reservoir

Transformer Power Lines

Intake cgg'g' Penstock  Turbine

FIGURE 2.1: Inside a hydropower plant (Bonsor, 2001)
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Some of the largest dams in the world are The Three Gorges Dam in China
with a maximum capacity of 22 500 MW followed by Itaipo Dam in Brazil with
a maximum capacity of 14 000 MW. High or medium head turbines such as
Pelton, Turgo, Kaplan and Francis turbines are mostly used in these large scale
projects because these turbines have already gone under extensive research and
are highly efficient.

Most common dams used in large scheme hydropower plants are embankment,
concrete arch, gravity and buttress dams. Embankment dams are usually most
common in sites with wide valleys and they commonly create shallow, wide
reservoirs. Embankment dams can be damaged by water overtopping the dam as
they are usually made from natural materials. To avoid this, concrete spillways

are often constructed for water release in peak flow times.

FIGURE 2.2: Embankment dam; Mica Dam, Canada (Chris-
tensen, 2019) on the left and Gravity dam; Grande Dixence,
Switzerland (Grande-dixence, 2019) on the right.

Gravity dams are commonly made of concrete and masonry, and usually have
a near-vertical upstream face and a sloping downstream face. As the name in-
dicates, they are held in position through gravity, and therefore these type of
dams have to be built on strong rock foundations. Gravity dams are suitable
for both wide and narrow side valleys and can be constructed taller than em-
bankment dams. Buttress dams are very similar to gravity dams and are also
made of concrete and masonry. They are appropriate in wide or narrow side
valleys, and also need solid rock foundations for stability. Arch concrete dams
use the principle of force distribution along a parabola to ensure stability. Arch
dams require steep side valleys, with a strong rock that can endure the forces
from the arch on both sides and the dam bottom. Having clean energy extrac-
tion from water, with minimal disruption to local life resulted in smaller-scale

hydropower developments becoming increasingly popular.



14 Chapter 2. Background

Sustainability of Large Hydropower Plants

The sustainability of large hydropower plants has been questioned due to many
arising environmental and socio-economic factors. Contrasting the hydroelec-
tric dam construction in developing and developed countries, it can be noted
that the overall image is significantly different. Moreover, developed countries
have had a decline in dam construction since 1960 as dams on available sites
have already been developed. The dams built before the 1950s are at the end of
the predicted life span in Europe and America, and are mainly being decommis-
sioned as the cost of repairing is too high. The number of dams removed to this
date in France, Sweden, Finland, Spain, the United Kingdom and seven other
European countries is 4984 (Damremoval.eu, 2020). On the other hand, the
situation is different in countries with emerging economies such as countries in
South East Asia, The Balkans, South America and Africa. Overall, 3700 dams
with capacity over IMW have been planned for construction or are already in
construction all over the world as seen in Figure 2.3, out of which 874 with a
capacity over 100 MW (Zarfl et al., 2015).
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FIGURE 2.3: Planned/ongoing dam construction (Zarfl et al.,
2015)

If the financial, environmental and human costs of large dams are considered,
it is believed that benefits are not always higher than costs. Firstly, hydrologic
consequences of large dams include seasonal changes in river discharges and
lower freshwater availability which further leads to water temperature changes,

salinity changes, floodplain and coastal erosion changes. Secondly, these changes
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lead to ecosystem changes such as loss of habitat and loss of both water and land
biodiversity. Thirdly, this directly affects populations along the river basins that
rely on farming and fishing. An example of this is a decline in fish catch of 60% in
the Tucurui Dam region in the Brazilian Amazon (Moran et al., 2018). Finally,
in the past six decades, between 40 and 80 million people have been moved
from their homes as a direct result of large dam projects, (International Rivers,
2019). Majority of these people were not resettled as they should. If the purely
financial side of large dam projects is considered, Ansar et al. (2014) found that
costs are 96% more then predicted for a sample of 254 large dams built from
1934 to 2007. It was also found that 1 in 10 of these dams cost three times more
than estimated in the original calculations. Another factor to consider is that
hydropower development in developing regions of the world often overlooks the
implications of climate change on how much water power there will be available
that year. There is evidence that the intensity and frequency of extreme events
are unpredictable. Lake Mead that is used as a reservoir for the Hoover Dam
had experienced 40% reduction in water levels, and the peak power outputs
for the Hoover dam reduced from 2 GW to 1.5 GW. Another example is The
Belo Monte Dam on Xingu River, which has only produced a peak of 4.43 GW
comparing to the optimistic peak capacity estimation of 11.23 GW (Moran et
al., 2018). To conclude, it is essential to seek and develop more sustainable
solutions than building large dam projects. The dam technology is mature, and
it has provided humans with electricity for many years, but it is significant to

keep new, greener technologies in mind when discussing hydropower schemes.

Innovative solutions

One of the solutions to ensure the sustainability of large dam projects is that
environmental and socio-economic impacts of these projects should be assessed
fairly and ethically, not by dam builders but by civil servant firms. Another
way of improving sustainability is to take into account climate change factors
and local issues that could arise during and after construction is completed.
Moreover, there is evidence that smaller-scale hydropower schemes are more
sustainable and pose a lower risk to the environments where they are installed.
Smaller-scale hydropower plants do not just have a smaller generation capacity,
but also site head differences are not as significant as in large hydropower sites,
and hence they are mostly run-of-river sites rather than reservoir schemes. An

illustration of a typical micro-scale plant set-up is given in Figure 2.4.

It is challenging to quantify the impacts of either small or large hydropower
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FIGURE 2.4: Micro-hydropower plant (Energy.gov, 2019)

plants, but Bakken et al. (2012) presented a study that compared the environ-
mental impact produced by one large hydropower scheme and a group of small
scale plants that produce a similar amount of power. Sites with similar topogra-
phy, climate and ecosystems were selected for the comparison, which makes this
method acceptable. Impact factors were compared on a nine-level scale ranging
from substantial positive impact to a tremendous negative impact. However,
the study does not take into account social impact, which could change the
overall perception, but in this case, it is unlikely it would be in favour of a large
dam project. The study can be criticised for requiring a significant degree of
subjective judgement, but it can be used to depict overall comparison on how
a group of 27 small hydropower plants compare to 1 average large dam project.
Data for one large dam was taken as an average of impacts of 3 large Norwegian
dams. Energy production of an average large hydropower project is 350 GWh,
and the comparable amount produced by 27 small scale hydropower projects is
390 GWh. The impacts presented in this study are shown in Figure 2.5. The
impacts presented in this figure do not show a significant difference between one
large hydropower plant and 27 smaller ones; however, many vital factors are not
presented. This includes the impact on farming and fishing, which is crucial in
developing countries. Furthermore, no evidence on social impact is provided,
and in developing countries, resettlement of people affected is rarely fair and
humane. Also, it is essential to emphasise that the data is for a cumulative
value of 27 small schemes, and impacts of 1 small scale scheme will be much

lower than presented data.
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FIGURE 2.5: Impact of large vs. small hydropower plants
(Bakken et al., 2012)

Small, mini and micro-scale hydropower plants are an innovative solution to
providing electricity to rural areas without access to electricity. In India, about
18 000 villages are about to be electrified through renewable energy sources,
many of which through small, mini or micro hydropower schemes (Tanwar,
2006). Mini-hydropower plant feasibility studies have also been conducted for
hilly forest areas in Thailand that rely on natural gas power plants (Suwanit
& Gheewala, 2011). Potential for developing small scale hydropower projects
in Turkey has been investigated in depth by Dursun & Gokcol (2011) implying
that this could be the cleanest and most effective way of generating electricity in
rural areas. These smaller hydropower schemes have development potential not
only in areas without access to electricity but also in areas where significant scale
developments are being avoided for environmental reasons. Small scale projects
are thought to be one of the most effective energy technologies (Paish, 2002), but
initial costs of installation can be high. On the other hand, they provide long
term reliability and relatively negligible environmental effects when compared to
large dam hydropower schemes. Depending on head available, different turbines
will be selected for different sites. Mini Francis and Pelton turbines are available
for installation in low head environments; however, a market for novel low head
turbines is expanding. The concept of micro-hydropower schemes spiked interest

in research of new and innovative turbine designs. The principle advantage of
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small scale hydropower plants is the ability to directly supply energy to the
consumers, even if the consumers are far from the grid. This could potentially
bring socio-economic growth in places that still struggle with electricity stability
in underdeveloped parts of the world. Moreover, the environmental impact
of such schemes is significantly lower that of large hydropower projects. This
triggered growth in new turbine design research, intending to place such turbines

in low-head streams or man-made channels.

2.2 Hydraulic Turbines

The predecessor of modern hydraulic turbines, the water wheel, was invented in
the 15 century BC (Viollet, 2017). The water wheel was of great importance in
the industrial sense as it was used form many different purposes, from grinding
grain to cotton clothes manufacturing. The most prominent industries around
the world were dependent on the efficiency of water wheels in 19*" century. The
water wheel inspired new and innovative turbine designs such as the first reac-
tion turbine developed in England in 1744, which influenced the development
of the Francis turbine in 1855 (Lewis, 2014).

2.2.1 Types of Turbines

Hydraulic turbines can be classified as impulse or reaction turbines. The criti-
cal difference between reaction and impulse turbines is in the way the energy is
transferred to the runner. Reaction turbines work on the principle of flow energy
being partly converted to kinetic energy, with flow pressure energy still having
some effect on the rotor. However, in impulse turbines, energy is completely
converted to kinetic energy, and flow pressure does not affect the impeller (Dou-
glas et al., 2001). Moreover, hydraulic turbines can be categorised depending
on the direction of flow in the turbine runner, and those categories are radial

flow, tangential flow, mixed-flow and axial-flow turbines.

Kinetic turbines are different from typical impulse or reaction turbines and
work on principles of extracting kinetic energy from flowing stream of water.
These turbines are modern and still mainly in development stages, but they
can be deployed both in rivers or engineered channels. Some examples of hydro-
kinetic in-plane and vertical axis turbines are shown in Figure 2.6. Hydro-kinetic
turbines can be horizontal axis or vertical axis turbines. Horizontal axis turbines
can be used in streams but are predominantly used in marine energy schemes.

Vertical axis turbines, especially Darrieus and Savonius turbines, are used in
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river applications (Kumar & Saini, 2016). The difference between Darrieus and
Savonius turbines is in the main driving force. In other words, Darrieus turbine
main driving force is the lifting force, and in case of Savonius rotor, drag is the

main driving force.

Squirrel Cage H- Darrieus

Darrieus Gorlov Savonius

FIGURE 2.6: In-plane and vertical axis hydrokinetic turbines
(Kumar & Saini, 2016)

Reaction turbines can be split into categories based on the direction of flow in
the runner. Hence runners of reaction turbines can be described as radial-flow
machines, mixed-flow or axial-flow machines. Francis turbines can be either
radial or mixed flow turbines, depending on the design-specific speed (Goswami
& Kreith, 2017). Propeller turbines or axial-flow turbines imply runner design in
which the flow enters and exits the turbine in the same axial direction. Propeller
turbines require constant pressure of the flow, meaning that the water is in
contact with all blades at once. FExamples of propeller turbines with fixed
blade pitch are Bulb, Straflo and Tube turbines. The best-known example of a
propeller turbine with adjustable blades is the Kaplan turbine shown in Figure

2.7. Propeller turbines are frequently used in low-head conditions.

The early versions of Francis turbines were radial flow turbines that were used
for 10-100 m head range. Modern Francis turbines are commonly mixed-flow
turbines, and a typical Francis turbine is given in Figure 2.8. Guide vanes in
Francis turbines are adjustable, and the number of blades commonly ranges

between 16 and 24. They are the most widely used turbines and are installed in
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FIGURE 2.7: Kaplan turbine (Salameh, 2014)

some of the largest hydropower schemes such as the Three Gorges Dam, Grand

Coulee Dam and Itaipu Dam.

FIGURE 2.8: Francis Turbine (Okot, 2013)

The efficiency of Francis turbines can go up to 95%, but these type turbines
do not perform well in heads less than 20 m or in very high head environments
over 900 m (Dixon & Hall, 2010), and are intended mostly for medium head

sites.

Impulse turbines were inspired by the design of the stream wheel and were
invented at the end of 19" century for use in very high head flows. Impulse
turbines work on the idea of a water jet interacting with the turbine blades and
hence spinning the runner, which results in conversion of mechanical rotational
energy into electric energy. A water jet, in this case, is commonly created by
passing a high-pressure water column through a nozzle. The most widely used

and known impulse turbine is the Pelton wheel. The renowned impulse turbines
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are Turgo and the Cross-flow turbine. A more extensive review of Pelton and
Cross-flow turbines is given in the following subsection, as both these turbines
served as inspiration for some design aspects of the spillway turbine. The Turgo
turbine resembles the Pelton wheel as it also works on principles of a jet pushing
the turbine buckets. The principal difference is in the direction of how the jet
acts on the buckets, as it is axially rotated for Turgo turbines at an angle of
about 20 to 30 ° from the front of the runner (Robinson & Gilkes, 2018), as

shown in Figure 2.9.
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FIGURE 2.9: (a) Turgo turbine runner (Robinson & Gilkes,
2018); (b) Turgo vs. Pelton jet angle (Wilson, 1967).

2.2.2 Spillway Turbine Design Vision

The inspiration for the spillway turbine design comes from the shape of the
Savonius hydrokinetic turbine, the manner of how forces act on Pelton wheel
buckets and the design of Cross-flow turbine. Hence, these three turbines were

investigated in more depth than turbines mentioned above.

Savonius Turbine

Savonius turbine was invented in 1924 as a vertical axis wind turbine operating
mainly due to drag force acting on the turbine buckets. The original design
of the Savonius turbine consisted of two semi-circular buckets. Over time, the
Savonius turbine has been researched by many, and the applications expanded
to the marine energy sector for tidal or wave power generation. Most extensive
research has been focused on the Savonius wind turbine, as it has the most
extended industrial history. Design parameters that can be adapted to achieve

better performance of the Savonius turbine are presented in Figure 2.10.

The aspect ratio is the ratio between the turbine height and its diameters,

and aspect ratios of about 2 give good performance efficiency (Akwa et al.,
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2012). By installing a plate at turbine ends, the flow is contained within the
runner, preventing it from going out. The performance efficiency is 10% higher
with end plates installed. The optimal endplate diameter should be around
1.1 times the runner diameter (Alexander & Holownia, 1978). Some studies
indicated that having two buckets rather than three gives better performance
as the extra buckets added to deflect the airflow inefficiently. It is suggested that
the rotor stages number should be increased rather than the bucket number.
Furthermore, the best power coefficient of 0.32, was obtained for a two-stage,
two bucket rotor with twisted blades (Saha et al., 2008).

Although initially intended for use as a wind vertical axis turbine, the Savonius
turbine has been used in marine energy schemes. There are studies in which
the vertical axis Savonius rotor has been configured and used in tidal power
schemes (Harries et al., 2016), but in recent years, many studies of horizontal
axis Savonius rotor for wave energy harnessing emerged. For this application,
the primary vertical axis Savonius rotor was changed to the horizontal axis
orientation. Wave orbital motion is utilised to spin the rotor, and hence the wave
height, wave period, and water depth have a significant effect on the turbine
performance. Tutar & Veci (2016) presented a study of a 3-bladed Savonius
type wave turbine which showed that the wave height had a more substantial
effect on the performance than the wave period or turbine submergence level.
Another study on the Savonius rotor for utilising ocean waves in shallow waters
concluded that the optimal number of buckets depends on the wave height and
the submergence level. A 3 blade rotor performs better than a four or a five-
blade rotor when the submergence level is at the still water level. However,
if the submergence level is decreased to -50 mm below the still water level, a
five-blade rotor performs significantly better than a three or a four-blade rotor
(Hindasageri et al., 2011).

Even though the Savonius turbine was designed as a wind turbine and sev-
eral researchers are focused on using the turbine for tidal and wave energy
harnessing, the Savonius turbine has also been used as a hydraulic turbine.
Nakajima et al. (2008) presented a study of the performance of the Savonius
rotor with a horizontal axis orientation. This turbine was tested in a laboratory
flume, wholly submerged and working on principles of harnessing the kinetic
flow energy. Performance of the turbine was evaluated for both clockwise and
counter-clockwise flow directions at different bottom clearance ratios. It was
concluded that the clearance ratio played a significant role in the turbine per-
formance, and hence the flow around the turbine rotor was also analysed in this

study. Vertical axis hydrokinetic Savonius turbines have also been a subject
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of several studies. Telukdar et al. (2018) conducted a parametric evaluation of

the Savonius rotor through both experimental and numerical analysis. Two and

three-bladed rotors were both tested, and it was concluded that the two-blade

rotor performs significantly better over all immersion levels. It was also noted
that the semi-circular blade profile outperforms the elliptical blades.

Concave sides Kerikous & Thévenin (2019) used

%, numerical simulations to optimise

i the hydrokinetic Savonius rotor, and

the optimal shape found was flatter

: on the concave side with a hook-like

. A tip. This led to a significant im-

provement in operational efficiency.

The optimal design was also self-

FIGURE 2.11: (a) starting at all angles. The optimal

Standard blade shape; blade design with the comparison to
(b) Optimised blade

shape  (Kerikous & .
Thévenin, 2019) Figure 2.11

the standard blade design is given in

The Savonius rotor has gone under research in wind, marine and hydropower
sectors. The power coefficients range from 0.17-0.32 for wind Savonius, with
many different design variations available. The horizontal axis Savonius showed
power coefficient of 0.25, and the vertical axis rotor ranged from 0.2-0.24 de-
pending on the design configuration. The design principles adopted from the
Savonius turbine design are the aspect ratio of 2, the presence of end plates with
1.1 ratios to the runner diameter and the blade shape resembling the optimised

blade shape shown in Figure 2.11.

Pelton Turbine

Pelton turbine was invented in 1880, and its modern form is considered one of
the most efficient impulse turbines on the market. The potential energy of water
is converted into a jet of water that is directed towards Pelton wheel buckets.

A Pelton turbine is presented in Figure 2.12.

Since the Pelton turbine is a mature technology, research available on this topic
is extensive. The review of literature on the Pelton turbine can be split into

three categories: theoretical, experimental and numerical studies.

Several theoretical studies focused on analysing the effect of friction and other

driving forces on the Pelton buckets. Zhang (2007) published research on how
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FIGURE 2.12: Pelton Turbine (Hydrolink, 2009)

Pelton turbine efficiency is directly affected by friction of low which either ac-
celerates or slows down the turbine bucket blades. It was also emphasised that
the Pelton efficiency is indirectly affected by the pressure distribution on the
buckets. This work was taken further (Zhang, 2009), explaining the contribu-

tions and influences of forces acting on the buckets.

FIGURE 2.13: Pelton Turbine Forces (Zhang, 2009). Jet diame-
ter dg, water sheet width d, centrifugal force F.;, Coriolis force
F o, direct frictional force Fq, impact force Fy, normal force Fy,.

The change in kinetic energy in the flow along the bucket surface is equal to the
work performed by the centrifugal force, F;. The centrifugal force influences
the speed of relative velocity of a water particle. The Coriolis force F'¢, always
acts normal to the flow direction, and hence it only changes the direction of a
water particle but not the speed. Both centrifugal and Coriolis forces do positive
work on the bucket surface. The water flow along the bucket surface experiences

a continuous change in the flow direction, and hence this change in momentum
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results in a force called the impact force F1. Zhang (2009) concluded that the
effect of the centrifugal force is negligible comparing to the effect the Coriolis
force has on the bucket blades. Mechanical work on the bucket is performed by
the normal surface force F,, and the frictional surface force Fq, which are the
two active driving forces. The normal force can be calculated using Equation
(2.3), and it can also be described as the force that arises from the pressure in

the water sheet acting on the blade surface.

F,=F—F;xn—Fco*xn (2.3)

Experimental studies on the Pelton turbine are numerous and mostly focus on
improving efficiency through improved nozzle blade interaction. Several pieces
of research focused on finding the optimal shape of the nozzle, and the shape
of the jet discharged (Kotousov, 2005; Zhang & Casey, 2007). It was observed
(Staubli & Abgottspon, 2008) that the position of the injector has a significant
effect on the turbine efficiency, or in other words, the turbine with the upper
injector outperforms the lower one. Several studies focused on the erosion of
nozzle and bucket blades in Pelton turbines. Padhy & Saini (2009) related the
effects that concentration and size of silt particles and the velocity of the jet have
on the rate of erosion in the buckets, while Bajracharya et al. (2008) studied
the problem of erosion in Pelton buckets in the Himalayan region where river
water is abundant in Quartz and Feldspar. When considering experimental
investigations of flow in the Pelton buckets, the objective of several studies
was to depict the pressure distribution in these buckets. Perrig et al. (2006)
conducted pressure tests on five zones of equal surface areas in a Pelton bucket.
This study concluded that the outer bucket regions contribute most to the
bucket power, as that is where the flow particles have high momentum. On the
other hand, the bucket root regions are less productive in power transfer. Zoppé
et al. (2006) research outcome showed that varying the head had no influence
on pressure distribution in the bucket, but the leakage flow does increase with

the jet diameter and bucket incidence.

Although CFD has been evolving in the last couple of decades, numerically
simulating flow in Pelton turbines still is a challenging task. This is because
the flow is two dimensional, and the jet bucket interaction results in spraying
losses, pressure losses and secondary flows. However, CFD studies are available
on both jet and bucket hydrodynamics. Perrig et al. (2006) experimental data
was used to validate numerical simulation results obtained using CFX-5 code.
Zoppé et al. (2006) also used experimental data to validate FLUENT code
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simulations which indicated that the zone of highest pressure in the bucket is
the deepest part of the bucket. Parkinson et al. (2006) investigated pressure
field, flow and bucket response to unsteady hydraulic loading using the finite
element method. Jet shape to bucket interaction was investigated by Santolin
et al. (2009) using CFX-11 code. It was concluded by Beucher et al. (2010) that
by reducing the number and size of buckets in a Pelton turbine, friction losses
could be decreased by 30%.

The design principle adopted from the Pelton wheel is the shape of the inserts
used in the spillway turbine as shown in Figures 4.22, 4.23 and 4.24. The
analysis of force and pressure distributions on the Pelton buckets was used as
a guideline of how the flow will behave in the spillway turbine with the cup

inserts presented later in this thesis.

Cross-flow Turbine

A cross-flow turbine can be defined as an impulse turbine consisting of two main
parts, the nozzle and the runner. In these turbines, the shaft is horizontal to
the ground, which ensures radial flow over the turbine. Cross-flow turbines have
two stages of power production, with the first stage occurring when the water
jet interacts with the blade at the entrance. The water jet then goes through
the hollow inside of the turbine towards the exit blades. The second stage of
power production, therefore, occurs when the jet hits the blades again from the
inside of the turbine. Cross-flow turbine and nozzle are shown in Figure 2.14.
This type of turbine is also known as a Banki-Mitchell turbine, named after two

scientists that developed the initial idea at the beginning of 20*" century.

FIGURE 2.14: Cross-flow turbine, runner and nozzle.

Mockmore & Merryfield (1949) pioneered experimental research on the cross-
flow turbine. This is the first time a cross-flow turbine was tested, and it

achieved 68% efficiency at an optimal speed of 270 rpm and 4.88 m head. This
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turbine had 20 blades and blade spacing of 52.8 mm. Varga (1959) achieved
77% efficiency with a 30 blade runner, while also measuring pressure distribu-
tions. This efficiency was further improved by Nakase et al. (1982), increasing
it to 82% by using a runner with 26 blades. In the same year, Johnson et al.
(1982) achieved efficiencies up to 80% for a runner with 18 blades and heads
around 1 m. For a runner with 15 blades, the performance efficiency dropped
to 79% (Khosrowpanah et al., 1988). Fiuzat & Akerkar (1991) study focused on
obtaining power outputs of two power production stages. Total maximum effi-
ciency achieved was 78%, of which 45% was contributed from the second power
production stage when the flow hits the blades for the second time on the path
to leave the turbine. Totapally & Aziz (1994) observed that the efficiency could
be increased to 92 % for a 35 blade runner if the nozzle size is reduced to be
narrower than the runner. With the rising popularity of CFD tools, several
authors used such models further to improve cross-flow turbine performance
(Choi et al., 2008; De Andrade et al., 2011), but the efficiencies still ranged
from 80-90 % depending on which outer and inner diameter, number of blades,
and nozzle arc were chosen. Sammartano et al. (2013) obtained 85 % efficiency
through CFD testing of a runner with 35 blades and a net head of 14.2 m and
Sinagra et al. (2015) furthered this work by testing the effects of the internal
shaft going through the runner, coming to a conclusion that the runner without
a shaft going through the middle shows better performance. The cross-flow
turbine blade shape was used as inspiration for the initial design of the runners

shown in Figures 4.1 and 4.3.

2.2.3 Novel Design Opportunity

Hydropower turbine manufacturing has been focused on turbines already avail-
able for use in large hydropower schemes. However, such turbines achieve low
efficiencies in low-head conditions and frequently call for significant investment
costs. This resulted in research and development of new devices more appropri-
ate for use in low-head conditions. These new devices are at different stages of
development, some in laboratory stages and some already commercialised. Wie-
mann et al. (2007) gave an overview of low head turbine technology available in
2007 describing gravitational vortex converter, Transverpello, Hydrostatic pres-
sure machine which can all be classified as hydrokinetic turbines. Bozhinova
et al. (2013) gave an overview of hydropower converters used in heads below
2.5 m in which wheels, reaction turbines, hydrostatic pressure converters were
analysed. Jawahar & Michael (2017) gave a summary of turbines published

in the literature that can be suitable for use in micro-hydro plants. Relevant
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energy converters described in these publications are summarised in Table 2.2.

TABLE 2.2: Turbine technology available for low-head environ-
ments (Bozhinova et al., 2013; Jawahar & Michael, 2017; Wie-
mann et al., 2007)

Author Turbine Type H(m) | Efficiency(%)
Zotloterer (2010) Gravitation Water Vortex | 1.5 80
Miiller et al. (2007) Impulse Water Wheel 0.4-1.5 35-40
Bozhinova et al. (2013) Poncelet Wheel 0.7-1.7 55-65
Quaranta & Miiller (2018) Zuppinger Wheel 0.3-1.5 52-84
Bozhinova et al. (2013) Francis turbine 0.75-5 75-85
Bozhinova et al. (2013) Kaplan turbine 1.8-5.0 82-92
MJ2 Technologies (2011) VLH 1.4-3.2 80-86
Lashofer et al.(2011) Archimedes screw 1-10 80
Senior et al. (2010) HPM 1-2.5 70-82
Senior et al. (2010) HPW 0.2-1 60-90
Bozorgi et al.(2013) Axial pump turbine 4 61
Date et al. (2013) Simple reaction turbine 1-4 50
Motwani et al. (2013) Centrifugal pump turbine 15 60
Alexander et al. (2009) Propeller turbine 4-9 68
Ikeda et al. (2010) Nano hydraulic turbine 1.2 20
Pereira and Borges (2014) Cross Flow Turbine 5.5 85
Acharya et al. (2015) Cross Flow Turbine 10 7
Bryan and Kendra (2013) | Pelton and Turgo Turbine | 13-28 80
Williamson et al. (2013) Turgo Turbine 1-3.5 87-91
Giosio et al.(2015) Pump as Turbine 5.98 79

Gravitation water vortex turbine data from Obergrafendorf in Austria shows
that this type of turbine can achieve 80% efficiency at 1.5 m head according to
Zotloterer (2010). However, this high efficiency is claimed by the manufacturer,
but there is a lack of published literature on this turbine, and the realistic effi-
ciency of the device is likely much lower. This device is suitable for regulated
rivers where flow and sediment transport are managed with several low-weirs.
On such sites, the gravitation water vortex turbine is very convenient, especially
as these devices aerate water which affects the fish positively. Besides, these
devices do not require a dam or a run-off scheme. However, civil works required
are extensive in non-regulated rivers, and there are no studies available on how
the sediment transport is affected in rivers where gravitation water vortex tur-
bines are installed.

Impulse water wheel or stream water wheel is given in Figure 2.15 performance
depends on the flow characteristics and the depth of the water. It was found
(Miiller et al., 2007) that if the impulse water wheel is placed in shallow sub-

critical flow, the efficiency is much lower than 35-40% stated, which can be
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achieved in supercritical flows or deep waters. Overall, these devices are not
commonly installed on rivers, but there is a potential for future development

for use in deep waters.

FIGURE 2.15: (a) Gravitation water vortex turbine (Zotloterer,
2010); (b) Impulse water wheel (Miiller et al., 2007)

The Poncelet wheel was invented in 1827 and is rarely built in present-day
(Bozhinova et al., 2013) as there is no available literature on the performance
tests. The efficiency of the Poncelet wheel is likely to be much lower, and the
turbine is considered to have a larger negative effect on fish than other wheel
turbines, due to the presence of a fast jet and the angle of turbine blades.

The Zuppinger wheel was tested (Quaranta & Miiller, 2018) for a 0.3-1.5 m
range of heads, showing maximum efficiency of 84% at a flow velocity of 1.2
m/s. The strengths of the Zuppinger wheel are its fish friendliness, high effi-
ciency and ability of sediment to pass through the turbine. The weaknesses are
the size of the wheel, which goes up to 7.5 m diameter, and the high noise levels
it produces. Moreover, a drop in performance for a slight change in flow rate is
significant. The maximum efficiency achived at 4.71 1/s was 84%, and for 4.58
1/s, the efficiency dropped to 61%.

The Francis turbine can be used for heads as low as 0.75 m and is a mature
technology that is commonly used in large power schemes. The Francis turbines
show high efficiencies, but the civil works required for installation and costs can
be high. Also, these turbines are not fish-friendly and do not allow sediment
transport through the turbine (Bozhinova et al., 2013).

Kaplan turbines are also a mature technology with extensive research available
on this propeller turbine. This turbine performs very well in low head environ-
ments, with efficiencies reaching 90% in some cases. However, Kaplan turbine
does not only consist of the runner, but also the inflow structure, which ensures

the flow interacts with the blades in a specific manner. Hence, the civil works



Chapter 2. Background 31

FIGURE 2.16: (a)The Poncelet wheel (Bozhinova et al., 2013);
(b) The Zuppinger wheel (Quaranta & Miiller, 2018)

required for installation of this turbine and the costs are high comparing to the

Francis turbine (Bozhinova et al., 2013).

Francisturbine mit stehender Welle im offenen Schacht.
G. Luther, Braunschweig.)

(a)

FIGURE 2.17: (a) Francis turbine (Bozhinova et al., 2013); (b)
Kaplan turbine (Bozhinova et al., 2013)

Very low head turbine (VLH) is an invention by MJ2 Technologies (2011) which
works for head ranges of 1.4-3.2 m and can achieve an efficiency of 80-86%. The
manufacturers claim that this turbine is very fish-friendly, with 92% fish sur-
vival rate. The turbine has an in-built generator and is installed as 1 unit. It
has a low-cost impact, and it is considered to be environmentally friendly by
the manufacturer. The performance drops significantly for part-load situations
when the flow rate is less than 1/3 of the maximum flow rate.

Although the Archimedes screw is one of the oldest inventions, it has not been
utilised for energy extraction until the end of 20" century. The efficiency of
the screw drops with steeper angles and wider turns (Lashofer et al., 2011).
Although the screw is considered fish-friendly and is simple to install, the tur-
bine does not perform well in low flow rates, and it does not allow sediment
passage. However, it is considered one of the most environmentally friendly and

cost-effective designs for low-head environments.
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FIGURE 2.19: Archimedes screw (Lashofer et al., 2011)

Two hydrostatic pressure devices were developed in the last decade by Senior et
al. (2010), called hydrostatic pressure wheel (HPW) and hydrostatic pressure
machine (HPM). These converters can be compared to the impulse water wheel,
the Zuppinger wheel and the Poncelet wheel, but they allow sediment transport
and are not limited in the volume of water they can process. HPW is a simple
wheel machine with straight blades, made for heads of 0.2-1 m and is more cost
effective than the Zuppinger wheel, but it has a very low rotational speed. This
implies that effective power transmission will be difficult to achieve at low costs.
Also, turbulent structures are likely to appear on the straight blades, meaning
that there is room for improvement when the blade shape is considered. The
HPM differs from HPW in blade shape, which are more curved. Also, it is
meant for use in slightly higher head environments ranging from 1-2.5 m. It
was noted that HPM can only process about 50% of the flow, and hence there is
potential for design improvements. The ecological advantages of these devices
are the ability for sediment and fish to pass underneath the devices. However,
both of these devices are bulky and require 100% flow area blockage, meaning
extensive civil works are required. However, it is considered that HPW and

HPM could have commercial potential if further researched and improved.
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(a)

FIGURE 2.20: (a) HPM (Senior et al., 2010); (b) HPW (Senior
et al., 2010)

Bozorgi et al. (2013) researched a reverse axial pump as a turbine in pico-
hydropower schemes. The turbine was investigated both numerically and exper-
imentally, with good correlation between the results. The Axial pump-turbine
requires a penstock meaning that a significant amount of civil works is required.
Ecological implications were not discussed, but it is considered that these tur-
bines can be utilised in developing countries effectively as they are cheaper than
turbines more complex in design.

Date et al. (2013) presented research on a simple reaction turbine with low
fabrication costs that is suitable for use in 1-4 m heads and can achieve 50%.
This turbine requires a pipe or other form of water intake that will make the

components rotate similarly to how the garden sprinklers work.
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FIGURE 2.21: (a) Axial Pump (Bozorgi et al., 2013); (b) Simple
reaction turbine (Date et al., 2013)

Motwani et al. (2013) compared centrifugal pump as a turbine device to the

Francis turbine for use in pico-hydropower plants. It was concluded that the
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efficiency of 60% could be achieved if the pump as turbine was used, which is sig-
nificantly lower than if the same capacity Francis turbine was used. However,
centrifugal pumps as turbines are 6 to 8 times cheaper than the comparable
Francis turbine. Ecological implications and installation were not discussed in
this publication.

Alexander et al. (2009) presented a new propeller turbine design for use in heads
from 2 to 40 m. Based on the specific speed ranging from 60 to 540, a different
scale of the turbine was used, but the geometrical shape was kept constant.
This propeller turbine differs from Kaplan turbine in casing design. The guide
vanes were removed from the inlet configuration, as blockages and leaves are
commonly piled in such structures. Results showed that four different scale
turbines showed efficiencies of over 68% for four different specific speeds, with
the maximum efficiency of around 70% for specific speeds in the range of 60 to
240. The laboratory tests were performed for a head range of 2 to 9 m. The
conditions were scaled, and it was claimed that the turbines would perform as
well in much higher head conditions, up to 40 m, but such conditions were not
tested.

FIGURE 2.22: (a) Centrifugal pump turbine (Motwani et al.,
2013); (b) Propeller Turbine (Alexander et al., 2009)

Ikeda et al. (2010) developed a nano hydraulic turbine for use in waterfalls,
shaped similarly to a cross-flow device. Although the laboratory tests claimed
the efficiency of 53 to 60%, the field tests showed that field efficiency is a third of
the laboratory obtained results. The flow rate and the placement of the turbine

in reference to the waterfall affected the results significantly.

Pereira & Borges (2014) conducted a study on a cross-flow turbine for micro

hydropower plants and achieved efficiency of 85% for 5.5m head and discharge
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FIGURE 2.23: Nano-hydraulic turbine (Ikeda et al., 2010)

of 100 1/s in the experimental study and Acharya et al. (2015) published a nu-
merical study showing how changing the nozzle and the number of blades can
boost the efficiency from 64% to 77%. Both of these turbines require a nozzle

which implies pipe or penstock is necessary for installation.

FIGURE 2.24: (a) Cross Flow Turbine (Pereira & Borges, 2014);
(b) Cross Flow Turbine(Acharya et al., 2015)

Bryan & Kendra (2013) concluded that impulse turbines such as Turgo and
Pelton could be used in pico-hydro schemes. Factors that impacted turbine
performance were highlighted, showing that the jet misalignment can lead to a
drop in efficiency of 10 to 20%. Also, it was noted that keeping the speed ratio
in a range of 0.4-0.5 ensures the best performance possible. Williamson et al.
(2013) presented a study on a low-head Turgo turbine, showing both experimen-
tal and numerical methods were utilised. Very high efficiencies were achieved,
concluding that 91% efficiency can be reached for 3.5 m head. However, both
of these turbines require a nozzle, leading to the conclusion that penstock or

pipe set up is necessary for installation.

Giosio et al. (2015) presented a pump as turbine device for use in micro-hydro
schemes. Very good performance was observed, and it was claimed that this
device is significantly more cost effective than using a turbine such as Francis

in given conditions. A drawback of having pump as turbine is that performance
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(a) (b)

FIGURE 2.25: (a) Pelton and Turgo Turbine (Bryan & Kendra,
2013); (b) Turgo Turbine (Williamson et al., 2013)

is very poor if it is not at point of highest efficiency. This was addressed by
having constant uniform inlet for a range of flow conditions, achieved through

installing 13 hydrofoil guide vanes fitted within the case.

FIGURE 2.26: Pump as turbine (Giosio et al., 2015)

The review of literature and technology available for use in small and micro-
hydropower plants indicates that most devices discussed require some nozzle
installation, which raises questions of piping installations required for the tur-
bines to function. This is convenient in run-off river schemes which require large
amounts of civil works to prepare the sites. Another disadvantage of turbines
that require nozzles is their inability to pass sediment adequately, leading to
damage and high maintenance costs. There are also questions of fish friendli-
ness of such turbines. Some studies listed in this section also claim that using
a pump as the turbine is more cost-effective (Bozorgi et al., 2013; Giosio et al.,
2015; Motwani et al., 2013). On the other hand, pump as turbine performance
will drop significantly when distanced from the point of highest efficiency. This
makes them adequate for use in the flows with uniform conditions which can

be regulated in laboratory testing but cannot in the field. Runners with guide
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vanes and casings also imply difficulty when dealing with sediment or fish. Wa-
ter wheel type turbines are commonly bulky and require large blockage areas
to achieve good performance, implying that a significant amount of site work is
required for installation and hence disruption to the environment is also signif-
icant. Therefore, a compact turbine with no nozzle and no casing was invented
for use in streams and man-made chute spillways and presented in this thesis
as an original idea published by the thesis author (Adzic et al., 2020). The
advantages of the spillway turbine are the simple design as seen in Chapter
4 and cheap production as depicted in Appendix B. The ease of installation is
also implied, given that most testing and runner re-installations were completed

without any help from technical staff in the laboratory.

2.2.4 Power Coefficient, Specific Speed and Speed Factor

A way of quantifying how well different turbines are performing is to calculate
a power coefficient or coefficient of performance, C,. The power coefficient is
a ratio of the power of flow available P;, Equation (2.2), to power extracted
by the turbine P,,. The power extracted is given in Equation (2.4), and the

power coefficient can be calculated using Equation (2.5).

Pout =T*w (24>

Where P, is power extracted by the turbine in W, T is torque in Nm and w

is the runner rotational velocity in rad/s.

Pout_ T*w
P, 05%xpxgxHx*Q

C, = (2.5)

Turbines cannot extract all of the available flow energy as, during the energy
conversion, a portion of it will be lost. Friction is a common cause of losses,
and it is usually dissipated as heat, indicating that turbine components such as

the shaft or bearings can get hot and might need cooling down.

The specific speed Ny is used to characterise the speed of the turbine. It is
the speed at which a similar runner would rotate when operating under a head
of 1 m and would produce 1 kW. The specific speed can be calculated using
Equation (2.6).

N x P1/?

Ne =~ (2.6)
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Where N is the rotational speed in rev/min, P is the power produced in kW
and H is the effective head in m.

The speed factor ¢, is the ratio of peripheral speed of the buckets and the
theoretical velocity of water under the effective height (Novak et al., 1996).
The speed factor can be calculated using Equation (2.7).

B Dx N
" 84.6 % HO5

Where D is the nominal turbine diameter in m, NN is the rotational speed in

0 (2.7)

rev/min, and H is the effective head in m.

Turbines can be classified according to the specific speed and the speed factor

that give the highest efficiencies. These are given in Table 2.3 given below.

TABLE 2.3: Turbine classification (Novak et al., 1996)

Type of Turbine o Ns Efficiency(%)
Impulse 0.43-0.48 8-17 85-90
17 90
17-30 90-82
Francis 0.60-0.90 | 40-130 90-94
130-350 94
350-452 94-93
Propeller 1.4-2.0 | 380-360 94
600-902 94-85

2.2.5 Application Sites

As its name indicates, the spillway turbine is primarily indented for use in man-
made sloped structures such as chutes or spillways. A spillway is defined as a
channel that transfers the water from a reservoir to a stream, and they are
common in reservoir and dam schemes as they can be used to release excess
water. The flow over a spillway can be classified as a supercritical shallow flow.
Examples of existing spillways include the Alqueva Dam spillway in Portugal

and Llyn Brianne spillway in Wales, both shown in Figure 2.27.

If the spillway is substantial in length, it would be possible to place two or more
turbines in series. This would maximise the usage of flow power and therefore
result in higher energy extraction. The design scaling and adjustments would
be recommended for each application site individually. The spillway turbine
could also be placed in a stream with some construction work done on-site to

adjust it for spillway turbine application. An example of this is a stream close
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FIGURE 2.27: (a) Alqueva Dam spillway, Portugal (Ecourse,
2019); (b) Llyn Brianne spillway in Wales (Gibson , 2019)

to Asheville, North Carolina in the United States (Figure 2.28), where potential

testing was planned at early stages of the development.

FIGURE 2.28: Asheville free-stream potential testing site

The testing on this site was not realised due to difficulties obtaining testing
permissions in this specific location; however, testing was allowed on another
site which was discussed in more detail later on in this thesis. A general drawing
of diverting free-stream flow for spillway turbine installation is given in Figure
2.29.
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FI1GURE 2.29: Site application of spillway turbine in free-stream
locations
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Chapter 3

Laboratory set-up

3.1 Testing Facility

Laboratory tests were conducted in a recirculating flume at Cardiff University,

School of Engineering hydraulics laboratory shown in Figure 3.1.

1.2m Flume inlet

Flume outlet

Tilting mechanism
Return pipe

Impeller motor —

FIGURE 3.1: (a) 3-D Flume view (Rauen et al., 2008); (b) Flume
photograph

The flume is 1.2 m wide, 1 m deep and 17 m long and is able to sustain flow
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ranges of 5 to 100 1/s. The flow is moved by an axial flow impeller connected to
a electric motor which circulates the water through a pipe of 0.6 m diameter,
placed under the bottom glass side. The flume is also equipped with a tilting
mechanism (Rauen et al., 2008). The flume was adjusted to match conditions
in a man-made chute spillway.

At the flume inlet, a 1.2 m weir was installed in order to generate a difference
in water elevation. At the height of 1 m, a 0.3 m wide channel (spillway) was
attached to the weir where water was discharged as soon as the weir-channel
opening overspills. After a short horizontal section, the channel slope changes
to 45° in order to accelerate the flow and eventually drive the turbine runner,

as shown in Figure 3.2.

FIGURE 3.2: Spillway constructed in flume.

3.1.1 Data Logging and Discharge Measurements

Discharge, head, torque and rotational speed of the turbine were logged to ob-
tain the power available from flow, using Equation (2.1) and power produced
by the turbine, using Equation (2.4). The head measurement needed for the
power of flow calculation was obtained using self-adhesive tape measures at-
tached to the tank constructed behind the spillway channel. The discharge in

the flume was measured using a fully contracted rectangular weir placed 10
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m downstream from the constructed spillway, which is about eight times the
width of the flume. The weir was constructed according to British Standards
(2017) BS ISO 1438:2017 and weir sketch with dimensions is given in Figure
3.3. The installation of the weir was completed according to given guidelines
in the mentioned standard, meaning that the thin-plate rectangular weir was
placed vertically to the bottom and perpendicular to the sides of the flume. The
connections of the flume to weir were made watertight to ensure that the flow
can only go through the rectangular opening in the middle of the plate. The
upstream face of the plate was smooth. The sides of the notch were filled to
ensure the sharpness as recommended. The discharge was calculated using Eq-
uitation (3.1) known as Kindsvater-Carter formula given in British Standards
(2017).

0.35 035
3
0.50 bl
1.20
FIGURE 3.3: Rectangular weir (dimensions in metres).
TABLE 3.1: Weir dimensions
Variable | Value (m)
B 1.2
p 0.23
b 0.5
S 0.35
2 3
Q= Odg V 2gb6h62 (31)

Where Q is discharge in m3/s, Cq is the coefficient of discharge, g is the gravita-

tional acceleration in m/ 52, be is the effective width in m and h, is the effective



44 Chapter 3. Laboratory set-up

head measured from height of flow above the weir notch. The effective width b,
and effective head h, can be calculated using equations below, where k}, and ky,
are experimentally obtained coefficients, b is the width of the weir notch (0.5 m),
and h is the height of discharge measured in the weir. The British Standards
(2017) recommends using ky, value of 0.0027 m for the ratio b/B = (0.5/1.2)
of 0.4 m, and ky of 0.001 m when the weir is installed in conformance with
recommended specifications. Both £ factors are meant to compensate for the

effects of viscosity and surface tension effects.

be = b+ ky = 0.5027 (3.2)
he = h+ ky, = h+0.001 (3.3)

For b/ B ratio of 0.4, Cq should be taken as 0.591+0.0058(h/p). Using variables
and constants from the guidelines, Equation (3.1) was used to derive Equation

(3.4) which was used for discharge Q) (m?3/s) calculations.

Q = 1.84(b — 0.2h)(h*?) (3.4)

Limitations of the Kindsvater-Carter formula such as having b width larger than
0.15 m, p larger than 0.1 m and (B —b)/2 larger than 0.10 m were acknowledged
for this weir design. The rectangular weir installed in the laboratory set up is
shown in Figure 3.4. All tests were conducted with discharges ranging from 6
to 16 1/s. The head ranged from 0.49 to 0.55 m.

|

F1GURE 3.4: Laboratory rectangular weir set up

Rotational speed and the torque were both measured using a combined torque
and encoder device Futek TSR605, capable of recording a range of rotational
speeds up to 7000 rpm and torque intensities up to 20 Nm. The specification
sheet was given in Appendix D. The torque transducer was connected to a
power cell and a Lab Jack U6 device that converts the analogue data. The data
was logged by DAQFactoryExpress software, and Microsoft Excel was used
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to analyse the data. The rotational speed and the torque data was recorded
over 8 to 10 one minute intervals, starting from zero torque to the stall point.
The torque was applied electrically, through a low-speed DVE200 AC generator
connected to 6 adjustable resistors, with three resistors in series in two rows.

The set up used for data logging is given in Figure 3.5

FIGURE 3.5: (a) Data logging set up; (b) Resistors used for
torque appliance

3.1.2 System Design

The turbine laboratory set up consists of 5 components which are depicted in

Figure 3.6.

FI1GURE 3.6: Spillway turbine testing structure: 1- Drive train
and generator, 2- Bridge, 3- Supporting, structure, 4- Runner,
5- Wedge

The bridge was placed on top of the vertical flume walls, where the railing was

installed to ensure the bridge mobility. The drive train and generator, bridge
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and the supporting structure were kept the same in all tests conducted while
different runner and wedge designs were tested. The drive train and the gen-
erator are positioned and fixed to the bridge. Making the bridge movable was
a crucial factor in the system design as the position of the bridge affected the
belt tension. It was of key importance to stop the belt from slipping due to
low tension or the belt snapping due to high tension, and adjusting the bridge
position ensured appropriate tensioning of the belt. The runner was attached
to the supporting structure with 2 four holes 20 mm flange bearings allowing
initial misalignment, making adjustments of runner position easier during lab-
oratory testing. The drive train (1) is presented in more detail in Figure 3.7.
The drive train consists of the generator, the torque transducer, the shaft, the
pulley and the belt. A 20 mm stainless steel shaft goes through the runner
from both sides, with a 30 teeth pulley placed on this shaft. The Continental
HTD 1500-56M belt was wrapped around this pulley, and the pulley placed on
the main drive train shaft, which is connected to a torque transducer and the
generator. Correctly aligned drive trains and suitable grade components can
provide drive train efficiency of up to 95%. If the belt is not tensioned and
bearings, pulleys and shafts aligned correctly, the efficiency of the drive train
can drop significantly, resulting in overall lower efficiency of the turbine system
(Harvey et al., 2009).

FIGURE 3.7: Spillway turbine testing structure: 1- Generator,
2- Torque transducer, 3- Shaft, 4- Pulley, 5- Belt
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FIGURE 3.8: (a)- LabJack U6, (b)- Load celll, (c)- Belt, (d)-
Bearing

The drive train and the generator are used to transfer mechanical rotational

energy of the runner to the electrical energy as shown in Figure 3.9.
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the rotor shaft
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FIGURE 3.9: Mechanical to electrical energy conversion in a
spillway turbine system

Generator

When choosing a generator, the first choice to be made is between using a direct
current (DC) or alternating current (AC) generator. There are many reasons
why either DC or AC system would be chosen. Key advantages of using a
DC system is the ability to operate it without a load controller, and storage
batteries can be directly used in such systems. The AC system advantages
are the broader availability of AC system components and low costs. However,
direct battery storage is not possible using an AC system, but it is possible to
use rectifying units to charge DC batteries through an AC generator. Therefore,
an AC generator was used for spillway turbine testing. AC generators can be
3-phase or single-phase depending on how many coils are present. As the name
indicates, a single-phase AC generator has a single coil and power line and a
neutral line, which is a similar set-up to a DC generator. Three-phase AC
generators have three coils, three power lines and a neutral line. The principal
difference between a single-phase and a three-phase AC generator is in the
way the load is distributed in the wiers which determines their required size.
Therefore, the three-phase generators are often more cost-effective as they are
smaller than their single-phase equivalents (Harvey et al., 2009). AC generators
can also be classified as synchronous or induction generators. For spillway

turbine tests, DVE200 standard permanent magnet, synchronous, three-phase
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AC generator was used. The technical drawing is given in Appendix D, and the

generator used in laboratory tests is given in Figure 3.10.

F1GURE 3.10: DVE200 Permanent magnet, three phase off-the-
shelf generator

Although losses between 3-7 % are expected (Harvey et al., 2009) the generator
efficiency was tested (Runge, 2018) to quantify the losses and conclude at which
rotational speed is this specific generator most efficient. The test was conducted
by attaching the generator to the milling machine with variable speed control,
and mechanical power was obtained by measuring torque and rotational speed
with a torque transducer. Current and voltage meters were used to obtain
electrical power at different resistances of 5, 7.5, 10,15, 20, 30, 40 and 50 €2 at
rotational speeds of 60, 75, 100, 125, 150, 200, 250, 300, 350, 400 and 450 rpm.

The difference between mechanical and electrical efficiency is shown in Figure
3.11, indicating that the efficiency of this generator goes up to 85 % for low
rotational speeds tested. The difference in hydrokinetic turbine efficiency when
a mechanical break and this generator was used was about 12% for peak per-
formance according to Runge (2018), which is in the same range as the milling
machine test. The difference may come from friction and temperature losses
in the milling machine tests. Overall, it was decided that although there are
some expected losses, DVE200 generator is appropriate for use in laboratory
testing of the spillway turbine as the rotational speeds are in the range where
the generator shows high efficiency. Therefore, mechanical power was not tested
in this case as it would overestimate the efficiencies that could be obtained in

field testing in the future.
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FIGURE 3.11: Mechanical and electrical efficiency of DVE200
generator (Runge, 2018)
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Chapter 4

Spillway Turbine Development and
Testing

4.1 Design Version I

4.1.1 Design of the Turbine

The initial design of the runner was inspired by the shape of the Savonius turbine
with shaft positioning similar to the cross-flow turbine. The first objective
was to determine how the number of blades and the blade clearance affects
the performance of the runner. Therefore, two runners were manufactured, a
six-bladed and a seven-bladed runner. Both runners were made of polyamide
powder with a 3D printing technique called selective laser sintering or SLS,

outlined in Appendix B.

Runner 1 (6 Blades)

The six-bladed runners with the supporting structure in exploded view are
shown in Figure 4.1. This runner has six blades, it is 0.3 m wide and has a di-
ameter of 0.2 m. Stainless steel, 0.02 m diameter runner shaft was split into two
parts, supporting the runner through the middle opening from both sides. The
acrylic disks of 0.01 m thickness were placed on both runner sides to protect the
runner from side fiction in case of unwanted shifting during testing. The disks
also provided a degree of structural stability and rigidity. See-through acrylic
was chosen for the disks as it provides an insight into how the water moves the
turbine. The diameter of the disks was 0.21 m which is marginally larger than
the diameter of the runner. The disks were attached to the runner with 24
head cap screws on each side. The screws conform to British Standards (2004)
BS ISO 4762:2004 and are stainless steel M4 x 40 mm. The blade clearance of



52 Chapter 4. Spillway Turbine Development and Testing

Runner 1 is 0.10 m.

FIGURE 4.1: Exploded view of Runner 1-6 blades: 1- Runner
shaft, 2- Acrylic disk, 3- Screws, 4- Runner

FIGURE 4.2: Runner 1 cross-section;all dimensions in metres

Runner 2 (7 Blades)

The seven-bladed runner is smaller in diameter than the six-bladed runner,
while the other components were kept the same. The seven-bladed runner is

shown in Figure 4.3. The runner is 0.3 m wide and has a diameter of 0.14 m.
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The acrylic disks used on sides of the seven-bladed runners were also smaller
and had a diameter of 0.141 m. Rather than using 24 M4 x 40 mm head cap
screws, 20 were used on each disk. Both runner blades were designed with an
idea of water pushing the blade when it hits it initially, but also when the water
exits the blade, resulting in double force action within the blades. The blade

clearance of Runner 2 is 0.06 m.

FIGURE 4.3: Runner 2-7 Blades

FIGURE 4.4: Runner 2 cross-section; all dimensions in metres
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FIGURE 4.5: Runner 2-7 Blades in laboratory set up

Wedges

The wedge was introduced to the turbine design with an idea of directing and
accelerating the water towards the blades. The wedges were placed on the
down-sloping spillway channel, just before the runner. The wedge was sealed to
ensure a smooth transition between the channel and the wedge, and minimum
friction losses at the connection edge. Three different wedges were designed in
the initial design stages and tested at different distances from the rotors. All
three wedges have the same shape and width of 0.3 m. The design variable,
in this case, is the wedge height which varied from 0.015 to 0.025 m. Wedge

designs are given in Figure 4.6, and their dimensions were summarised in Table

4.1.
1

y/.

FIGURE 4.6: Wedge designs
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TABLE 4.1: Wedge dimensions

Wedge | Height (m)
1 0.025
2 0.020
3 0.015

4.1.2 Design I Testing Method

Both rotors were tested in more than 250 different set-ups so conclusions can be
drawn on the effect of the number of blades and the most appropriate position
of the wedge. The full test list is given in Appendix A. As the testing method
had many variables, a sketch of all changeable components is depicted in Figure
4.7. All variables and their descriptions are shown in Table 4.2 to clarify the
testing method of Design I further.

Rotor
Channel Bed
FIGURE 4.7: Design [ testing method
TABLE 4.2: Variable names and descriptions

Rotor Wedge height Wedge to rotor Rotor to slope Rotor to

variation distance distance channel

distance

Variable name | R1 R2 W1 W2 W3 X1 Xo X3 Z1 Z Z3 Y1 Y2
o 6 7 0.025 | 0.020 | 0.015 | 0.02 | 0.04 | 0.06 | 0.005 | 0.02 | 0.04 | 0.385 | 0.395

Description
blades| blades| m m m m m m m m m m m

The testing methodology is outlined in Figure 4.8. Results for all tests were
presented on power coefficient (Cp) and torque (T) graphs.

Firstly, the six-bladed, Runner 1, was tested with a variety of discharges. Then,
different wedges were tested at different runner horizontal distances (x). After,
the vertical slope distance (z) was varied for all horizontal distances, all wedges
and all discharges. By changing vertical slope distance (z), the runner to channel
distance was changed too. Finally, when all tests were completed, the seven-

bladed, Runner 2, was tested in the same manner for all variables described.
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~Test all set ups for
different discharges
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FIGURE 4.8: Design I testing method

Variation of all components mentioned resulted in significant system efficiency

differences, outlined in the following section.

4.1.3 Design I Results

The testing results were presented in different subsections, in which different
design components depicted in Figure 4.7 were varied. Firstly, the wedge design
or the varying wedge height effect on the performance of both six-bladed and
seven-bladed runners were analysed. Secondly, the distance of wedge to runner
(x) effect on the performance was tested and analysed. Finally, the runner to
vertical slope distance (z) effect on the turbine efficiency was investigated for

both runners and all three wedges.

Wedge Height Effect on Turbine Efficiency

Both runners were tested with all wedge designs with varying heights, placed at
several distances from the rotor disks (x). The wedges were labelled Wedge 1, 2
and 3 (W1, W2, W3) with heights of 0.025 m, 0.020 m and 0.015 m respectively,
as shown in Figure 4.6. The results shown indicate that the wedge design had

a significant effect on the overall efficiency of the turbine.

Runner 1, which had six blades, was placed at 0.385 m from channel bed (y1).

Minimum rotor to slope distance of 0.005 m (z;) was used for comparison of
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wedge height influence on the efficiency for both rotors and all wedges. Rotor
1 with different wedge heights testing results are shown in Figure 4.9. The
maximum efficiency was achieved with Wedge 3 installed with the six blades
Runner 1, reaching 25.06 %. The second-best performing set up was with Wedge
2, reaching 24.71 % efficiency and the worst performing was the set up using
Wedge 1, with the efficiency of 11.16 %.

0.35 —
030 | T w2 1
R w3
025 | W .
. 020 f & \\ i
O s | // : | Wedge | Efficiency
F. Wedge 3 | 25.06 %
0.10 | /:/ n Wedge 2 24.71 %
005 | / - Wedge 1 | 11.16 %
0.00 A

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
T (Nm)

FI1GURE 4.9: Wedge height effect
on Rotor 1 performance

Runner 2, which has seven blades, was placed at 0.395 m from channel bed
(y2) and the disk to slope vertical distance was kept to 0.005 m (z;). Runner
2 with different wedge heights testing results are shown in Figure 4.10. The
maximum efficiency was achieved with Wedge 3, reaching 9.99 %. The second-

best performing set up was with Wedge 2, reaching 9.05 % efficiency.
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FIGURE 4.10: Wedge height effect
on Rotor 2 performance

Distance of Wedge to Runner (x)

All three wedges were tested with both runners at different horizontal distances
(x1, X2, X3). Variation of the horizontal distance is the variation of x variable
depicted in Figure 4.7. The wedges were placed at 0.02, 0.04 and 0.06 m away
from the rotors for all tests. For Runner 1, disk to slope distance (z;) was
kept at 0.005 m, and distance of shaft from channel bed (y;) was kept at 0.385
m. Comparison of the effect the horizontal distance of wedge to runner has on

Runner 1 is given in Figure 4.11.

The best performance for Runner 1 was achieved with Wedge 3 at 0.02 m hor-
izontal distance (x;), with the efficiency of 25.06 %. The next best performing
set up was Wedge 2 at 0.02 m distance, with the efficiency of 24.71 %.

TaBLE 4.3: 0.08 m In one case when the 6 bladed run-

distance
ner was tested at 0.02 m from slope
Wedge | Efficiency vertical distance (y9), wedges were
Wedge 3 5.03 % test at 0.08 m horizontal distance.
Wedge 2 15.36 % These results are summarised in Ta-
Wedge 1 | 13.43 % ble 4.3.

Runner 2 was also tested at 0.005 m disk to slope distance (z;), with the shaft
at 0.395 m from the channel bed distance (y3). Analysis of the effect of distance

of the wedges to the seven-bladed rotor is shown in Figure 4.12.
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FIGURE 4.11: Wedge distances effect on Rotor 1

Wedges at different distances from Rotor 1

0.02

24.71%

23.94%

0.04

Wedge distance from rotor (m)

Wedge 1 mWedge3 = Wedge 2

20.65%

In case of testing Runner 2 at 0.005 m vertical slope distance, there was not

enough clearance to test wedges at 0.06 m horizontal distance, so the distance

tested was 0.055. As wedges did not perform well at higher distances from the

rotor, this adjustment is not believed to have a significant negative impact on

the results and the analysis. The best performance for Runner 2 was achieved
with Wedge 3 at 0.02 m horizontal distance, with the efficiency of 9.99 %. The
next best performing set up was Wedge 3 at 0.04 m distance, with the efficiency

of 9.43 %.
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FIGURE 4.12: Wedge distances effect on Rotor 2

Runner to Slope Vertical Distance (z)

Both runners were tested at different distances (z) from the slope. For Runner
1, the shaft distance from channel bed (y;) was kept at 0.385 m. For Rotor 1,
the minimum possible vertical distance of 0.005 m and 0.02 m distance were
both tested.

TABLE 4.4: Rotor 1 to slope distance (z) effect with Wedge 3

Horizontal distance | Efficiency z=0.005 m | Efficiency z—0.02 m
x (m)

0.02 25.06 % 11.16 %

0.04 23.94 % 16.89 %

0.06 24.46 % 6.53 %

In order to analyse the effect of the runner to slope distance, 0.015 m high Wedge
3, that shows best performance was tested for all three horizontal intervals at
0.005 m and 0.02 m vertical slope to runner gaps. Figure 4.14 indicates that
the efficiency achieved for minimum slope to runner distance is 55.6 % higher
than the performance obtained when runner to slope gap is increased to 0.02
m. It can be noted that there is a significant drop in performance for all three

horizontal distances of the wedge to the runner when the z is 0.02 m.
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Wedges at different distances from Rotor 2
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FIGURE 4.13: Wedge distances effect on Rotor 2
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FIGURE 4.14: Rotor 1 to slope distance (z) effect with Wedge 3

Wedge 2 at 0.02 m horizontal distance from runner also shows better perfor-
mance for slope to runner vertical distance of 0.005 m. The turbine performance
for this set up was 24.71 %, comparing to a considerably lower value of 10.04
% achieved with zy value of 0.02 m. The same trend was observed with other

wedge to rotor horizontal spans as summarised in Table 4.5. Overall, Wedge 2
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FIGURE 4.15: Runner 1 to slope distance (z) effect with Wedge

2

tests with z; distance of 0.005 m exhibited twice the efficiency compared to the

testes conducted with z; equal to 0.02 m.

TABLE 4.5: Runner 1 to slope distance (z) effect with Wedge 2

Horizontal distance | Efficiency z=0.005 m | Efficiency z—=0.02 m
x (m)

0.02 24.71 % 10.04 %

0.04 1721 % 9.48 %

0.06 20.65 % 10.55 %

Although Wedges 3 and 2 perform significantly better for the lower Runner 1

to slope gap, this is not the case when Wedge 1 was tested. As indicated in

Figure 4.16, having z variable of 0.02 m outperforms the set up with 0.005 m

vertical distance of slope to the runner, for all three horizontal wedges to runner

distances (x) in case of Wedge 1.

Table 4.6 indicates that the efficiency achieved for minimum slope to runner

distance is 55.3 % lower than the performance obtained when runner to slope

gap is increased to 0.02 m for 0.02 m x distance. It can be noted that there

is a rather significant drop in performance for all three horizontal distances of
Wedge 1 to Runner 1 when z is 0.005 m.
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1
TABLE 4.6: Runner 1 to slope distance (z) effect with Wedge 1
Horizontal distance | Efficiency z—0.005 m | Efficiency z—=0.02 m
X (m)
0.02 11.16 % 24.43 %
0.04 9.03 % 14.14 %
0.06 871 % 12.61 %

As Wedge 1, which was the tallest manufactured wedge, showed improvement in
performance when it was tested for vertical slope to runner distance of 0.02 m,
an idea to test an even taller wedge for this specific set up arose. An improvised
wedge of height 0.035 m, labelled Wedge 4, was installed in the set-up. Results
of testing this wedge are given in Figure 4.17, with maximum efficiency of 15.51
% achieved for 0.02 m horizontal distance and 14.08 % for 0.04 m horizontal
distance x. This is a drop in performance comparing to Wedge 1 when the same

x and z values were tested.

Because Runner 2 is smaller in diameter than Runner 1, laboratory set-up
allowed for a further slope to runner distance of 0.04 m to be tested along with
0.02 m and 0.005 m z distances. Shaft to channel bed space (y3) was kept to

0.395 m for all results presented below.



64

Chapter 4. Spillway Turbine Development and Testing

0.35

Wedge 4
Extra wedge 0.035 m high

0.30

0.25

0.20
oy
@)

0.15

0.10

0.05

x=0.02 m
—— - x=0.04 m

0.00

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
T (Nm)

FIGURE 4.17: Improvised Wedge 4 and slope to Runner 1 dis-

tance z= 0.02 m

Wedge 3 Wedge 3
Distance x =0.02 m Distance x = 0.04 m
0.15 i 0.15
z=0.005m z=0.005m
s 2=0.02m - 7=0.02m
--------- z=0.04m seeemeee- 2=0.04m
0.10 |- - 0.10
A
jo¥ o 7
@) M @] ;
/3 /
I\ /
005 /[ - 0.05 :
! /
i T
.. i 7
0.00 & : 0.00 &
0.00 0.50 1.00 0.00 0.50 1.00
T (Nm) T (Nm)

FIGURE 4.18: Rotor 2 to slope distance (z) effect with Wedge 3
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Wedge 3 in conjunction with Runner 2 was tested at all three horizontal dis-

tances and the best performing set up was at 0.02 m x distance and 0.005 m
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TABLE 4.7: Runner 2 to slope distance (z) effect with Wedge 3

Horizontal dis- | Efficiency Efficiency Efficiency
tance x (m) z=0.005 m z=0.02 m z=0.04 m
0.02 9.99 % 8.20 % 2.10 %
0.04 9.43 % 8.46 % 3.94 %
0.06 8.49 % 9.44 % 2.44 %

slope to channel distance, which was also the case when Runner 1 was tested.
The differences in the efficiency are not as significant as when Runner 1 was
tested with different z distances. The peak obtained efficiency was 9.99 % as
shown in Figure 4.20

Wedge 2
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FIGURE 4.19: Rotor 2 to slope distance (z) effect with Wedge 2

Wedge 2 at 0.02 m horizontal distance from runner also shows better perfor-
mance for slope to runner vertical distance of 0.02 m. The turbine performance
for this set up was 10.09 %, comparing to a lower value of 9.05% achieved with
a z value of 0.005 m and 3.95% when z distance of 0.04 m was used. The same
trend was observed with other wedge to rotor horizontal spans as summarised
in 4.9. Overall, out of all tests conducted for Runner 2, Wedge 2 at 0.02 m
horizontal distance and runner to slope distance of 0.02 m shows the highest

efficiency of all set-ups tested.
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TABLE 4.8: Runner 2 to slope distance (z) effect with Wedge 2

Horizontal dis- | Efficiency Efficiency Efficiency
tance x (m) z=0.005 m z=0.02 m z=0.04 m
0.02 9.05 % 10.09 % 3.95 %
0.04 8.58 % 9.03 % 4.96 %
0.06 8.35 % 9.42 % 6.17 %
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FIGURE 4.20: Rotor 2 to slope distance (z) effect with Wedge 1

TABLE 4.9: Runner 2 to slope distance (z) effect with Wedge 1

Horizontal dis- | Efficiency Efficiency Efficiency
tance x (m) z=0.005 m z=0.02 m z=0.04 m
0.02 777 % 5.64 % 5.85 %
0.04 7.53 % 5.57 % 5.88 %
0.06 6.13 % 8.53 % 7.76 %

Wedge 1 and Rotor 2 tests depicted in Figure 4.20 indicate that the best per-
forming set up was for x 0.06 m and runner to slope distance of 0.02 m. For
this x distance, the performance was improved for 0.04 m z value (8.53 %),
comparing to the z value of 0.005 m (6.13 %). However, the tests conducted at
a z value of 0.005 m are most consistent, and there are no significant differences

in efficiency for different x values tested.



Chapter 4. Spillway Turbine Development and Testing 67

Variation of Discharge

All tests were undertaken in a range of discharges from 9 to 39 1/s, varied using
the axial pump and measured using a weir, both described in Chapter 3. The
discharge was varied for all tests conducted in order to determine for which
flow the turbine performs best. It was noted that the amount of water hitting
the blades significantly impacts the overall turbine efficiency. Best performing
Runner 1 set up with Wedge 3, the horizontal distance of wedge to the runner
of 0.02 m and minimal runner to slope distance of 0.005 m was plotted in
Figure 4.21. For comparison purposes, the best performing Runner 2 set up
with Wedge 2 at 0.02 m horizontal distance (x;) from the runner and slope to
runner distance (z2) of 0.02 m. It can be noted from the plotted Figure that
there is a sharp increase in efficiency when the discharge reaches a certain limit.
This is because, at a specific discharge, smoother operation of the turbine is
achieved. The same trend was observed for other variable arrangements tested

with both runners.
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FIGURE 4.21: Variation of discharge and efficiency for both run-
ners

4.1.4 Design I Discussion and Summary

After testing both rotors at varying discharges, with all three wedges at different

distances, while also alternating slope to runner vertical distance, it was noted
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that the six-bladed, Runner 1 shows significantly better performance than the
seven-bladed, Runner 2. For the best performing Runner 1 set up, with Wedge
3 at 0.02 m (x;) horizontal distance and 0.005 m (z;) slope to runner distance,
the efficiency achieved was 25.06 %. The best performing Runner 2 set up, with
Wedge 2 at 0.02 m (x;) distance and 0.02 m (z9) distance only achieves efficiency
of 10.09 %. Therefore, it can be noted that Runner 1 performance is 59.7 %
increased in efficiency comparing to the performance achieved by Runner 2. It
was observed during testing that the seven-bladed runner performs poorly due
to a too narrow blade clearance of 0.06 m, which causes significant splashing
and flow blocking. A lower number of blades and larger diameter of Runner 1
allowed for larger blade clearance of 0.1 m, which resulted in higher and more

consistent efficiency values.

The height of the wedge had a significant impact on the performance, as shown
in Figure 4.10 for Runner 1 and 4.11 for Runner 2. For Runner 1, Wedge 3
performance at x;=0.02 m and z;=0.005 m distances is 1.39 % increased to
performance of Wedge 2 and 55.47 % increase to performance obtained with
Wedge 1. For Runner 2, Wedge 3 performance at x;=0.02m and z;=0.005 m
distances are 9.49% increased from the performance of Wedge 2 and by 24.62
% better than the performance of Wedge 1.

However, the height of the wedge is not the only factor, and the distance of the
wedge to the runner (x) plays a significant role in the operation of the spillway
turbine. In case of Runner 1 at the runner to slope distance of 0.005 m (z), all
three wedges perform best when the gap from runner to wedge was kept to a
minimum of 0.02 m (x;). Moreover, in case of Runner 2 at the same runner to
slope (z1) spacing, the best performance was also achieved when the horizontal
gap between the wedge and the runner was kept to 0.02 m (x;). For both
runners, the differences in performance from 0.04 m (x2) and 0.06 m (x3) tests

were slight.

Variation of the runner to slope vertical distance (z) showed to be a large in-
fluence on the performance quality for both runners tested. In case of the 6
bladed runner, 0.005 m (z;) and 0.02 m(zy) values were tested for all three
wedges at all three horizontal distances (x;, x2, x3). The laboratory environ-
ment did not allow for a z3 = 0.04 m slope to runner distance to be tested in
case of the larger, six-bladed runner. The results indicate that the performance
is better when z; gap was used. In the case of Wedge 3 at 0.02 m x sepa-
ration, the performance decreases by 55.47 % when z value is increased from
0.005 m to 0.02 m. The decrease is even larger in case of Wedge 3 at 0.06 m

separation, where the performance decreases by 73.3 %. Wedge 2 also performs
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significantly better for slope to runner distance of 0.005 m. However, Wedge
1 performs much better when z, distance was implemented. For Wedge 1 at
0.02 m x variable, the performance increases by 54.32 % when the z variable
is increased from 0.005 m to 0.02 m. The horizontal distance of 0.08 m was
tested just for Runner 1 placed at z; =0.02 m as the laboratory set up allowed
for this additional variation. These tests showed no further improvements to
the overall turbine performance. Runner 2 was tested for 0.005, 0.02 and 0.04
m (z) as it was smaller in diameter, and it was possible to further increase the
slope to runner vertical distance. Similarly to conclusions drawn from Runner
1 tests, the seven-bladed runner with Wedge 3 also gives the best performance
when z; value of 0.005 m was used at 0.02 m x horizontal gap. However, the
best performing set up was achieved when Wedge 2 was tested at x=0.02 for
79 slope to runner distance of 0.02 m. The difference between this arrangement
and when Wedge 3 was tested at 0.02 m (x), and 0.005 m (z) is only 1 %. The
performance of Runner 2 tested with Wedge 1 is best when x of 0.06 m was used
at z,=0.02 m. During testing, it was noticed that the water tends to build up
under the rotor, and the importance of testing different vertical slope to runner
distances is in observing how this amount of water can be reduced. More water

build-up was noticed in Runner 2 tests.

All tests were conducted under a variety of discharges, ranging from 9 1/s to
39 1/s. During testing, it was observed that a significant jump in efficiency
is observed when a certain amount of flow is reached. This amount of flow
necessary for the smooth operation of the turbine is dependant on the wedge
height, the distance of the wedge and the slope distance to the runner. The
performance drops gradually after the peak performance flow is reached, mainly

due to increased splashing that accompanies the larger discharges.

The most common observable issue during testing was the water build-up at
the rotor, just after the wedge. Another observable issue is a large amount of
splashing. The splashing indicates that a significant amount of flow energy is
not being converted into electrical energy. These two issues are addressed in the
next section, in which the Design II is outlined. The design revision provides
a solution to both, by providing an improved water run-off system underneath
the rotor and by introducing guide vanes into the runner blades to reduce the
splashing.

To conclude, Rotor 1 performs best in combination with the lowest, Wedge
3, when it is placed 0.02 m from the rotor. The optimum distance from the
runner to the slope is found to be 0.005 m for the six-bladed runners. Rotor 2

also performs best with the lowest, Wedge 3 when it is placed 0.02 m from the
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rotor and when the rotor to slope distance is kept to 0.005 m. However, the
best performance for 0.02 m vertical slope to runner distance is when Wedge
2 is installed at 0.02 m from the runner. As the six-bladed rotors performed
significantly better in all tests, it was chosen over the smaller Rotor 2, for design
improvements. The wedge height chosen for further design advancements was
0.015 m high Wedge 3. Finally, it can be concluded that the insufficient release
of water from the rotor causes the accumulation of water between wedge and
rotor when a specific flow rate is reached. Consequently, a further increase in
flow rate is restricted as the efficiency drops. Therefore, the design of blades
and the flow directing mechanism, the wedge, was adjusted in such a way that

the water is guided on its path in and out of the turbine rotor.

4.2 Design Version II

4.2.1 Design II of Runner and Isle Wedge

Runner 1, in combination with Wedge 3, showed the best performance in the
previously described Design I tests given in the first section of this chapter and
were both taken into further consideration in the revised design. A couple of
observable issues were identified during design I testing stage. One of these
issues was the water pile up before the runner, and the other was a significant

amount of splashing. These issues were addressed in the revised design by:

e Guiding the water into the rotor - Wedge 3 (0.015 m high) was
replaced by a stainless steel isle wedge which funnels the flow to the centre

of the rotor and provides run-off space to the right and left-hand side.

e Guiding the water through the rotor - A semi-circular inserts (cups)
were placed in each runner blade which deflects the water jet by 180 °from
the centre to the right and left-hand side.

¢ Providing more productive water run-off when it exits the rotor

- The spillway floor under the runner was opened in order to release the

water as quickly as possible and reduce water pile up during laboratory
testing.

Two variations of the second design update were considered and described in this

chapter. For both variations, the six-bladed Runner 1 was used and adjusted

for further testing. Version A is given in Figure 4.22 and Version B is shown in
Figure 4.23.

Meeting of objectives listed was attempted through the improved design of both

the runner and the wedge, as shown in Figure 4.22. The design presented in
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this Figure consists of the Design II Runner A and Isle Wedge A.

Water flow
(i) Wedge/lsle

(i1) Rotor insert/Cup

(1ii) Increased runoff -

FIGURE 4.22: Top and side view of spillway turbine Design II
(Runner A and Isle Wedge A)

Another variation of Design II
consisted of Runner version B
shown in Figure 4.23. The dif-
ference in Design II versions A

and B is in the number of guide

vanes in both the runner and

the isle wedge.

FIGURE 4.23:
Runner B

The Runner

The first decisions in developing and testing Design II was the decision to stick
to the larger six-bladed runners from Design I and conduct all future testing
using Runner 1. The critical change in the runner design was the placement of
either version A inserts (2 cups) or version B inserts (4 cups), which guide the
funnelled inflow through the blade by redirecting it towards the side-walls. Here,
the flow is not just discharged and out of the way from the inflow direction, but
also deflected by 180 °, which results in a significant boost of extractable energy.
The drawings of two inserts are shown in Figure 4.24. Both were manufactured
using the same technique used for runner manufacturing (SLS), outlined in
Appendix B. The inserts were made in such way to ensure easy installation and
changing of them, and were attached to the runner with same screws used for
disk to runner attachments. End-plates were also used in the runner set up,

although they are not presented in the drawings shown in this section.
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(a) (b)

FIGURE 4.24: (a) Version A - 2 cup inserts; (b) Version B - 4
cup inserts

Isle Wedge

The isle wedge was made out of 0.0025 m thick stainless steel which was cut

and welded to a shape shown in Figure 4.25.

(a) (b)

FIGURE 4.25: (a) Version A isle wedge; (b) Version B isle wedge

The purpose of this wedge re-design was to direct and accelerate the water flow
towards the runner cups in a more precise manner than Design I wedge did. Be-
sides, the flow was funnelled in the horizontal plane by bending side-walls. The
isle wedge was 0.015 m high, as this wedge height showed the best performance
during initial testing. Two versions of the wedge were manufactured. Version
A isle wedge was meant for use in conjunction with the runner with version A
cup inserts and version B isle wedge was intended for use with 4 cup, version B

runner inserts. The wedge was placed 0.02 m horizontally from the runner as



Chapter 4. Spillway Turbine Development and Testing 73

this positioning showed the best performance in design I testing.

During testing, it appeared that
the splashing at the isle wedge
entrance is significant. Intro-
ducing a see-through acrylic lid
to the isle wedge A was imag-
ined as a potentially feasible so-

lution. This isle wedge is given

in Figure 4.26, and it will be ref-

FIGURE 4.26: Enclosed ereed to as 'enclosed isle wedge
isle wedge A A’

Increased Run-off

To ensure sufficient discharge of water directed to the runner, the spillway
bed was opened as depicted in Figure 4.27. In design, I, the water build-up
under the runner was an observable issue, as the water had no other path then
being discharged downstream of the runner. With the introduced opening, the
water was discharged as soon as it would hit the blades and transfer its energy,

independent from the position of the blade.

FIGURE 4.27: CAD drawing of spillway turbine version A with
increased run-off area in the spillway

4.2.2 Design II Testing Method

Similarly to Design I testing method outlined in Section 4.1.2; the testing
method for the updated Design II was devised before the testing started. The
full test list is given in Appendix A. As the testing method had many variables,
a sketch of all changeable components is depicted in Figure 4.29. From the pre-

vious testing, it was observed that the best efficiencies were achieved when rotor
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to slope distance (z) was kept to the minimum value of 0.005 m. All variables
and their descriptions are shown in Table 4.10 to clarify the testing method of
Design II further.

» Test all set ups for
different discharges

Introduce a
lid to reduce

splashing

- Observe if enclosed wedge performs

better

+Test all 3 isle wedge to
rotor distances

- Inspect if vertical
distance of shaft to
channel bed has an effect

on efficiency

WETRTEEET « Change rotor and

repeat all set ups tested
for the A rotor

FIGURE 4.28: Design II testing method

Firstly, Runner A was tested with the open Isle Wedge A under a variety of

discharges.
TABLE 4.10: Variable names and descriptions
Runner Isle wedge Lid Wedge to rotor Rotor to
distance channel
distance
Variable name A B A B O E X1 Xy X3 V1 V2
o 2cup | deup |y 2 | No | 002 | 003 | 0.04 | 0385 | 0.375
Description in- in- . Lid
path | path lid m m m m m
serts serts

Secondly, the lid was introduced to the isle wedge to address splashing and
observe its effect on efficiency. Then, different horizontal distances of isle wedge
to runner were tested by moving the bridge described in Chapter 3. The testes
were then conducted for two different shafts to channel distances. Finally, the
runner with 4 cup, version B inserts and Isle Wedge B was planned for testing

for all previously listed variables.
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4.2.3 Design II Results

Similarly to the Design I result section, the testing results will be presented in
different subsections depending on which design component was varied. Firstly,
the effect of having a lid on the isle wedge influence of the performance of
Runner A with the open Isle Wedge A was analysed. Secondly, the effect of
the horizontal distance between the runner and the isle wedge was investigated.
Finally, the influence of the runner shaft to channel bed spacing was tested. All

of the set-ups were tested under a variety of discharges.

Open vs. Enclosed Wedge

Open Isle Wedge A was the first to be tested with Runner A under a variety
of discharges. During testing, it was noted that splashing in the isle wedge was

considerable.

FIGURE 4.29: Open isle wedge A

Therefore, a lid was introduced to address this issue. The difference in the
performance of isle wedge A with and without a lid is presented in Figure 4.30
The horizontal distance was kept constant to 0.03 m (xg), and runner shaft to

channel bed distance (y) was 0.385 m.

The discharges were varied from 5 1/s to 18 1/s, with peak performance for
12 to 14 1/s. From the graph, it can be noted that the Enclosed Isle Wedge A
performs better than the Open Isle Wedge A. The peak efficiency of E (enclosed)
Isle Wedge A is 23.70 % and the peak efficiency of the O (open) Isle Wedge A
is only 11.86 %. As the enclosed isle wedge performs significantly better, this

design was taken forward in testing.
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F1GURE 4.30: Open and Enclosed Isle Wedge A

Distance of Isle Wedge to Runner (x)

Enclosed Isle Wedge A was tested with Runner A with 2 cup inserts at different
horizontal distances (x1, x2, x3). Variation of the horizontal distance is the
variation of x variable depicted in Figure 4.7. The wedges were placed at 0.02,
0.03 and 0.04 m away from the rotor for all tests. For Runner A, disk to slope
distance (z1) was kept at 0.005 m, and distance of shaft from channel bed (y1)
was kept at 0.385 m. Comparison of the effect the horizontal distance of wedge
to runner has on Rotor A is depicted in Figure 4.31. The discharge tested varied
between 7 1/s to 18 1/s, with peak efficiency values reached for the discharge of
around 13 1/s for x of 0.03 m.

TABLE 4.11: Runner A and Enclosed Isle Wedge A x distances

Distance x (m) | Efficiency
0.02 17.44 %
0.03 23.70 %
0.04 19.33 %

The best performance was achieved at x, distance that was equal to 0.03 m.
The difference in efficiencies achieved at x distances of 0.02 m and 0.04 m was

not very large. The summary of efficiencies achieved is shown in Table 4.12.
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F1GURE 4.31: Enclosed Isle Wedge A effect of horizontal dis-

tance (x)

Distance of Runner to Channel Bed (y)

The design I testes indicated that the best performing slope to runner distance
was 0.005 m (z), but a variation of the channel to runner distance (y) was not
tested in the previous design. Runner A with Isle Wedge A was tested at all

three horizontal x distances and two different y distances.

TABLE 4.12: Runner A and Enclosed Isle Wedge A x distances

Distance | Efficiency | Efficiency

x (m) y=0.385 | y=0.375
m m

0.02 17.44 % 22.53

0.03 23.70 % 23.96

0.04 19.33 % 20.64

The y; of 0.385 m was tested first, and the y, of 0.375 m testing followed. The
discharges for these tests varied between 8 1/s to 17 1/s. From Figure 4.32 it
can be noted that the channel to bed distance change from 0.385 m to 0.375 m
shows improvement in efficiency for all Runner A to Isle Wedge A horizontal
distances (x1, X2, x3). The peak performance was obtained at x, distance of

0.03 m and y, runner shaft to channel bed distance of 0.375 m.



78 Chapter 4. Spillway Turbine Development and Testing

x=0.02m x=003m x=0.04 m
0.30 ‘ ‘ 0.30 ‘ 0.30 ‘
y=0.375m — y=0.375m — y=0.375m
"""""""" y=0.385m reeesneeess 20,385 m s y=0,385m
0.25 [ 1 o} 4 oaxsf -
0.20 |- 4 ol P S (%1 = ,_ .
Soast [ 4 Soas| [f S Sos [P s
010 |- [} Yoo oo 4 ool [f O
0.05 [ - 0.05 [ 1 oos|f -
0.00 ‘ ‘ 0.00 ‘ ‘ 0.00 ‘ ‘
0.00 100 200 3.0 000 1.00 200 300 000 100 200 3.00
T (Nm) T (Nm) T (Nm)

FIGURE 4.32: Runner A and Isle Wedge A variation of y

Variation of Discharge

All tests were undertaken in a range of discharges from 8 to 20 1/s, varied
using the axial pump. Similarly to the effect that discharge had on Design
I, the updated design also shows better performance for a specific discharge
range. As the previous analysis of Design II, Runner A with Isle Wedge A
indicated that the turbine performs best at 0.375 m y, runner to channel bed
and runner to slope distance of 0.005 m (z), those parameters were chosen for
discharge effect analysis. Figure 4.33 pictures how different discharges influence

the performance for all three x distances of isle wedge to the runner.

It can be noted that depending on the position of the wedge, which influences
the interaction of flow with the blades, the turbine performs differently for a
variety of discharges. The peak efficiency was achieved for x = 0.03 m for a

range of discharges of 12 to 14 1/s.

Runner B and Isle Wedge B

Due to some observable issues during the installation and testing of Isle Wedge
A and laboratory schedule restrictions, the decision not to test Isle Wedge B
with Runner B was made. Runner B with 4 cup inserts was tested in Design
IIT updated with a modified Isle Wedge B that dealt with issues noted in this
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FIGURE 4.33: Variation of discharge Runner A and Isle Wedge
A

design version. This decision led to better time management and completion of

the experiments in a given testing schedule.

4.2.4 Design II Discussion and Summary

The objectives set after design I was tested were met with changes made and
implemented in Design II. The Isle Wedge design directed the water towards
the runner more precisely, and the semi-circular inserts in the runner deflected
the water inside the runner blades as intended. The water pile up under the
runner was also reduced through the opening of slots on the slope. However,
the overall maximum efficiency achieved was 23.96 %, which is lower than the
maximum efficiency of 25.06 % achieved while testing Design I. This is mainly
due to new observable issues during testing. The open isle wedge testing resulted
in large amounts of splashing that was addressed by installing a lid on top of
the isle wedge. However, this solved the problem partly as the main issue was
flow separation inside the isle wedge. Flow separation was observable, and a
thin jet would form slightly above the main flow path. The isle wedge to slope
connection and the sudden change of straight slope walls to curved isle wedge

sides were the sources of energy losses. Testing of Design I lead to a conclusion
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that runner disk to slope distance z should be kept to 0.005 m, and this was
applied to all Design II tests.

Initial testing of Runner A and Isle Wedge A concluded with maximum efficiency
of 11.86 %, which was a disappointing drop in performance when compared
to Design I. Introduction of the lid improved the performance of the turbine
significantly because it reduced energy losses inside the isle wedge. The Enclosed
Isle Wedge A emerged to be performing more than twice as well compared to
the Open Isle Wedge A. It was concluded that the enclosed wedge should be

installed in all future tests.

Testing of Design I indicated that Wedge 3, of the same height as Isle Wedge
A, performs best at 0.02 m horizontal distance from the runner. However, the
differences between (.04 m x distance and 0.02 m were not very large; hence the
decision to test Isle Wedge A at 3 x gaps between and including 0.02 m and 0.04
m was made. This method of testing resulted in a conclusion that horizontal
distance of 0.03 m outperforms tests conducted at 0.02 and 0.04 m horizontal
distances for Isle Wedge A and Runner A. The performance curve also appears
to be smoother. The difference in efficiencies achieved was not vast. When y;
value of 0.385 m was considered, Isle Wedge A 0.03 m away from Runner A
results in the efficiency of 23.70 %, which is a rise by 35 % from 0.02 m distance
and a rise by 22.61 % from 0.04 m x distance.

The distance of runner shaft to channel bed (y) was also analysed for all three
horizontal distances for Runner A and Isle Wedge A. The initial y; of 0.385 m
was reduced to 0.375 m for y, variable. The change resulted in an efficiency
increase across all 3 x values. Horizontal x distance of 0.03 m with y, of 0.375 m
and z; of 0.005 m arrangement resulted in peak efficiency of 23.96 %, maximum
obtained for Design II testing. The x; 0.02 m and y, efficiency dropped by only

5 % comparing to the peak performance recorded.

The discharge was varied for all arrangements analysed. It was noted that
Design I performs best in the range of 12 to 14 1/s for majority of set-ups.

This is in the same range as Design I best performance discharges.

To conclude, Runner A with 2 cup Version A inserts and Isle Wedge A addressed
the observable issues outlined in design I testing. Despite this, a new problem of
water separation occurred and resulted in significant energy losses inside the isle
wedge. The cause of water separation is a sudden change in slope to isle wedge
geometry. The curved isle wedge walls do not show any benefits to turbine
performance. Hence, its design was revised in Design III. The runner design

change did not result in any observable energy losses. The water build-up under
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the runner was reduced but not eliminated, and further improvements on this

are possible to implement.

4.3 Design Version III

4.3.1 Design III of Runner and Accelerator Channel

Testing of Design II led to observations of problems associated with Isle Wedge
design showed in the previous section. The runner re-design with inserts could
not be exploited as intended due to energy losses in the isle wedge. Hence, the

following steps were planned for Design III:

e Avoid significant losses while guiding the water into the runner
- The accelerator channel replaced isle wedge with the same height as

Wedge 3 (0.015 m).
¢ Guiding the water through the rotor - Inserts presented in Design 11

were kept the same in this design revision with the idea of the cup inserts
deflecting the water jet by 180 ° from the centre to the right and left-hand

side.

e Providing better water run-off under the runner - The spillway

floor under the runner was opened further than in Design II.

Three variations of the Design III were considered in order to improve the
efficiency of the spillway turbine system. The six-bladed runner presented in
Design I was used in all four variations. Depending on which accelerator channel
was installed, 2 cup inserts (Version A Runner), no cup inserts (Version B
Runner) or 4 cup inserts (Version C Runner) were tested. The variations of the

Design are summarised in Table 4.13.

TABLE 4.13: Design Variations

Runner | Accelerator Channel Description
A A 2 cup inserts and single water path
A B 2 cup inserts and single water path
B A No inserts and single water path
C C 4 cup inserts and double water path

Design Version A, consisting of the six-bladed runner with 2 cup inserts and
the Accelerator Channel A is shown in Figure 4.34. Design III Version B of

the runner was tested with no inserts installed and the Accelerator Channel A
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as shown in Figure 4.35. Finally, Design Version C, also consisting of the six-
bladed runner but with 4 cup inserts and the Accelerator Channel C is given in
Figure 4.36.

(b)

FIGURE 4.34: (a) Runner A and Accelerator channel A; (b) Top
View of Runner A and Accelerator Channel B

FIGURE 4.35: Version B Runner and Accelerator Channel B



Chapter 4. Spillway Turbine Development and Testing 83

FIGURE 4.36: Version C Runner and Accelerator Channel C

Accelerator Channel Design

The accelerator channel was designed to address the problem of flow separation
and splashing that appeared when Wedge Design I and Isle Wedge Design 11
were tested. The ratio of around 2:1 runner to wedge outlet presented in Design
IT was kept. The principle difference is in the size of the accelerator channel
when compared to previous Design. The accelerator channel runs along the
entire spillway slope and therefore allows for the water to flow down the channel
smoothly, as there are no sharp changes when the water enters the accelerator
channel. The channel was fitted with a metal wedge at the very end, mimicking
the Wedge 3 height from Design I (also implemented in the Isle Wedge Design
IT). Three different accelerator channels were used in the testing of Design III.
Accelerator channels A and B are the same in shape but have different outlet
widths, as shown in Figure 4.37. A channel complied with having rotor to wedge

outlet ratio of 2:1 and the outlet width of 0.15 m, whereas B channel had a rotor
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to wedge outlet ratio of 2.4:1 and the outlet width of 0.126 m. A channel was
tested with Runner Version A with 2 cup inserts, and B channel was also tested.

Runner B with no inserts was tested with the Accelerator Channel A.

15

300

00

-l 126

(a) (b)

FIGURE 4.37: (a) Accelerator Channel A; (b) Accelerator Chan-
nel B

The Accelerator Channel C was different as it was meant for use together with
the runner with 4 cup inserts. Hence, rather than having one water path as in
Accelerator Channels A and B, Accelerator channel C had two water paths. The
representation of Accelerator Channel C is shown in Figure 4.38. Cup insert to

channel outlet ratio was kept to 2:1.

300

] 75 75

FIGURE 4.38: Accelerator Channel C
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Water Run-off

Spillway sloped floor was further opened to provide more release of water build-
up under the runner. In the field environment, water run-off under the runner
will be dealt with either by providing a space for the water build-up or by slightly
rising the runner above the spillway but keeping the parameters recommended.
Different recommendations will be necessary for different sites, depending on

surrounding conditions.

FIGURE 4.39: Spillway floor

4.3.2 Design III Testing Method

Similarly to Design I testing method outlined in section 4.1 and Design II testing
method described in Chapter 4.2, the testing method for the updated Design 111
was devised before the testing started. The full test list is given in Appendix
A. Variables that changed during tests, together with their descriptions, are
shown in Table 4.14. From the previous testing, it was observed that the best
performance was achieved when the rotor to slope distance (z) was kept to the

minimum value of 0.005 m.

Firstly, Runner A with 2 cup inserts and 0.15 m wide Accelerator Channel
A was tested under a variety of discharges, at 0.02 m and 0.03 m horizontal
distances (x) and 0.375 m and 0.385 m vertical channel to runner shaft (y)
distances. Secondly, Runner A with 2 cup inserts was tested with 0.126 m wide
Accelerator Channel B, varying discharges and x and y variables. To quantify
the difference runner inserts make to the turbine performance, Runner B with

no inserts was tested with Accelerator Channel A. Finally, Runner C with 4
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TABLE 4.14: Variable names and descriptions

Runner Accelerator Accelerator Rotor to
Channel Channel to channel
runner distance
distance
Variable name A B C A B C X1 Xo V1 Va
2 cup No 4 cup ! ! 2
Description . cup . path | path | path | 0.02 0.03 | 0.385 | 0.375
in- (0.15 | (0.126| (0.075| m m m m
serts serts
serts m) m) m)

cup inserts was tested with two path Accelerator Channel C under a variety of
discharges, for both x horizontal distances and y vertical gaps of the runner to

channel.

«Test all set ups for different
discharges

= Test horizontal distance (x)
of 0.02 and c.03 m

- Inspect if vertical distance of
shaft to channel bed has an
effect on efficiency

* Change the runner and
repeat all variations listed

FIGURE 4.40: Testing Method Flow Chart

4.3.3 Design III Results

Design III testing results were presented similarly as Design I and II testing
results. The effect of horizontal distance (x) of the runner to the accelerator
channel was discussed for all four variations. Vertical distance (y) of runner
shaft to channel bed influence was also compared. The best performing set-ups

of 4 variations of Design III were also presented and contrasted. Finally, speed
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factors and specific speeds were presented. The distance of slope to the runner

(z) was kept to a minimum value of 0.005 m for all presented test results.

Distance of Accelerator Channel to Runner (x)

Testing of previous design variations indicated that the turbine performance
peaks for horizontal distances (x) of 0.02 m and 0.03 m. Hence, it was decided
that larger gaps will not be tested in this Design version. Discharges were
varied between 7 1/s and 16.5 1/s, with most peak efficiency values reached for

discharges ranging from 9 to 13 1/s.

Runner A with 2 cup inserts was tested with the 0.15 m wide Accelerator Chan-
nel A and 0.126 m wide Accelerator Channel B. The ratio of runner width to
channel outlet width was 2:1 for Runner A and Accelerator Channel A and
2.4:1 for the Runner A and Accelerator Channel B. The results presented were
from tests undertaken with y, value of 0.375 m. Runner A with Channel A is
depicted in Figure 4.41 and Runner A with Channel B in Figure 4.42.
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FIGURE 4.41: Runner A and
Channel A at x; and xo

It can be noted that Runner A and Channel A show best performance at x;
value of 0.02 m with the efficiency of 43.38 %, comparing to 39.07 % for 0.03
m xy. Runner A and Channel B perform better for x5 of 0.03 m with the peak
efficiency of 39.02 %. The peak performance for x; was 34.91 %.
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FIGURE 4.42: Runner A and
Channel B at x; and x9

Runner B, that had no inserts installed was tested with the 0.15 m wide Ac-

celerator Channel A. The results presented were obtained in tests where y was

kept at 0.375 m. The performance comparison for 0.02 and 0.03 m x variables

is given in Figure 4.43. The change in performance is slight in case of Runner
B, with peak performance of 22.43 % for x; and 22.03 % for xs.
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FIGURE 4.43: Runner B and
Channel A at x; and xo

Runner C had 4 cup inserts installed and was tested with Channel C. The

channel consisted of two smaller channels of 0.075 m width each. The results

presented are from tests performed at ys channel to runner distance of 0.375
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m. The horizontal distance of the accelerator channel to runner effect on the
performance is given in Figure 4.44. As this Runner C with 4 cup inserts was

not tested in Design II, x3 of 0.04 m was tested at this stage.
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FIGURE 4.44: Runner C and
Channel C at x7, x9 and x3

It can be noted that Runner C and Channel C perform best at x; distance
of 0.02 m, as in other Design III versions tested for y, of 0.375 m. The peak
performance obtained was 34.36 %, comparing to 29.49 % at x, and 26.21 % to

X3.

Distance of Runner to Channel (y)

Similarly to Design II tests, Design version III was also tested for two variations
of runner shaft to channel bed distance (y). All four variations of Design III
were tested for y; of 0.385 m and ys of 0.375 m for both 0.02 and 0.03 m
horizontal distances. Slope to runner distance (z) was kept to 0.005 m for all

results presented.

Runner A with 2 cup inserts and 0.15 m wide Accelerator Channel A was tested
at y; and y, and the effect of changing the vertical distance is depicted in Figure
4.45

TABLE 4.15: Runner A and Accelerator Channel A

Distance x (m) | Efficiency Efficiency
y=0.385 m y=0.375 m

0.02 34.87 % 43.38 %

0.03 32.16 % 39.07 %
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FIGURE 4.45: Runner A and Channel A variation of y

Performance at y; and y, under 0.02 m and 0.03 m horizontal spacing (x) was
summarised in Table 4.16. It can be noted that turbine preforms significantly

better for y, value of 0.375 m.

Runner A and 0.126 m Accelerator Channel B were also tested at both y values,
and the effect of varying vertical channel to runner shaft distance is presented

in Figure 4.46.

TABLE 4.16: Runner A and Accelerator Channel B

Distance x (m) | Efficiency Efficiency
y=0.385 m y=0.375 m

0.02 38.56 % 34.91 %

0.03 33.25 % 39.02 %

It can be noted that Channel B performs better than Channel A at 0.385 m y
distance, but peak performance is still obtained for y value of 0.375 m at 0.03

m x horizontal gap between the runner and the channel.

Runner B with no inserts was tested with the 0.15 m wide Channel A for both
y vertical distances, as Runner A was, at both horizontal runner to channel x

distances. The difference in performance is depicted in Figure 4.47 and sum-
marised in Table 4.17.
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FIGURE 4.46: Runner A and Channel B variation of y

TABLE 4.17: Runner B and Accelerator Channel A

Distance x (m) | Efficiency Efficiency
y=0.385 m y=0.375 m

0.02 21.96 % 22.43 %

0.03 21.35 % 22.03 %

In the case of Runner B, a vertical distance of runner shaft to channel bed does
not significantly change the peak efficiency obtained. The differences are less
than 1 % for all four tests presented. Channel A to Runner B performs best at
x of 0.02 m and y of 0.375 m, with a maximum efficiency of 22.43 %.

Runner C, with 4 cup inserts, was tested in conjunction with Accelerator Chan-
nel C at three horizontal distances (x) of the channel to the runner at y; of
0.385 and y5 of 0.375 m. The effect of varying vertical distance y is presented in
Figure 4.48. Tt can be noted that the turbine efficiency drops for all horizontal
distances when y; of 0.385 m is used. Runner C shows the best performance of
34.36 % when it is placed 0.02 m in the x-direction from the runner and 0.375 m
in the y-direction. Moreover, all 0.375 m y, tests show more than 10 % increase

in performance.
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FIGURE 4.47: Runner B and Channel A variation of y

TABLE 4.18: Runner C and Accelerator Channel C

Distance x (m) | Efficiency Efficiency
y=0.385 m y=0.375 m
0.02 20.64 % 34.36 %
0.03 20.35 % 29.49 %
0.04 16.71 % 26.21 %

Variation of Discharge

All tests were carried out in a range of discharges from 6 1/s to 17 1/s, varied
using the axial pump described in Chapter 3. The vertical distance (y) for dis-
charge analysis was kept constant at 0.375 m, and runner disk to slope distance
(z) was 0.005 m. The plot shown in Figure 4.49 depicts how efficiency is af-
fected by the discharge depending on the horizontal distance (x) of the runner
to accelerator channel. All four design variations were analysed. It can be noted
from the Figure that most tests carried out to perform best at 0.02 m horizontal
distance for a range of discharge between 9 1/s and 12 1/s, which was similar in
other design tests carried out previously. Maximum efficiency of 43.39 % was
achieved with Runner A in conjunction with Channel A, 0.02 m away in the

x-direction for a discharge of 9.5 1/s.
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FIGURE 4.49: Variation of discharge effect on performance

Comparison of Runner and Channel Performance

16.00

The best performing Runner A, B and C tests were given in Figure 4.50 to

depict how different runners and channel variations influence the overall perfor-

mance. The best performing set-ups were also summarised in Table 4.19. From
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the results, it can be seen that Runner A with 2 cup inserts in together with
Accelerator Channel A performs best out of the four set-ups, followed by Run-
ner A and Accelerator Channel B. The worst performing Design III variation is

Runner B, that had no inserts installed.
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FI1GURE 4.50: Comparison Between Design Variations

TABLE 4.19: Peak Efficiencies

Design Runner Channel Efficiency
Variation

A-A Runner A Channel A 43.38 %
A-B Runner A Channel B 39.02 %
B-A Runner B Channel A 22.43 %
C-C Runner C Channel C 34.36 %

Specific Speed

The specific speed and the speed factor were calculated using Equations (2.6)
and (2.7) respectively, given in Chapter 2. The calculated values for peak
power coefficients are given in Table 4.20. The speed factors against the power
coefficient and the specific speeds for all three runners Design III variations are
shown in Figure 4.51. From the Figure and Table given, it can be noted that
the runners with cup inserts have higher specific speeds and speed factors than

the runner with no cup inserts. Hence, the idea of achieving similar water blade



Chapter 4. Spillway Turbine Development and Testing 95

interaction as it occurs in Pelton turbine blades (Chapter 2). As the speed
factors fall into 0.43 - 0.48 range of impulse turbine speed factors, it can be
concluded that the spillway turbine with 2 cup inserts can be classified as an
impulse turbine. The specific speed range is shown in Table 4.20 also confirms

that the spillway turbine can be defined as an impulse turbine.
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FIGURE 4.51: Specific speeds (left) and Speed Factors (right)

TABLE 4.20: Speed Factors and Specific Speeds

Design Specific Speed Fac- | Efficiency
Variation Speed tor

Runner 43.66 0.437 43.38 %
A,Channel A

Runner 28.64 0.398 39.02 %
B,Channel A

Runner 37.49 0.414 34.36 %
C,Channel C

4.3.4 Design III Discussion and Summary

The objectives set after Design II was revised were met with changes imple-
mented in Design I1I. The isle wedge was converted into an accelerator channel,
and the issue of water separation at the walls was reduced. The splashing was
also significantly less present. The runner inserts guided the water through
the rotor as intended, deflecting the jet by 180 ° from the centre to the sides.
Further opening of the spillway eliminated the water build-up under the run-

ner. These design revisions lead to a considerable advancement in performance,
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reaching 43.36 %, which is double the efficiency reached in Design I and Design
II.

Similarly to the previous design versions, positioning of the rotor concerning
the accelerator channel, channel bottom and the spillway slope, had a substan-
tial influence on how well the turbine performs in all four Design III variations.
From previous tests, it was concluded that the vertical spillway slope to runner
disk space (z) should be kept to a minimum value of 0.005 m. If the horizon-
tal distance (x) of the runner to accelerator channel is considered, all design
variations but one show better performance when the distance is kept at 0.02
m. In the case of Runner A and Channel A, the efficiency drops by 10 % when
the horizontal distance is increased to 0.03 m. Runner B and Channel A also
show there is a drop in efficiency if the horizontal distance is increased, but the
drop is very slight and lower than 2 %. Moreover, Runner C and Channel C
also perform best at 0.02 m x distance, with the efficiency decreasing by 14 %
when x of 0.03 m is used and 24 % when 0.04 m horizontal gap is implemented.
However, when Runner A was tested with the Accelerator Channel B, better
performance is observed when x is 0.03 m. The performance increased by al-
most 12 % from the 0.02 m x test. Varying the runner to channel (y) distance
also showed to have an immense impact on the performance of the turbine. For
Runner A and Channel A tests, it was noted that the performance increases by
24 % when y is reduced from 0.385 m to 0.375 m for the x value of 0.02 m and
21 % for the x value of 0.03 m. The same behaviour was observed in Runner
B and Channel A tests, but the increases of efficiencies for changing the y from
0.385 to 0.375 m were much lower, 2 % and 3 % for 0.02 and 0.03 m x-direction
gaps respectively. Furthermore, Runner C and Channel C tests also show that
the turbine performs considerably better for 0.375 m vertical y distance. The
performance increased by 40 %, 31 % and 36 % for x of 0.02, 0.03 and 0.04 m
respectively. However, Runner A and Channel B tests indicate that using y of
0.385 m for 0.02 m x distance performs better than y value of 0.375 m. On the
other hand, the best performance of this design variation was also achieved for

y of 0.375 m and x of 0.03 m.

Testing the effect of discharge variation indicated that the best performance
was achieved for 9.5 1/s discharge for Runner A and Channel A variation, but
peaks are commonly observed in the range of 9 to 12 1/s. This corresponds to

observations made in previous design variations.

Having all four design variations as part of Design III tested can be used to
quantify the contribution of cup inserts and channel width to the overall per-

formance. From the tests conducted with Runner A that had 2 cup inserts and
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Runner B that had no cup inserts, with the same accelerator channel, it can be
concluded that the inserts lead to an increase in efficiency by 20 %, which is
almost double. Changing the channel width to runner width ratio from 2:1 to
2.4:1 resulted in a 5% efficiency drop when Runner A was tested. Moreover, 2
cup inserts and a single water path outperformed Runner C with 4 cup inserts

and a two-path accelerator channel.

The specific speed and the speed factors indicate that the runners with in-
serts have higher specific speeds and speed factors than the runner without the
inserts. This indicates that the cup inserts significantly influence force distri-
bution in the turbine blades described in Chapter 2. Analysis of the specific
speeds and the speed factors indicate that the Spillway turbine consisting of
Runner A and Accelerator Channel A can be classified as an impulse turbine,

and the water blade interaction is similar as in the Pelton turbines.

The observable issues in this design version were far fewer than previous design
version. The principle issue is head losses in the accelerator channel due to a
sudden change from 0.3 m wide straight channel that funnels the water into
the spillway, to 0.15 m wide accelerator channel that stretches across the entire
length of the spillway. Design revision of the accelerator channel will be consid-
ered in-field testing, according to recommendations made after the investigation

of hydrodynamics of a channel contraction.

From all above, it can be concluded that the spillway turbine Design III Runner
A and Accelerator Channel A performs best at a horizontal distance of runner
to channel (x) of 0.02 m, channel to runner shaft distance (y) of 0.375 m and
slope to runner disk distance (z) of 0.005 m. The efficiency of this Design with
the stated set up reaches 43.38 %, and these design parameters will be used in

field testing with appropriate scaling of parameters applied.

4.4 Experimental Testing Conclusion

The design process of the Spillway turbine consisted of the initial design and two
design revisions. Testing of 2 runner and 3 wedge designs was the initial stage
of the turbine testing and development stage. From these tests, conclusions
about the wedge height and the number of blades were made. Design I lead
to conclusions that a 6 blade runner with a 0.015 m high wedge should be
placed not further than 0.04 m horizontally from the runner, with the disk
slope distance (z) kept to a minimum value of 0.005 m. Peak performance of

Design I was 25.06 %. Observable issues such as large amounts of splashing,
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lack of precise guidance of water into and through the runner, and release of

water from under the runner were addressed in Design II.

Revision of Design I, named Design II, resulted in a redesign of the wedge,
which became an isle wedge. The isle wedge was 0.015 m high and 0.15 m
wide at the outlet. The runner with 6 blades was taken forward over the 7
bladed runner. Two versions of cup inserts were designed to be placed inside
the runner blades, to guide the water through the rotor and accomplish Pelton
like water blade interaction. Slots were introduced in the spillway to increase
water run-off under the runner. Testing of Design II led to conclusions that
the vertical runner shaft to channel distance (y) also plays an important role in
turbine performance. Peak performance was 23.96 % and it was lower than that
of Design I. Although guiding the water through the rotor was accomplished
with the inserts, the isle wedge design could be improved further. The water
separation at the entrance of the isle wedge walls indicated that some flow power

was lost before it reached the blades.

Revision of Design II, referred to as Design I1I, was the ultimate design version
tested in the laboratory setting. Avoiding significant losses while guiding the
water into the runner was the primary objective of this design revision. This
was the main motivation behind replacing the isle wedge with an accelerator
channel that ran along the entire spillway length. Better run-off of water below
the runner was achieved by further opening the spillway slope floor. These
design revisions ultimately led to a maximum efficiency of 43.38 %, which is
double than the efficiencies achieved in Design I and Design II tests. Although
the implementation of the accelerator channel had a positive influence on the
performance of the spillway turbine, it was recognised that a portion of flow
power is lost when the flow transitions from a 0.3 m wide straight channel
into the 0.15 m wide accelerator channel. Hence, the laboratory testing and
observations of water behaviour inside the accelerator channel motivated further
research into the hydrodynamics of the contracting channels. It was believed
that numerically simulating the water surface of flow going through different
contraction angles will be a guide to a final design revision and implemented in
field testing. The investigation of hydrodynamics of flow through a contraction

is presented in the following chapters.
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Chapter 5

Numerical Simulation Background

5.1 Motivation

Design, development and testing of the novel spillway turbine have consisted of
not only the traditional turbine runner design and how the fluid moves through
the runner blades. The focus was also on how the water is guided to the runner
so maximum flow energy can be extracted. This was achieved through the ac-
celerator channel /wedge presented in Chapter 4 of this thesis. However, the ex-
perimental design-test-redesign method was not sufficient in understanding the
hydrodynamics of the flow exiting the accelerator channel. Therefore, numerical
modelling was utilised to gain understanding and make recommendations for a

redesign before the spillway turbine is tested in the field environment.

Channel transitions can be classified as channel contractions, in which the cross-
sectional area is reduced from one area to another, or channel expansions in
which the cross-sectional area is increased. Channel contraction can be a grad-
ual or a sudden change of channel width or depth. The behaviour of the water
surface in the channel transition will depend on the classification of flow if it is
supercritical or subcritical. The accelerator channel presented in Chapter 4 can
be defined as a contracting channel, with 90 ° contraction angle. A drawing of

the channel transition view from above is given in Figure 5.1.

L
|
0.15

F1GURE 5.1: Transition of accelerator channel used in Design
IIT design and testing

This transition can be defined as a sudden channel contraction, and the flow
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in the channel was characterised as supercritical flow, with the Froude number
larger than 1. In this type of flow, inertial forces are dominant over the gravita-
tional forces and hence a standing wave is expected to form downstream (Chow
, 1959). Design of the channel contraction significantly affects the energy losses
within the transition. Investigations of how the design of channel contraction
can reduce energy losses by making the contraction gradual rather than sudden
was conducted. In straight wall contractions, this can be achieved by reducing
the angle of contraction from 90 ° to a smaller angle over a length. This was
the principal motivation for numerical investigations conducted about how an
angle of contraction would affect the energy losses inside the contraction and

the flow hydrodynamics.

The challenges of numerically modelling supercritical flow through a channel
contraction are numerous and complicated. They involve detailed and precise
capturing of wave propagation and the deforming water surface, along with
correctly implementing boundaries, all with a purpose of quantifying energy
losses posed by the contracting geometry. Several pieces of research focused
on numerically modelling such flow, but many questions remain unanswered.
Firstly, studies do indicate that 2D shallow-water equations are not capable
of capturing the wave propagation correctly and hence a 3D model needs to
be utilised, but available studies of this nature are very limited. Is the in-
house Large Eddy Simulation (LES) HYDRO 3D code utilised in this study
capable of correctly simulating this type of flow? Secondly, describing velocity
profiles, pressure distributions and the friction effect of flow through a channel
contraction have not been analysed. Finally, what effect an angle of contraction
would have on the hydrodynamics of supercritical flow through a contraction?

These questions have been answered throughout the following chapters.

5.2 Background

Flow through a contraction was experimentally and numerically investigated
by several researchers over the last half a century. This section is focused on
describing work by others done on flow through a contraction and methods
commonly used for free-surface tracking, to identify gaps in already published

studies.
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5.2.1 Flow Through a Contraction

Analysis of flow through a contraction was pioneered by Dawson (1943), in
which wave propagation along the channel after the contraction was analysed
and presented. The experiments were conducted for a contraction with both
curved side walls and straight contraction side walls. Dawson (1943) concluded
that the straight contraction walls are preferable due to simpler wave super-
imposition, and hence such type of contraction design is recommended. This
work was continued by Ippen & Dawson (1951), who presented the location and
shape of the free-surface wave propagation and water depth along the channel
after the contraction. As this experiment was conducted several decades ago,
it is relevant to state that the measuring equipment was limited to the use of
a point gauge with a scale meter and a vernier. However, their work served as
validation experimental data for many researchers presenting numerical models
and approximations of the position of the free-surface. The laboratory test was
conducted in a 0.6 m wide channel transitioning into 0.3 m wide channel at a

convergence angle of 6 °, with a Froude number of 4.0.

Majority of numerical modelling studies used shallow-water equations, derived
from Navier-Stokes equations, for approximating free surface flows. Shallow-
water equations assume hydrostatic pressure and neglect vertical momentum,
making them two dimensional. Despite this, they were utilised for numerical
modelling of three-dimensional flows, such as flow through a contraction. Re-
searches opted for different discretization methods such as finite element, finite
difference and finite volume, for solving these 2D shallow-water equations, hence
the studies were presented by this classification rather than by the year they
were published.

The most common approach in available literature utilises finite difference
schemes for solving shallow-water equations. Lax and MacCormack steady ex-
plicit finite difference schemes were used by Jiménes (1987) and Jiménes &
Chaudhry (1988) for simulating flow through a contraction with curved side
walls. Both schemes were verified through an oblique hydraulic jump and shock
reflecting from a wall test cases with accurate solutions achieved for both. On
the other hand, the flow through a contraction with curved side walls computa-
tion presented in this case did not achieve the desired accuracy when compared
to experimental data, especially in the region after the contraction. The authors
outlined the main limitations to the approach used was in the assumption of hy-
drostatic pressure and that including vertical acceleration in the shallow water

solution is desirable. This work was taken further by Bhalamudi & Chaudhry
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(1992) who used unsteady explicit MacCormack finite difference scheme with an
orthogonal grid. The questionable assumptions made in this publication include
hydrostatic pressure distribution and uniform velocity distribution over depth.
The contraction in consideration was a straight wall contraction of dimensions
matching the experiment published by Ippen & Dawson (1951). The model
described in this publication showed capacity of capturing shock waves in su-
percritical flows, but the results presented are not in agreement with the exper-
imental measurements. Switching from steady to unsteady flow equations with
274 order MacCormack finite difference scheme did not significantly change and
improve results published in previously assessed studies. Second-order explicit
MacCormack finite difference scheme was also utilised by Rahman & Chaudhry
(1997) to simulate flow in the open-channel contraction. The principal differ-
ence of methods used in this study, compared to other described above, is in
using an adaptive grid rather than a fixed one. This was implemented through
Rai and Anderson method in which grid locations are calculated from the grid
speed equation. The comparison of using a fixed grid MacCormack scheme
presented in Bhalamudi & Chaudhry (1992) and the adaptive grid is given in
Figure 5.2. The authors state that the grid adaptation technique presented in
this study shows improvement over the fixed grid method but it is debatable if

results presented support this claim.
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FIGURE 5.2: Comparison of adaptive and fixed grid with Mac-
Cormack scheme (Rahman & Chaudhry, 1997)

Time marching, Alternating-direction-implicit (ADI) scheme with added arti-
ficial viscosity was used by Molls & Chaudhry (1995) and there were some

improvements compared to previously analysed studies. Moreover, two finite
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differencing schemes, one marching in space and one marching in time, with a
boundary fitted grid, were applied by Hsu,Ten & Lai (1998) to the contract-
ing channel case. Two experimental measurements were taken for validation
purposes. The first case was curved channel contraction presented by Ippen &
Dawson (1951) and the second was an experiment of flow through straight wall
contraction but with different geometry and flow conditions to the experiment
used for validation in the available literature. The comparison of numerically
simulated results of both time and space marching schemes was not in agreement
with the experimental values of flow through a curved channel contraction. On
the other hand, simulated results are in better agreement with the straight wall
channel contraction measurements. Although gaps between simulated results
and measured data exist, the overall height of the shock wave was captured
and this is a significant improvement over other studies available in literature

at that point in time.

The literature available is consistent in making the hydrostatic pressure assump-
tion and neglecting vertical acceleration for this rapidly varied, free-surface flow.
Some researches identified this as a possible anomaly in methodology and at-
tempted improving the hydrostatic pressure assumption by including Boussinesq
approximations. By using the Boussinesq approach, other simplifying assump-
tions are implied. These include the assumption that the streamwise velocity
is uniform in the x-direction and that the flow velocity in vertical direction
varies from 0 at channel bottom to maximum at water surface (Gharangik
& Chaudhry, 1991; Molls & Zhao, 1996). The assumption that the Boussinesq
approach would improve results when using 2D shallow water equations also im-
plies that the density variations in flow do not affect the accuracy of numerical
results, which is not the case. These assumptions are likely the reason authors
came to a conclusion that including these Boussinesq equations in shallow-water

models does not have an effect on the results of channel contraction flow.

Finite volume methods have also been utilised to solve 2D shallow-water equa-
tions by several authors (Alcrudo & Garcia-Navarro, 1993; Zhao et al., 1996).
Moreover, some used finite volume methods to solve supercritical flows (Cau-
son et al., 1999; Zhao et al., 1994). However, most focused on modelling 1D
or 2D Partial Dam-Break Problem and applications of flow through a contrac-
tion were only presented by Causon et al. (1999). Finite-volume Godunov-type
method was deployed to curved channel contraction to obtain solutions of 2D
shallow water equations with an approximate Riemann solver and a boundary-
conforming mesh. The hydrostatic pressure assumption applies to this case

and the results show some agreement with the experimental data in first wave
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reflection, but overall there are noticeable differences between numerical and

measured data.

Berger & Stockstill (1993) used a finite element model named HIVEL2D, de-
signed to capture water surface around boundary transitions in high-velocity
channels. The two-dimensional shallow water equations were iterated using
the Newton-Raphson method and the Eddy viscosities were defined empirically
based on Manning’s coefficient. The numerical simulation was conducted with
the same domain specification as described in Ippen & Dawson (1951) labora-

tory experiment.
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FIGURE 5.3: Depth contours of supercritical flow through a con-
traction (Berger & Stockstill , 1993)

The authors state that their model was capable of capturing the accurate wave
propagation, but the results were presented in a manner that is difficult to com-
pare to the original experimental data, with depth contours rather than depth
over length measurements. From Figure 5.3 it cannot be concluded if the re-
sults do fully support the claim that the model can capture the water surface
with great precision. Vary of the limitations of the shallow water equations in
case of supercritical flow through a channel contraction, Kriiger & Rutschmann
(2006) presented an extended version of shallow water equations solved with
a finite element solver. The extended shallow water equations model included
assumptions of additional parameters for vertical velocity and pressure distri-
butions. The comparison with Rahman & Chaudhry (1997) classic shallow wa-

ter equation model and experimental results given in Figure 5.4 indicates that
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there are significant improvements in the numerical method used. Although the
improvements are clear, the model still fails to be validated according to the

experimental measurements of Ippen & Dawson (1951).

Water Dapth along Axis
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FI1GURE 5.4: Water depth comparison along channel contraction
(Kriiger & Rutschmann, 2006)

The novelty in the research of flow through a channel contraction was introduced
by Abdo et al. (2019) who presented a 3D Reynolds Averaged Navier Stokes
(RANS) equations model with a volume of fluids (VOF) solver. Abdo et al.
(2019) also questioned the validity of the experimental data used in previous
studies, originally presented by Ippen & Dawson (1951). The study implies that
the point gauge measuring equipment used by Ippen & Dawson (1951) failed
to capture accurate water surface positions and is likely outdated. Hence, the
experiment with exact geometrical and physical characteristics was repeated.
The authors also presented a finite volume 2D depth-averaged model, but this
failed to achieve the desired accuracy. The experiment and the 3D model is
given in the study by Abdo et al. (2019) were used for validation of the LES
HYDRO 3D model thoroughly described and used in this thesis. The study by
Abdo et al. (2019) focused only on depicting the behaviour of the free-surface
for 6 ° angle of contraction but does not consider the effect of other angles of
interest. It also fails to describe velocity profiles and effects of pressure and
friction forces. As far as known at this point in time, no research available
focuses on the stated questions. Many authors agree that more systematic
research with a new approach is needed on this topic with regard to numerical

modelling.

5.2.2 Free-surface Modelling

The occurrences of free-surfaces flows in nature are numerous, including defor-
mations of the surface due to natural bed topography, turbulence or hydraulic

structures. Commonly, the free-surface term refers to a boundary between two
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fluids such as the boundary between an area of water and air. Free-surface
flow can be defined as the surface of a fluid in which both the kinematic and
dynamic conditions are applied. Kinematic condition implies that the free sur-
face is a sharp boundary and no flow though it is possible. Dynamic con-
dition suggests momentum conservation, or in other words, the equilibrium
of forces acting on the free-surface. Computation of the free-surface can be
achieved through interface-tracking methods, interface-capturing methods or
hybrid methods (Ferziger & Peri¢, 2002).

Interface tracking methods, also known as surface methods or moving mesh
methods, explicitly calculate the location of the free surface as the mesh de-
forms. The mesh deformation occurs for only one fluid phase at every time
step. The advantage of using interface tracking methods comes from modelling
only one fluid phase at every time step, as this implicates that number of the
domain points required for an accurate solution is lower than for other methods.
Furthermore, for water-air interface tracking, the nodes would only be required
in the water body portion of the domain. However, interface tracking methods
have a disadvantage when dealing with complex surface topologies, as this can
lead to large amounts of grid distortion (McSherry et al., 2017). Moreover,
one of the most popular interface tracking methods presented by Hou et al.
(2001) does not apply to viscous flows governed by Navier-Stokes equations.
On the other hand, several authors focused their research on ship hull hydrody-
namics with RANS approaches and obtained satisfactory results with interface
tracking methods. Free-surface was computed as a function of height in studies
published by Alessandrini & Delhommeau (1996); Farmer et al. (1993); Nichols
& Hirt (1973); Raven (1996); Raven & Van Brummelen (1999), all focusing on
the RANS approach. Direct numerical simulation (DNS) framework with inter-
face tracking was presented by Fulgosi et al. (2003) with the focus of analysing
turbulence intensities near the interface. Large-Eddy Simulation (LES) with
interface tracking studies are limited in the literature. Hodges & Street (1999)
presented a dynamic LES technique applied to simulations of a laminar stand-
ing wave and turbulent open-channel flow with a finite-amplitude surface wave.
Finite-volume approach was used to solve Navier-Stokes equations and it showed
effective in simulating cases listed but was limited to simulations of steep waves
due to errors associated using the boundary-orthogonal approach. Interface
tracking methods are in theory appealing due to the reduced number of nodes
required, but they can be computationally expensive. The removal of nodes
close to the interface is sometimes included in the numerical procedures to en-

sure the accuracy of results and this can increase the overall computational cost
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McSherry et al. (2017).

Interface capturing methods, also known as volume methods, do not define the
water surface explicitly on a deforming mesh-like interface tracking methods
do. Volume methods are employed on a Eulerian mesh, with both phases of
flow included. The challenge in interface capturing methods is maintaining the
thickness of the interface and mass conservation along the interface (McSherry
et al., 2017). Interface capturing methods can be categorised as a particle in
fluid, volume of fluid or level-set methods. An example of a particle-in-fluid
method is the marker-and-cell (MAC) method of a single fluid was pioneered
by Harlow & Welch (1965) and MAC method for two fluids was presented by
Daly (1967). Several models based on the original MAC method were developed
over the years, including simplified marker-in-cell method (SMAC) and GENS-
MAC presented by Tomé & McKee (1994). The advantages of the particle
in fluid methods is their ability to capture breaking waves and similar com-
plex surface topologies. However, the computational cost of three-dimensional
simulations using this method can be high. Hence, particle in fluid method
studies has been mostly conducted in two-dimensions (McKee et al., 2008).
The volume of fluid (VOF) method utilises scalar functions to calculate the
free-surface location, making it computationally cheaper than particle in fluid
methods. VOF method was introduced by Hirt & Nichols (1981) and it is based
on tracking the volume percentage that one fluid takes up in a sub volume cell.
Modified versions of VOF methods have been emerging in studies ever since
the original method was presented with the intention to improve the accuracy
robustness of the scheme. Such versions of VOF methods include flux-corrected
transport method (Boris & Book, 1973), the piecewise linear interface calcula-
tion method (Youngs et al., 1982), the simple line interface calculation method
(Noh & Woodward, 1979) and the compressive interface capturing scheme for
arbitrary meshes (CICSAM) (Ubbink, 1997). The piecewise linear and simple
line interface calculation methods can deal with breaking wave topologies but
can be hard to implement in three dimensions and can result in unsatisfactory
accuracy of solutions. The method presented by Ubbink (1997) is considered
reliable due to its ability to simulate a very sharp boundary, but it is also very
sensitive to the Courant-Friedrichs-Lewy (CFL) number (McSherry et al., 2017).
The volume of fluids method has been used with LES simulations. One of the
examples is the study of Xie et al. (2014) simulating open channel flow over
2D dunes using the compressive interface capturing scheme originally presented
by Ubbink (1997). Other available LES studies with VOF methods involve rel-
atively simple geometries Sanjou & Nezu (2010); Shi et al. (2000). Inclusion
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of Cartesian grid methods, such as immersed boundary or cut-cell method, in
LES, while utilising VOF method led to further and wider applications and
several state-of-the-art studies. Xie (2015) identified that limitations of avail-
able methods on three-dimensional breaking waves over complex topography
and presented an LES study with finite volume discretization and volume of
fluids CICSAM scheme with partial cell treatment. The model presented in
this study showed a high degree of accuracy in depicting wave overturning and
was capable of capturing air entertainment and jet splashing during overturn-
ing and post-breaking. Moreover, Xie & Stoesser (2020) further worked on the
previously stated study, including a moving body algorithm with the source
function. This allowed for 3D collapse of the water column and 3D dam-break
flow over a vertical square cylinder cases to be accurately modelled, with the

ability of capturing the jet and the splashing.

The level-set method (LSM) is another popular interface capturing method,
originally presented by Osher & Sethian (1988). It is based on the smooth
distance function, set to zero at the interface between two-phases of the fluid.
The level-set method can be applied to both 2D and 3D cases and is capable of
capturing the interface in great detail (Chang et al., 1996). In a study published
by Yue et al. (2005), a gap in the literature was identified regarding numerical
modelling of coherent structures in open-channel flow over a dune. The author
states that studies of this particular case exist with RANS approach, but they
do not attempt to present a deformable free-surface and use a flat shear-free
plane approach (Johns et al., 1993; Mendoza & Shen, 1990; Yoon & Patel,
1996). Large-eddy simulation (LES) approach with the level set method and
two different subgrid-scale models were utilised to study the formation of the
free surface (Yue et al., 2005), and the results obtained were in agreement with
experimental results. A study of the effect of air-water interface on vortex
shedding has been presented by Suh et al. (2011) shows an LES approach with
the level set method. Periodically organised vortex shedding was found in deep
water sections and small-scale vortices were present closer to the free-surface.
The level set method with LES and immersed boundaries was used by Kang
& Sotiropoulos (2015) to model 3D free surface flow past a complex stream
restoration structure under different discharges. The methodology showed the
ability to model secondary flow structures accurately and with larger Froude
numbers, a hydraulic jump can also be captured. A similar methodology was
presented by Kara et al. (2015a) in which a large eddy simulation approach with
WALE sub-grid model and level set method was used to model flow dynamics
through a submerged bridge opening with overtopping. Authors concluded
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this approach is validated with experimental data and is capable of capturing
vortices around bridge abutment. Moreover, Chua et al. (2019) used the same
approach as Kara et al. (2015a) to investigate flow and turbulence structure
and its effect on bridge abutment scour. A drawback of the level set method
is in sometimes problematic mass-conservation consistency. The LSM distance
function ¢ can get distorted. To avoid this, McSherry et al. (2017) states that
Peng et al. (1999); Russo & Smereka (2000); Sussman et al. (1994) introduced
¢ re-initialisation techniques that reset the function at regular time intervals
have been implemented. Re-initialising the ¢ function can lead to numerical
inaccuracies in some cases, hence it is important to validate the numerical model

with experimental data, as shown in Chapter 7.
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Chapter 6

Numerical Simulation Framework

6.1 Governing Equations

Equations of motion of the incompressible, viscous, unsteady flow of a New-
tonian fluid are solved using the in-house HYDRO 3D LES code, presented
in many diverse studies (Bomminayuni & Stoesser, 2011; Kara et al., 2015a;
Stoesser & Nikora, 2008; Stoesser, 2010, 2014; Stoesser et al., 2016). HYDRO
3D was used and validated for flow in contact tanks (Kim et al., 2010, 2013), flow
in compound channels (Kara et al., 2012), flow over dunes Stoesser & Nikora
(2008) and free-surface flows (Chua et al., 2019; McSherry et al., 2017). The
code used is a finite-difference solved based on a staggered Cartesian grid. Spa-
tially filtered and normalised by the Reynolds number, Navier-Stokes equations

for two-phase incompressible flows used in the code are given as (Xie, 2015):

V-u=0 (6.1)

ou
Pl + V- (@-W) = =Vp+ V- [p(Vi+ V)] - Vi 4 pg+ f (62)
where u=(u,v,w) is the filtered velocity vector , t is time, p is the filtered
pressure, VT is the sub-grid scale stress tensor, g is the gravitational acceleration

vector, p is the density of fluid, u is the dynamic viscosity and f is the body

force from immersed boundary points.

Modelling turbulent flows is a challenging task as turbulence is random and
involves a wide range of scales that need to be taken into account. The most
straight forward approach is the direct numerical simulation (DNS) in which

the Navier-Stokes equations are solved for all motions in a turbulent flow. It
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is considered the most accurate method as it does not entail any approxima-
tions or averaging, but it requires very fine grids, small time steps and large
domains, particularly for medium or high Reynolds number. Therefore, it is
considered very computationally expensive and not sustainable for use in many
engineering applications. Another approach is to average equations of motions
over time by introducing Reynolds-averaged Navier-Stokes equations (RANS).
RANS approach has many applications in literature but it is not appropriate
for use in unsteady flows with a large range of turbulent motions. Unsteady
Raynolds-averaged Navier-Stokes (URANS) approach can be utilised in some
cases of unsteady flows such as tidal channel flows, but URANS cannot cope
with turbulent fluctuations (Rodi et al., 2013).

6.2 Large Eddy Simulation

Large-eddy simulation is an approach that resolves large scale motions and
approximates small scale ones. This approach can be adopted as large scale
motions carry significantly more energy than small ones. Large and small mo-
tions are separated by a spatial filter. Schematic representation of how LES
resolves flow motion is shown in Figure 6.1 where Ko is the separation point
between large and small eddies. Small eddies are quantified in terms of Reynolds
stress, that is modelled using a subgrid-scale (SGS) model. Large eddies will be
directly resolved, as they would be in the DNS approach. Due to the modelling
of small fluctuations through an SGS model, LES is capable of handling simula-
tions on large domains as extremely fine grids are not required. It is also capable
of capturing unsteady flow motions which RANS methods cannot. Therefore, it
is considered to be an accurate and economical approach to obtaining solutions

for turbulent flows.

The main purpose of the SGS models is to dissipate kinetic energy from small
eddies in a correct manner, especially for eddies of size close to the spatial filter
limit. Smagorinsky model is one of the first eddy-viscosity models utilised for
subgrid-scale approximation. However, Nicoud & Ducros (1999) presented a
new subgrid-scale model named Wall-Adapting-Local-Eddy-viscosity or WALE
model, which the author claimed had several advantages over the original Smagorin-
sky model. Some of those advantages include an improved approach to detecting
all turbulent structures, it is appropriate for LES with complex geometries, the
need for a dynamic constant of damping function is eliminated and the ability of
the new model to reproduce laminar to turbulent transitions in flow. HYDRO
3D support the use of both models mentioned but the WALE model was used
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FIGURE 6.1: Large Eddy Simulation Concept(Rodi et al., 2013)

for all presented numerical results, hence it has been described in more detail.
The eddy-viscosity in WALE is formulated as:

(Sijdsijd)3/2

_ 2
v = (Gna )(m)f’ﬂ(sijdsijd)w“

(6.3)

where vr is eddy viscosity, C, is a constant of value of 0.46, A is subgrid
characteristic length scale, Sj is the rate of strain tensor for resolved scale
defined as:

— 1o 0y

Sij B §<81‘J al’l)

(6.4)

Si;4 is the traceless symmetric part of the square of the velocity gradient tensor,
i = g% and d;; is the Knocker delta symbol Cevheri et al. (2016)
J

T, 1,
Sijd = §(gik9kj + GikGxj — §<5ijgkk>2 (6.5)

6.3 Solution of Navier-Stokes equations

A staggered rectangular Cartesian grid with velocities stored at the middle of
cell faces and pressure components stored in the centre of cell centres was used.
Filtered Navier-Stokes equations are advanced in time using the fractional-step

method that utilises decoupled velocity and pressure equations.

A fourth-order central differencing scheme approximates diffusive terms, while
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the fifth-order weighted, essentially non-oscillatory (WENO) scheme calculates
convection terms in both momentum and level-set equations. The governing
equations are advanced in time using the fractional step method coupled with an
explicit, low-storage, third-order Runge-Kutta scheme. An iterative multi-grid
technique is used to solve the Poisson pressure equation. Domain decomposition
and message passing interface (MPI) protocols for sub-domain communication
are used to run the code in parallel on high-performance computers (Ouro et
al., 2019). The fractional-step method utilises two steps to obtain a solution.
The first step is to initially predict intermediate velocities u;", without enforcing
the incomprehensibility constraint and using a two-stage explicit Runge-Kutta
method shown in Equations (6.6) (Cevheri et al., 2016).

Ui*7n+1/2 — n g[Rn a n—1/2]

up +

2 o
ui*,nJrl — uin + At[R*’n+1/2 . aipn-l/2] (66)
Ty
B 8(U1Uj) 1 82Ui
= [ 8wj (Re * VT)(?xiazj]

The second step of the fractional-step method entails the projection of interme-
diate velocities onto the divergence-free vector fields through a Poisson equation

to calculate an increment to the pressure field, op

19

2 —_— e — .
Viop = 5t

"ot (6.7)
where V? is the Laplacian operator. Equation (6.7) is solved using the multigrid
method, iteratively. The next step is to update the velocity field as shown in
Equation (6.8)

* a6
Ui L — ui”l + Atﬁ (68)
6xi
pn+1/2 _ pn—1/2 + (5]) (69)

Finally, the Poisson equation is solved again with the new pressure. The pre-
sented iteration is repeated until the divergence-free condition is achieved. This
is defined by the CFL (Courant-Friedreich-Lewy) condition.
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6.4 Level-set Method

The free-surface is calculated in every time step using the level-set method
(Osher & Sethian, 1988). The method is based on a level-set distance function

¢ and it is formulated as:

< 0 it 2eQgas
¢(r,t) S =10 if zel (6.10)
>0 if =x teiquid
where (24, is the gas fluid domain, (244 is the liquid fluid domain and T

represents the interface. The interface movement is calculated through a pure

advection equation (Sethian & Smereka., 2003):

0¢ B

Discontinuities between density and viscosity at the interface can lead to numer-
ical instabilities. This is avoided by setting a transition zone in which density

and viscosity change between water and air is smoothed.

p(}) = pg + (o1 — pg) H ()
(p) = pg + (pu — p1g) H(9)

The transition zone is defined as |p| < e, where ¢ is half the thickness of

(6.12)

the interface. This is implemented through the Heaviside function H(¢) as
formulated (Osher & Fedkiw, 2002; Zhao et al., 1996b):

0 if o < —¢
H(¢) = %[1+§+%sin(ﬁ?¢)] if ¢ < ¢ (6.13)
1 if o > €

Although the level set method is successful in capturing the air-water interface,
instabilities can arise if ¢ does not maintain its property of |V¢| =1 as time
advances. This is addressed through a re-initialisation technique applied in the
transition zone. The re-initialised signed distance function d is calculated by

solving the partial differential equation given by Sussman et al. (1994):

od
ot

+ s(do)(|Vd] — 1) =0 (6.14)
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where dy(z,0) = ¢(z,t), t, is the artificial time and s(dy) is the smoothed sign

function formulated as:

do
\/d02 + (IVd0| 5r)2

This partial differential equation is solved for several iteration steps, e,/At,
where ¢, is a single grid space. These adjustments to the level set method are

applied only in the interface zone (Kara et al., 2015a).

6.5 Immersed Boundary Method

The contraction geometry in numerical simulations performed was implemented
with the immersed boundary method approach. The immersed boundary method
was pioneered by Peskin (2002), intended for modelling fluid-structure interac-
tions in biological fluid dynamics applications. Many variations of the method
became available over the years, some with continuous body boundary approach
and some with the discrete Lagrangian particle approach, which was used in sim-
ulations presented in this thesis. The direct forcing immersed boundary method
used in this study was presented by Ulhmann (2005), ensures a no-slip bound-
ary at the contraction walls through the forcing term f. A predictor-corrector
methodology is given in several steps listed below. To start, the predicted Eule-
rian velocity u” is interpolated with a delta function 8, to obtain the Lagrangian

velocity Up,.

e
Uy = Z Ui - 6(ijr — X1) - A (6.16)
ijk=1
where U}, is the Lagrangian point velocity,n, is the number of Eularian neigh-
bours, u*,-]—k is the fluid velocity, 0 is the interpolation function, z;; is the vector
of coordinates on Eularian mesh cells, X}, is the location of Lagrangian marker

L in 3 dimensions and Az, is the Eulerian cell volume.
The three-dimensional delta function § is defined as (Ouro & Stoesser | 2017):
1 xijk - X L

O(zijr — Xz) = Ao i ( AL
ij

Zijk — 21,

(=)  (617)

Yijk — Y1
)i ( Ay )
One dimensional ¢ kernel function that prevents large oscillations of 27 neigh-
bours was chosen. After the Lagrangian velocity was calculated, the force to

be exerted by the Lagrangian markers (F) to fulfil the no-slip condition at
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the marker location. This force can be computed from the difference in two

velocities over time. For static bodies, as in this study, U}, is equal to zero.

Fy, = ULT;UL (6.18)

Eulerian force f was then obtained from the equation below, transformed from
the Lagrangian force with an interpolation function ¢ and the volume assigned

to the markers AV}, approximately eqaul to Eulerian cell volume Az,
nr
fzijr) = Z Fr - 0(Xp — myn) - AV (6.19)
L=1
The final step in the method is to update the Eulerian fluid velocity.

W=+ fAL (6.20)
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Chapter 7

Numerical Simulation Results

7.1 Numerical Simulation Validation

7.1.1 Experiment Description

The experimental data published by Abdo et al. (2019) was used to validate the
numerical model, described in the previous chapter, in terms of water surface
profiles, both near wall and along the domain centerline. The computational
set up shown in Figure 7.1 replicates the experimental study conducted at the
University of South Carolina, presented in Abdo et al. (2019). The experimental
model had a length of 4.0 m and a contraction angle of 6°. A sluice gate
was placed at the upstream of the flume to provide specific depth inflow while
also controlling discharge. Water surface elevations were measured with an
ultrasonic distance measuring sensor UNAM 18U6903/S14. This experiment
was originally conducted by Ippen & Dawson (1951), but it was repeated by
Abdo et al. (2019) because it was suspected that the original experiment had
measurement errors as a result of a technological drawbacks at the time. The
original scenario with a flow rate of 0.041 m3s!, water depth of 0.03 m and
matching Froude number, F of 4.01 was used to validate the numerical model
presented by the same authors. Experimental data for different flow rates of
0.038, 0.044, 0.047 and 0.050 m3s™! was also presented in the cited publication.

7.1.2 Computational Domain

The computational domain is an exact replica of the experimental setup. The
flow domain is 4.0 m long, 0.6 m wide at the inlet and 0.3 m wide at the outlet,
giving a contraction ratio of 2:1. The immersed boundary method ensures the
no-slip condition in the contraction starting at 0.55 m from the inlet, at an
angle of 6° angle and stretches until 2.0 m streamwise. The following narrower

rectangular channel is 2.0 m long and 0.15 m wide, as shown in Figure 7.2.
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FIGURE 7.1: Domain geometry
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FIGURE 7.2: Domain dimensions

The initial water depth was set to 0.03 m and the prescribed bulk velocity U,
corresponds to a discharge of 0.041 m3s™. This yields a bulk Reynolds number,

Re, of 130,000. The pressure gradient between upstream and downstream end
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yields a global (domain-averaged) bed shear-stress, <t>= 0.45 N m™? and
global shear velocity of u,— 0.02 m s'. At the inlet, a constant velocity inflow
boundary condition was used, and a convective boundary condition was used
at the outlet. The experiment used a sluice gate at the inlet, with an unknown
velocity profile and turbulent fluctuations, which could be a source of inaccuracy
when numerical results are compared with experimental data. No-slip boundary
conditions were used at side walls and the bottom of the domain. The level-
set method, with the initial location of the free-surface at 0.03 m, was used
to compute the water surface elevation. A uniform grid with 800 x 240 x 100
points in z, y and z directions, respectively, discretises the flow domain and
time-averaging of turbulence statistics is commenced after approximately 24

eddy turnover times (t,=h/u,), where h is the water depth.

7.1.3 Validation

Two free-surface profiles were taken at separate locations. Firstly, a profile
at y=0.3 m or the centre line profile was analysed, following the second near-
wall profile at 0.08 m from the wall. In the results presented, the LES model
was compared to both the experimental data and the 3D model presented by
Abdo et al. (2019). The wave propagation in the domain, both averaged and
instantaneous is given in Figure 7.3. The figure shows a sketch of the created
shock-waves originating at x= 0.58 m, i.e. shortly after the start of the contract-
ing section. At a contraction angle of 6 °, the shock-waves are angled at 13.8°.
They re-attach before the contracting section ends at approximately x=1.8 m
with a crossover point at x= 1.25 m. The figure visualises the time-averaged
and the instantaneous water surface in the open channel. As the flow enters
the contraction, shock-waves are generated at either of the contraction edges.
These are well defined on the time-averaged plot and not very obvious on the
instantaneous due to the strong turbulence prevailing. As the contraction angle
is relatively mild, the angles of the shock-waves are soft too, and hence the
two waves cover almost the entire contraction. The edge of the reflecting wave,
which occur in the narrow section are more steep and waves are shorter. The

amplitude decreases towards the outlet, as reflected by shock-waves dissipation.

Comparison of experimental and numerical data at the centerline profile pre-
sented in Figure 7.4 indicate that the LES model, coupled with the level-set
method and immersed boundary method results show that the approach is val-
idated and can be used as an accurate modelling tool. It can be concluded that

the LES model predicts the free-surface location at the beginning and within
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FIGURE 7.3: Propagation of surface waves: (Top) Time-
averaged, (Middle) Instantaneous, (Bottom) Shock-wave geome-
try

the contraction remarkably well. Peak positions of the standing waves in the
channel were captured and are in good agreement with the presented data.
The water surface is approximately 5% overestimated from the cross-over point
towards the end of the contraction. The reflected shock waves in the narrow
channel were captured reasonably well by the LES. Some discrepancies are to be
expected, considering that velocity profile at the inlet is unknown. Moreover,
free-surface approximations are expected to have some level of uncertainty in
the results. To sum up, the LES offers improved predictions over the RANS
simulation results of (Abdo et al., 2019).

The near-wall free surface profile is shown in Figure 7.5, and it can be noted
that the LES model follows the same trend of the experimental data. The free
surface location is slightly overestimated (around 10%). Similarly to the cen-
terline profile, the presence of standing waves has been captured. Satisfactory
agreement with experimental results exists and when contrasted with the Abdo
et al. (2019) RANS model, standing waves were captured more accurately with
the LES code combined with the level-set method. The LES model slightly
overestimates the height of the water surface, but this could be due to the un-
known inlet condition used in the experiment, which could not be embedded in

the model as no description or data was provided in the publication. Overall,
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FIGURE 7.4: Centerline profile comparison of measured and
time-averaged simulated water depth

from the plots presented, it can be concluded that the LES model is validated
against the experimental data presented in Abdo et al. (2019).

LES model, coupled with the level-set method for free-surface tracking captured
the cross-wave propagation, and the three-dimensional water surface is given in

Figure 7.6.

Moreover, instantaneous streamwise velocity streamlines are shown in Figure

7.7, indicating how the instantaneous velocity changes with the water level rise.

7.2 Flow Characteristics

7.2.1 Velocity of Flow

Flow characteristics of supercritical flow through a channel contraction have
not been analysed in previously published studies. A three-dimensional view of
the streamwise velocity in terms of streamlines is given in Figure 7.7, showing
qualitatively how the streamwise velocity changes from a very shallow fast flow
to a deeper, slower flow due to the disproportional increase in water level towards

the narrow section.
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FIGURE 7.5: Near-wall profile comparison of measured and time-
averaged simulated water depth

FIGURE 7.6: Time-averaged three dimensional water surface

Near-bed and near-surface time-averaged streamwise velocity distributions are

depicted in Figure 7.8.

The results presented were normalised by the bulk velocity. Both velocity dis-
tribution plots given show that the velocity drops as the channel contracts. As
it can be seen from both near-bed and near-surface streamwise velocity distri-

bution plots, the velocity generally decreases as the channel contracts until it
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FIGURE 7.7: Streamlines of the flow

reaches a constant value near the end of the narrow section. The maximum
velocity is at the inlet, and it reduces as the flow travels towards the outlet as
a result of the water surface increase. Noteworthy are pockets of high velocity
near the bed and near the sidewalls and low velocities following the shock-
waves. Strong secondary flow develops in the contraction, and a reasonably
strong water surface variation occurs in the spanwise direction which moves
high-momentum fluids into the corners of the contraction while bringing low

momentum fluid towards the centre of the channel.

Streamwise velocity profiles were plotted for eight different locations along the
streamwise direction, and presented in Figure 7.9. Velocities shown were nor-
malised by the bulk velocity. The flow has a constant inflow at the inlet and as it
approaches the contraction, the flow accelerates. The velocity profile is not loga-
rithmic due the strong secondary flow and the peak of the velocity profile occurs
well below the water surface. This is depicted in profiles at x=1.0, x=1.25 and
x=1.5. Around the shock-wave reattachment location, an additional secondary
velocity peak occurs near the water surface, the result of high-momentum being
transported from the corners of the channel towards the centre. This secondary
peak disappears in the narrow channel section. Towards the outlet, the flow is
recovering slowly towards a logarithmic velocity distribution. The figure shows
that the flow acceleration reaches its maximum at the x = 1.25 m location,
exactly at the shock-wave cross over point, where the peak of the time-averaged

streamwise velocity is 1.36 times the local bulk velocity.
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The distribution of the spanwise velocity in selected cross-sections in the con-
traction are presented in Figure 7.10. The plots indicate strong spanwise mo-
mentum at the beginning of the contraction (a) and fluid from the centre of
the channel is being transported towards the walls which is where the water
surface rises and generates the shockwaves. At x = 1.25 strong converging flow
near the water surface is observed, which results in the up-flow at the wave
crossover point. The water surface is depressed between the shockwaves and
circulation zones are symmetrical and opposite (x=1.8). In the narrow channel,
the reflected waves on either side wall result in near-surface flow towards the

walls where the water surface rises.
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F1GURE 7.10: Contours of the time-averaged wall-normal veloc-
ity in selected cross-sections.

Contours of the vertical velocity in selected cross-sections are presented in Fig-
ure 7.11. The plots indicate up flows near the wall at the beginning of the
contraction (b) and fluid from the bed of the channel is being transported to-
wards the water surface which rises in the form of the shockwaves. At x = 1.25
mild up flow of fluid is seen followed by circulation zones in the contraction,
lasting nearly until the end of the contracting section (z = 1.8 m). The water

surface is depressed between the reflected shockwaves which leads to down-flows
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near the walls.
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FiGure 7.11: Contours of the time-averaged wall-normal veloc-
ity in selected cross-sections.

7.2.2 Turbulence Intensities and Shear Stresses

Distribution of turbulent kinetic energy represents the unit of kinetic energy
per unit mass, and it physically represents the root mean square of velocity

fluctuations (u’, v’, w’). It can be calculated from the equation:

1
thke = §(u’2 + 0’2 4+ w'?) (7.1)

The near-bed spatial distribution of turbulent kinetic energy is depicted in Fig-
ure 7.12. The plot was normalised by the square shear velocity, which is ux =
0.02 m/s. From the figure, it can be concluded that the region of high kinetic
energy can be found in the contraction, at the same location where the water
surface starts to rise. The peak was reached between x=1.0 m and x=1.5 m,
as expected due to this being a location in the domain where the streamwise
velocities are maximum. The kinetic energy starts dissipating when the flow

reaches the uniform channel section, at x = 2.0 m.
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F1GURE 7.12: Normalised turbulent kinetic energy taken near
the bed at z/h=0.1

All three contributors of the turbulent kinetic energy have been analysed to see
which stress distribution has the most effect on the flow turbulence intensity.
From figures presented, it can be concluded that the most significant contrib-
utor to the turbulence kinetic energy comes from streamwise normal Reynolds
stress. Figure 7.13 indicates that the square root values of vy’ are almost 20
times the squared sheer velocity. The location of the maximum streamwise nor-
mal Reynolds stress was found at the same location where the maximum flow
velocity is found, at the middle of the contracting section, where the two shock-
waves cross over. As the flow approaches the outlet, the normal streamwise

stress dissipates to half of its maximum value.
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FIGURE 7.13: Normalised streamwise normal stress distribution
taken near the bed at z/h=0.1

The spanwise normal Reynolds stress was significantly smaller than the stream-
wise stresses, with the maximum value reaching \/W ~ 10. The maximum
value was also located at the point in the middle of the contraction, where the
rise in the water level also reaches its maximum height. The stress drops to a

quarter of its peak near the outlet.
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FiGURE 7.14: Normalised spanwise normal stress distribution
taken near the bed at z/h=0.1

Near-bed distribution of vertical stresses is shown in Figure 7.15, indicating
the increase in vertical stress at points where the flow accelerates. Similarly
to streamwise and spanwise stresses, the highest magnitude of vertical stress
is found in the middle of the contraction. The largest negative stresses of
\/W reach magnitudes of 5 to 10. Vertical stress also diffuses as the

contraction turns into the uniform open-channel and moves towards the outlet.
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FIGURE 7.15: Normalised vertical normal stress distribution
taken near the bed at z/h=0.1

7.3 Forces and Energy Losses

7.3.1 Pressure Distribution

A dimensionless number that depicts how relative pressure is distributed in fluid
flow is defined as the pressure coefficient, Cp. The pressure coefficient can be

obtained from the equation:
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P P,

Cy=——— 7.2
"05 - Upai (7.2)

where, Cp is the pressure coefficient, P is the pressure, Py is the pressure at the

inlet, p is the density of the water and Uy is the bulk velocity.
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FIGURE 7.16: Pressure coefficient near-bed at z/h=0.1 taken at
centerline

The pressure coefficient was taken near-bed at the centerline and plotted in
Figure 7.16. As it can be identified, the pressure rises as the channel contract
from 0.6 to 0.3 m width. It is to be expected that the reduction of the flow area
and increase in the water-surface will also result in pressure coefficient increase

along the domain.

7.3.2 Drag Forces

Drag forces act on the contraction side walls as the flow moves from the 0.6 to
0.3 m wide channel. The total drag force is contributed to by the viscous drag

and form drag force.

The form drag force is a result of the changing pressure gradient, and the viscous
drag is a result of side wall and bed friction. The viscous drag, F), is obtained
from shear side wall stress (n(0U /0y + 0W /0y)) and shear bed stress (n(0U/0z
+ 0V /0z)). The viscous drag coefficient is obtained from Equation (7.3), where
C; is the viscous coefficient, F), is the total viscous force, p is the density of
water and Uy is the bulk velocity of flow. The viscous, or friction coefficient

for both bed and wall friction is depicted in Figure 7.17. From the figure, it
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can be concluded that the bed friction coefficient tends to become uniform as
the fluid moves towards the outlet. Wall friction peaks at the beginning of
the contraction, more specifically, at the location of the sharp corner. This is
anticipated as the contraction corner is the point of peak shear velocity in the

domalin.

F

Cr = Sy L (7.3)
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FIGURE 7.17: Viscous drag coefficient form both bed and walls

The form drag, F,, was analysed for the contraction area from x—=0.55 m to
2 m. The form drag was found by calculating the pressure gradient over the
length of the contraction walls and integrated over the depth of flow. The form
drag coefficient was calculated using Equation (7.4), where C,4 is the form drag
coefficient, F), is the form drag, p is the density of water and Upyy is the bulk

velocity of flow.

by (7.4)

Cpy= ——2
"70.5 - p - Upuar?

The comparison of form drag coefficient and viscous drag coefficient in the
contraction is presented in Figure 7.18. It can be noted that the form drag
coefficient peaks at the centre of the contracting sides. The form drag coefficient
becomes more uniform as the flow approaches the uniform width section, and
this is to be expected as the form drag in the 0.3 m wide section is constant
due to the flow being parallel to the side walls. From the figure, it can also be

concluded that the form drag coefficient is significantly larger than the viscous
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drag, and this is an expected effect of a high Reynolds number. At the point
of maximum form drag coefficient, at x = 1.5 m, the friction drag coefficient is
about 2% of the C,q. At the location of the contraction start, where the sharp
corner is located, the viscous drag coefficient is about nine times larger than

the form drag coefficient.
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FIGURE 7.18: Form drag coefficient Cpq and Viscous drag coef-
ficient C¢ in the contraction

7.3.3 Energy Line

One of the objectives of the numerical simulation of supercritical flow through
a straight wall channel contraction is to quantify the energy loss inside the
contraction. The energy at centerline along the x-direction was calculated using
Equation (7.5), where E is the energy, U is the streamwise velocity, and g is the

gravitational acceleration.

2
o (7.5)
29

The variation of energy along the centerline is shown in Figure 7.19, showing
how the energy drops as the flow moves from inlet to the outlet. The data
analysed was spanwise averaged. The total head loss is quantified as the differ-
ence in energy at the inlet and outlet of the domain. It can be noted that high
energy loss is found in the region where the contraction is found. Noteworthy

are the plateaus of the energy line around the shock-wave cross-over and the
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reattachment point of the shock-waves, respectively. The total loss along the

domain is 0.11 m.
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FIGURE 7.19: Energy of spanwise averaged flow

2

hy = K« (7.6)
29

The loss coefficient is another approach to calculating the energy loss in the
contraction. This loss coefficient can be calculated using Equation (7.6), where
hy is the head loss, K; is the loss coefficient, U is the streamwise velocity and g is
the gravitational acceleration. From the simulation results, the mean spanwise
averaged velocity at the start of the contraction at x=0.55 m is 2.48 m/s and
the water level is 0.037 m. At the end of the contraction, at x location of 2
m, the mean velocity is 1.89 m/s and the water level is at 0.1097 m. Hence,
the head loss in the contraction alone is 0.059, and the total contraction loss
coefficient is 0.32.

7.4 Angle of Contraction Effect

7.4.1 Free-surface

Numerical modelling of a straight wall contraction was described in the previous
section. The validation case used entailed the use of a 6° contraction depicted

in Figure 7.2. To analyse the effect of the contraction angle on the free-surface
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and flow energy losses in the contraction, several other angles were also used in
the model.

The comparison of the position of the free-surface for different angles is given
below. All contractions started at the same point, but the angled contraction
was placed at different locations with respect to the angles used. Points of

contraction start and end are summarised in Table 7.1.

TABLE 7.1: Contraction start and end locations

Angle Contraction | Contraction | Channel
start end end

5° x=0.285 m x=2.0 m x=3.5 m

6° x=0.550 m x=2.0 m x=3.5 m

8° x=0.933 m x=2.0m x=3.5 m

10° x=1.15m x=2.0 m x=3.5 m

12° x=1.29 m x=2.0 m x=3.5 m

The overview of free-surfaces for 5°, 8°, 10° and 12° is shown in Figure 7.20.

5 degree angle 8 degree angle
, r l
10 degree angle 12 degree angle

[T

Fi1GURE 7.20: Comparison of 5°, 8°, 10° and 12° free-surfaces
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FI1GURE 7.22: Comparison of 6°, 10° and 12° contraction angles
in a straight wall contraction
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From Figure 7.21, it can be noted that both phase and size of shockwaves is
different for angles of 6°, 5° and 8°. The phase of 6 and 5° contraction angles is
similar, with the 5° angle resulting in lower peaks. The phase and shape of the
wave produced from the 8° contraction results in more notable differences, but
the peak and overall height of the wave is similar to the original contraction
angle of 6°. From the Figures depicting the free surface at the centerline of the
domain, it can be concluded that the angle of contraction has an effect on both
the height and the phase of the surface waves. It can be noted that for 10° and
12° angles of contraction, the initial formation of the shock wave is in a different
location to the location for 6° contraction angle. The figure indicates that for
the angle of 12° produces a taller standing wave than other angles. The phase
of the standing wave is the same as for 6° angle. The 10 ° angle of contraction
produces a wave of similar average height as the angle of 6°, but the peaks of

the wave have different locations.

7.4.2 Energy Loss

The variations of energy along the centerline for different angles are shown
below. The velocities used for analysis were spanwise averaged, and the total
head loss hy, is quantified as the difference from start to end point of interest.

It can be noted that the energy line corresponding to the angle of 6 ° is smoother
than lines from other angle simulations. Some artificial energy was noted in
simulations run for angles of 5 °, 8 °, 10 © and 12 °, and not in the original case
study for the angle of 6°. This is because the 6° simulation case was averaged
for a longer period of time and achieved better convergence of results. However,
enough information to calculate loss coefficients and head losses was obtained

from the presented results for all angles of contraction.
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The total head losses in the contractions, together with energy loss coefficients,
are summarised in Table B.1, where h; is water depth at contraction start in
m, hy is water depth at contraction end in m, U; is the spanwise averaged
velocity at contraction start in m/s U, is the spanwise averaged velocity at
contraction end in m/s, h; is the head loss in the contraction in m and K; is the

loss coefficient.

TABLE 7.2: Loss coefficients and head loss

Angle h1 h2 h] U1 U2 K]

5° 0.0375 0.1152 0.179 2.285 0.439 18.22
6° 0.037 0.1097 0.059 2.48 1.89 0.32
8° 0.0382 0.108 0.043 1.545 0.425 4.63
10° 0.0409 0.113 0.021 1.411 0.411 2.45
12° 0.0407 0.128 0.013 1.459 0.4106 1.51

Although the energy graphs show similar line trends, Table B.1 indicates that
the contraction angle of 6° has by far the smallest contraction loss coefficient
of 0.32. The next best performing, when loss coefficients are compared, angle
of contraction is the angle of 12° and the worst-performing is the angle of 5°.
If head losses are compared, the same angle of 6° outperforms other simulated
set ups and hence is recommended for use when designing contraction channels

such as accelerator channel used in spillway turbine design.

7.5 Summary of Flow in Open-Channel Contrac-

tion Simulation

The method of large-eddy simulation in combination with level-set and im-
mersed boundary methods were employed to simulate supercritical flow in a
straight-wall open-channel contraction. The LES was validated first with ex-
perimental data in terms of water level along the channel and simulated water
levels agreed reasonably well with measured data. The formation of a pair of
shockwaves, a common water surface feature in channel contractions was quite
accurately obtained as well as subsequent reflected waves in the narrow section

of the channel.

The time-averaged flow is significantly affected by the flow acceleration and
the shockwaves, the maximum streamwise acceleration occurs in the middle of
the contracting section, around the shockwave crossover location. The velocity
profile in the contraction deviates significantly from a logarithmic profile due to

the presence of strong secondary currents and shows the peak of the streamwise
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velocity well below the water surface. The streamwise velocity profile recovers

only slowly towards the outlet.

Contour plots of the second-order statistics in terms of tke and its three normal
stress contributors confirmed that the highest turbulence occurs in the vicinity
of the shockwave crossover location, which is where the maximum streamwise
velocity gradients are found. The energy line and drag force analyses suggest

that the flow loses the majority of its energy in the form of pressure drag.

The analysis of the effect of different contraction angles on the energy loss
inside the contraction indicates that the angle of 6° produces the lowest loss
coefficient and should be used when designing contracting channel section such

as the accelerator channel used in spillway turbine design.
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Chapter 8

Conclusions and Recommendations
for Future Work

8.1 Conclusions

The incentive to increase the production of electricity from renewable energy
sources has been identified as the main motivation for starting the research
presented in this thesis. The question of how to sustainably contribute to world
energy demands with minimal environmental harm has been the fundamental

driver behind the idea of developing the novel spillway turbine.

The overview of the existing small scale hydropower turbine technology revealed
a potential for developing a turbine for use in steeply sloped man-made channels,
such as chute spillways. The advantages of using small scale solutions over
building large hydropower plants come from many environmental and social
implications such large developments entail. The spillway turbine presented in
this thesis is envisioned as an impulse turbine, inspired by the shape of the
Savonius turbine, the design of the cross-flow turbine and the hydrodynamics
of the Pelton Wheel. The idea behind the spillway turbine comes from creating

an impulse turbine but without a need for a nozzle most impulse turbines have.

The design process of the spillway turbine entailed three stages of laboratory
testing, numerical simulation and final recommendations presented in field ap-
plication proposal. For purposes of describing the design process and method-
ology behind this product development, conclusions and recommendations were
presented at the end of each design version section in Chapter 4. The design
version III was the final design of spillway turbine tested in the laboratory and
the efficiency achieved was 43.38 %, and the calculations of the specific speed
and the speed factor indicate that the spillway turbine can be classified as an
impulse turbine. The laboratory testing led to conclusions that the nature

of intake of spillway turbine runner hydrodynamics is unknown and that the
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accelerator channel flow can be further investigated numerically. Numerically
simulating supercritical flow through a contraction, the term that can be used
to describe the flow through the accelerator channel, was considered a more

sustainable approach than continuous experimental testing.

An extensive review of studies and theory of supercritical flow through an open-
channel contraction showed that previously published studies struggled to cor-
rectly predict the free-surface location. The effect of contraction angles on
the energy losses in the contraction was mentioned in several studies, but all
authors failed to quantify these effects and give a definite conclusion. In the
numerical simulation section of this thesis, it was proven that the large eddy
simulation in-house HYDRO3D code is capable of capturing the free-surface of
supercritical flow through an open-channel contraction accurately. The results
were validated with experimental data presented in Abdo et al. (2019). Fur-
thermore, the LES approach with level-set method shows improvements on the
numerical method used by Abdo et al. (2019). The flow characteristics and
turbulent quantities were also presented and analysed. Energy losses inside the
contraction were quantified in terms of head loss and loss coefficient. Moreover,
the effect of using different contraction angles was also discussed. From the nu-
merical simulation part of the thesis, it was concluded that the method used is
capable of correctly capturing the turbulent supercritical flow through an open-
channel contraction. The accelerator channel was recommended for re-design
according to the numerical modelling findings. Moreover, it was concluded that
the angle of 6° results in significantly smaller loss coefficient in the contraction,

and should, therefore, be used in field testing.
The design of the field testing system was presented in the Appendix C of

the thesis and is the result of conclusions made from both experimental and
numerical tests conducted during this research. The spillway turbine has been
granted permission for testing in the described site and the full-scale runner
options are shown together with the design of the spillway and its supporting

structure.

A novel turbine was designed for use in low-head, low-flow, man-made channels
or steeply sloped run-off river channels. The design was tested in the laboratory,
analysed and revised until the efficiency of at least 40 % was achieved. Another
objective was met through the investigation into high Froude number, super-
critical flow through an open-channel contraction. A thorough understanding of
free-surface flow was gained. Conclusions from laboratory testing and numerical
simulations were implemented into field testing system design. The evaluation

of the research targets set at the beginning of this thesis indicates all objectives
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were fully met.

To conclude, this thesis has contributions on two fronts of hydraulic research
and development. Firstly, it offers a new and innovative technological solution
for extracting hydro energy with minimal social and environmental harm. Sec-
ondly, this thesis presents a new methodology for simulating the supercritical
free-surface flow through an open-channel contraction. It offers an insight into
the hydrodynamics of such flows that has been completely lacking from pub-

lished literature.

8.2 Recommendations for Future Work

The spillway turbine development presented in this thesis has been tested in the
laboratory conditions until the efficiency of at least 40% was achieved. Runner
intake hydrodynamics was simulated to gain a better understanding of the flow
characteristics and to support the re-design of the wedge/accelerator channel.
The next step in the turbine development is to test the spillway turbine in
the field as outlined in the field application section given in the Appendix C.
This step would further the technological readiness of the spillway turbine and
would quantify the overall influence of accelerator channel re-design on the
system efficiency. The field testing was planned in detail and testing permissions
were obtained. This site application will also show how the spillway turbine
behaves in real-world flow conditions that are not controlled as they were in the

laboratory flume.

Conclusions and recommendations will be necessary after the initial field testing
and the design of the turbine could be re-adjusted again if observable issues are
noted. Testing the spillway turbine on-site will also require adjustments for
every site individually. Depending on if the run-off system design is required,
each site will demand different structural support analysis. However, placing
the spillway turbine on an existing chute spillway will require less structural
design and more attention will be paid to the scaling of runner and accelerator

channel components.

The initial field testing will indicate if scaling up the runners and other test
variables will have an effect on the laboratory predicted performance. Like in
all renewable energy projects, the environmental effects of the spillway turbine
will have to be carefully evaluated. Fish friendliness and aquatic life implications

will have to be carefully analysed. However, as the spillway turbine is intended
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for use in man-made channels and chute spillways, its harmful effects on aquatic

life are expected to be minimal.

The size and shape of runner blades are likely to have an effect on the overall
efficiency of the spillway turbine. Further investigation on the runner geometry

is recommended both experimentally and numerically.

During laboratory testing, it was decided that the off-shelf three-phase AC
generator will be appropriate for initial phases of both laboratory and field
testing. The generator used could be replaced by a custom made model in
order to improve the electrical efficiency of the system. The spillway turbine
will likely be connected to a DC battery charging system as this would be the
simplest way of storing energy. Grid connection is also possible if the spillway

turbine is installed close to a dam with already existing grid infrastructure.

The durability of the runner and accelerator channel, with maintenance schedule
recommendations, will also have to be conducted after field testing is completed,
but this requires continuous running of the system. Finally, after the spillway
turbine is considered technologically ready, financial analysis of its performance
should be conducted. Future work recommendations were summarised in the

list below:
e Test the spillway turbine in the field as outlined in Appendix C.
e Adjust field testing design for every future site individually.

e Investigate if scaling up the runners and test variables has an effect on

the performance.

e Conduct a report on environmental effects of the spillway turbine and fish

friendliness.

e Investigate if changing the shape and size of the runner blades and runner

itself would improve the efficiency.

e Investigate electricity storage options and if the generator should be re-

placed by a custom model.
e Investigate the durability of the turbine in a field environment.

e Conduct cost/benefit analysis of the spillway turbine and its potential for

commercialisation.

During the duration of this project, several challenges were identified. Firstly,
the originality of the idea had to be carefully evaluated, as the industrial sponsor
required a brand new piece of technology which will eventually be patented. Sec-
ondly, the laboratory conditions had to be adjusted, meaning that the available
flume had to be made into a sloping spillway channel. Tight laboratory schedule
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posed many testing time limitations, so a detailed testing methodology had to
be conducted. Moreover, numerically simulating free-surface, supercritical flow
in a channel contraction was a complicated task. Not only the supercritical flow
conditions created instabilities and difficulties in flow simulations, but the free-
surface approximations further complicated the task. The field testing in North
Carolina was planned for completion in March, but the unpredictable world-
wide pandemic made this impossible and the field testing had to be postponed.
Overall, the objectives set at the beginning of the project were successfully

completed through both experimental and numerical approaches.

Further questions arised from this research such as: How technologically ready is
the spillway turbine?; Can the efficiency be improved by changing the shape and
size of the runner and runner blades?; Could changing the electrical components
in the system lead to better performance?. All of these uncertainties could be
answered through completing further work recommendations. As this project
focused on runner intake hydrodynamics in depth, conducting future research

that will focus on improving the runner geometry would be beneficial.
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Appendix A

Laboratory Testing Overview

A.1 Design I Testing

Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
1 0.0123 0.518 - 0.385 | 0.005 - R1 8.54
2 0.0139 0.518 - 0.385 | 0.005 - R1 13.89
3 0.0139 0.526 - 0.385 | 0.005 - R1 22.94
4 0.0174 0.531 - 0.385 | 0.005 - R1 23.26
) 0.0174 0.545 - 0.385 | 0.005 - R1 30.94
6 0.0211 0.546 - 0.385 | 0.005 - R1 25.09
7 0.0113 0.522 | 0.04 | 0.385 | 0.005 W3 R1 29.39
8 0.0129 0.528 | 0.04 | 0.385 | 0.005 W3 R1 23.94
9 0.0156 0.531 | 0.04 | 0.385 | 0.005 W3 R1 21.91
10 0.0192 0.545 | 0.04 | 0.385 | 0.005 W3 R1 17.49
11 0.0107 0.527 | 0.06 | 0.385 | 0.005 W3 R1 20.49
12 0.0139 0.527 | 0.06 | 0.385 | 0.005 W3 R1 23.90
13 0.0146 0.545 | 0.06 | 0.385 | 0.005 W3 R1 24.46
14 0.0166 0.547 | 0.06 | 0.385 | 0.005 W3 R1 17.96
15 0.0199 0.5548 | 0.06 | 0.385 | 0.005 W3 R1 15.44
16 0.0107 0.533 | 0.02 | 0.385 | 0.005 W3 R1 22.72
17 0.0136 0.536 | 0.02 | 0.385 | 0.005 W3 R1 25.06
18 0.0156 0.540 | 0.02 | 0.385 | 0.005 W3 R1 24.51
19 0.0174 0.542 | 0.02 | 0.385 | 0.005 W3 R1 20.21
20 0.0203 0.549 | 0.02 | 0.385 | 0.005 W3 R1 10.61
21 - - 0 0.385 | 0.005 W3 R1 FAIL
22 0.0107 0.567 | 0.02 | 0.385 | 0.005 W2 R1 22.92
23 0.0129 0.522 | 0.02 | 0.385 | 0.005 W2 R1 24.71
24 0.0139 0.529 | 0.02 | 0.385 | 0.005 W2 R1 22.11
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Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
25 0.0181 0.549 | 0.02 | 0.385 | 0.005 W2 R1 13.54
26 0.0110 0.525 | 0.04 | 0.385 | 0.005 W2 R1 17.12
27 0.0110 0.514 | 0.04 | 0.385 | 0.005 W2 R1 14.54
28 0.0123 0.518 | 0.04 | 0.385 | 0.005 W2 R1 16.95
29 0.0153 0.527 | 0.04 | 0.385 | 0.005 W2 R1 13.48
30 0.0166 0.531 | 0.04 | 0.385 | 0.005 W2 R1 8.44
31 0.0084 0.520 | 0.02 | 0.385 | 0.005 W2 R1 10.29
32 0.0101 0.518 | 0.06 | 0.385 | 0.005 W2 R1 11.76
33 0.0120 0.518 | 0.06 | 0.385 | 0.005 W2 R1 16.50
34 0.0142 0.536 | 0.06 | 0.385 | 0.005 W2 R1 20.65
35 0.0166 0.542 | 0.06 | 0.385 | 0.005 W2 R1 15.66
36 0.0195 0.532 | 0.06 | 0.385 | 0.005 W2 R1 8.03
37 0.0098 0.510 | 0.06 | 0.385 | 0.005 W1 R1 7.58
38 0.0104 0.518 | 0.06 | 0.385 | 0.005 W1 R1 8.71
39 0.0139 0.527 | 0.06 | 0.385 | 0.005 W1 R1 6.46
40 0.0153 0.527 | 0.06 | 0.385 | 0.005 W1 R1 7.64
41 0.0177 0.536 | 0.06 | 0.385 | 0.005 W1 R1 6.37
42 0.0214 0.545 | 0.06 | 0.385 | 0.005 W1 R1 5.96
43 0.0089 0.518 | 0.04 | 0.385 | 0.005 W1 R1 9.09
44 0.0101 0.518 | 0.04 | 0.385 | 0.005 W1 R1 9.58
45 0.0139 0.518 | 0.04 | 0.385 | 0.005 W1 R1 8.15
46 0.0153 0.523 | 0.04 | 0.385 | 0.005 W1 R1 7.94
47 0.0170 0.536 | 0.04 | 0.385 | 0.005 W1 R1 8.32
48 0.0195 0.540 | 0.04 | 0.385 | 0.005 W1 R1 9.03
49 0.0226 0.544 | 0.04 | 0.385 | 0.005 W1 R1 7.88
20 0.0104 0.509 | 0.02 | 0.385 | 0.005 W1 R1 6.77
o1 0.0104 0.518 | 0.02 | 0.385 | 0.005 W1 R1 8.47
92 0.0126 0.518 | 0.02 | 0.385 | 0.005 W1 R1 9.27
23 0.0152 0.527 | 0.02 | 0.385 | 0.005 W1 R1 9.78
o4 0.0177 0.536 | 0.02 | 0.385 | 0.005 W1 R1 9.95
25 0.0199 0.549 | 0.02 | 0.385 | 0.005 W1 R1 11.16
o6 0.0218 0.549 | 0.02 | 0.385 | 0.005 W1 R1 11.11
o7 0.090 0.518 | 0.02 | 0.385 | 0.02 W1 R1 19.95
o8 0.0104 0.520 | 0.02 | 0.385 | 0.02 W1 R1 22.84
29 0.0136 0.520 | 0.02 | 0.385 | 0.02 W1 R1 22.67
60 0.0159 0.540 | 0.02 | 0.385 | 0.02 W1 R1 24.43
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Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
61 0.0170 0.545 | 0.02 | 0.385 | 0.02 W1 R1 21.92
64 0.0092 0.5067 | 0.04 | 0.385 | 0.02 W1 R1 FAIL
65 0.0101 0.5247 | 0.04 | 0.385 | 0.02 W1 R1 5.81
66 0.0117 0.5211 | 0.04 | 0.385 | 0.02 W1 R1 12.97
67 0.0153 | 0.5337 | 0.04 | 0.385 | 0.02 W1 R1 12.54
68 0.0174 0.5427 | 0.04 | 0.385 | 0.02 W1 R1 14.14
69 0.0188 0.5400 | 0.04 | 0.385 | 0.02 W1 R1 11.78
70 0.0095 | 0.5130 | 0.06 | 0.385 | 0.02 W1 R1 8.39
71 0.0120 0.5220 | 0.06 | 0.385 | 0.02 W1 R1 8.96
72 0.0142 0.5202 | 0.06 | 0.385 | 0.02 W1 R1 9.72
73 0.0159 | 0.5373 | 0.06 | 0.385 | 0.02 W1 R1 12.61
74 0.0199 0.5427 | 0.06 | 0.385 | 0.02 W1 R1 10.83
75 0.0092 0.5094 | 0.08 | 0.385 | 0.02 W1 R1 9.69
76 0.0123 | 0.5139 | 0.08 | 0.385 | 0.02 W1 R1 9.97
77 0.0142 0.5166 | 0.08 | 0.385 | 0.02 W1 R1 13.43
78 0.0166 0.5337 | 0.08 | 0.385 | 0.02 W1 R1 11.66
79 0.0188 0.5355 | 0.08 | 0.385 | 0.02 W1 R1 12.54
80 - - - 0.385 | 0.02 - R1 FAIL
81 0.0098 | 0.5094 | 0.08 | 0.385 | 0.02 W2 R1 8.89
82 0.0117 0.5202 | 0.08 | 0.385 | 0.02 W2 R1 14.97
83 0.0142 0.5265 | 0.08 | 0.385 | 0.02 W2 R1 15.36
84 0.0156 | 0.5373 | 0.08 | 0.385 | 0.02 W2 R1 10.03
85 0.0188 0.5400 | 0.08 | 0.385 | 0.02 W2 R1 12.44
86 0.0090 0.5112 | 0.06 | 0.385 | 0.02 W2 R1 10.07
87 0.0126 | 0.5202 | 0.06 | 0.385 | 0.02 W2 R1 8.13
88 0.0153 0.5265 | 0.06 | 0.385 | 0.02 W2 R1 7.62
89 0.0163 0.5319 | 0.06 | 0.385 | 0.02 W2 R1 6.99
90 0.0177 | 0.5427 | 0.06 | 0.385 | 0.02 W2 R1 10.55
91 0.0092 0.5130 | 0.04 | 0.385 | 0.02 W2 R1 5.81
92 0.0110 0.5121 | 0.04 | 0.385 | 0.02 W2 R1 8.33
93 0.0136 0.5310 | 0.04 | 0.385 | 0.02 W2 R1 8.33
94 0.0153 0.5328 | 0.04 | 0.385 | 0.02 W2 R1 7.69
95 0.0181 0.5400 | 0.04 | 0.385 | 0.02 W2 R1 9.48
96 0.0090 0.5130 | 0.02 | 0.385 | 0.02 W2 R1 8.04
97 0.0113 0.5175 | 0.02 | 0.385 | 0.02 W2 R1 5.92
98 0.0126 | 0.5229 | 0.02 | 0.385 | 0.02 W2 R1 9.62
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Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
99 0.0153 0.5247 | 0.02 | 0.385 | 0.02 W2 R1 10.04
100 0.0177 0.5445 | 0.02 | 0.385 | 0.02 W2 R1 8.28
101 0.0117 | 0.5130 | 0.08 | 0.385 | 0.02 W3 R1 4.82
102 0.0149 0.5337 | 0.08 | 0.385 | 0.02 W3 R1 5.06
103 0.0177 | 0.5337 | 0.08 | 0.385 | 0.02 W3 R1 3.65
104 0.0113 0.5184 | 0.06 | 0.385 | 0.02 W3 R 4.81
105 0.0146 0.5265 | 0.06 | 0.385 | 0.02 W3 R1 0.72
106 0.0166 | 0.5301 | 0.06 | 0.385 | 0.02 W3 R1 6.53
107 - - 0.06 | 0.385 | 0.02 W3 R1 FAIL
108 0.0136 0.5301 | 0.04 | 0.385 | 0.02 W3 R1 10.14
109 0.0170 | 0.5265 | 0.04 | 0.385 | 0.02 W3 R1 14.62
110 0.0184 0.5319 | 0.04 | 0.385 | 0.02 W3 R1 16.89
111 0.0214 0.5400 | 0.04 | 0.385 | 0.02 W3 R1 16.26
112 0.0129 0.5211 | 0.02 | 0.385 | 0.02 W3 R1 10.77
113 0.0159 0.5310 | 0.02 | 0.385 | 0.02 W3 R1 6.58
114 0.0188 0.5427 | 0.02 | 0.385 | 0.02 W3 R1 7.03
115 0.0218 0.5400 | 0.02 | 0.385 | 0.02 W3 R1 11.11
116 0.0078 0.4980 | 0.02 | 0.385 | 0.02 W1 R1 8.52
117 0.0090 0.5022 | 0.02 | 0.385 | 0.02 W1 R1 12.54
118 0.0110 0.5130 | 0.02 | 0.385 | 0.02 W1 R1 12.20
119 0.0120 0.5240 | 0.02 | 0.385 | 0.02 W1 R1 15.51
120 0.0156 | 0.5193 | 0.02 | 0.385 | 0.02 W1 R1 10.51
121 0.0084 0.6620 | 0.04 | 0.385 | 0.02 W1 R1 14.08
122 0.0095 0.5130 | 0.04 | 0.385 | 0.02 W1 R1 13.82
123 0.0123 | 0.5175 | 0.04 | 0.385 | 0.02 W1 R1 11.67
124 - - 0.04 | 0.385 | 0.02 W1 R1 FAIL
125 0.0274 0.5265 | 0.04 | 0.395 | 0.04 W3 R2 1.30
126 0.0291 0.5490 | 0.04 | 0.395 | 0.04 W3 R2 2.19
127 0.0308 0.5445 | 0.04 | 0.395 | 0.04 W3 R2 3.06
128 0.0322 0.5472 | 0.04 | 0.395 | 0.04 W3 R2 3.94
129 0.0254 0.5445 | 0.06 | 0.395 | 0.04 W3 R2 0.58
130 0.0279 0.5508 | 0.06 | 0.395 | 0.04 W3 R2 2.02
131 0.0313 | 0.5517 | 0.06 | 0.395 | 0.04 W3 R2 2.44
132 0.0304 0.5472 | 0.06 | 0.395 | 0.04 W3 R2 2.29
133 0.0279 0.5490 | 0.02 | 0.395 | 0.04 W3 R2 0.77
134 0.0300 | 0.5580 | 0.02 | 0.395 | 0.04 W3 R2 1.59




164 Appendix A. Laboratory Testing Overview
Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
135 0.0344 0.5607 | 0.02 | 0.395 | 0.04 W3 R2 2.10
136 0.0362 0.5652 | 0.02 | 0.395 | 0.04 W3 R2 1.86
137 0.0166 0.5220 | 0.06 | 0.395 | 0.04 W2 R2 5.49
138 0.0199 0.5112 | 0.06 | 0.395 | 0.04 W2 R2 3.53
139 0.0218 | 0.5364 | 0.06 | 0.395 | 0.04 W2 R2 6.17
140 0.0254 0.5337 | 0.06 | 0.395 | 0.04 W2 R2 5.17
141 0.0287 0.5454 | 0.06 | 0.395 | 0.04 W2 R2 4.40
142 0.0181 0.5184 | 0.04 | 0.395 | 0.04 W2 R2 2.10
143 0.0195 0.5279 | 0.04 | 0.395 | 0.04 W2 R2 4.34
144 0.0222 0.5427 | 0.04 | 0.395 | 0.04 W2 R2 4.96
145 0.0238 | 0.5454 | 0.04 | 0.395 | 0.04 W2 R2 3.37
146 0.0283 0.5481 | 0.04 | 0.395 | 0.04 W2 R2 1.39
147 - - 0.02 | 0.395 | 0.04 W2 R2 FAIL
148 0.0192 0.5265 | 0.02 | 0.395 | 0.04 W2 R2 2.11
149 0.0218 0.5445 | 0.02 | 0.395 | 0.04 W2 R2 1.4
150 0.0262 0.5400 | 0.02 | 0.395 | 0.04 W2 R2 1.29
151 0.0279 0.5472 | 0.02 | 0.395 | 0.04 W2 R2 3.95
152 0.0113 0.5148 | 0.06 | 0.395 | 0.04 W1 R2 4.52
153 0.0142 | 0.5139 | 0.06 | 0.395 | 0.04 W1 R2 5.67
154 0.0163 0.5319 | 0.06 | 0.395 | 0.04 W1 R2 7.76
155 0.0184 0.5337 | 0.06 | 0.395 | 0.04 W1 R2 7.23
156 0.0214 | 0.5373 | 0.06 | 0.395 | 0.04 W1 R2 6.44
157 0.0283 0.5364 | 0.06 | 0.395 | 0.04 W1 R2 5.08
158 0.0120 0.5157 | 0.04 | 0.395 | 0.04 W1 R2 2.69
159 0.0142 | 0.5175 | 0.04 | 0.395 | 0.04 W1 R2 1.79
160 0.0170 0.5229 | 0.04 | 0.395 | 0.04 W1 R2 2.74
161 0.0188 0.5310 | 0.04 | 0.395 | 0.04 W1 R2 5.88
162 0.0211 0.5364 | 0.04 | 0.395 | 0.04 W1 R2 5.34
163 0.0274 0.5472 | 0.04 | 0.395 | 0.04 W1 R2 3.8
164 0.0120 0.5031 | 0.02 | 0.395 | 0.04 W1 R2 3.79
165 0.0139 0.5175 | 0.02 | 0.395 | 0.04 W1 R2 2.96
166 0.0163 0.5175 | 0.02 | 0.395 | 0.04 W1 R2 2.52
167 0.0184 0.5292 | 0.02 | 0.395 | 0.04 W1 R2 5.85
168 0.0199 0.5319 | 0.02 | 0.395 | 0.04 W1 R2 5.27
169 0.0266 0.5499 | 0.02 | 0.395 | 0.04 W1 R2 3.05
170 0.0078 | 0.4995 | 0.02 | 0.395 | 0.02 W1 R2 5.61
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Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
171 0.0104 0.4950 | 0.02 | 0.395 | 0.02 W1 R2 4.35
172 0.0123 0.5157 | 0.02 | 0.395 | 0.02 W1 R2 5.64
173 0.0142 0.5157 | 0.02 | 0.395 | 0.02 W1 R2 4.58
174 0.0159 0.5355 | 0.02 | 0.395 | 0.02 W1 R2 4.14
175 0.0092 | 0.4995 | 0.04 | 0.395 | 0.02 W1 R2 2.57
176 0.0104 0.5022 | 0.04 | 0.395 | 0.02 W1 R2 3.86
177 0.0120 0.5175 | 0.04 | 0.395 | 0.02 W1 R2 3.58
178 0.0149 | 0.5175 | 0.04 | 0.395 | 0.02 W1 R2 3.39
179 0.0163 0.5283 | 0.04 | 0.395 | 0.02 W1 R2 4.85
180 0.0090 0.5040 | 0.06 | 0.395 | 0.02 W1 R2 7.23
181 0.0104 | 0.5022 | 0.06 | 0.395 | 0.02 W1 R2 7.75
182 0.0120 0.5067 | 0.06 | 0.395 | 0.02 W1 R2 8.61
183 0.0149 0.5166 | 0.06 | 0.395 | 0.02 W1 R2 7.12
184 0.0170 | 0.5220 | 0.06 | 0.395 | 0.02 W1 R2 8.53
185 0.0078 0.4950 | 0.06 | 0.395 | 0.02 W2 R2 6.61
186 0.0101 0.5085 | 0.06 | 0.395 | 0.02 W2 R2 7.83
187 0.0117 | 0.5085 | 0.06 | 0.395 | 0.02 W2 R2 9.42
188 0.0146 0.5166 | 0.06 | 0.395 | 0.02 W2 R2 8.58
189 0.0174 | 0.5256 | 0.06 | 0.395 | 0.02 W2 R2 8.09
190 0.0090 0.4923 | 0.04 | 0.395 | 0.02 W2 R2 7.17
191 0.0095 0.5022 | 0.04 | 0.395 | 0.02 W2 R2 9.03
192 0.0120 | 0.5157 | 0.04 | 0.395 | 0.02 W2 R2 8.5
193 0.0142 0.5148 | 0.04 | 0.395 | 0.02 W2 R2 8.11
194 0.0166 0.5202 | 0.04 | 0.395 | 0.02 W2 R2 8.00
195 0.0092 | 0.5040 | 0.02 | 0.395 | 0.02 W2 R2 6.89
196 0.0095 0.5058 | 0.02 | 0.395 | 0.02 W2 R2 10.09
197 0.0120 0.5067 | 0.02 | 0.395 | 0.02 W2 R2 9.88
198 0.0139 | 0.5157 | 0.02 | 0.395 | 0.02 W2 R2 9.13
199 0.0159 0.5301 | 0.02 | 0.395 | 0.02 W2 R2 7.47
200 0.0087 0.5063 | 0.06 | 0.395 | 0.02 W3 R2 1.45
201 0.0101 0.5040 | 0.06 | 0.395 | 0.02 W3 R2 5.14
202 0.0110 0.5139 | 0.06 | 0.395 | 0.02 W3 R2 7.59
203 0.0146 | 0.5157 | 0.06 | 0.395 | 0.02 W3 R2 9.15
204 0.0170 0.5220 | 0.06 | 0.395 | 0.02 W3 R2 9.44
205 0.0078 0.4959 | 0.04 | 0.395 | 0.02 W3 R2 2.92
206 0.0113 | 0.4986 | 0.04 | 0.395 | 0.02 W3 R2 3.66
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Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
207 0.0120 0.5130 | 0.04 | 0.395 | 0.02 W3 R2 6.85
208 0.0136 0.5202 | 0.04 | 0.395 | 0.02 W3 R2 7.98
209 0.0163 0.5202 | 0.04 | 0.395 | 0.02 W3 R2 8.46
210 0.0090 0.4986 | 0.02 | 0.395 | 0.02 W3 R2 1.41
211 0.0095 0.5022 | 0.02 | 0.395 | 0.02 W3 R2 5.25
212 0.0120 0.5112 | 0.02 | 0.395 | 0.02 W3 R2 7.31
213 0.0149 0.5157 | 0.02 | 0.395 | 0.02 W3 R2 8.1
214 0.0170 | 0.5220 | 0.02 | 0.395 | 0.02 W3 R2 8.2
215 - - - 0.395 | 0.02 - R2 FAIL
216 0.0203 0.5355 - 0.395 | 0.005 - R2 1.87
217 0.0076 | 0.4905 | 0.04 | 0.395 | 0.005 W1 R2 4.06
218 0.0092 0.4986 | 0.04 | 0.395 | 0.005 W1 R2 3.84
219 0.0113 0.5040 | 0.04 | 0.395 | 0.005 W1 R2 3.18
220 0.0126 | 0.5166 | 0.04 | 0.395 | 0.005 W1 R2 6.53
221 0.0153 0.5157 | 0.04 | 0.395 | 0.005 W1 R2 7.53
e 0.0078 0.4950 | 0.02 | 0.395 | 0.005 W1 R2 7.1
223 0.0084 0.5166 | 0.02 | 0.395 | 0.005 W1 R2 .77
224 0.0120 0.5067 | 0.02 | 0.395 | 0.005 W1 R2 6.16
225 0.0133 | 0.5148 | 0.02 | 0.395 | 0.005 W1 R2 5.94
226 0.0156 0.5202 | 0.02 | 0.395 | 0.005 W1 R2 0.88
227 0.0076 0.4941 | 0.05 | 0.395 | 0.005 W1 R2 4.73
228 0.0092 | 0.5040 | 0.05 | 0.395 | 0.005 W1 R2 5.34
249 0.0104 0.5175 | 0.05 | 0.395 | 0.005 W1 R2 6.13
230 0.0260 0.5175 | 0.05 | 0.395 | 0.005 W1 R2 6.10
231 0.0166 | 0.5265 | 0.05 | 0.395 | 0.005 W1 R2 5.05
232 0.0084 0.4977 | 0.05 | 0.395 | 0.005 W2 R2 5.12
233 0.0098 0.5166 | 0.05 | 0.395 | 0.005 W2 R2 6.84
234 0.0113 | 0.5103 | 0.05 | 0.395 | 0.005 W2 R2 8.35
235 0.0153 0.5166 | 0.05 | 0.395 | 0.005 W2 R2 6.07
236 0.0163 0.5607 | 0.05 | 0.395 | 0.005 W2 R2 6.12
237 0.0090 0.4941 | 0.04 | 0.395 | 0.005 W2 R2 6.59
238 0.0098 0.5076 | 0.04 | 0.395 | 0.005 W2 R2 8.04
239 0.0120 | 0.5157 | 0.04 | 0.395 | 0.005 W2 R2 8.54
240 0.0139 0.5166 | 0.04 | 0.395 | 0.005 W2 R2 8.58
241 0.0166 0.5337 | 0.04 | 0.395 | 0.005 W2 R2 5.16
242 0.0084 | 0.4959 | 0.02 | 0.395 | 0.005 W2 R2 8.18
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Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
243 0.0101 0.5022 | 0.02 | 0.395 | 0.005 W2 R2 9.05
244 0.0120 0.5202 | 0.02 | 0.395 | 0.005 W2 R2 8.27
245 0.0159 0.5292 | 0.02 | 0.395 | 0.005 W2 R2 4.15
246 0.0170 0.5274 | 0.02 | 0.395 | 0.005 W2 R2 5.68
247 0.0092 | 0.4995 | 0.05 | 0.395 | 0.005 W3 R2 4.26
248 0.0107 | 0.5085 | 0.05 | 0.395 | 0.005 W3 R2 6.69
249 0.0117 | 0.5256 | 0.05 | 0.395 | 0.005 W3 R2 8.49
250 0.0139 | 0.5220 | 0.05 | 0.395 | 0.005 W3 R2 3.95
251 0.0177 | 0.5247 | 0.05 | 0.395 | 0.005 W3 R2 8.11
252 0.0092 0.4923 | 0.04 | 0.395 | 0.005 W3 R2 5.72
253 0.0098 | 0.5049 | 0.04 | 0.395 | 0.005 W3 R2 8.02
254 0.0120 0.5193 | 0.04 | 0.395 | 0.005 W3 R2 8.55
255 0.0142 0.5085 | 0.04 | 0.395 | 0.005 W3 R2 9.43
256 0.0166 | 0.5220 | 0.04 | 0.395 | 0.005 W3 R2 8.99
257 0.0087 | 0.4977 | 0.02 | 0.395 | 0.005 W3 R2 4.63
258 0.0954 0.5031 | 0.02 | 0.395 | 0.005 W3 R2 8.96
259 0.0117 | 0.5094 | 0.02 | 0.395 | 0.005 W3 R2 9.99
260 0.0136 0.5193 | 0.02 | 0.395 | 0.005 W3 R2 8.92
261 0.0170 | 0.5229 | 0.02 | 0.395 | 0.005 W3 R2 6.68

Q-Discharge; h-Head; x-Distance of runner to wedge/accelerator channel; y- Distance of
runner to channel bed; z-Distance of runner to spillway; E-Efficiency
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A.2 Design II Testing

Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
262 0.0058 0.4905 | 0.03 | 0.385 | 0.005 AO A 1.3

263 0.0068 | 0.5040 | 0.03 | 0.385 | 0.005 AO A 3.03
264 0.0076 0.5067 | 0.03 | 0.385 | 0.005 AO A 5.14
265 0.0092 0.5175 | 0.03 | 0.385 | 0.005 AO A 7.72
266 0.0117 | 0.5220 | 0.03 | 0.385 | 0.005 AO A 8.95
267 0.0149 0.5265 | 0.03 | 0.385 | 0.005 AO A 9.84
268 0.0166 0.5427 | 0.03 | 0.385 | 0.005 AO A 11.42
269 0.0184 | 0.5490 | 0.03 | 0.385 | 0.005 AO A 11.86
270 0.0086 0.5154 | 0.02 | 0.385 | 0.005 AE A 11.78
271 0.0115 0.5184 | 0.02 | 0.385 | 0.005 AE A 13.61
272 0.0126 0.5256 | 0.02 | 0.385 | 0.005 AE A 17.44
273 0.0151 0.5304 | 0.02 | 0.385 | 0.005 AE A 17.29
274 0.0171 0.5400 | 0.02 | 0.385 | 0.005 AE A 16.37
275 0.0085 0.5121 | 0.03 | 0.385 | 0.005 AE A 7.14
276 0.0108 0.5160 | 0.03 | 0.385 | 0.005 AE A 12.48
277 0.0125 | 0.5301 | 0.03 | 0.385 | 0.005 AE A 20.47
278 0.0139 0.5376 | 0.03 | 0.385 | 0.005 AE A 23.7
279 0.0168 0.5400 | 0.03 | 0.385 | 0.005 AE A 17.42
280 0.0069 | 0.5058 | 0.04 | 0.385 | 0.005 AE A 2.73
281 0.0102 0.4866 | 0.04 | 0.385 | 0.005 AE A 5.11
282 0.0126 0.5211 | 0.04 | 0.385 | 0.005 AE A 5.63
283 0.0139 | 0.5340 | 0.04 | 0.385 | 0.005 AE A 15.73
284 0.0170 0.5388 | 0.04 | 0.385 | 0.005 AE A 19.33
285 0.0084 0.5190 | 0.04 | 0.385 | 0.005 AE A 11.36
286 0.0101 0.5238 | 0.04 | 0.385 | 0.005 AE A 14.36
287 0.0123 0.5301 | 0.04 | 0.385 | 0.005 AE A 16.89
288 0.0147 | 0.5376 | 0.04 | 0.385 | 0.005 AE A 19.82
289 0.0169 0.6030 | 0.04 | 0.385 | 0.005 AE A 20.64
290 0.0085 0.5163 | 0.03 | 0.385 | 0.005 AE A 18.78
291 0.0101 0.5256 | 0.03 | 0.385 | 0.005 AE A 20.81
292 0.0122 0.5289 | 0.03 | 0.385 | 0.005 AE A 23.96
293 0.0140 0.5436 | 0.03 | 0.385 | 0.005 AE A 23.86
294 0.0161 0.5424 | 0.03 | 0.385 | 0.005 AE A 21.71
295 0.0081 0.5196 | 0.02 | 0.385 | 0.005 AE A 20.04
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Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
296 0.0101 0.5289 | 0.02 | 0.385 | 0.005 AE A 22.43
297 0.0120 0.5130 | 0.02 | 0.385 | 0.005 AE A 22.53
298 0.0146 0.5382 | 0.02 | 0.385 | 0.005 AE A 18.34

Q-Discharge; h-Head; x-Distance of runner to wedge/accelerator channel; y- Distance of
runner to channel bed; z-Distance of runner to spillway; E-Efficiency
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A.3 Design III Testing

Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
290 0.0084 0.5226 | 0.02 | 0.375 | 0.005 A A 31.60
300 0.0095 | 0.5307 | 0.02 | 0.375 | 0.005 A A 43.38
301 0.0120 0.5412 | 0.02 | 0.375 | 0.005 A A 39.41
302 0.0136 0.5472 | 0.02 | 0.375 | 0.005 A A 37.81
303 0.0085 | 0.5157 | 0.03 | 0.375 | 0.005 A A 26.43
304 0.0100 0.5325 | 0.03 | 0.375 | 0.005 A A 31.39
305 0.0110 0.5343 | 0.03 | 0.375 | 0.005 A A 38.52
306 0.0131 0.5508 | 0.03 | 0.375 | 0.005 A A 39.07
307 0.0158 0.5502 | 0.03 | 0.375 | 0.005 A A 38.93
308 0.0082 0.5247 | 0.04 | 0.375 | 0.005 A A 16.59
309 0.0099 | 0.5292 | 0.04 | 0.375 | 0.005 A A 24.47
310 0.0110 0.5301 | 0.04 | 0.375 | 0.005 A A 30.66
311 0.0148 0.5430 | 0.04 | 0.375 | 0.005 A A 27.73
312 0.0164 0.5472 | 0.04 | 0.375 | 0.005 A A 33.46
313 0.0084 0.5178 | 0.03 | 0.385 | 0.005 A A 16.74
314 0.0103 | 0.5244 | 0.03 | 0.385 | 0.005 A A 21.67
315 0.0118 0.5328 | 0.03 | 0.385 | 0.005 A A 26.81
316 0.0134 0.5445 | 0.03 | 0.385 | 0.005 A A 29.97
317 0.0157 | 0.5451 | 0.03 | 0.385 | 0.005 A A 32.16
318 0.0086 0.5145 | 0.02 | 0.385 | 0.005 A A 32.71
319 0.0097 | 0.5277 | 0.02 | 0.385 | 0.005 A A 34.49
320 0.0119 | 0.5298 | 0.02 | 0.385 | 0.005 A A 34.76
321 0.0148 0.5427 | 0.02 | 0.385 | 0.005 A A 33.44
322 0.0162 0.5514 | 0.02 | 0.385 | 0.005 A A 32.92
323 0.0069 | 0.5223 | 0.03 | 0.385 | 0.005 B A 14.55
324 0.0086 0.5295 | 0.03 | 0.385 | 0.005 B A 19.29
325 0.0102 0.5388 | 0.03 | 0.385 | 0.005 B A 23.43
326 0.0121 0.5496 | 0.03 | 0.385 | 0.005 B A 29.82
327 0.0140 0.5580 | 0.03 | 0.385 | 0.005 B A 33.25
328 0.0079 | 0.5274 | 0.02 | 0.385 | 0.005 B A 30.10
329 0.0095 0.5439 | 0.02 | 0.385 | 0.005 B A 33.25
330 0.0111 0.5445 | 0.02 | 0.385 | 0.005 B A 37.32
331 0.0133 | 0.5574 | 0.02 | 0.385 | 0.005 B A 38.56
332 0.0148 0.5655 | 0.02 | 0.385 | 0.005 B A 37.17
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Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
333 0.0078 0.5424 | 0.03 | 0.375 | 0.005 B A 18.47
334 0.0087 0.5469 | 0.03 | 0.375 | 0.005 B A 29.00
335 0.0105 0.5547 | 0.03 | 0.375 | 0.005 B A 29.03
336 0.0122 0.5640 | 0.03 | 0.375 | 0.005 B A 39.02
337 0.0151 | 0.5778 | 0.03 | 0.375 | 0.005 B A 35.32
338 0.0077 0.5334 | 0.02 | 0.375 | 0.005 B A 22.48
339 0.0092 0.2939 | 0.02 | 0.375 | 0.005 B A 32.10
340 0.0104 | 0.5598 | 0.02 | 0.375 | 0.005 B A 34.91
341 0.0124 0.5646 | 0.02 | 0.375 | 0.005 B A 34.82
342 0.0147 0.5694 | 0.02 | 0.375 | 0.005 B A 30.18
343 0.0082 | 0.5274 | 0.02 | 0.375 | 0.005 C C 26.30
344 0.0099 0.5213 | 0.02 | 0.375 | 0.005 C C 34.36
345 0.0126 0.5436 | 0.02 | 0.375 | 0.005 C C 31.47
346 0.0144 | 0.5427 | 0.02 | 0.375 | 0.005 C C 28.16
347 0.0161 0.5574 | 0.02 | 0.375 | 0.005 C C 22.19
348 0.0100 0.5241 | 0.04 | 0.375 | 0.005 C C 22.25
349 0.0120 0.5379 | 0.04 | 0.375 | 0.005 C C 26.08
350 0.1413 0.5427 | 0.04 | 0.375 | 0.005 C C 26.21
ol 0.0073 | 0.5388 | 0.03 | 0.375 | 0.005 C C 29.14
352 0.0086 0.5394 | 0.03 | 0.375 | 0.005 C C 29.49
353 0.0103 0.5460 | 0.03 | 0.375 | 0.005 C C 26.51
354 0.0121 | 0.5568 | 0.03 | 0.375 | 0.005 C C 16.89
355 0.0075 0.5256 | 0.03 | 0.385 | 0.005 C C 18.73
356 0.0087 0.5325 | 0.03 | 0.385 | 0.005 C C 20.35
ST 0.0100 | 0.5427 | 0.03 | 0.385 | 0.005 C C 21.39
358 0.0122 0.5475 | 0.03 | 0.385 | 0.005 C C 19.11
359 0.0105 0.5481 | 0.04 | 0.385 | 0.005 C C 14.83
360 0.0123 | 0.5550 | 0.04 | 0.385 | 0.005 C C 15.68
361 0.0146 0.5592 | 0.04 | 0.385 | 0.005 C C 16.71
362 0.0085 0.5325 | 0.02 | 0.385 | 0.005 C C 20.64
363 0.0108 0.5361 | 0.02 | 0.385 | 0.005 C C 18.66
364 0.0127 0.5571 | 0.02 | 0.385 | 0.005 C C 16.76
365 0.0106 | 0.5379 | 0.03 | 0.365 | 0.005 A 1 20.83
366 0.0124 0.5415 | 0.03 | 0.365 | 0.005 A 1 24.79
367 0.0144 0.5469 | 0.03 | 0.365 | 0.005 A 1 24.35
368 0.0080 | 0.5259 | 0.02 | 0.375 | 0.005 A 1 18.92
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Test | Q(m3/s) | h(m) | x(m) | y(m) | z(m) | Wedge | Runner | E(%)
369 0.0101 0.5301 | 0.02 | 0.375 | 0.005 A 1 21.16
370 0.0125 0.5451 | 0.02 | 0.375 | 0.005 A 1 22.43
371 0.0147 0.5475 | 0.02 | 0.375 | 0.005 A 1 22.42
372 0.0087 0.5271 | 0.03 | 0.375 | 0.005 A 1 13.57
373 0.1003 | 0.5352 | 0.03 | 0.375 | 0.005 A 1 16.60
374 0.0122 0.5364 | 0.03 | 0.375 | 0.005 A 1 22.03
375 0.0144 0.5457 | 0.03 | 0.375 | 0.005 A 1 21.67
376 0.0096 | 0.5211 | 0.03 | 0.385 | 0.005 A 1 15.38
377 0.0115 0.5376 | 0.03 | 0.385 | 0.005 A 1 17.94
378 0.0144 0.5355 | 0.03 | 0.385 | 0.005 A 1 21.35
379 0.0164 | 0.5415 | 0.03 | 0.385 | 0.005 A 1 20.23
380 0.0079 0.5760 | 0.02 | 0.385 | 0.005 A 1 13.74
381 0.0097 0.5190 | 0.02 | 0.385 | 0.005 A 1 16.11
382 0.0118 | 0.5283 | 0.02 | 0.385 | 0.005 A 1 19.90
383 0.0140 0.5349 | 0.02 | 0.385 | 0.005 A 1 21.96

Q-Discharge; h-Head; x-Distance of runner to wedge/accelerator channel; y- Distance of
runner to channel bed; z-Distance of runner to spillway; E-Efficiency
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Appendix B

Turbine Manufacturing

Spillway turbine rotors, the inserts and Design I wedges were manufactures
from a polyamide powder using selective laser sintering (SLS) technique. The
manufacturing was completed internally, in the MEC laboratories at Cardiff
University. This 3D printing technique has several advantages, such as fast
manufacturing time and low production costs. The SLS process is shown in
Figure B.1 (Runge, 2018).

FIGURE B.1: (a) Sinter process ; (b) Object Removal ; (c)
Brushing ; (d) Sandblasting (Sculpteo.com , 2020)

Firstly, a polymer powder is placed into the process chamber. A laser then scans
a very thin layer of powder, joining powder particles in a shape of the desired
shape. This is called sintering of the first 3D layer of the shape. This process is
repeated for the next layer of the part, which joined to the first layer and made
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into a solid section. This is shown in the sinter process B.1. The next step is
to remove the object made from sintering. Brushing and sandblasting is finally
used on the shape to remove loose powder particles, resulting in a smooth solid
object. The materials properties of PA2200 powder used were summarised in
Table B.1.
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TABLE B.1: Material Properties PA 2200

General Material Properties

Acrylic grain size ISO 13320-11 56 pm
Laser diffraction  2.20 mil
Bulk Density EN ISO 60 0.45 g/cm?
Density of laser- EOS method 0.93 g/cm?
sintered part
58 Ib/ft3
Mechanical Properties
Tensile modulus  EN ISO 527 1700 MPa
ASTM D638 247 ksi
Tensile strength ~ EN ISO 527 48 MPa
ASTM D638 6962 psi
Elongation at  EN ISO 527 24 %
break
Elongation at  ASTM D638 24 %
break
Flexural modulus EN ISO 527 1500 MPa
ASTM D638 217 ksi
Flexural strength EN ISO 527 58 MPa
ASTM D638 8412 psi
Charpy-Impact EN ISO 179 53 kJ/m?
strength
Charpy-Notched EN ISO 179 4.8 kJ/m?
impact strength
Izod-Impact EN ISO 180 32.8 kJ/m?
strength
[zod-Noticed im- EN ISO 180 4.4 kJ/m?
pact strength
Ball indentation EN ISO 2039 78 N/mm?
hardness
Shore D-hardness EN ISO 868 75 -
ASTM D2240 75 -
Thermal Properties
Melting point EN ISO 11357-1  172-180 °C
Vicat  softening EN ISO 306 163 °C
temperature
B/50
ASTM D1525 325 °F
Vicat  softening EN ISO 306 181 °C
temperature
a/50
ASTM D1525 358 °F
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Appendix C

Field Application

C.1 Testing Site

The Spillway turbine design was planned for field testing on a site located in
North Carolina, US. The testing permit was obtained for a privately owned
property of the East Fork Road, Brevard County in North Carolina. Satellite

map view of the area is shown in Figure C.1.

FIGURE C.1: Satellite view of testing site area

A Laurel Branch stream is present on-site and a water run-off channel was to
be designed to test the spillway turbine. The design flow rate is estimated to

be 100 1/s, and an overview of the site is shown in the Figure C.2.

The design of the spillway turbine intended for field testing is the optimised run-
ner design described in Design III section shown in Chapter 4. The accelerator
channel design was revised according to the conclusions made in the numerical
modelling section. Therefore, the runner with 2 cup inserts was scaled to fit
the site specifications, and the accelerator channel was designed to have a 6 °

contraction angle.
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F1cUre C.2: Visualisation of the site including the two-section
flume next to the stream and two spillway turbines

C.2 Flume Construction

The flume (Figure C.3) is to be constructed for the purpose of testing the
spillway turbine on-site in North Carolina. The flume will be constructed next
to an existing stream of water, the Laurel Branch, and its water will be used
to drive the turbine runners. The flume is to be constructed from treated wood
and it will be supported by five steel frames placed on concrete foundations.
The wooden flume will follow the stream’s course along its right bank and will

comprise of two main sections which are connected by a transition.

The constructed flume will have two main sloping sections, in accordance with
the topography of the site, as shown in Figure C.4. Section 1 is the section
that will be connected to the planned pipe inlet and section 2 is downstream
of an approximately horizontal section of the stream and includes the outlet
that returns the water back to the stream. Detailed dimensions of the flume
are given in section C.3 and turbine positions along the constructed flume are

shown in C.4.

The flume will be supported through concrete foundations linked to steel beam
supports. The foundations are planned to be 1 m wide, 1 m long and 0.3 m
deep squares of concrete, but can be adapted to fit site conditions. Anchorage of

concrete squares to the bedrock and steel reinforcements are also recommended.
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FIGURE C.3: Flume side (top) and top (bottom) views

FI1GURE C.4: Flume sections

The flume is to be bolted to the steel via steel rails mounted underneath the
flume. The detailed dimensions of steel supports, steel rail and attachments are

shown in section C.6.

C.3 Flume Dimensions

The general flume design was presented in the previous section and the detailed
dimensions for sections 1 side view, section 2 side view, the entire flume side view
and the flume top view are given in Figures C.5, C.6, C.7 and C.8 respectively.
Drawing of the side view of section 1 shows that the flume will have walls of
0.35 m height. The inlet was designed to be 0.56 m long but can be adjusted to
fit site topography. After the inlet, the first sloping section stretches for 9.45 m.

The height difference between section 1 starting and end points is around 3.5



Appendix C. Field Application 179

FiGURE C.5: Flume section 1 side view; all dimensions in metres

m. A box for water collection will be constructed 8.37 m downstream from the
inlet. The box is 1.11 m deep and 1.0 m wide. Steel frame supports are placed

just before and just after the collection box to keep the flume above ground.

-y
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FIGURE C.6: Flume section 2 side view; all dimensions in metres

The second sloping section stretches for 9.81 m as shown in Figure C.6. The
water collection box is not necessary in this section, as the water will go to
outlet after hitting the second runner. The height difference from section 2
start and end points is 3.5 m. Two steel supports will be used for slope 2, one

at the beginning of the section and one just after the collection box.

As it can be noted from Figure C.7, sections 1 and 2 are connected by a 3.04
m section that is almost straight. Section 2 will finish with the water spilling

back to the stream.
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Ficure C.7: Entire flume length side view; all dimensions in
metres
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Ficure C.8: Flume top view, width of channel and walls; all
dimensions in metres

The wooden flume is 0.6 m wide with walls of 0.04 m thickness as shown in
Figure C.8. The total channel width is 0.52 m which will fit a 0.5 m wide

runner with discs and bolts inside the channel.
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C.4 Turbine Positions Along the Channel

Slots were cut into the flume sidewalls so bearings can be mounted to keep the
runners in place. The exact location of the slots needs to be determined once
the flume is fully constructed. The approximate dimensions and positioning of

the slots is shown in figures below.

FiGUurRE C.9: Section 1 flume side view with the position of
the slots for runner placement and box placement distance; all
dimensions in metres

FiGureE C.10: Section 2 flume side view with the position of
the slots for runner placement and box placement distance; all
dimensions in metres
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Turbine slots in the wooden frame shell be reinforced with metal plates pre-

sented in Figure C.11. The plates will have a thickness of 0.04 m.

FIGURE C.11: Metal reinforcement for flume sections with run-
ner slots

The slot dimensions are the same for both sections. The slots are 0.4 m long.
The middle slots are cut to fit a 0.06 m diameter shaft. The distance from the
middle slot to the bearing slots is 0.075 m. The width of the bearing slots is
0.02 m which are used to mount the bearings that hosts the shaft.
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FIGURE C.12: Slot dimensions for runner installation

C.5 Accelerator Channel Design and Placement

From the conclusions made from the numerical simulation of turbine intake
hydrodynamics, it was decided that the accelerator channel will entail a 6 °
contracting walls, as shown in Figure C.13. The contracting walls will be placed
directly before the runner to accelerate and direct the flow towards the runner

blades. The suggested material for the accelerator wedge is steel or acrylics.

The detailed design of the contraction is given in Figure C.14. The contraction
consists of 2 triangular sections of 1.43 m length and 0.14 m width. The height
of the wedge sections matches the height of the flume. The contractions are
designed to be hollow sections with a horizontal reinforcement in the middle.
The accelerator channel contraction connection to the flume is given in Figure
C.15. Three brackets depicted in Figure C.16 will be used for each contraction,

and bolts will be used for the upstream ends of the contractions.



184 Appendix C. Field Application

FiGUrRE C.13: Contracting accelerator channel

Ficure C.14: Contracting section dimensions
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F1GURE C.15: Contraction to flume connection; all dimensions
in meters

FIGURE C.16: Contraction connection L-bracket
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C.6 Support Structure

The steel frame is designed to have a main beam length of 0.9 m for flat sections,
and can be extended for sloping sections depending on exact site topography.
The support consists of 8 L-shaped steel beams of 0.04 m depth and 0.1 m
width. The columns in the steel supports are connected by mild-steel bars of

the same dimensions.

The steel railing was composed of 2 T-profile steel beams and run along the
entire flume length. It was connected to the flume through countersunk M16
screws. Countersunk holes are created along the steel section going from the
face of the beams through the wood. The hole depths were 0.07 m.

FIGURE C.17: Steel support (top) and T-section steel rail (bot-
tom)

The steel support was connected to the concrete foundations through 2 types of
steel brackets. Steel to concrete connection was made with countersunk screws

and steel to steel connections were achieved with bolts, as shown in Figure C.18.

As previously described, steel frames will be used to support the flume and
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FIGURE C.18: Steel to steel and steel to concrete connections

support rails will be attached to the bottom of the flume to provide reinforce-
ment and an attachment point for the support rails. The T-shape section rails

run along the entire flume and detailed drawing of the dimensions is shown in
Figure C.19.
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FicUureE C.19: T-shape steel sections run along the flume bot-
tom; all dimensions in metres

The steel frame dimensions are depicted in Figure C.20. The main beam length
is 0.9 m for flat sections but will be extended for sloping section according to

the site topography. The support consists of 8 L-shaped steel beams of 0.04
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m depth and 0.1 m width. The columns are connected by mild steel bars of

similar dimensions,
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FiGure C.20: Steel support; all dimensions in metres

C.7 Flume Support Connections

The steel rail composed of 2 T-shape profile steel beams, running along the
entire flume length will be screwed to the wooden flume. Countersunk holes
were created along the steel section, stretching from the face of the beams
through the wood. The hole depths are 0.07 m and the positions are shown in
Figures C.21, C.22 and C.23. The holes are placed 0.15 m from the sharp edges
and are 0.5 m apart. The holes are placed in the middle of the T-section rails
sides, 0.05 m from the edges. Countersunk M16 screws of 0.07 m length were

used for attachment.
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FiGUrE C.21: Support rail with hole positions; bottom view
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F1GURE C.22: Positioning of screw holes close to the edges

The steel support was connected to the concrete foundation through 2 types
of steel brackets. Steel to concrete connection was achieved with countersunk
screws and steel to steel connection was achieved through bolting, as shown in

figures below.

The screws used to attach both brackets to the concrete foundations had slots
in the middle of the bracket, 0.03 m from the sides. Countersunk hex head M8
screws, 0.2 m long were used in all 8 locations, with total of 16 concrete to steel
SCrews.

M6 bolts were used to attach the tops of brackets 1 to the L section steel beams.
The positions of the hole was in the centre of the top bracket side. M6 bolts
with 0.04 m depth were also used in the bracket 2 to L-steel connections, with

3 bolts in series, 0.02 m apart from each other. The steel support was attached
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F1GURE C.23: Positioning of screw holes away from the edges

F1GURE C.24: Positioning of screw holes away from the edges

to the metal railing though M12, 0.07 m bolts as shown in Figure C.28
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FIGURE C.25: Bracket 1, used on the outside of steel L-sections

FIGURE C.26: Overview of steel to steel and steel to concrete
connections
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FiGURE C.27: Bracket 2, used on the inside of the steel L-
sections

Ficure C.28: Rail to steel support attachment
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C.8 Bearings for Runner Attachment

Bearings needed to hold the runner shaft in position are given in Figure C.29.

Detailed dimensions of bearings are given in Figure C.30

Ficure C.29: Shaft bearing
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Ficure C.30: Bearing dimensions; all in meters

C.9 Runner Shaft

The runner shaft is shown in Figure C.31. It features a key that connects the
runner to the shaft and prevents the relative rotation between two parts still
enabling torque transmission. The dimensions of the shaft are shown in Figure

C.32.

The runner shaft is made of stainless steel and has 0.06 m diameter. The total
length of the shaft is 0.7 m. The proposed key is of 0.05 m length and 0.008 m
width. The slots for the shaft key will be cut into either side of the runner.
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FiGurEe C.31: Runner shaft, 0.06 m diameter stainless steel
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FiGure C.32: Shaft dimensions; all in metres
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FiGurE C.33: Dimensions of shaft key slots in the runner; all
in metres
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C.10 Scaled Turbine Runners

The runners planned for field testing were designed according to runners tested
in the laboratory. Two runners were manufactured for field testing, both with
inserts presented in Chapter 4. As the diameter of the runner has been scaled
to double of the original diameter and triple for Runner F1 and Runner F2
intended for field testing. As the diameter was scaled up, the number of blades
was also scaled from 6 to 12 blades. The minimum blade clearance was kept

above 0.1 m, as concluded from laboratory test analysis.

The F1 runner is a 12 bladed runner with 0.4 m diameter, 0.5 m length and a
blade thickness of 0.01 m. The design and drawings of Runner F1 are shown in
Figure C.34 and further disk and insert drawings with dimensions are shown in
subsection C.10.1.

The F2 runner is also a 12 bladed runner with a 0.6 m diameter, 0.5 m length
and 0.015 m blade thickness. As the laboratory set up and schedule did not
allow for further runner re-design and testing, it was decided that a runner with
a blade clearance of 0.15 m will be tested in field. This runner is given in Figure

C.39, with detailed dimensions shown in subsection C.10.2

C.10.1 Runner F1

Runner F1 with 0.4 m diameter and 12 blades dimensions are given in figures

below. Dimensions of runner inserts and disks are also presented.

FiGURE C.34: 12 bladed, 0.4 m diameter runner
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FIGURE C.35: 0.4 m diameter runner dimension; all in metres

FIGURE C.36: Insert for Runner F1
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Figurg C.37: Insert for Runner F1 dimensions; all in metres

Ficure C.38: Disks for Runner F1; all in metres
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C.10.2 Runner F2

Runner F2 with 0.6 m diameter and 12 blades dimensions are given in figures

below. Dimensions of runner inserts and disks are also presented.

FiGurg C.39: 12 bladed, 0.6 m diameter runner
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FiGURE C.40: 0.6 m diameter runner dimension; all in metres

FIGURE C.41: Insert for Runner F2
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FIGURE C.42: Insert for Runner F2 dimensions; all in metres

FiGURE C.43: Disks for Runner F2; all in metres

C.11 Splash Cover

A splash cover is required in the flume to protect the generator and a torque
transducer from getting wet. The splash cover is made of acrylic and it is 0.002
m thick. The splash cover will be screwed to the flume and is easily removable,

so easy access to the runner is assured.
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FicureE C.44: Installed turbine system with a splash cover on
top

F1GURE C.45: Splash cover dimensions; all in metres
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Appendix D

Technical Sheets
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FIGURE D.1: DVE Generator
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F1GURE D.2: Futek Torque and Encoder
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