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ABSTRACT 
The implementation of automation has become a common 

occurrence in recent years, and automated robotic systems are 
actively used in many manufacturing processes. However, fully 
automated manufacturing systems are far less common, and 
human operators remain prevalent. The resulting scenario is one 
where human and robotic operators work in close proximity, and 
directly affect the behavior of one another. Conversely to their 
robotic counterparts, human beings do not share the same level 
of repeatability or accuracy, and as such can be a source of 
uncertainty in such processes.  

Concurrently, the emergence of intelligent manufacturing 
has presented opportunities for adaptability within robotic 
control. This work examines relevant human factors and 
develops a learning model to examine how to utilize this 
knowledge and provide appropriate adaptability to robotic 
elements, with the intention of improving collaborative 
interaction with human colleagues, and optimized performance. 
The work is supported by an example case-study, which explores 
the application of such a control system, and its performance in 
a real-world production scenario. 

  
INTRODUCTION 
 For several decades, the field of automation has been the 
focus of intense development and the presence of  automated 
robotic systems within the manufacturing industry has become 
ubiquitous [1]. Despite this, the human component of these 
manufacturing systems persists, as some tasks remain to 

dexterous or varied for robotic operators to perform. As such, 
these robotic operators are consistently employed to perform 
tasks with human operators as colleagues, which introduces 
variation and uncertainty into the process; as human beings are 
subject to the influence of a great many factors, which affect their 
performance in a number of ways. This work is intended to 
assess the feasibility of utilizing concepts of intelligent 
manufacturing to provide the necessary adaptability required to 
collaborate with human colleagues. Alongside the developments 
in automation, developmental advances in computer science 
have enabled increasingly advanced and capable systems, the 
capabilities of which are only just beginning to be realized and 
implemented. Crucial to the effectiveness of these advanced 
computational systems is the generation and utilization of data, 
which provides the crucial information that enables such systems 
to exhibit intelligent behaviours. The concept of intelligent 
manufacturing exists as a field of study in its own right, and a 
vast amount of work is being done to develop these capabilities. 
The application of intelligence has led to the development of 
cyber-physical systems [2], which combine computational and 
physical processes such that the embedded computers can 
autonomously predict and control processes, through 
manipulation at the physical level. Using a level of 
computational intelligence to act autonomously, and by utilizing 
available data, these systems are capable of building conceptual 
models to enable: self-awareness & prediction; [3]; self-
configuration [4]; and self-optimization [5]. These self-x factors 
are capabilities of such systems, and all of which contribute to 
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achieving higher levels of adaptability; efficiency; functionality; 
reliability; safety; and usability [6].  

Decentralization of control is the common factor enabling 
many of these self-x capabilities. centralized control 
architectures employ a hierarchal structure, which presents 
problems achieving adaptability and autonomy, as production 
processes become increasingly complex. [7, 8].  the distribution 
of computing reduces system complexity, by dividing the control 
problem down into multiple tasks distributed to a number of 
agents. Decentralization additionally facilitates collaborative 
interaction. By providing robotic entities with agency and 
embodying these agents with their own intelligence they may act 
independently and autonomously with neighbours to achieve a 
common goal [9, 10]. This embodiment, present additional 
benefits for Human-Machine-Interaction, as it influences the 
way agents interact, due to the unique nature of each agent’s 
cumulative experience. It enables agents with the same control 
structure to be more adaptable, and better select appropriate 
behaviours for multiple situations, as their responses are based 
on their own experiences. [11, 12]. 

The application of intelligence in a decentralized fashion 
necessitates interaction and collaboration between entities, each 
of which must align its own actions with others to achieve a 
common goal. Facilitating collaborative behavior has been a key 
aim of robotics research for several years, and many examples of 
robots capable of engaging in collaborative behaviours exist. 
Such robots are however typically employed in direct, physically 
oriented applications. Robots capable of learning patterns in 
motion and forces have been applied to a number of handling and 
manufacturing tasks. 

Applications include handling of large and unwieldy 
components [13], autonomous replication of advanced 
manufacturing processes, such as composite layup, oversize 
component handling, and welding fabrication, and facilitating 
safety when active in a shared workspace [14-18]. Adaptable 
behavior enabled by the learning mechanisms combines the 
flexibility and reconfigurability of humans with the strength, 
accuracy, and repeatability of their robotic counterparts.   

Such approaches demonstrate the feasibility of using a 
learning approach to account for human variability, however, 
limited work exists on how to best leverage intelligence when 
considering other human factors.  

Recent application of intelligent agents, make use of 
machine learning to automate the agent’s constituent control and 
analytical systems [19] and often employ neural networks to 
control the decision-making processes.  

Neural networks have been successfully implemented in a 
number of applications and provide a non-deterministic method 
of matching a number of input variables to an output, and for 
approximating relationships between multidimensional data. 
Their recent successes owing to capacity for analytics and 
pattern recognition; the ability to be abstracted and manage a 
large number of data inputs; and their adaptability to suit a wide 
variety of applications.  

Recent developments have resulted in a wide range of 
network structures. Recurrent networks include consideration of 

temporal patterns, and are used to process time-series data for 
pattern recognition; convolutional networks introduce multiple 
layers of abstractions and have been applied successfully to a 
number of vision-based learning and recognition tasks; and deep 
reinforcement learning is used to produce optimal policy 
generation based on simulation and experience [20-22]. A 
thorough study on the topic can be found in [23-25]. 

The utilization of neural networks as a learning model 
overlaps significantly with the field of cognitive computing a 
branch of computer science focused on replicating thought 
processes as they occur in the human brain. Typically, this is 
through the utilization of combinations of neural networks, to 
replicate cognitive processes [26, 27].  

This has potential implications for the facilitation of 
collaborative behaviour and the improvement of human-
machine-interaction. Recent work on social cognition and social 
intelligence suggests that providing intelligent robots with social 
understanding, and human-like cognitive processes and 
structures, will better enable natural and intuitive behavior when 
interacting with humans [28, 29]  

Attempts to replicate cognitive processes are frequently 
developed into cognitive architectures, which define the 
structure of control systems which enable intelligent behaviour. 
These architectures frequently include a modularized structure, 
with multiple interacting separate elements responsible for 
different aspects of cognition, analogous to the multiple lobes 
and their unique structures that form the human brain [27]. Such 
a structure facilitates the integration of low-level perceptual and 
motor control systems with higher-level knowledge extraction 
and decision-making processes [30]. Examples of such 
architectures include ACT [31], SOAR [32], and particularly, C4 
[33]. Multiple frameworks and research areas exist to best 
implement intelligent computational features to achieve a level 
of cognition, although there is little consensus and a wide 
variance in their application and capability. Additionally, many 
unresolved problems remain to be overcome, for effective 
integration and use of such methodologies, including 
reconciliation of data-semantics, connectivity, and security. 

 
Work in the field of intelligent manufacturing has led to the 

consideration of decentralization and the utilization of 
intelligence to improve manufacturing processes. These 
concepts enable adaptability through a reduction in the system 
complexity, and additionally, facilitates collaborative 
interactions, by necessitating the coordination of robotic entities 
to achieve common goals. 

Developing robotic systems capable of adaptable behavior 
can potentially mitigate the effects of the variation in 
performance of human beings and facilitate collaborative 
interactions. Consideration of the impact of human factors may 
be used to account for performance variations, and learning can 
be leveraged to provide the decentralized agents with the 
capacity to intelligently analyze and respond appropriately to 
contextual information. 

The following section presents a meta-analysis of existing 
literature on the study of human factors and their influence on 
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task performance. Human factors and their influence on 
performance has been studied for decades and is frequently 
applied from a management perspective, but it's application to 
the field of robotics and collaboration is an area of little 
enthusiasm. 
 
META-ANALYSIS OF HUMAN FACTORS INFLUENCE 
ON TASK PERFORMANCE 

Unlike their robotic counterparts, (designed with intent not 
to be afflicted by any of these factors) a multitude of factors exist 
which may affect human performance. Typically expressed 
through the lack of repeatability and accuracy, Human Operators 
are often sources of significant disruption to a system. This 
extends the variation between different human operators, as the 
aforementioned factors influence behavior and prevent 
consistent human performance for the task duration. Significant 
research has been conducted over the past century, from a 
human-factors perspective, to investigate and model the 
influence of these factors on human operators, in the 
manufacturing context: 

 
Type of Task: Perhaps the most noteworthy and biggest 

source of human performance variability is the demands and 
nature of the task being performed. Work by NASA resulted in 
the development of a framework which identified a number of 
task structures, each requiring differing combinations of physical 
and mental cognitive loading, and assessed how each type 
influences the relative impact of a number of factors associated 
with perceived workload These task demand characteristics will 
influence the way in which a number of factors, such as the task 
duration, and frustration with the task, may  influence workload 
and ultimately performance. [34, 35]. Assembly tasks typically 
combine mental and physical demands, requiring manual and 
dexterous manipulation of components. As such, they are 
influenced heavily by fatigue, will, in turn, influence the 
performance of the task. 

 
Fatigue; Of all elements considered by Human Factors 

studies, more attention has been turned to the effects and 
causation of fatigue than any other. Fatigue is commonly 
understood to exist in two distinct types: Physical, or motor 
fatigue, involving fatigue of the muscle; and cognitive, or mental 
fatigue a fatigue of the brain, resulting in the deterioration of 
cognitive functions [36]. The two types also do not occur 
independently. Work has found links between motor fatigue and 
increased nervous loading, resulting in poorer response times in 
decision-making tests, and a simultaneous decrease in motor 
control and physical function [37]; suggesting that dexterity may 
be detrimentally affected by cognitive loading.  

Fatigue is a well-studied concept, and is typically the result 
of two factors: The required amount of effort or load, and the 
time-on-task, a measure of the cumulative effects of repetitive 
task performance [38]; additional factors, including the 
interstitial period of rest and their duration, further affect the 
fatiguing mechanism. [39].  

 

Time; Fatigue also more typically refers to feelings of 
tiredness and arises as a result of sleep deprivation. The effect of 
this is clearly notable, and a number of studies have 
demonstrated the immediate and cumulative effects of sleep 
deprivation on performance [40, 41]. Sleep is a complex 
phenomenon, governed by, and serving a large number of 
physiological processes. Breaks between physical exertions can 
serve to recover the capability of the muscle, leading theories 
suggest that sleep is analogous to this period of recovery for 
mental fatigue.  Performance can also be linked to the natural 
circadian rhythms and is expressed through notable changes in 
performance dependent on the time of day, with performance 
increases often seen as the working day progresses [42]. Patterns 
in human circadian rhythms are known as chronotypes, and are 
typically expressed in terms of increased motivation and task 
performance either in the morning (larks) or at night (owls); with 
subsequent decreases when performing a task at a non-
preferential time of day [43].  Other work has demonstrated the 
existence of an observable day-of-the-week effect, with 
decreased performance on Mondays, rising through the week to 
optimal performance on Thursdays [44]. 

 
Skill Level/Experience; Learning, and the study of how 

human beings learn and adapt is a well-studied and yet frequently 
misunderstood phenomenon. The most widely accepted is the 
Learning Curve; the result of experiments in which time taken 
to complete a task, was measured for a number of repetitions, to 
represent the decrease in time taken to perform a task with 
practice. Or, when reversed, represents how proficiency 
increases with time spent performing that task. This curve is well 
known and is obviously non-linear. The concept of unit 
production cost falling with accumulated experience is well 
studied, and the rate of improvement will vary between 
individuals [45]. 
 

Environment; Environmental conditions are well studied, 
and were some of the earliest factors considered to affect 
performance and productivity; with many factors having a 
noticeable impact. There are a wide variety of environmental 
factors that may contribute; Frequently, environmental factors 
are not found to influence primary task performance, but will 
often limit the ability to perform concurrent tasks requiring an 
additional allocation of attention [46]. Variations in Temperature 
Light Levels and Noise can all influence task performance if not 
consistent, or maintained ta the appropriate level. 

 
Emotional State; The impact of emotional state on work 

performance is an understood, albeit yet largely ignored factor 
when applied to work performance. Recent work on enabling 
social cognition aims to predict emotional states from the 
observation of actions and behaviours.  The notable mention 
when considering emotional states goes to the impacts of stress, 
one of the best studied of the human emotional phenomena in 
this context. Stress and its effects are well studied [47] and are 
consistently found to have a significant detrimental impact on 
performance. Stress is closely related to frustration, a task 
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demand characteristic that is a leading factor in the perceived 
workload of a task [34]; tasks that lead to increased frustration 
propagate additional stress, compounding the detrimental effects 
on performance.  
 

Satiety & Caffeine; The link between performance and 
food intake is perhaps one of the most interesting. The biological 
actions and reactions to the complex mechanisms of hunger 
include both the physiological and cognitive domains [48, 49]. 
Study on the effects of satiety on both cognitive and motor 
performance suggest that food intake typically decreases 
performance in tasks requiring high cognitive loading. 

 
The following section presents our work on establishing 

whether the application of intelligence can alleviate the problems 
associated with human involvement in the manufacturing 
process. Theory suggests that cognitively inspired approaches 
are suited to providing adaptability, which is required to 
overcome the variability in behavior of human beings. The 
approach is hypothesized to improve collaborative behavior 
between the robotic and human elements, by enabling the robotic 
operator to alter its behavior based on its knowledge of its human 
counterpart, and its observed information.  

 
 
LEARNING MODEL FOR HUMAN PERFORMANCE 
PREDICTION 

From the existing work, there is an opportunity to reconcile 
several domains, and to leverage the underutilized knowledge 
from the human factors field, to improve the collaborative 
behavior of Robotic Operators (RO’s) within the manufacturing 
context. Our approach focuses on providing an awareness of 
human factors within a control system to provide a degree of 
context. Additionally, the utilization of learning techniques to 
establish relationships between human operator behaviour and 
the contextual human factors will enable patterns to be predicted 
and appropriate variations in robotic behaviour implemented. 

Variability in human performance is a source of uncertainty 
in the system and can lead to bottlenecking or lagging occurring 
in such human-machine-interactions if behaviours remain static 
and independent of one another.  The idle time of both the human 
and robotic components has been used as an objective measure 
of fluency in collaborative tasks, and Human Machine 
interactions often display poor fluency in fetch and-deliver type 
tasks, whereby the robotic elements are required to provide their 
human counterparts with an object [50]. 

Human beings are inconsistent creatures, and as such, any 
human-generated data is likely to be noisy, and the theoretical 
influence of these factors may vary significantly between 
individuals if present at all. Mapping the influence of these 
factors at the system level would be an arduous and 
unnecessarily complex task. By providing the robotic operators 
with agency and utilising the benefits of a Neural Network 
learning model to approximate these mappings. These 
approximations may be learned from individual operator 
working patterns. 

As previously discussed, the aim of the work is to apply 
techniques of machine learning to inform decision making based 
on observed and previously experienced data focused on human 
factors, and to integrate it with a control mechanism which can 
be used to influence robotic behaviour. Doing so requires two 
areas of development. Firstly, a simulation is developed to 
replicate a generalized interaction scenario typical of a 
manufacturing process, to serve as an isolated and controlled 
testing environment, enabling evaluation to take place in an 
isolated without any real-world implications for error. The use of 
simulation has considerable benefits over a full experimental 
implementation.  Iterative updates are much easier to implement, 
and a wide variety of scenarios and parameters can be evaluated 
and accounted for. 

 Secondly, the learning element is developed as separate 
Java code, which is then integrated with the simulation 
environment via function calls. Such a setup is inspired by the 
modular nature of established cognitive architectures. Two 
simulated experiments are then conducted, one in which the 
behaviour of the robotic operator remains static, to provide a 
control case; and another in which the behaviour of the robotic 
operator is determined by the predictive neural network. The 
following two sub-sections further detail each of these two areas.  
 
Simulation Development 

The simulation design replicates a common production line 
scenario consisting of subsequent assembly steps, focusing on 
the collaborative interactions between a single RO and a Human 
Operator (HO), working to achieve the common goal of 
assembling the product. 

The interaction examines the interaction in a generalized 
manner, considering between an upstream and downstream 
position, and a non-specific manufacturing operation defined 
only by its duration at each position. The two operators are 
separated by a conveyor that doubles as a buffer zone. This 
arrangement and the accompanying simulation model is 
illustrated in Figure.1. Such an interaction also bears similarity 
to fetch-and-deliver type interactions, where one agent must 
provide the other with an object for them to perform their task. 

The simulation was developed using AnyLogic, a Java 
Based simulation platform designed for Agent-based, Discrete 
Event and System Dynamics simulation approaches. This 
combined functionality, and the ease of integration with external 
Java Libraries, best suited the applications of this work. 

Whilst the simulation environment primarily functions as a 
platform to evaluate on-task robotic performance, it is also used 
to generate data for training the learning algorithms. The human 
component of the simulation is parameterized to replicate the 
performance of three different operators and modelling the effect 
of multiple identified human factors on their performance. A 
number of these human factors relating to fatigue are considered, 
as this has been shown to greatly influence human task 
performance.  
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The Task Duration, in this scenario, the Shift Duration (SD), 
was monitored and used to influence the performance, 
represented in the task as the Cycle Time (CT), or duration spent 
performing their assembly sub-task on each product. The Cycle 
Time was successively increased representing the decreased 
performance associated with the effects of fatigue. A Shift 
Modifier was also included, to account for the improved 
performance observed in afternoon shifts; this value is set to 1.0 
for the am shift, 0.95 for the midday shift, and 0.9, representing 
no influence for the pm shift. Additionally, each simulation run 
was modified by a Weekday Modifier, to reproduce the effects 
that weekday variation has on performance.  The effects of 
cumulative experience were considered, and may be useful when 
working with new staff, however, will be redundant once the 
Human Operator reaches a level of capability with the task. 
Environmental variables and the effects of satiety and caffeine 
intake were also not considered, as they were deemed the easiest 
to keep consistent. 

The relevant parameters used for each operator can be seen 
in Table.1. These values reflect the operator’s susceptibility to 
the studied human factors, and the appropriate degree to which 
they are affected. These values are arbitrary in our example, as 
no human operators will have a fixed response, but will 
hypothetically enable our learning model to track and account 
for these influences. Operator 1 is intended to be an experienced 
operator, with a faster than nominal CT. Performance is 
decreased by 20% however over the shift duration to account for 
fatigue. Operator 2 is intended to represent a consistent base or 
average case, with a nominal base CT, and no fatigue influence. 

Operator 3 represents a new operator, who is slower in operation, 
with moderate fatigue response. Additionally, Operators 1 and 3 
are deemed Owls and suffer from decreased morning 
performance.     

  The generated data is collated and used to form a dataset to 
train the neural network. Consideration of these data points will 
allow for the prediction of the performance of the HO by the RO, 
in advance, based on historical performance. Additionally, 
patterns in performance that are independent of the individual 
HO are more easily established, by aggregating the performance 
data for each operator into one singular dataset. A total of fifteen 
simulation runs were performed, and the data collated, for a total 
of approximately 7500 data instances. Each simulation run 
represented one day of operation, with three shifts, am midday, 
and pm. The operator assigned to each shift was varied to 
represent performance in the full range of working conditions; 
this was done every 5 shifts, representing a working week. 
Considering these variables in this way enables performance to 
be monitored, and patterns resolved over multiple timescales.  
 
Neural Network Development 

Neural Network development was done using the Java-
based DeepLearning4j (DL4J) library to facilitate integration 
with AnyLogic and enable evaluation in a dynamic task 
environment. Initial development defined a simplistic, single-
layer perceptron type network, to perform a multidimensional 
regression through the network, and provide a predicted 
numerical value for the CT of the human operator when provided 
with a new data instance. This value can then be used to inform 
the speed of movement, or the potential order of operations to 
better match the performance of the human counterpart, reducing 
the disparity and improving the fluency of the interaction.  

As is typical of machine learning tasks, initial consideration 
must be given to the dataset. The dataset generated as detailed in 
the previous section consisted of four input features, the ON, SN, 
SD, and WD attributes, which were taken as inputs, and a label 
in the form of the corresponding cycle time.  These input values 
are input to the network, passed through the hidden layers which 
encode the input/output mappings, to the output node, resulting 
in the value for the human cycle time. The structure of the 
network and the corresponding Java code is illustrated in 
Figure.2.  

Standard techniques for data preprocessing to improve 
accuracy were considered, and the dataset was collected and 
divided into a training set and an isolated test set and shuffled. 

Sigmoid activation functions were chosen, due to their wide 
use, and to enable the combined input of discrete and continuous 
data. To do this, each attribute was normalized according to its 
type, categorical values were encoded with a ‘one-hot’ 
normalization, (which treats each category as a set of binary 
input nodes, 3 values for the ON, and SN attributes, and 5 values 
for the WD, for 11 input nodes). The SD attribute, a continuous 
value, was normalized over a range of -1 to 1, to prevent 
saturation of the sigmoid activation functions. For the output 
layer, a RELU activation was chosen, to output a corresponding 
value that could be interpreted using the same normalization 

Operator 
Number 

Base Cycle 
Time 

Fatigue 
Modifier 

Weekday 
Modifier 

Shift 
Modifier 

1 40 1.2 N Y 
2 45 1 Y N 
3 50 1.1 Y Y 

TABLE. 1 PARAMETERS OF THE HUMAN OPERATORS 
USED IN THE SIMULATION. 

FIGURE.1. THE MODEL DEVELOPED IN ANYLOGIC, EACH 
CELL CONTAINS A DELAY AND DATA CAPTURE ELEMENTS. 
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weights as the training data into a prediction based on an input 
observation. Additionally, dropout was added to the hidden layer 
to help prevent overfitting.  

The neural network was trained using a backpropagation 
approach to iteratively determine appropriate weights for each 
node. The use of backpropagation requires multiple passes 
through the dataset referred to as epochs, and the specification of 
a learning rate, to effectively train the network. Additionally, the 
number of nodes to include in the hidden layer remained to be 
determined. A learning rate of 0.01 was selected to mitigate 
vanishing gradients at the expense of training time; as the output 
range was relatively small. The Epoch and Number of Hidden 
Node parameters were evaluated using an exhaustive search 
approach. The DL4J library provides functionality for 
evaluation, for the hyperparameter optimization, each evaluation 
used the isolated test set, and the Root-Mean-Squared-Error 
(RMSE) was selected as the loss function. The results are 
presented in Figure.3.   

Values for the parameters were selected based on the results 
of the parameter search. From the heatmap, it can be seen that 
some configurations are better performing than others and that 
most converge following approximately 50 training epochs, 
suggesting that further training is unnecessary and may lead to 
overfitting. A network containing 12 hidden nodes was selected 
over the 9-hidden-node configuration, as the learning rate of the 

12-node configuration is more stable; and despite the 9 node 
configurations moderately lower RMSE score.  

This network configuration was then evaluated using a 
cross-fold validation, percentage split, and the previously 
isolated test dataset. Expectedly, evaluation on the isolated test 
set was the poorest, despite the test data being of similar form to 
the training data. The generated performance report for the 
isolated dataset test set case is shown in Figure.4.  

ON TASK EVALUATION 
To more accurately assess the developed learning model, 

integration of the learning element into the simulation 
environment was necessary to evaluate the performance when 
faced with a representative task. Whilst the predictive analytical 
element is only a small contributor to the larger architecture that 
enables the emergence of intelligent behavior, its functionality 
with regards to providing reliable and accurate predictions of 
performance can be assessed. 

These predictions must be supplied in real-time, with the 
intention that they may be used to dictate and inform the larger 
decision-making processes performed by the respective agent. In 
the simulated scenario, this action will be modulating the RO’s 
speed parameter, to match its own cycle time to that of the 
current HO in the downstream position; in this way, the 
interstitial buffer zone will remain clear, and RO idle time and 
Workpiece In Progress (WIP) levels are reduced. 

The Java classes which define the Neural Network behavior 
can be packaged using Maven to produce a Java Archive file 

FIGURE.2 A) DIAGRAM OF NETWORK STRUCTURE B) JAVA CODE IMPLEMENTING THE MULTI-LAYER NEURAL NETWORK. 

A) B) 

FIGURE.4: PERFORMANCE EVALUATION RESULTS OF 
THE INITIAL NETWORK ON ISOLATED TEST SET. 

FIGURE.3 HEATMAP OF RMSE SCORES, FROM RED 
(HIGHEST) TO BLUE (LOWEST) 



 7 Copyright © 2018 by ASME 

(.jar), which can be included in the AnyLogic model as a 
Dependency to allow access to both the defined classes, and the 
larger DL4j library. Function calls can then be made to the 
Neural Network to obtain a predicted value, passing information 
about the current simulation state to the Network through the 
function parameters. The simulation used to generate data was 
further developed by including the dl4j libraries as dependencies 
and including functionality to obtain a predicted value for the CT 
of the RO using the trained neural network. The function makes 
a call to the packed java class containing the network and 
receives the predicted value.  

In the previous simulation case, the RO cycle time was fixed 
at 40 seconds. This can be seen to result in a varying period of 
time spent idle, due to the buffer being filled. The degree to 
which the variation in human performance influences this effect 
is illustrated in Figure.5, which plots the idle time and 
workpieces in progress, against time; for the total duration of the 
RO shift for both the static case, where the RO speed remains 
unchanged; and the dynamic case, where it is altered based on 
the predictions of the learning model. Shift changes occur for the 
HO’s at 7200 seconds and 14400 seconds. The idle time can be 
seen to be influenced by the WIP level, as once this reaches 11, 
10 products occupy the buffer zone, and the upstream RO must 
wait for an available buffer space to become clear before it can 
complete its operation. 

To demonstrate the application of adaptable behavior, in this 
case, the RO makes an observation of the current environment, 
and these values are passed to the learning network. The network 
(trained offline on the corpus of simulated data) returns its 
prediction, and the CT of the robotic operator is adjusted to 
match this value. Figure.5 also illustrates the Idle Time and WIP 
levels when the learning functionality is enabled.   

Whilst the WIP and RO idle time can be seen to decrease, 
the on-task evaluation of the neural network shows some 
interesting results. The performance of the network when 
evaluated using a test set suggested a suitably high correlation, 
and acceptable errors, however, this is potentially misleading 
when considering how such a model may perform on-task. When 
plotting the RO CT against the HO CT over the course of a shift, 
the network can be seen to identify the disparity in performance 
between operators, and to some degree, account for changes in 
behavior over shift duration (Figure.6). 

What can be seen, is that in the dynamic case, adaptation of 
the robotic operator behavior leads to a reduction in the idle time 
of the robotic operator, and a decreased WIP level. The reduced 
idle time can be said to improve the fluency of this interaction, 
improving the collaborative abilities of the robotic element. The 
presented case is not exhaustive, and further validation work is 
needed to fully explore the application of such an approach, and 
the challenges that it presents.  

 Despite the relatively high evaluations scores, as the range 
of output behaviours (and hence the regression target for 
learning) is small, the output value will still score highly in the 
evaluation if it approximates the mean of the output cycle times. 
Whilst a level of adaptability and predictive accuracy can be seen 
with respect to the human factors influence, the influence of 

these values on the underlying performance trends are subtle and 
may be obfuscated by the noise arising from the randomness of 
human performance. Further work on more advanced network 
architectures, to include concepts such as reccurency, may better 
be able to track the performance, taking into account sequential 
patterns as it learns, rather than trying to extrapolate them from 
the global dataset.  

The results presented indicate that such differentiation 
enables customized policies of behaviour to be enacted based on 
the observed actions of the human counterpart and that such 
adaptability may have the potential to be usefully leveraged, 
through the reduction of robotic idle time, and levels of work in 
progress. This work presents a combined approach of these 
methodologies, and supports the authors hypothesis, that 
integration of intelligent manufacturing concepts may be used to 
alleviate the uncertainty caused by human components of these 
systems, and that the adaptable behavior that they enable can be 
seen to improve the fluency of the human-machine-interaction, 
and suggests that such an approach may be well suited to aiding 
collaborative task performance. The value of this work comes 
from the consideration of two schools of thought that currently 
exist with respect to improving the management and execution 
of manufacturing processes. Firstly, principles of intelligent 
manufacturing promote adaptability as a means to overcome 
uncertainty. Secondly, the study of human factors has developed 
a great deal of knowledge with regards to human behavior and 
the influence of numerous factors on task performance. 
Leveraging this knowledge can be used to inform adaptable 
behavior and enable collaborative behaviours to be enacted in 
response to human behaviours. 

The presented solution is able to differentiate between 
multiple operators with limited development, although the sheer 
possibility of variation between human beings, and the number 
of inherited challenges from the many fields involved makes 
validation a difficult task. Certainly, the next stage of this work 
must be to begin evaluation using real-world data, complete with 
the challenges that this presents. In addition, a more detailed 
study is required to fully validate this method across a wider 
range of tasks and scenarios that may potentially be encountered. 

As mentioned previously, the work presented is not 
exhaustive, and further work is planned to further investigate 
how to leverage the knowledge created using the learning 
approach. Multiple future predictions may be combined and used 
to influence behaviour, and multiple other factors may be 
combined into the decision-making process.  

Much other work has been done within the field of cognitive 
computing and neuroscience, suggesting that other intelligent 
functions, including memory and perception, share the modular 
nature of analytical thinking. Further work could seek to 
reconcile the strengths of multiple types of network, such as 
convolutional nets for vision processing, or recurrent nets for 
more complex representations of memory, to facilitate additional 
intelligent functions and incorporate them into the control 
system.  
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CONCLUSIONS 
The aim of the presented research was to further understanding 
of how to better enable collaborative, intelligent behavior in 
human-robot-interaction within the manufacturing context. A 
crucial element of this is the ability to understand how associated 
human factors may lead to unstable and varied performance in 
human colleagues. The presented, solution, whilst not fully 
representative, demonstrates that a simplistic model is able to 
make appropriate predictions to inform decision making, and the 
exhibition of adaptable, and autonomous behavior for working 

with different operators; and to do so in a real-time setting. The 
work highlights the benefits in terms of collaborative behaviour 
that the application of intelligence within manufacturing 
facilitates. 

This work combines elements of many fields, and as such, 
inherits a number of unresolved issues. Establishing optimal 
behaviours will most likely require appropriate consideration of 
additional agents in the system, and a measure of combined 
influence, both of the action of others on the intelligent agent, 
but also the intelligent agents own actions on others.   

FIGURE.6: RO CT AND HO CT OVER TIME. RANDOM ELEMENT SEEDS ARE CHANGED BETWEEN 
RUNS, ENSURING APPROPRIATE VARIABILITY WHEN THE SAME CONDITIONS ARE IMPOSED. 

FIGURE.5: IDLE TIME AND WIP AGAINST SHIFT DURATION, FOR BOTH STATIC AND DYNAMIC BEHAVIOR 
CASES. 
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Despite the capacity to reduce the time spent idle and the level 
of work in progress, the network is still susceptible to inaccuracy 
and is less capable of fully establishing the influence of human 
factors. Additional consideration must be given to factors 
associated with processing real-world data, noise, missing 
values, and additional randomness associated with Human-
Beings as yet unaccounted for. This work represents a portion of 
a larger and ongoing project on the application of learning to 
facilitate intelligent behavior, and extensive further research is 
planned to investigate these areas further.   
 

NOMENCLATURE 
 
CT = Cycle Time 
HO = Human Operator 
RO = Robot Operator 
ON = Operator Number 
SN = Shift Number 
SD = Shift Duration 
WD = Weekday 
WIP = Workpieces In Progress 
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