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Abstract

Idioms are multi-word expressions which hold a literal and figurative meaning which is

conventionally understood by native speakers. Their overall meaning, often, cannot be

deduced from the literal meaning of their constituent words. Sentiment analysis, also

referred to as opinion mining, aims to automatically extract and classify sentiments,

opinions, and emotions expressed in text. The research in this thesis is motivated by

the fact that idioms, which often express an affective stance towards an entity or an

event, are not featured systematically in sentiment analysis. To estimate the degree

to which the inclusion of idioms as features may improve the results of traditional

sentiment analysis, we compared our results to two state-of-the-art sentiment analysis

approaches. Firstly, we collected a set of idioms that are relevant to sentiment analysis,

i.e. those that can be mapped to an emotion. These mappings were obtained using a

crowdsourcing approach. Secondly, to evaluate the results of sentiment analysis, we

assembled a corpus of sentences in which idioms are used in context. Each sentence

was annotated with an emotion, which formed the basis for the gold standard used

for the comparison against the baseline methods. The classification performance was

improved by almost 20 percentage points.

Given the positive findings from our initial experiments, the main limitation was the

significant knowledge-engineering overhead involved in hand-crafting lexico-semantic

resources used to support idiom-based features. To minimise the bottleneck associated

with the acquisition of such resources, we scaled up our original approach by automat-

ing their engineering. Subsequently, these resources were used to replace the manually
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engineered counterparts of such features in the originally proposed method. The fully

automated approach outperformed the two baseline methods by 7 and 9 percentage

points. These improvements, however, were poorer in comparison to those achieved

in the initial study. Nevertheless, we have demonstrated, not only can idiom-based

features be automatically engineered, but they too, improve sentiment classification

results, when such features are present.

Taking a long-term view of the research in this thesis, we want to address the lim-

itations of state-of-the-art sentiment analysis approaches by focusing on a full range

of emotions, rather than sentiment polarity. However, there is no consensus among

researchers on a standardised framework for classifying emotions. Proposing such a

framework would be a major contribution to the field of sentiment analysis, as it would

stimulate its evolution into fully-fledged emotion classification and allow for system-

atic comparison of independent studies. With this goal in mind, we investigated the

utility of different classification frameworks for sentiment analysis. A comprehensive

statistical analysis of our experimental results provided explicit evidence that, in re-

lative terms, six basic emotions are best suited for sentiment analysis. However, we

identified the major shortcoming of oversimplifying positive emotions.



ix

Contents

Acknowledgements v

Abstract vii

Contents ix

List of Publications xv

List of Figures xvii

List of Tables xix

List of Acronyms xxiii

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Research Hypotheses and Contributions . . . . . . . . . . . . . . . . 4

1.3 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Review Example 9



x Contents

2 Background 11

2.1 Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1.1 User-Generated Content . . . . . . . . . . . . . . . . . . . . 12

2.1.2 Sentiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.2.1 Opinion and Subjectivity . . . . . . . . . . . . . . 16

2.1.2.2 Emotion and Affect . . . . . . . . . . . . . . . . . 19

2.1.3 Levels of Analysis . . . . . . . . . . . . . . . . . . . . . . . 20

2.1.3.1 Document Level . . . . . . . . . . . . . . . . . . . 20

2.1.3.2 Sentence Level . . . . . . . . . . . . . . . . . . . . 21

2.1.3.3 Word and Phrase Level . . . . . . . . . . . . . . . 21

2.1.3.4 Concept Level . . . . . . . . . . . . . . . . . . . . 22

2.1.3.5 Aspect Level . . . . . . . . . . . . . . . . . . . . . 23

2.2 Representation of Sentiment . . . . . . . . . . . . . . . . . . . . . . 23

2.2.1 Sentiment Polarity . . . . . . . . . . . . . . . . . . . . . . . 24

2.2.2 Emotion Classification Frameworks . . . . . . . . . . . . . . 24

2.2.2.1 Categorical Representation of Emotion . . . . . . . 24

2.2.2.2 Dimensional Characterisation of Emotion . . . . . 26

2.2.2.3 Hierarchical Organisation of Emotion . . . . . . . . 31

2.3 Feature Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3.1 Features of Sentiment Analysis . . . . . . . . . . . . . . . . 33

2.3.1.1 Unigrams, Bigrams, and N-grams . . . . . . . . . . 34

2.3.1.2 Negation . . . . . . . . . . . . . . . . . . . . . . . 35



Contents xi

2.3.1.3 Other Textual Conventions . . . . . . . . . . . . . 36

2.3.1.4 Part of Speech (POS) . . . . . . . . . . . . . . . . 36

2.3.1.5 Figurative Language . . . . . . . . . . . . . . . . . 37

2.3.1.5.1 Idioms . . . . . . . . . . . . . . . . . . . 37

2.3.2 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . 43

2.3.2.1 Bag-of-Words . . . . . . . . . . . . . . . . . . . . 43

2.3.2.2 Feature Weighting . . . . . . . . . . . . . . . . . . 44

2.4 Classification of Sentiment . . . . . . . . . . . . . . . . . . . . . . . 45

2.4.1 Lexicon-Based Approach . . . . . . . . . . . . . . . . . . . . 45

2.4.1.1 Lexical Resources . . . . . . . . . . . . . . . . . . 47

2.4.2 Machine Learning Approaches . . . . . . . . . . . . . . . . . 49

2.4.2.1 Supervised Machine Learning Approaches . . . . . 49

2.4.2.1.1 Annotating Data . . . . . . . . . . . . . . 49

2.4.2.1.2 Supervised Machine Learning Classifiers . 50

2.4.2.1.3 Evaluation Measures . . . . . . . . . . . 52

2.4.2.2 Unsupervised Machine Learning Approaches . . . . 54

2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3 Idioms as Features of Sentiment Analysis 59

3.1 Constructing an Idiom Corpus . . . . . . . . . . . . . . . . . . . . . 60

3.1.1 A Selection of Emotionally Charged Idioms . . . . . . . . . . 60

3.1.2 Constructing a Corpus of Idioms Used in Context . . . . . . . 61



xii Contents

3.2 Crowdsourcing of Sentiment Annotations . . . . . . . . . . . . . . . 63

3.2.1 Annotation Scheme . . . . . . . . . . . . . . . . . . . . . . . 63

3.2.2 Annotation Process . . . . . . . . . . . . . . . . . . . . . . . 64

3.2.3 Annotation Results . . . . . . . . . . . . . . . . . . . . . . . 66

3.2.4 Gold Standard . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.3 Recognising Idioms in Text . . . . . . . . . . . . . . . . . . . . . . . 68

3.3.1 Modelling Idioms with Regular Expressions . . . . . . . . . . 68

3.3.2 Negation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.4 Including Idioms as Features in Sentiment Analysis . . . . . . . . . . 70

3.4.1 Feature Selection . . . . . . . . . . . . . . . . . . . . . . . . 71

3.4.2 Sentiment Classification . . . . . . . . . . . . . . . . . . . . 74

3.5 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4 Scaling Up the Extraction of Idiom-Based Features 81

4.1 Inducing Pattern-Matching Rules . . . . . . . . . . . . . . . . . . . . 82

4.1.1 Inflection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.1.2 Open Slots . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.1.3 Modification . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.1.4 Passivisation . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.1.5 Distribution Over Multiple Clauses . . . . . . . . . . . . . . 85

4.1.6 Other Variations . . . . . . . . . . . . . . . . . . . . . . . . 86



Contents xiii

4.2 Applying Automatically Generated Idiom Recognition Rules . . . . . 86

4.3 Extracting Sentiment from Idiom Definitions . . . . . . . . . . . . . 87

4.3.1 Off-the-Shelf Sentiment Analysis . . . . . . . . . . . . . . . 88

4.3.2 Identifying Affective Concepts . . . . . . . . . . . . . . . . . 90

4.3.2.1 Feature Generalisation . . . . . . . . . . . . . . . . 92

4.3.2.2 Clustering . . . . . . . . . . . . . . . . . . . . . . 93

4.3.2.3 Mapping Affects to Sentiment Polarities . . . . . . 97

4.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5 Comparison of Emotion Classification Frameworks for Sentiment Ana-

lysis 105

5.1 Emotion Classification Frameworks . . . . . . . . . . . . . . . . . . 106

5.2 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.2.1 Constructing an Emotionally Charged Corpus . . . . . . . . . 108

5.2.2 Crowdsourcing of Sentiment Annotations . . . . . . . . . . . 111

5.3 Utility Analysis: A Human Perspective . . . . . . . . . . . . . . . . . 114

5.3.1 Inter-Annotator Agreement . . . . . . . . . . . . . . . . . . . 114

5.3.2 Establishing the Ground Truth . . . . . . . . . . . . . . . . . 117

5.3.3 Correspondence Analysis . . . . . . . . . . . . . . . . . . . . 120

5.3.4 Annotator’s Perception . . . . . . . . . . . . . . . . . . . . . 125

5.4 Utility Analysis: A Machine Perspective . . . . . . . . . . . . . . . . 130

5.4.1 Cross-Validation Experiments . . . . . . . . . . . . . . . . . 130



xiv Contents

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6 Conclusions & Future Work 139

6.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

Bibliography 145



xv

List of Publications

Some of the work introduced in this thesis is based on the following publications:

[226] Lowri Williams, Christian Bannister, Michael Arribas-Ayllon, Alun Preece &
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1

Chapter 1

Introduction

“Curiosity killed the cat.”

The proliferation of textual user-generated content (e.g. product reviews) on the Web

2.0 provides opportunities for a range of practical applications that require opinions

(e.g. market research) as an alternative, or a supplement, to more traditional qualit-

ative research methods, such as surveys, interviews, and focus groups. However, the

sheer scale of text data acquired from the web poses challenges to qualitative analysis.

Text mining has emerged as a potential solution to the problem of information over-

load associated with reading vast amounts of text originating from diverse sources. In

particular, sentiment analysis, also referred to as opinion mining, aims to automatically

extract and classify sentiments, opinions, and emotions expressed in text.

Most research in this domain considers sentiment analysis as a classification problem,

in which sentiment bearing text segments (e.g. phrases, sentences or paragraphs) are

classified in terms of their polarity (positive, negative or neutral). Some domains, how-

ever, require further differentiation between these classes, and associate text segments

with specific emotions (e.g. happiness, sadness, anger, etc.).

The written expression of sentiment relies on words and the creative use of language

which may infer or increase its salience. Strapparava & Mihalcea [195] note, that in

discourse, each lexical unit, whether it be a word or a phrase, has the ability to contrib-

ute useful information regarding the sentiment that is being expressed. Features used
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to support sentiment analysis include words, their Part-of-Speech (POS), syntactic de-

pendencies, and negation. Most commonly, sentiment bearing words, or opinionated

words that convey a subjective bias, are identified by using specialised lexicons (e.g.

WordNet-Affect (WNA) [196]), and used to classify sentiment. An alternative ap-

proach to classifying sentiment, is the dynamic calculation of a word’s semantic ori-

entation based on its statistical association with a set of positive and negative paradigm

words [211].

Other, more complex, features have included linguistic models based on lexical substi-

tution, n-grams, and phrases. Using an n-gram graph based method to assign sentiment

polarity to individual word senses, experiments have implied that figurative language

(i.e. the language which digresses from literal meanings) not only conveys sentiment,

but drives the polarity of a sentence [170].

1.1 Motivation

Although the value of phrase-level and figurative language features have been acknow-

ledged in sentiment analysis, few approaches have extensively explored idioms as fea-

tures of this kind.

Idioms (e.g. happy as Larry, over the moon, raining cats and dogs, etc.) are multi-

word expressions, or phrases, which hold a figurative or literal meaning, often both,

which is conventionally understood by native speakers. Their overall meaning, often,

cannot be deduced from the literal meaning of their constituent words.

The research in this thesis is motivated by two matters of principle. Firstly, idioms

often imply an affective stance towards an entity or an event [24] (e.g. have kittens

is used to refer to an extreme worry, or fear). This implies that an idiom itself may

be sufficient in determining the underlying sentiment of its context. In fact, the error

analysis of sentiment classification results often reveals that the largest percentage of
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errors are neutral classifications when idioms are explicitly used to express sentiment

[13], as idioms hold their meaning as a single semantic unit [20, 25, 56].

Whilst idioms have been extensively studied across many disciplines, such as linguist-

ics and psychology, they are under-represented in sentiment analysis, primarily because

there is no comprehensive knowledge base that systematically maps them to their sen-

timent. Moreover, to be included as features in sentiment analysis, idioms need to be

recognised in text. Whereas frozen idioms can be recognised using a simple lexicon

approach, other idioms are known to be syntactically flexible, often containing inflec-

tion and nominalization, which make their occurrences more difficult to automatically

identify in text.

Taking a long-term view of the research in this thesis, we want to address the lim-

itations of state-of-the-art sentiment analysis approaches by focusing on a full range

of emotions, rather than sentiment polarity. However, there is no consensus among

researchers on a standardised framework for measuring, conceptually organising, rep-

resenting, and classifying emotions. Proposing such a framework would be a major

contribution to the field of sentiment analysis, as it would stimulate its evolution into

fully-fledged emotion classification and allow for systematic comparison of independ-

ent studies.

There is a large number of overlapping natural language expressions that can be used

to describe, express, or refer to emotions [187, 27]. Therefore, emotion classification

requires a standardised framework to represent emotion [117, 181]. Multiple classi-

fication frameworks have been proposed, with the main tension in the literature being

whether emotions can be defined as discrete, universal categories of basic emotions

(e.g. anger, sadness, happiness), whether they are characterised by one or more di-

mensions incorporating aspects of valence, arousal or intensity, or whether they are

organised hierarchically. No study has investigated the utility of existing classification

frameworks in the context of sentiment analysis. The absence of such studies hinders

research in sentiment analysis from progressing into fine-grained approaches to emo-
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tion classification not least due to an inability to establish measurable benchmarks for

state-of-the-art.

1.2 Research Hypotheses and Contributions

In this Section, we outline the hypotheses and the main research contributions presen-

ted in this thesis. We believe that three significant contributions have been made, in

which our experimental results serve to support our hypotheses.

The research in this thesis is motivated by the under-representation of idioms in senti-

ment analysis. We hypothesise that the inclusion of idiom-based features will reduce

misclassification of sentiment when such features are present. Our primary contribu-

tion is supported by our experimental results, which demonstrate the value of idioms

as features of sentiment analysis, by showing that the presence of idiom-based

features in traditional sentiment analysis approaches significantly improves sen-

timent classification results.

In addition to the experimental results gained from this study, the assembled lexico-

semantic resources can support further research into the subject. They include a com-

prehensive collection of 580 idioms manually annotated with sentiment polarity, which,

to our knowledge, represents the largest lexico-semantic resource of this kind to be util-

ised in sentiment analysis. We implemented a set of local grammars that can be used

to recognise occurrences of these idioms in text. Additionally, we assembled a corpus

of 2,521 sentences with a wide range of idioms in context. Similarly to the idioms

themselves, this corpus was also annotated with sentiment polarity, which can be used

in systematic evaluations of sentiment analysis approaches that claim to use idioms as

features.

The main limitation of the proposed approach is the significant knowledge-engineering

overhead involved in hand-crafting local grammars for the recognition of idioms in

text, as well as the manual effort associated with acquiring the sentiment polarity of
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idioms. This means that, although our collection of idioms is comprehensive, it is

still not representative of all relevant idioms. Having already provided evidence of

the significance of idioms in sentiment analysis and the viability of their use as fea-

tures, we wanted to generalise the original approach without resorting to further manual

knowledge engineering. To minimise the bottleneck associated with the acquisition of

lexico-semantic resources, we scaled up our original approach, by automating their en-

gineering. In this case, we hypothesise that idiom-based features can be automatically

engineered and used to support sentiment analysis. More specifically, we hypothes-

ise that the canonical, or dictionary form of an idiom, can be used to automatically

derive the variations of their occurrences in text. Additionally, we hypothesise that it

is possible to automatically extract sentiment polarity of an idiom from its dictionary

definition. This hypothesis is supported by experimental results, which demonstrate

that automatically engineered idiom-based features improve the results of senti-

ment analysis, when such features are present. This approach allows existing idiom

dictionaries aimed at English language learners, to be re-purposed for sentiment ana-

lysis.

One of our research interests is to further advance the field of sentiment analysis by

expanding it beyond mere sentiment classification. However, we identified a lack of

consensus among researchers on a standardised framework of emotion. Our research

contribution here is an investigation into the utility of emotion classification frame-

works for sentiment analysis. Our goal is to identify an appropriate classification

framework in terms of completeness and complexity. We therefore investigated the

utility of such frameworks, by exploring their ease of use by human annotators, as well

as the performance of supervised machine learning algorithms when they were used to

annotate training data.

To quantitatively measure their utility from a human annotator perspective, we meas-

ured Inter-Annotator Agreement (IAA). Assuming that classification frameworks with

a better balance between completeness and complexity are easier to interpret and use,
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we hypothesise that, when a correct class is available, unambiguous and readily identi-

fiable, the likelihood of independent annotators selecting that particular class increases,

thus leading to higher IAA. Higher IAA, however, does not necessarily mean that a

framework has sufficient coverage of the emotion space. To complement our findings,

and to illustrate the difference in the coverage of different frameworks, we performed

correspondence analysis of annotations across each framework. Additionally, we con-

ducted thematic analysis on semi-structured interviews, to gain a qualitative insight

into how annotators interact with and interpret each framework.

To explore how well text classification algorithms can learn to differentiate between

the classes within a given framework, we evaluated their performance when the corres-

ponding annotations are used to train the classification model. Our hypothesis here is a

general one; if the class distribution is imbalanced, and the degree of overlap among the

classes is high, then classification performance is negatively affected [161]. We further

explore the classification performance across each framework by analysing the con-

fusion matrices, which show how the automatically predicted classes compare against

the actual classes from the gold standard.

Our findings from this investigation demonstrate that six basic emotions [51] were

ranked the highest in both criteria, and are therefore best suited for sentiment analysis.

However, both quantitative and qualitative analysis highlighted the major shortcoming

of oversimplifying positive emotions, which are all conflated into a single category,

happiness. This work supports further investigation into ways of extending basic emo-

tions to encompass a variety of positive ones. As with our primary contribution, the

datasets from this investigation provide resources that can support further research into

fine-grained approaches to emotion classification and sentiment analysis. This includes

an assembled corpus of 500 emotionally charged text documents that have been annot-

ated with emotions from six comprehensive classification frameworks.
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1.3 Thesis Structure

The remaining Chapters are organised as follows:

• Chapter 2 - Background - Introduces sentiment analysis, as well as its compris-

ing topics, and the key concepts related to this research.

• Chapter 3 - Idioms as Features in Sentiment Analysis - Investigates how the

inclusion of idioms as features impact the results of traditional automated senti-

ment analysis approaches.

• Chapter 4 - Scaling Up the Extraction of Idiom-Based Features - Scales up our

approach in Chapter 3, to automate the engineering of lexico-semantic resources

that support the use of idioms in sentiment analysis.

• Chapter 5 - Comparison of Emotion Classification Frameworks for Sentiment

Analysis - Investigates the utility of different classifications frameworks for sen-

timent analysis.

• Chapter 6 - Conclusion - Concludes the thesis by summarising our contributions

and findings, as well as highlighting proposals of future work.
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Review Example

We use the following headphone review to illustrate examples throughout Chapter 2.

A number is associated with each sentence for reference.

“(1) These headphones sound great with my iPod and my MacBook, and have

superb clarity, treble and bass. (2) I recently bought the Sony MDR-V300 head-

phones, and these are much better! (3) The sound is much clearer, compared to

the Sony which has too much bass in my opinion. (4) However, they are much

more uncomfortable to wear for extended periods of time than the Sony.” [5]
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Chapter 2

Background

“Scratching the surface.”

There exists substantial research on the subject of sentiment analysis, which, due to the

proliferation of the Web 2.0 and its surrounding applications, has received considerable

attention over the last decade. Sentiment analysis aims to automatically extract and

classify sentiments, opinions, and emotions expressed in text [109, 134]. The field

of sentiment analysis, which encompasses Natural Language Processing (NLP) and

text mining - the computational task of analysing and processing natural language,

has become a very active research area, as it coincides with the rapid growth and the

availability of informal and opinionated textual user-generated content on the web.

This Chapter provides an overview of sentiment analysis. More specifically, it is di-

vided into the following main sections: Section 2.1 defines the aims and objective

of sentiment analysis, as well as providing context for its applications. Section 2.2

discusses how the related notions of sentiment and emotions are represented in this

domain. Section 2.3 reviews the features used to identify sentiment in text, as well

as the means of extracting these features. Specifically, we discuss idioms, and their

role in sentiment analysis. Section 2.4 reviews both state-of-the-art machine learn-

ing approaches to sentiment analysis. Finally, Section 2.5 summarises the main topics

discussed in this Chapter.
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2.1 Sentiment Analysis

The proliferation of textual user-generated content on the web (e.g. product reviews,

social media, blog posts, etc.) presents us with a wealth of information about people’s

opinions, which can influence some of our own decisions (e.g. “Should I buy this

product if this review says that it broke soon after another buyer bought theirs?”).

However, the sheer scale of text data available on the web impairs our ability to identify

the most relevant information in real time.

Text mining has emerged as a potential solution to the problem of information overload

that is associated with reading vast amounts of text originating from diverse sources.

In particular, sentiment analysis, often referred to as opinion mining, aims to automat-

ically identify, extract, summarise, and/or categorise opinions, evaluations, appraisals,

attitudes, and emotions expressed within text [109, 134].

2.1.1 User-Generated Content

Opinions are central to almost all human activity, as they may influence the behaviour

of others. If we need to make a decision, we are interested in other people’s opin-

ions. As individuals, for example, we want to know the opinions of existing users of a

product before purchasing it, or others’ opinions about political candidates before mak-

ing a voting decision in an election. In business, companies and organisations acquire

public opinions for marketing purposes, public relations, and political campaigning

[110].

In the past, when an individual needed an opinion, they would ask friends and family

members. When a company or organisation needed public or consumer opinions, it

conducted surveys, opinion polls, and focus groups. With the proliferation of the Web

2.0, there came textual reviews, forum discussions, blogs, micro-blogs, comments, and

postings on social networking sites, all generated by us, the users. These forms of me-

dia, collectively referred to as user-generated content, have produced an important shift
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in the way in which people communicate and share textual knowledge and information,

which influence social, political, and economic behaviour worldwide [129].

Sentiments, evaluations, and reviews are becoming very much evident with the grow-

ing interest in e-commerce, which is a prominent source of expressing and analysing

opinions. Nowadays, customers on e-commerce sites, such as Amazon1, mostly rely

on reviews posted by other customers. For instance, in the Review Example (see page

9), we can be satisfied in deciding on purchasing the headphones, following a review

describing a customer’s positive experience in using the product.

In business, companies have increasingly realised that consumer voices influence and

shape the opinions of other consumers and, ultimately, their brand loyalties and pur-

chase decisions. In turn, customers’ opinions are analysed for market research. For

example, if a product seller is receiving negative feedback, in the interest of their repu-

tation, the service provider might remove or suspend the seller. As well as product

reviews, the web abounds with reviews for all kinds of services, ranging from restaur-

ants (e.g. Yelp2), holiday destinations (e.g. Trip Advisor3), and films (e.g. IMDb 4 and

Rotten Tomatoes5).

Online media and social networking sites (e.g. Facebook6 and Twitter7) are also used

for public self-disclosure. These open platforms provide and encourage users to in-

teractively express their thoughts on global and personal issues across their social net-

work, in real time. Most recently, users are expressing their opinions and sharing their

experiences regarding the services they use and the products they buy on such social

media sites. Companies have increasingly turned to social media to analyse and re-

spond to consumer opinions.

1https://www.amazon.co.uk/
2https://www.yelp.com
3https://www.tripadvisor.co.uk/
4http://www.imdb.com/
5https://www.rottentomatoes.com/
6https://www.facebook.com/
7https://twitter.com/
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Aside from short, mostly informal, social posts and product reviews, blogs have also

emerged as a platform for expressing self-disclosure. Blogs are frequently updated

series of archived posts, typically in reverse-chronological order. They may vary

widely in nature and content, and have featured extensively in the popular media, en-

tering political campaigns, news organisations, and businesses. As they have grown

in popularity, they are often portrayed as online diaries or personal journals, often ex-

pressing sentiment towards more pensive subjects, such as health related topics. For

example, Claire Greaves [71] openly blogs about her experiences with mental health,

a subject which is surrounded by stigma.

Along with news media sites (e.g. BBC News8), such platforms offer a commenting

feature, which prompts discussions within online social communities, where users are

able to respond and contribute their experiences. This produces a stream of real time

opinionated data, which can be used for applications which aim to, for example, predict

election outcomes (e.g. [208]) and stock market direction (e.g. [3, 96]).

In its own right, user-generated content represents a rich source of information. The

increasing popularity of publishing personal texts suggests that opinionated informa-

tion is becoming an important aspect of the textual data on the web [207]. These forms

of media serve as a platform to extract heterogeneous opinions that are publicly pub-

lished by users from diverse societies. Due to the ever-growing volume of this type

of information, the analysis of sentiments and opinions on a large scale is impractical

without automatic classification and aggregation.

As a response, sentiment analysis methods and their applications have flourished in

recent years. Such applications have spread across several domains, such as politics,

finance, and health care [110].

The recent role of social media has produced several studies on the mining of online

political speech [123]. Sentiment analysis has been used to understand voters’ opinions

(e.g. [103, 133]), to clarify what public figures support or oppose (e.g. [205]), tracking

8http://www.bbc.co.uk/news
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discussion on political debates (e.g. [45]), predicting election outcomes (e.g. [208]),

and determining whether news sources are biased in covering one political party more

than another (e.g. [108]). Such applications help enhance the quality of the inform-

ation that voters have access to during a political campaign, supporting their voting

decisions.

Sentiment analysis has also been utilised in finance. Existing studies in this domain

have focused on the relationship between the general mood of the public expressed on

social media and the stock market direction (e.g. [22]), the sentiment expressed by

expert investors on financial blog sources (e.g. [141]), and the opinions expressed on

traditional news and finance media (e.g. [3, 96]). Such applications support financial

and economic experts in identifying shifts in the markets. This provides a wider un-

derstanding about corporates, and a base to support economic knowledge in decision

making, such as risk estimation before making an investment [73].

In health care, understanding a patient’s experience is central to improving the qual-

ity of care they may receive in the future. Traditional measures for collating this in-

formation include surveys or structured questionnaires which ask specific and limited

questions, and are expensive to administer. Patients have begun to report their health

care experiences on the web in the form of blogs, social media postings, and health

care rating websites. Existing studies in this domain vary, having focused on automat-

ically analysing patient opinions and satisfaction ratings for services such as the UK’s

National Health Service (e.g. [4, 28]), estimating the sentiment of forum posts written

by cancer survivors, as well as studying the changes in these forum members and their

sentiments during their treatment [164], and the sentiment expressed in suicide notes

(e.g. [191, 155]), which can be used to support online suicide prevention services.
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2.1.2 Sentiment

In order to explain the goal of sentiment analysis and different approaches towards

achieving this goal, we first need to define the notion of a sentiment. Sentiment is

often defined as a reflection of our attitudes, thoughts, opinions, or emotions towards

an entity or an event [207, 134]. These terms, which are related to human subjectivity,

are often understood similarly and used interchangeably in NLP [134]. Sentiment

analysis is, therefore, often alternatively referred to as opinion mining, review mining,

attitude analysis, appraisal analysis, subjectivity classification, and affective computing

[129, 150].

There are notable differences between the meaning of emotions, opinions, and sen-

timents [207]. Munezero et al. [134] generally define emotion as our subjective,

pre-conscious social expressions of feelings, influenced by culture. An opinion is a

transitional concept based on objective and/or subjective probabilities of information,

which reflect our attitude towards an entity or an event. On the other hand, sentiments

are different from opinions in that they reflect our feelings or emotions, which may not

always be directed towards an entity.

In Section 2.1.2.1 and Section 2.1.2.2, we focus on the concepts of opinion and sub-

jectivity, and emotion and affect respectively. The discussions will be confined to a

description of these notions, and studies related to recognising these notions in written

text.

2.1.2.1 Opinion and Subjectivity

A word that often expresses sentiment is ‘opinion’. Liu [109] and Kim & Hovy [92]

define an opinion as a combination of four factors (entity, holder, claim, and sentiment),

in which the opinion holder may believe a claim about an entity, and in many cases,

associate a sentiment with that belief. For instance, in the Review Example, sentence
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(2) demonstrates a holder’s opinion, claiming an overall positive sentiment towards the

headphones, i.e. the entity.

There are two types of opinions: regular opinions and comparative opinions [88]. A

regular opinion expresses a sentiment towards a particular entity, or an aspect of the

entity. For example, sentence (1) expresses a positive sentiment towards the aspect

of the headphone’s sound quality. Regular opinions can directly/explicitly (e.g. “The

headphones are uncomfortable to wear.”), or indirectly/implicitly (e.g. “After wear-

ing the headphones, my ears started ringing.”), express a sentiment towards an entity

[110]. On the other hand, a comparative opinion compares multiple entities based on

some of their shared aspects, e.g. sentence (4) compares the headphones with another

brand based on their comfort, and expresses a preference towards the other headphones.

Regular opinions have been the main focus of research, as their explicit nature is much

easier to detect and classify [110].

A factor to consider in the construction of an opinion is its holder. We can look at an

opinion from two perspectives: the author (opinion holder) who expresses the opinion,

and the reader (opinion reader) who interprets the opinion. The opinion reader may

stand with, or against the opinion of its holder. For example, the author of “The sound

quality is great.” is expressing a positive opinion, whereas another reader, who also

has the same headphones, may disagree. Most of the research in this domain assumes

that the opinion is that of the opinion holder [110].

Unlike factual and objective expressions, sentiments and opinions share an important

characteristic: they are both subjective. Wiebe [220, 222] centred the idea of sub-

jectivity around that of a private state, which is defined by Quirk [166] as “a state

which encloses sentiment, opinions, emotions, evaluations, beliefs, and speculations,

which is not open to objective observation or verification”. For example, sentence (3)

expresses both objective (“The sound is much clearer”) and subjective (“compared to

the Sony which has too much bass in my opinion”) expressions. Similar to opinions,

subjective statements may not always have an associated sentiment (e.g. “I think the
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headphones are broken” is a subjective sentence with no explicit sentiment, yet a negat-

ive sentiment can be implied). Conversely, objective statements may not contain words

which explicitly express a sentiment, but it may be implied (e.g. in sentence (3), “The

sound is much clearer” states a desirable fact that implies a positive sentiment) [109].

Sentiment analysis may be viewed as a text classification problem, which can be di-

vided into two sub-tasks: identifying whether the state is subjective or objective (sub-

jectivity analysis), and classifying the orientation of a subjective text segment (opinion

mining) [109, 207].

For some sentiment analysis applications, before determining the orientation of the

sentiment, it is important to distinguish whether a text is subjective or not, or identify

which portions of the text are subjective. Subjectivity analysis is the task of identifying

when a private state is being expressed, and identifying related attributes of it, such as

who is expressing it, about whom or what it is being expressed, the orientation of it, etc.

[150, 14]. Early research solved subjectivity classification as a standalone problem, i.e.

not for the purpose of sentiment classification. In more recent research, some studies

treated subjectivity classification as the first step of sentiment classification, by using

it to remove objective sentences which are assumed to express or imply no opinion

[110].

A popular task which often denotes sentiment analysis, and a subsequent task to sub-

jectivity analysis once a statement is classified as being subjective, is opinion mining.

Opinion mining is a recent sub-discipline of information retrieval and computational

linguistics [53]. As opposed to focusing on the topic being discussed, opinion min-

ing is a task which focuses on the opinions that are expressed on a particular topic,

and classifying the orientation of this opinion (e.g. whether the expressed opinions are

positive or negative) [207]. Several applications (e.g. determining whether a product is

received well by customers) require the study of opinions expressed by many people,

as, due to their subjective nature, analysing the opinion from a single person is often

insufficient where decision making is concerned [110].
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2.1.2.2 Emotion and Affect

Besides opinion, ‘affect’ and ‘emotion’ are often used to refer to sentiment. Affect

is generally described as a predecessor to emotion, which is defined as our subject-

ive, pre-conscious social expression of feelings, influenced by culture [134]. In this

domain, these terms are used interchangeably in the literature.

A sub-task of sentiment analysis is the recognition and classification of emotion in

text, otherwise referred to as emotion classification, analysis or recognition, or affect

detection or identification. The concepts of emotions and sentiments have also been

used interchangeably in this domain. Their concepts are similar, as emotions too, may

not always have a target; e.g. one may feel content for no apparent reason [134]. The

strength of a sentiment or opinion is typically linked to the intensity of our emotions

[110].

Humans may interpret other people’s emotions using cues such as facial expressions,

physical reactions, gestures and postures, our speech, and most importantly, our writ-

ings [7, 109]. The written expression of sentiment relies on words and the creative use

of language which may infer or increase its salience. The aim of emotion analysis is to

understand how people express emotion through text, or how text may trigger different

emotions [147, 21]. Emotion analysis can identify expressions of happiness, sadness,

anger, etc. [116].

Although sentiment is easier to classify, using specific emotions provides a greater

insight into an expressed feeling. Some domains require further differentiation to asso-

ciate specific emotions with appropriate actions. For example, in monitoring counter-

terrorism issues, sadness, fear, and anger may require a different targeted response,

e.g. counselling, media communication, and anti-radicalisation. Most recently, emo-

tion analysis has been applied to a range of texts from different domains. Studies

have focused on emotions expressed in web logs (e.g. [62, 124, 137]), fairy tales (e.g.

[6, 58]), short stories (e.g. [89, 167]), chat messages (e.g. [234, 115, 17]), e-mails (e.g.
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[113]), reviews (e.g. [174]), Twitter posts (e.g. [208, 127, 16]), etc. (see Table 2.4).

One of the main challenges of emotion classification is the formal definition of emo-

tion. In this respect, text classification problems use categories to represent an emotion.

There is a large number of overlapping natural language expressions that can be used

to describe, express, or refer to emotions [187, 29]. Additionally, the ambiguity of

natural language does not allow us to describe mixed emotions in an unequivocal way,

for example, love, anger, and fear, are emotional words with various meanings that are

not clearly defined, and have different meanings to different people [29]. However, to

be able to classify emotions, particularly in text, a standardised way of representing

emotions, and their related states is needed [117, 181]. At present there is no con-

sensus among researchers on how to conceptually organise emotions. We discuss the

frameworks that have been used for emotion classification in Section 2.2.2.

2.1.3 Levels of Analysis

Sentiment can be expressed in texts of various lengths, from short, superficial, and

informal texts, such as microblogging posts, to long, detailed, and more formal texts,

such as blog posts. Words alone can incite sentiment, yet when combined with other

words to form a larger lexical unit, such as phrases and sentences, different sentiments

can be expressed [119]. Sentiment analysis can be applied to text of different levels

of granularity: document, sentence, and word or phrase level. We summarise some

examples of state-of-the-art sentiment analysis which classify sentiment at such levels

in Table 2.9.

2.1.3.1 Document Level

The task at this level is to classify whether a whole text document expresses a sentiment

[151]. For instance, given the Review Example, the task is to determine whether sen-

tences (1, 2, 3) and (4) collaboratively express an overall positive or negative sentiment
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towards the headphones.

However, one of the drawbacks of analysing sentiment at this level is that it is assumed

that the whole document expresses one opinion towards a single entity. In practise, an

opinionated document may evaluate multiple entities, and express different sentiments

towards those entities [110]. Consider, for example, sentence (1), which discusses the

headphones’ sound quality and expresses a positive sentiment, whereas sentence (4)

discusses their comfort and expresses a negative one. In this case, it is impractical to

assign one overall sentiment to the whole document, as it may overlook the occurrence

of the different sentiments being expressed, and can lead to incorrect classification

[151, 188].

2.1.3.2 Sentence Level

Conversely, a finer level of analysis is to classify whether an individual sentence ex-

presses sentiment [199]. For example, the task would be to determine the sentiment

expressed in sentences (1, 2, 3) and (4) individually.

Much of the work which classifies sentiment at this level assumes that a sentence ex-

presses a single sentiment from a single opinion holder. Needless to say, this is not

always the case, as multiple sentiments may be expressed in compound and more com-

plex sentences. Consider, for example: “The sound quality of these headphones is

clear, but the material around the headband makes it uncomfortable to wear,” which

expresses a positive sentiment towards the headphones’ sound quality, but a negative

one towards the headphones’ comfort. This too, can lead to incorrect classification.

2.1.3.3 Word and Phrase Level

Sentiment can also reside in even smaller linguistic units, such as words (e.g. great,

awful) and phrases (e.g. idioms such as kick the bucket, raining cats and dogs, etc.)

[150]. Analysis at this level aims to classify the overall sentiment of a text segment
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by distinguishing the sentiment of the individual unigrams and bigrams it contains

[227, 200]. This task often involves using affective lexicons (e.g. WordNet-Affect

[196]), which contain entries of words and phrases that convey a subjective bias, to

support the extraction of sentiment words from contexts [198, 48, 114]. We discuss

this approach in more detail in Section 2.4.1.

The main motivation behind extracting sentiment at such a level of granularity is that

it provides an insight into the types of linguistic features that have an impact on the

overall sentiment, as well as being able to capture a mixture of sentiments that may be

expressed. However, an important factor to consider is that the sentiment of a word or

phrase used in context, may differ from its sentiment when it is not used in context.

We discuss unigram, bigram and n-gram features in more detail in Section 3.4.1.

2.1.3.4 Concept Level

There are several methods of expressing sentiment in written text [118]. The main

method is by using explicit words which convey a subjective bias (e.g. sentence (1)

explicitly expresses a positive sentiment based on the presence of the word ‘great’).

Conversely, sentiment may be expressed in more indirect ways. In order to analyse

this type of sentiment, one may consider concept level classification, which, unlike

syntactic techniques, is able to detect sentiment that is expressed in a more subtle

manner.

The task at this level focuses on the semantic analysis of text. Some approaches use

web ontologies or semantic networks, which allow conceptual and affective informa-

tion to be aggregated with natural language [27, 159]. For example, ‘too quiet’ can be

identified as expressing a negative sentiment if it occurs in a headphone review. By

relying on semantic knowledge bases, such approaches step away from the use of ex-

plicit sentiment words, and rely on natural language concepts which implicitly express

sentiment [27].
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2.1.3.5 Aspect Level

Classifying texts at the document and sentence level is often insufficient for applica-

tions that require sentiments relating to a specific aspect or topic [110, 207]. Within

a general topic (e.g. headphones), the author may discuss several specific aspects of

an entity. For example, sentences (1) and (3) discuss the headphones’ sound quality,

whereas sentence (4) discusses the headphones’ comfort. Thus, for a task which re-

quires determining the sentiment of a specific topic, the classification is performed at

the aspect level. In order to analyse sentiment at this granularity, the relevant aspects

must be extracted. This introduces a new set of challenges that requires deeper NLP

[110], which goes beyond the range of this thesis. However, upon extraction, sentiment

classification can be performed using traditional machine learning approaches.

2.2 Representation of Sentiment

Sentiment analysis is considered to be a classification problem, in which, given a text

segment, the task is to automatically classify its sentiment. In this respect, sentiment

classification problems often use polarity categories (i.e. positive, negative or neutral)

to represent and classify sentiment.

Emotion classification problems use categories of emotion (e.g. happiness, sadness,

fear, etc.) to represent and classify emotion, and related states. However, there is a

large number of overlapping natural language expressions that can be used to describe,

express, or refer to emotions [187, 27]. Therefore, emotion classification requires a

standardised framework to represent emotion [117, 181]. We discuss the range of

frameworks which have been used for emotion classification, in Section 2.2.2.



24 2.2 Representation of Sentiment

2.2.1 Sentiment Polarity

Many sentiment analysis approaches consider the notion of sentiment to be sentiment

polarity, which can be positive, negative or neutral. Sentiment polarity allows for the

simple representation and management of sentiment [207]. Intuitively, positive senti-

ment is used to represent supportive opinions (e.g. “Brilliant night last night”). Con-

versely, negative sentiment is used to represent disagreement or discouraging opinions

(e.g. “My throat is killing me”). The neutral category is used to represent the absence

of any sentiment (e.g. “It is Monday today”).

2.2.2 Emotion Classification Frameworks

To be able to classify emotions, particularly in text, a standardised way of representing

emotions and their related states is needed [117, 181]. At present, there is no con-

sensus among researchers on how to conceptually organise emotions. Computational

approaches to emotion classification have focused on various emotion frameworks,

resulting in a large number of multi-modal, emotionally annotated data [7].

A range of frameworks exist, most of which were founded on a psychological the-

ory. Those presented in the literature organise emotions as universal basic categories,

dimensional characterisations, and hierarchical organisations of emotion.

2.2.2.1 Categorical Representation of Emotion

Categorical representations of emotion are usually theory-driven accounts that sug-

gest that basic emotions are the functional expression of underlying biological and

evolutionary processes [37, 38, 105]. Researchers have investigated several aspects of

human emotion in order to arrive at a set of emotion categories that are universally

acceptable [157]. For instance, Ekman [51] defined basic emotions as those that have

six universally accepted, distinctive facial expressions. The six basic emotions are
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arguably the most popular within the field of computer science for emotion mining,

recognition, and classification (e.g. [6, 8, 39, 127, 195, 113]) [15].

However, the emotions comprising each basic emotion set vary amongst theorists, as

there is not always an agreement on which emotions are basic [146]. For example, can

surprise be considered a basic emotion if it can take the form of a positive, negative

or neutral valence? [15]. Thus, several sets of basic emotions exist (see Table 2.1 for

examples).

Theorists Basic emotions

Ekman [51] happiness, sadness, fear, anger, disgust, surprise

Tomkins [206] joy, anguish, fear, anger, disgust, surprise, interest, shame

Izard [86] enjoyment, sadness, fear, anger, disgust, surprise, interest, shame, shyness, guilt

Ortony et al. [145] joy, sadness, fear, anger, disgust, surprise

Plutchik [158] joy, trust, fear, surprise, sadness, disgust, anger, anticipation

Table 2.1: Basic emotion categories

Ortony, Clore & Collins [145] challenge the notion of the universality of basic emo-

tions, by questioning whether they can blend to form more complex, secondary emo-

tions. Some theories suggest that secondary emotions can be created by fusing, blend-

ing, mixing or compounding basic emotions [146]. For example, Plutchik’s wheel of

emotion [158] (Figure 2.1) has eight basic emotions (joy, trust, fear, surprise, sadness,

disgust, anger, and anticipation), where each has three levels of activation represented

by colour boldness, e.g. annoyance is less intense, whereas rage is more intense, than

anger. The emotion space is represented so that combinations of basic emotions derive

secondary emotions (e.g. joy + trust = love, anger + anticipation = aggression, etc.).

The wheel has been used to support an automated computational framework for finding

emotions in Twitter conversations [93].
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Figure 2.1: Plutchik’s wheel of emotion

However, an important point to consider is that categorical representations of emotions

are limited in size, often not covering the emotion space adequately. This may lead

to forced-choice, where subjects are likely to discriminate among the available cat-

egories, rather than identifying the precise emotion itself. This can occasionally force

the subjects to choose an appropriate category which might not necessarily reflect the

true emotion being expressed. Nevertheless, due to their simplicity and familiarity,

categorical models of emotion have been dominant in this field [116].

2.2.2.2 Dimensional Characterisation of Emotion

Other researchers, such as Schlosberg [180], have referred to continuous dimensions

of emotions. As opposed to distinct emotion categories, dimensional characterisations

represent emotions as coordinates in a multi-dimensional space [29], capturing the pos-

itive and negative shifts in sentiment [207]. There are variations among these models,
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many of which are formed of two or three dimensions [173]. These dimensions incor-

porate aspects of arousal and valence (e.g. [175, 97]), evaluation and activation (e.g.

[217, 36]), positive and negative (e.g.[216]), tension and energy (e.g. [202]), pleas-

ure, arousal, and dominance (e.g. [121]), dominance and co-operation (e.g [104]), etc.

We summarise such examples in Table 2.3. Dimensional representations of emotion

provide a way of describing emotional states that is more tractable than using distinct

emotion categories. This is important, particularly when dealing with naturalistic data,

where a range of emotions can be expressed at the same time [29, 116].

One of the very first empirical dimensional models is Russell’s Circumplex Model of

Affect [176] (Figure 2.2). This framework organises twenty eight discrete emotions

around a circumplex, according to two dimensions: arousal and valence. The arousal

dimension differentiates a direction of high and low arousal, whereas the valence di-

mension indicates a scale of positive and negative emotions. Subjects are able to

choose a position located anywhere between two emotions. Numerical data are ob-

tained from the relative position of the points in the two-dimensional bipolar space

[116].

Figure 2.2: Russell’s Circumplex model of affect
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The Circumplex Theory of Affect [216] (Figure 2.3) identifies two main dimensions:

positive and negative affect. There are four sub-dimensions: positive affect, engage-

ment, negative affect, and pleasantness. Each dimension has two directions: high and

low. Specific emotions are classified into one of eight categories on this scale. For ex-

ample, excitement is classified as having high positive affect, calmness as having low

negative affect, etc. The Circumplex has been used to support emotion classification

[174, 167], and has been suggested as a useful model for quantifying and qualitatively

describing emotions identified in text [174].

Figure 2.3: Watson & Tellegen’s Circumplex theory of affect

Scherer’s affect model [179] (Figure 2.4) organises one hundred and two discrete emo-

tions around a circumplex, according to two dimensions: activity and evaluation. The

activity scale differentiates a direction of passivity and activity. Similar to Russell’s

Circumplex Model of Affect, the evaluation dimension indicates a scale of positive

and negative emotions. The proximity of two emotion categories in the circumplex

represents conceptual similarity of the two categories [116]. Such a framework was

used to support emotion classification of weblog texts [63].
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Figure 2.4: Scherer’s affect model

Unlike most schemes discussed in this Section, which were founded on psychological

theories and not devised with practical computational applications in mind, Emotion

Annotation and Representation Language (EARL) Version 0.4.0 [57] is an XML-based

language for representing emotions in a technological context, including corpus an-

notation and recognition. Similar to Watson & Tellgen’s Circumplex theory of affect,

EARL organises emotions into positive and negative categories, which are further re-

fined based on intensity and attitude. There are five positive and five negative categor-

ies, where specific emotions are given as representative examples of each category. For

example, agitation is exemplified by shock, stress, and tension (Table 2.2).

Positive category Example Negative category Example

Positive & lively Delight, Elation. Joy Negative & forceful Anger, Contempt, Disgust

Caring Affection, Empathy, Love Negative & not in control Fear, Worry, Anxiety

Positive thoughts Hope, Pride, Trust Negative thoughts Doubt, Envy, Guilt

Quiet positive Calm, Content, Relaxed Negative & passive Hurt, Sadness, Despair

Reactive Interest, Politeness, Surprise Agitation Shock, Stress, Tension

Table 2.2: Emotion Annotation Representation Language
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2.2.2.3 Hierarchical Organisation of Emotion

Unlike other frameworks discussed in this Section, which generally contain finite, but

manageable sets of emotions, hierarchical models of emotion have been introduced to

capture a much wider and richer set of emotions. The main focus of such frameworks

has been on lexical aspects that can support text mining applications.

Affective hierarchies are structured so that specific emotions represent instances of

more general, underlying emotions. It is suggested that emotions can be grouped into

classes, with the most super-ordinate classes of most hierarchical models being positive

and negative sentiment. The next level is considered as the more general, basic emotion

level (e.g. happiness, sadness, love, anger, etc.). The lowest subordinate level consists

of groups of individual emotions, that form a category named after the most typical

emotion of that category (e.g. optimistic, miserable, passionate, frustrated, etc.) [177].

For example, see Figure 2.5 for an excerpt from Parrot’s collection of emotions [152],

which organises more than one hundred emotions across a hierarchical structure.

Emotion

Love

Affection

Caring Fondness

Lust

Joy

Optimism

Hope

Sadness

Shame

Guilt

Anger

Rage

Hate

Envy

Jealousy

Figure 2.5: An excerpt from Parrot’s emotion hierarchy

In summary, Table 2.4 provides examples of state-of-the-art emotion classification ap-

proaches, as well as the frameworks used to represent emotions. This brief overview

demonstrates that there is a wide divergence in the frameworks used, with several stud-

ies classifying basic sets of emotions, and some using dimensional and hierarchical

models. There is also variability in terms of the classification performance.
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2.3 Feature Space

While it is fairly easy for human readers to determine the sentiment expressed in text,

it is quite a challenge to accomplish the same task automatically. In order to detect

sentiment, machines often rely on the presence or frequency of textual features, which

contribute useful information regarding the sentiment that is being expressed.

Features used to support sentiment analysis include: sentiment words (e.g. good, bad)

which explicitly convey a subjective bias, negation (e.g. not, never) which can revert

the polarity of sentiment words, textual conventions which have emerged from online

texts (e.g. emoticons such as :( are used to express negative sentiment), the syntactic

features of words (e.g. Part of Speech (POS)), and figurative language which are often

used to enhance sentiment (e.g. irony, sarcasm, and idioms). We summarise some

examples of state-of-the-art approaches to sentiment analysis which have included such

features, in Table 2.9.

In Section 2.3.1.5.1, we pay particular attention to idioms - multi-word expressions

holding a literal and figurative meaning which is conventionally understood by native

speakers. We further reinforce the importance of idioms as features of sentiment ana-

lysis, by demonstrating that current state-of-the-art sentiment analysis tools, which do

not consider idioms as features, often result in incorrect classifications when they are

explicitly used to express sentiment.

Once the features have been selected, the next step is to extract them from a given text.

We discuss feature extraction methods, in Section 2.3.2.

2.3.1 Features of Sentiment Analysis

The first step in classifying the overall sentiment of a text segment is to select the

features which indicate sentiment. We discuss the textual features that are used to

support sentiment analysis in the following Sections.
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2.3.1.1 Unigrams, Bigrams, and N-grams

Strapparava & Mihalcea [195] note that in discourse each lexical unit, whether it is a

word or a phrase, has the ability to contribute useful information regarding the senti-

ment that is being expressed. In the literature, these features are referred to as sentiment

words, opinion words, affective words or polar words [110]. Features take the form of

single words (unigrams), short phrases (bigrams), and longer phrases (n-grams).

There are several methods of expressing sentiment in written text [118]. The first is

the explicit use of individual words that convey a subjective bias. For example, in the

Review Example, sentence (1) explicitly describes that the opinion holder’s attitude

towards the headphones is positive, based on the presence of the positive word, ‘great’.

Sentiment words are available from specialised lexicons (discussed in Section 2.4.1.1).

These words are often adjectives (e.g. good, bad), adverbs (e.g. cheerfully, weirdly),

nouns (e.g. blessing, rubbish), and verbs (e.g. love, hate) [110].

Sentiment may also be expressed by using comparative words (e.g. better, worse).

Unlike explicit sentiment words, comparative words do not express a direct opinion

towards an entity or event, but a comparative opinion [110]. Consider for example,

“Samsung headphones are better than Sony headphones.” The opinion holder does

not explicitly express whether either of the branded headphones are a good or a bad

product. Instead, based on the positive comparative word, ‘better’, they state a prefer-

ence towards Samsung.

However, a text containing explicit or comparative sentiment words, may not always

express a sentiment. This may occur in questions or conditional sentences, e.g. “Could

you tell me which headphones are the best?” and “If the headphones are in the shop, I

will buy them.” Both examples implicitly imply a positive sentiment, without contain-

ing explicit sentiment words. Conversely, a text containing no sentiment words may

implicitly express sentiment.

There are, however, drawbacks to using only unigrams as features. For example, nega-
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tions, such as “not bad” or “not good,” will not be taken into account. In fact, unigram

features can sometimes lead to misclassification. In this case, using frequent bigrams

and n-grams as features, it is possible to capture some dependencies between words and

the effects of individual phrases on the overall sentiment. N-grams have been included

as features of several state-of-the-art sentiment analysis (e.g. [40, 227]). Nevertheless,

the most successful features seem to be basic unigrams (see Table 2.9) [151, 178].

2.3.1.2 Negation

Negation plays an important role in sentiment analysis as it can revert the polarity of

sentiment words [122, 224]. Negation words such as ‘not’ or ‘never’ are often con-

sidered stop words. Stop words are commonly used words which have little meaning,

e.g. ‘and’, ‘the’, ‘a’, etc., and as such, are removed from analysis together with their

effect on the polarity of sentiment words. Consider for example how negation reverses

the positive polarity expressed in “Turns out she was cool with it” to express a negative

sentiment in “Turns out she was not cool with it.”

Negation may occur in two main forms: directly or longer-distance. Negative words

(e.g. no, never, etc.), negative adverbs (e.g. hardly, barely, etc.), and negated verbs (e.g.

doesn’t, isn’t, etc.) may directly effect the sentiment of the words closely surrounding

their occurrence. Conversely, negation may also involve longer-distance dependencies.

Consider for example “That doesn’t look very good.” The last word, ‘good’, is negated

by ‘doesn’t’ at the beginning of the sentence.

Although negation has been a prominent feature of several state-of-the-art sentiment

analysis studies (e.g. [150, 151, 224, 136, 135, 227] ), it must be handled with care. Not

all occurrences of negative words changes the polarity of the sentiment [227]. Consider

for example the negation in “Not only did the colour of the headphones attract me, but

so did the sound quality,” which does not reverse the sentiment polarity, but enhances

it.
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2.3.1.3 Other Textual Conventions

Zhang et al. [233] draw attention to the variety of challenges posed by the language

used in informal text. Written online communication has led to the emergence of tex-

tual conventions [162] used to compensate for the absence of body language and in-

tonation, which otherwise account for 93% of non-verbal communication [120]. These

include the presence of emoticons - pictorial representations of facial expressions that

are used to compensate for the lack of embodied communication (e.g. :) is commonly

used to represent positive sentiment), slang (e.g. chuffed, do one’s nut), abbreviations

(e.g. complete waste of time - CWOT, great - GR8), onomatopoeic elements (e.g. gr,

hm), as well as the use of upper case, punctuation (e.g. !!, ?!), and repetitions of letters

(e.g. sweeeeet) for affective emphasis.

In particular, the use of emoticons is considered an effective way of conveying emotion

in text [204, 42]. Several sentiment analysis studies which use data from the web,

specifically Twitter data, have been based on the inclusion of emoticons as features,

which demonstrated high accuracy when machine learning algorithms were trained

with such data (e.g. [68, 168, 148, 98]). Other studies have included features such as

capitalisation, punctuation, and emotional hashtags, which demonstrated an improved

sentiment classification accuracy when such features are present (e.g. [98, 16, 2]).

2.3.1.4 Part of Speech (POS)

It has been demonstrated that some adjectives (e.g. lovely, awful), nouns (e.g. concern,

hope), verbs (e.g. love, hate), and adverbs (e.g. gently, harshly) are good indicators of

sentiment [150]. Thus, several studies have exploited POS - the syntactic function of a

word, as features of state-of-the-art sentiment analysis [150] (e.g. [76, 132, 219, 151,

172, 18, 135]).
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2.3.1.5 Figurative Language

An additional method of expressing sentiment in text is the use of figurative language

[21]. In contrast to literal language which is related to the notion of true, exact or real

meaning, figurative language covers a wide range of literary devices and techniques

[69, 144]. These include figures of speech, metaphors, similes, personification, hyper-

boles, irony, sarcasm, symbolism, onomatopoeia, synecdoche, clichés, metonymy, and

idioms. These allusions give the readers new insights into being more effective, per-

suasive, impactful, and colourful in their speech, to make a particular linguistic point

[65].

Our pragmatic competence as human readers allows us to interpret and determine

whether an expression is used literally or figuratively [69]. However, the use of fig-

urative language which is pervasive in text and is often used with the intention for ex-

pressing opposite polarities and indirect meanings, has demonstrated to be challenging

for sentiment analysis, with few approaches having been attempted. [65]. However, by

using an n-gram graph based method to assign sentiment polarity to individual word

senses, experiments implied that figurative language not only conveys sentiment, but

actually drives the polarity of a sentence [170, 169, 156].

2.3.1.5.1 Idioms

A prominent literary device of figurative language is the idiom. Traditionally, idioms

(e.g. Bob’s your uncle, over the moon, kick the bucket) have been defined as figurative

statements whose overall meaning cannot be derived from the meanings of their indi-

vidual compositional parts. Idioms are, therefore, considered to be fixed combinations

of words referred to as Multi-Word Expressions (MWE). They are frequently used in

everyday textual and verbal conversations, and are conventionally understood by native

language speakers.

Most idioms can be distinguished from related linguistic categories such as formulae,



38 2.3 Feature Space

fixed phrases, collocations, clichés, sayings, proverbs, and allusions by considering the

following properties [139, 70, 69]:

1. Conventionality: Generally, their overall meaning cannot be (entirely) predicted

by considering the meaning of their constituent words independently. Idioms,

therefore, hold their meaning as a single semantic unit [20, 25, 56] (e.g. fish

out of water is used to refer to someone who feels uncomfortable in a particular

situation).

2. Inflexibility: Their syntax is restricted, i.e. idioms do not vary much in the way

they are composed (e.g. raining cats and dogs cannot be composed as raining

dogs and cats).

3. Figuration: Idioms typically hold a figurative meaning, which stems from meta-

phors, hyperboles, and other types of figuration [138] (e.g. on the rocks is used

to refer to a relationship experiencing difficulties and is likely to fail).

4. Proverbiality: They usually describe a recurrent social situation.

5. Informality: They are associated with less formal language such as colloquial-

isms.

6. Affect: Idioms typically imply an affective stance towards an entity or an event,

rather than a neutral one [24]. Most idioms can be directly or indirectly classified

into emotional categories [48], (e.g. on cloud nine is used to refer to being

extremely happy, whilst cry one’s eyes out is used to refer to crying bitterly, and

at length).

The sixth property (affect) emphasises the importance of idioms in sentiment analysis,

as it implies that they may be sufficient in determining the underlying sentiment of a

text span. Whilst idioms have been extensively studied across many disciplines (e.g.

linguistics, psychology, etc.), to the best of our knowledge, thus far, there is no compre-

hensive knowledge base that systematically maps English idioms to their sentiments.
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This is the main reason why idioms are under-represented as features of sentiment ana-

lysis, with few exceptions (e.g. [229] describes a set of 8,160 Chinese idioms and [85]

describes a set of 3,632 Arabic idioms).

To be included as features in sentiment analysis, idioms need to be recognised in text.

The second property (inflexibility) makes this requirement feasible. Many idioms are

frozen phrases, and can be recognised by simple string matching. Thus, idioms may

be recognised using a lexicon-based approach, which can only identify idioms that are

syntactically unproductive or frozen. For example, Shastri et al. [186] and Liu & Hwa

[111] used a dictionary of idioms (e.g. at a snail’s pace) to recognise them in text, and

mapped them to their abstract meanings (e.g. slow), which were subsequently utilised

to infer their sentiment. In another lexicon-based approach, the recognition of idioms

in [94] was limited to 46 noun-noun compounds (e.g. glass ceiling). The use of idiom

sentiment profiles was found to improve the performance of sentiment classification.

Conversely, some idioms are syntactically productive or flexible. The syntactic changes

of idioms, such as the use of different grammar and verb tenses (active or passive

voices), changes in word places, singular and plural forms, negation, and the inclusion

of additional words, form one of the main criteria causing difficulties in recognising

idioms in text [232]. For idioms that are flexible, lexico-syntactic patterns can be used

to computationally model idioms and recognise their occurrences. For example, in Pol-

ish, a highly inflected language, idioms were recognised by using a cascade of regular

expressions. Their effect on sentiment analysis results was evaluated on a corpus of

product and service reviews, where idioms were found to occur rarely [23].

While recognising idioms in text, we must also consider their third property (figura-

tion). In contrast to the literal meanings of some idioms, most hold a figurative mean-

ing, proving a challenge for language learners, as they need to be taught to be under-

stood [69]. Automatically identifying idioms in text using a lexicon-based or pattern

matching approach alone will find all idiom occurrences. In order to recognise idioms,

their sense, i.e. whether they are used literally or figuratively, needs to be disambigu-
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ated in a given context. However, this is not a trivial task, with few approaches having

attempted context-based idiom detection (e.g. [111, 193]).

To further reinforce the importance of idioms as features of sentiment analysis, we

applied a selection of state-of-the-art sentiment analysis tools to contextual examples of

idioms, shown in Table 2.5. Table 2.6 demonstrates these results, where only two tools

correctly classified all four sentences. On average, the tools incorrectly classified half

of the examples. In particular, S1, which expresses a positive sentiment, is correctly

classified by ten out of sixteen tools, whereas S4, which expresses a negative one, is

correctly classified by only two.

ID Sentence Overall sentiment

S1 “I was over the moon when I heard the news.” Positive

S2 “Mr Jones was grinning from ear to ear.” Positive

S3 “But I was bored to tears.” Negative

S4 “I have a bone to pick with you.” Negative

Table 2.5: Contextual examples of idioms

Nevertheless, idioms have not been completely ignored in sentiment analysis. We sum-

marise some examples of state-of-the-art sentiment analysis approaches which have in-

cluded idioms, amongst other features, as well as the language and size of their idiom

dataset, in Table 2.7.
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2.3.2 Feature Extraction

The second step in classifying the overall sentiment of a text segment is to extract the

features which are described in Section 2.3.1. Feature extraction methods can be di-

vided into two types: Bag-of-Words (BOW) and statistical methods. The BOW feature

selection technique treats a text segment as a group of unrelated words, and iden-

tifies features that correspond to a specialised dictionary of known sentiment words

and phrases. Statistical methods automatically extract textual features based on a nu-

merical weighting. We discuss such methods in Section 2.3.2.1 and Section 2.3.2.2

respectively.

2.3.2.1 Bag-of-Words

In sentiment analysis, a traditional method for extracting features is by representing

text as an unordered group of words, often referred to as bag-of-words (BOW). To de-

termine the sentiment attached to individual words, this method relies on specialised

dictionaries (e.g. SentiWordNet [53]) in which words are pre-annotated with their po-

larity. For instance, the word ‘beautiful’ is considered to be positive, whereas ‘horrible’

is considered to be negative.

This feature selection technique ignores the internal structure or relationships between

the linguistic units. Consider for example the individual words which construct the

sentence “I feel happy today”. The word ‘happy’ can be identified as a feature, based

on its presence in both the text itself and in SentiWordNet [53], a lexicon of positive

and negative sentiment words.

BOW features are traditionally used in lexicon-based approaches to classify sentiment

in text. We discuss such classification, as well as examples of lexical resources used

to support this feature extraction technique, in Section 2.4.1 and Section 2.4.1.1 re-

spectively. Additionally, we further reinforce the importance of idioms as features of
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sentiment analysis, and demonstrate that they pose a challenge for traditional lexicon-

based sentiment analysis approaches.

2.3.2.2 Feature Weighting

The second method of extracting features from text is to use a statistical approach.

Statistical feature selection methods are used to automatically identify words of im-

portance in text, based on a numerical weighting [123]. There exists several statistical

measures for assigning weights to features in text:

• Feature frequency - the weight of the feature is the number of its occurrences in

the text segment.

• Feature presence - the weight is binary, therefore taking the value of 0 or 1 based

on the feature’s absence or presence in the text segment.

• TF-IDF - a numerical statistic which reflects how important a feature is to docu-

ment in a corpus

• Chi-square (χ2) - a measure for modelling the dependency between the features

and the classes.

• Point-wise Mutual Information - a measure for modelling the mutual information

between the features and the classes.

• Position information - a measure for determining the position of a feature within

a text segment.

These feature selection methods have been shown to be effective for sentiment classi-

fication [110]. Term frequencies have been important in standard information retrieval.

However, O’Keefe & Koprinska [142] compare the impact of different statistical meas-

ures for extracting features of sentiment analysis, and conclude that the feature pres-

ence method is the best among the others. That is, binary-valued feature vectors, in
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which the entries merely indicate whether a word occurs (value 1) or not (value 0),

formed a more effective basis for polarity classification, in comparison to feature vec-

tors in which entry values increase with the occurrence of the corresponding word.

This may indicate that for classification, the overall sentiment may not be highlighted

through repeated use of the same terms [150].

This may also be the case with idioms. An obstacle in systematically investigating the

role of idioms in sentiment analysis is their relative rarity. Thus, corpora commonly

used for evaluation of sentiment analysis approaches are biased in their use of idioms,

which prevents the findings on the role of idioms in sentiment analysis from being

generalised. Nevertheless, it has been indicated that the presence of idioms, and not

their frequencies, is enough to drive the sentiment of a text segment [170].

2.4 Classification of Sentiment

Sentiment analysis is considered to be a classification problem in which, given a text

segment, the task is to automatically classify its sentiment as falling under one polarity

category (i.e. positive, negative, or neutral). State-of-the-art sentiment classification

often uses a lexicon based approach or machine learning techniques to accomplish this

task. Lexicon-based approaches classify the overall sentiment of a text segment based

on the orientations of their BOW features. A more sophisticated way of automatic-

ally classifying sentiment is by using machine learning. There are two state-of-the-art

machine learning approaches to sentiment analysis: supervised and unsupervised. We

summarise some examples of state-of-the-art sentiment classification in Table 2.9.

2.4.1 Lexicon-Based Approach

In Section 2.3.2.1, we discuss how text can be represented as a BOW. To perform

sentiment classification on such representations, the lexicon-based approach uses an
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algorithm to classify the overall sentiment of a text segment, by aggregating the senti-

ments of individual words as they were retrieved from the lexicon [210].

This method is a simple, yet naïve, approach to determine the overall sentiment of a text

segment. One of the issues faced by using BOW or statistical methods for extracting

features from text, is that unless they are explicitly encoded, features that hold their

meaning as a single semantic unit may be overlooked. This is often the case when

idioms, whose meaning is often figurative, are used to express sentiment in text.

To further reinforce this point, consider, for example, SentiStrength [203, 204], a state-

of-the-art, rule based algorithm, which simultaneously extracts positive and negative

sentiment from short texts, by using a lexicon of sentiment words with associated

strength values. In Table 2.6, SentiStrength is demonstrated to incorrectly classify

half of the examples (S1 and S4). If we explore these results in more detail, the reason

behind why S1 and S4 are classified as neutral is intuitive under the BOW representa-

tion. Whereas S2 and S3 are classified as positive and negative, based on the presence

of the words ‘grinning’ and ‘bored’ in the idioms grinning from ear to ear and bored to

tears respectively, S1 and S4 do not contain sentiment words. For illustrative purposes,

consider the following example, where the words which construct S1 are considered

independently:

Input:

I was over the moon when I heard the news.

Analysis:

I[0] was[0] over[0] the[0] moon[0] when[0] I[0] heard[0] the[0] news[0]

Output:

result = 0, positive = 1, negative = -1

Frozen idioms and their associated sentiments may be explicitly encoded into lexicons.

However, for idioms that are syntactically productive, i.e. they can be changed syn-

tactically without losing their figurative meaning; this task becomes more challenging
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as all possible syntactical changes need to be considered. Consider for example S2,

where the verb ‘grin’ in the idiom grinning from ear to ear, is inflected. The idiom

would not be recognised if its canonical form alone, i.e. grin from ear to ear, was

explicitly encoded in the lexicon.

Furthermore, traditional lexicon based approaches are faced with the challenge of dis-

ambiguating the sense of an idiom in a given context. Consider for example,“Our

relationship has been on the rocks recently,” which expresses a negative sentiment,

and “There are sea lions sleeping on the rocks.” which expresses a neutral one. With

no rule base for differentiating that the idiom on the rocks is used figuratively in the

first example and literally in the second, the idiom may be incorrectly recognised as

expressing a negative sentiment in both sentences.

2.4.1.1 Lexical Resources

There exists several, well established, sentiment lexicons that have been used to support

state-of-the-art sentiment analysis and emotion classification. Such resources are used

to extract sentiment words from text segments, with the goal often being to represent

text segments as BOW representations (discussed in Section 2.4.1).

A prominent resource used in NLP is WordNet [125], a lexical database of English

nouns, verbs, adjectives, and adverbs, which are grouped together into sets of inter-

linked synonyms, referred to as synsets. WordNet has been used as a lexical resource

for many text mining applications (e.g. [2, 55, 183]).

SentiWordNet [53] is an opinion lexicon derived from the WordNet database, where

each term is associated with numerical scores indicating positive and negative senti-

ment information (e.g. ‘happy’ is scored as PosScore = 0.875 NegScore = 0.0 , whereas

‘sad’ is scored as PosScore = 0.125 NegScore = 0.75). It has been used as a lexical re-

source for extracting sentiment words from diverse texts in several sentiment analysis

studies (e.g. [44, 31, 140, 198]).
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One of the main lexical resources used to identify and extract emotions from text [160],

is WordNet-Affect (WNA) [196]. Also derived from the WordNet database, WNA is

a lexical model of affects, i.e. moods and situations eliciting emotions or emotional

responses, providing direct (e.g. joy, sad, happy, etc.) and indirect (e.g. pleasure, hurt,

sorry, etc.) affective terms. It was formed by selecting, assigning and linking a subset

of WordNet synsets whose sense corresponds to an affect, and organising them into

a hierarchy (see Figure 2.6 for an excerpt from this hierarchy). With a total of 1,903

words, WNA is a prominent lexical resource which has been used to support several

sentiment analysis and emotion classification studies (e.g. [13, 195, 82]).

Negative Emotion

Fear

Panic Horror

Sadness

Heartache Misery

General Dislike

Anger

Annoyance

Frustration

Hate

Hostility

Aggression

Figure 2.6: An excerpt from the WNA hierarchy

Several other lexical resources have been used to support the extraction of sentiment

and emotion in state-of-the-art sentiment analysis and emotion classification. For ex-

ample, EmoLex [128] and The General Inquirer [194] are lexicons compiled of more

than 24,000 and 11,788 affective word senses respectively. Such resources were used

to support sentiment analysis studies, such as [46, 76, 90, 231]. Other resources, such

as Wiebe’s et al. [223] subjectivity lexicon of 8,000 words, Whissell’s [218] Diction-

ary of Affect of Language, and Linguistic Inquiry and Word Count (LIWC) [154], have

been used to detect sentiment at both sentence and phrase level (e.g. [32, 95, 2, 208]).
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2.4.2 Machine Learning Approaches

In machine learning, classification is the problem of identifying to which of a set of

categories (i.e. sentiment polarity) an unseen instance belongs, based on a training

dataset. There are two state-of-the-art machine learning approaches to sentiment ana-

lysis: supervised and unsupervised. Supervised machine learning relies on an annot-

ated training dataset, where the category to which an instance belongs is known. The

unsupervised approach is known as clustering. It involves grouping training instances,

whose categories are unknown, into categories based on some measure of inherent

similarity or distance between the features they contain. For both techniques, unseen

instances, often referred to as testing data, are classified by comparing them to training

instances using algorithms, referred to as classifiers.

2.4.2.1 Supervised Machine Learning Approaches

In order to predict which category an unseen test instance belongs to, supervised learn-

ing methods depend on the existence of annotated training datasets. Training data usu-

ally consists of two parts: predictors and target values. Predictors are the text instances

to be classified. They are often represented as feature vectors - an n-dimensional vector

of numerical values that represent the presence of features in text. Target values, often

referred to as class labels, are the known categories that an instance belongs to. There

are several ways in which the class label of an instance can be determined.

2.4.2.1.1 Annotating Data

Traditionally, supervised learning approaches often turn to humans to manually annot-

ate corpora. In sentiment analysis, text segments are annotated with polarity categories

to represent the sentiment that is being expressed.

A key component of any annotation task is the use of annotators [163]. Generally,

recruiting a number of reliable and experienced annotators, who understand the task
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and its difficulty, and are willing to contribute to such a time consuming task, is a

challenge. With the proliferation of Web 2.0, the crowdsourcing of annotation tasks has

become a popular method of obtaining gold standards to support supervised machine

learning for a variety of text classification studies, including sentiment analysis (e.g.

[162, 198]). Online crowdsourcing platforms, such as Amazon’s Mechanical Turk9 and

CrowdFlower10, are specific resources where people who require human intelligence

for tasks such as annotating natural language texts, can be fulfilled by experienced

annotators from across the world. Annotation tasks are generally formatted to be quick

and relatively easy to perform, and workers are often paid for their contributions.

With no ground truth, several annotators are required to participate. As human judge-

ments vary, the concern with manual annotations is their validity. Therefore, the meth-

odology behind annotating data, is that to produce a reliable gold standard for clas-

sification, annotators need to demonstrate agreement. If different annotators produce

consistently similar results, it can be inferred that they have internalised a similar un-

derstanding of the annotation guidelines, and that they have performed consistently

under this understanding [10]. Thus, if agreement is high, the dataset is reliable for

training. Annotator agreement can be measured by coefficients of agreement, referred

to as Inter-Annotator Agreement (IAA), such as Cohen’s Kappa [34] and Krippen-

dorff’s alpha coefficient [99].

Conversely, if various annotators disagree, the annotators need to be re-trained or re-

placed. With efficiency and cost-effectiveness, online recruitment of anonymous an-

notators has its disadvantages. Factors such as annotators’ skills and focus, the clarity

of the annotation guidelines, and a lack of specific training, may contribute to annota-

tions being unreliable.

2.4.2.1.2 Supervised Machine Learning Classifiers

9https://www.mturk.com
10https://www.crowdflower.com/
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Once the annotated corpus has been evaluated, and IAA has demonstrated that the data-

set is reliable, the ground truth for a given instance is adjudicated, often by choosing

the majority annotation, forming a gold standard. A gold standard is often split into

training and testing data. A supervised classification algorithm is then used to pre-

dict the class label of unseen test instances, based upon their correspondence with the

training data. Several supervised classifiers exist. But the question of which classifier

is the best performing for sentiment classification is left unanswered. The “no free

lunch” theorem suggests that there is not a universally best learning algorithm [228];

in other words, the choice of an appropriate classification algorithm should be based

on its performance for the particular problem at hand, and the properties of data that

characterise that problem.

For sentiment analysis, Pang, Lee & Vaithyanathan [151], who conducted one of

the very first empirical studies to classify opinions expressed in film reviews, eval-

uated three classifiers: Naïve Bayes, Maximum Entropy, and Support Vector Ma-

chines (SVM).

Naïve Bayes classifiers are simple probabilistic models based on Bayes’ theorem.

These models assume conditional independence, i.e. each individual feature, inde-

pendent of other features, is assumed to be an indication of the assigned class. The

goal is to analyse the relationships between features and the class, to estimate a condi-

tional probability that correspond unseen instances to their sentiment.

Maximum Entropy classifiers are alternative probabilistic techniques which have proven

effective in sentiment classification tasks (e.g. [151, 68]). Unlike Naïve Bayes, Max-

imum Entropy does not assume conditional independence amongst features. Instead, it

is based on the Principle of Maximum Entropy. From all the models that fit the training

data, it selects the model with the largest entropy.

SVM classifiers are known for their high performance, and have been widely used in

sentiment classification problems (e.g. [90, 142, 151, 16]). They are non-probabilistic

discriminative models which construct a hyperplane that optimally separates the train-
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ing data into two classes.

As these supervised classifiers achieved high sentiment classification performances

(see Table 2.9 where the average accuracy is 80%), they have had a prominent fol-

lowing in this domain, and have been used in several state-of-the-art sentiment classi-

fication studies. In order to gain a full understanding of these classifiers and how they

are used in sentiment classification, see [150].

2.4.2.1.3 Evaluation Measures

In text classification, evaluating the performance of a classifier concerns measuring its

effectiveness, rather than its efficiency. As a result, the classifier’s ability to correctly

predict the category of an unseen instance is evaluated, and not its computational com-

plexity [182].

Given a test dataset, sentiment classification is evaluated relative to the training dataset,

producing four outputs: instances that are predicted as being positive, when they are

indeed positive (True Positive (TP)), instances that are predicted as being negative,

when they are indeed negative (True Negative (TN)), instances that are predicted as

positive, when in fact, they are negative (False Positive (FP)), and instances that are

predicted as negative, when in fact, they are positive (False Negative (FN)). These four

counts constitute a confusion matrix shown in Table 2.8.

Predicted

Positive Negative

Actual
Positive True positive False negative

Negative False positive True negative

Table 2.8: Confusion matrix for binary classification

There are several evaluation techniques which are used to evaluate how well a classi-

fier performs on unseen test data. The most common measures used in text classific-

ation are precision, recall, F-measure, and accuracy. Often, the goal is to maximise
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all measures, which range from 0 to 1. Therefore, higher values correspond to better

classification performance.

Precision and recall are two metrics that are often simultaneously used to verify the

performance of information retrieval, but are common statistics used in text classifica-

tion. “Classic” precision and recall are derived from the ratios of relevant documents

and non-relevant documents. They also consider the relevant documents that are not

retrieved. More specifically, precision measures the number of retrieved documents

that are relevant, whilst recall measures the number of all the relevant documents that

are successfully retrieved. Both metrics can be calculated using the equations in (2.1).

Precision =
TP

TP + FP
Recall =

TP

TP + FN
(2.1)

Precision and recall are not often taken into account alone. The two measures are often

used together in the F-measure, which provides a single weighted metric to evaluate the

overall performance. F-measure can be measured by calculating the harmonic mean of

precision and recall (Equation (2.2)).

F −measure = 2× Precision×Recall
Precision+Recall

(2.2)

Others use accuracy as a metric to measure the performance of a classifier. Accuracy

(Equation (2.3)) measures the number of instances that were correctly classified. How-

ever, the problem of using accuracy to measure the effectiveness of a classifier is that if

the classifier always predicts one class, a strategy that defeats the purpose of building

a classifier, it will achieve high accuracy. This is known as the accuracy paradox.

Accuracy =
TP + TN

TP + FN + FP + TN
(2.3)

We summarise some examples of state-of-the-art sentiment classification, which use

these measures to evaluate classification performance, in Table 2.9.
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2.4.2.2 Unsupervised Machine Learning Approaches

Unsupervised approaches to machine learning differ significantly from supervised ap-

proaches. As discussed in Section 2.4.2.1, supervised learning requires a large dataset

of annotated texts to train classifiers. However, in reality, annotated training data are

limited, and are not always available when building new classification models. Unsu-

pervised learning techniques are applied in sentiment analysis to overcome this issue.

Unsupervised learning uses statistical inferences alone to learn structured patterns from

unlabelled data. Without prior linguistic information regarding the sentiment being ex-

pressed, a number of unsupervised approaches take advantage of predefined lexicons

(see Section 2.4.1.1 for examples) to extract sentiment features. In general, instances

that exhibit a distinct similarity in the features they contain are grouped together, sub-

sequently classifying similar texts with the same class. Early examples of such ap-

proaches include [76, 231, 48, 81, 198, 92, 210].

There are various methods to estimate the similarity between features within text seg-

ments, such as cosine similarity. However, traditional unsupervised approaches (e.g.

[107, 201]) use clustering algorithms, such as k-means and k-nearest neighbour, to find

groups of related texts based on their similarities.

However, idioms still pose a challenge for sentiment classification using traditional un-

supervised learning techniques. As discussed in Section 2.4.1, without a rule base for

recognising idioms and disambiguating their figuration in text, relying on a dictionary

of sentiment words is a naïve approach to including idioms as features of sentiment

analysis.

2.5 Summary

In this Chapter, we have explored the subject of sentiment analysis. To gain a full un-

derstanding of the topic, we discussed the aims and objectives of sentiment analysis, as
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well as providing context for its applications. Additionally, we outlined definitions of

sentiment, as well as other related terms - opinion, subjectivity, and emotion. We ex-

plained the relationship between two main sub-tasks of sentiment analysis: subjectivity

analysis and opinion mining. We also discussed emotion analysis, a sub-task of senti-

ment analysis which aims to recognised and classify emotions expressed in text.

Furthermore, we discussed how the related notions of sentiment and emotion are rep-

resented for the purposes of sentiment analysis. We paid particular attention to how

emotion classification problems use frameworks of emotion (e.g. happiness, sadness,

anger, etc.) to represent and classify emotions and related states. We also reviewed

the textual features used to identify sentiment in text, as well as the means of extract-

ing these features. We paid particular attention to idioms, their properties, and their

role in sentiment analysis. Lastly, we reviewed both state-of-the-art machine learning

approaches to sentiment analysis, as well as methods of evaluating their performances.

To summarise, the main highlights of this Chapter are as follows:

• The importance of idioms as features of sentiment analysis is emphasised by the

fact that they typically imply an affective stance towards an entity or an event, as

opposed to a neutral one.

• However, to the best of our knowledge, thus far, there is no comprehensive know-

ledge base that systematically maps English idioms to their sentiments. This is

the main reason why idioms are under-represented as features of sentiment ana-

lysis.

• We reinforce the importance of idioms as features of sentiment analysis, by

demonstrating that current state-of-the-art sentiment analysis tools, which do not

consider idioms as features, often result in incorrect classifications when they are

explicitly used to express sentiment.

• The lexicon-based approach often neglects idioms when they are explicitly used
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to express sentiment. The reason behind this is because idioms hold their mean-

ing, and thus, their overall sentiment, as a single semantic unit.

• In order to be included as features of sentiment analysis, idioms need to be re-

cognised in text. Two important points must be considered:

– As some idioms are syntactically flexible, their occurrences can be auto-

matically recognised using lexico-syntactic patterns.

– Idioms hold a literal and figurative meaning, therefore, their senses need to

be disambiguated in a given context.

• The question of which framework of emotion is best suited for sentiment ana-

lysis is left unanswered. Several frameworks for recognising and classifying

emotions, and their related states, have been used to support emotion classifica-

tion. There are three main frameworks: categorical frameworks which represent

distinct emotions (e.g. happiness, sadness, anger, etc.), dimensional frameworks

which represent emotions in terms of dimensions (e.g. arousal and valence, pos-

itive and negative, etc.), and hierarchical frameworks which distribute richer sets

of emotions across a hierarchical structure. We investigate the utility of each

type of framework for sentiment analysis in this thesis.

We move forward with the knowledge gained in this Chapter, to choose suitable meth-

ods and resources for our experiments in the remainder of this thesis, which address

our hypotheses discussed in Chapter 1.
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Chapter 3

Idioms as Features of Sentiment

Analysis

“Raring to go.”

In this Chapter, we aim to estimate the degree to which the inclusion of idioms as fea-

tures may improve the results of traditional sentiment analysis. More specifically, this

Chapter is divided into the following main sections: Section 3.1.1 and Section 3.1.2

discuss the construction of a comprehensive dataset of emotionally charged idioms,

as well as the construction of a comprehensive corpus of contextual examples of such

idioms respectively. In Section 3.2, in order to support idioms as features in senti-

ment analysis, and to create a gold standard for classification experiments, individual

idioms, as well as their contextual examples, were manually mapped to their senti-

ments. Additionally, in order to incorporate idioms as features, their occurrences need

to be recognised in text. In this case, Section 3.3 discusses how idioms were modelled

using regular expressions, whilst also taking into consideration negated and multiple

idiom occurrences. In Section 3.4, we implement a sentiment analysis approach that in-

corporates idioms as features into two traditional sentiment analysis approaches, which

we use as comparative baselines. Section 3.5 evaluates the classification results of our

approach against the baselines. Finally, Section 3.6 summarises our findings.



60 3.1 Constructing an Idiom Corpus

3.1 Constructing an Idiom Corpus

Intuitively, our experiments in this Chapter require a comprehensive collection of idioms.

In Section 3.1.1, we discuss the construction of a dataset of emotionally charged

idioms. Additionally, in order to create a gold standard for classification experiments,

in Section 3.1.2, we discuss the construction of a comprehensive corpus of idioms used

in context.

3.1.1 A Selection of Emotionally Charged Idioms

Idioms and the properties they hold are discussed in Section 2.3.1.5.1. To reiterate,

one of the main properties for distinguishing idioms from related linguistic categories

is that most hold a figurative meaning conventionally understood by native speakers,

which poses a challenge for English language learners. Failure to understand figurative

idioms used in context can significantly effect one’s understanding of language in a

variety of personal and professional situations [138]. It is therefore unsurprising that

most syllabi for English as a second language pay special attention to studying idioms,

and as a result, there is an abundance of dedicated teaching material [112].

The idioms used in the experiments in this Chapter were collected from an online edu-

cational resource - Learn English Today1, which organises individual idioms, along

with their definitions, by themes, many of which can be directly (e.g. Happiness/Sadness)

or indirectly (e.g. Success/Failure) mapped to an emotion. The focus here is specific-

ally on emotion-related idioms, as it is anticipated that they have a substantial impact

on sentiment analysis.

A total of 16 out of 60 available themes were selected, listed in Table 3.1, together with

the number of associated idioms. A total of 580 idioms were collected.

1http://www.learn-english-today.com/idioms/idioms_proverbs.html
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Theme Total Theme Total

Anger/Annoyance 45 Mistakes/Errors 5

Anxiety/Fear 14 Politeness 8

Arguments/Disagreements 37 Problems/Difficulties 57

Enthusiasm/ Motivation 10 Safety/Danger 27

Feelings/Emotions 48 Sleep/Tiredness 11

Fun/Enjoyment 22 Success/Failure 84

Happiness/Sadness 21 Surprise/Disbelief 16

Madness/Insanity 11 Violence 6

Table 3.1: Distribution of idioms across emotional themes

3.1.2 Constructing a Corpus of Idioms Used in Context

One of the obstacles faced in systematically investigating the role of idioms in senti-

ment analysis is their relative rarity. Corpora commonly used for evaluation of senti-

ment analysis approaches are biased in their use of idioms, which prevents the findings

on the role of idioms in sentiment analysis from being generalised.

The corpus of choice for the experiments in this Chapter is the British National Corpus

(BNC) [19, 106], a large text corpus of both written and spoken English, compiled

from a variety of sources. It has been the corpus of choice for several computational

linguistic and NLP studies, including those focused on idioms (e.g. [70]). As such, the

BNC was used to assemble a corpus of idioms used in context for reasons including:

• size, range, and representativeness - the BNC is a finite and balanced corpus

made of 100 million words or informative and imaginative English written texts

(90%), as well as conversational and task-oriented (e.g. lectures, TV broadcast-

ing, commentaries, etc.) spoken English (10%).

• recency - most of the texts are from the period 1985-94.

• availability - the BNC is available online for research purposes.
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• relevance - the focus is on British English idioms.

The BNC can be searched using its online search function for words or phrases, and

can return up to 50 random sentences for each query. In order to find examples of

idioms used in context, the BNC was searched for content words found in the idioms

from the dataset described in Section 3.1.1. The results containing these expressions

were manually matched to an idiom, resulting in a dataset of 2,521 sentences. A max-

imum of 10 sentences were selected for each idiom. Sentences were collected for a

total of 423 idioms from the original dataset. Contextual examples of the remaining

157 idioms were not available in the BNC. The mean and median average number of

sentences extracted for an idiom were both 6, with standard deviation of 3.39. Table

3.2 summarises the number of sentences collected for each theme associated with the

idioms.

Theme Total Theme Total

Anger/Annoyance 261 Mistakes/Errors 31

Anxiety/Fear 88 Politeness 42

Arguments/Disagreements 232 Problems/Difficulties 360

Enthusiasm/ Motivation 41 Safety/Danger 176

Feelings/Emotions 280 Sleep/Tiredness 64

Fun/Enjoyment 107 Success/Failure 519

Happiness/Sadness 128 Surprise/Disbelief 92

Madness/Insanity 47 Violence 50

Table 3.2: Distribution of sentences across emotional themes associated with

idioms.

In most cases, expressions within the sentences have a figurative meaning associated

with an idiom, whereas others convey a literal sense. Consider for example the fol-

lowing two sentences extracted for the expression in the bag, the figurative meaning of

which is “to be virtually secured”:
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“The Welsh farmer’s son had the 1988 conditional jockeys’ title already in the

bag.”

“I looked in the bag, it was full of fish.”

In this case, some sentences may be FP. From a lexico-syntactic perspective, most

idioms can be modelled with local grammars. However, it is more difficult to automate

their recognition from a semantic perspective. It is necessary to include FPs in the

corpus, in order to evaluate how incorrectly recognised idioms may affect the results

of sentiment analysis.

3.2 Crowdsourcing of Sentiment Annotations

In order to incorporate idioms as features in sentiment analysis, their associated senti-

ments need to be explicitly encoded. Section 3.2.1 describes the choice of annotation

frameworks used for annotating idioms, as well as their contextual examples, with

their sentiments. In Section 3.2.3, we measure the reliability of our annotated datasets,

by measuring IAA. Finally, in Section 3.2.4, we discuss how the annotated corpus of

idioms used in context was used to form a gold standard for classification experiments.

3.2.1 Annotation Scheme

Taking a long-term view of the research in this thesis, we want to address the limita-

tions of state-of-the-art sentiment analysis approaches by focusing on a full range of

emotions, rather than merely sentiment polarity. In this case, we require a comprehens-

ive, but practical, emotion classification framework. Having considered the literature

discussed in Section 2.2.2, we based the annotation framework on the EARL [57], an

XML-based language for representing emotions in technological contexts.
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To reiterate, EARL organises 48 emotions into 5 positive and 5 negative categories

(see Table 2.2). To facilitate the annotation task in this Chapter, we used the 10 top-

level categories (e.g. positive & lively, caring, negative & forceful, agitation, etc.) as

they provide a manageable number of choices for a human annotator, which are also

evenly distributed between positive and negative polarities. For annotation purposes, as

opposed to formal definitions, specific emotions were used as examples to explain each

top-level category. For example, caring encompasses affection, empathy, friendliness,

and love.

3.2.2 Annotation Process

Annotations were distributed by using a crowdsourcing approach. In this case, a be-

spoke web-based annotation platform was implemented. The simple interface was

accessible via a web browser, which eliminated the installation overhead and minim-

ised the need for special training. Online accessibility also provides the flexibility of

choosing the physical location for annotation experiments.

The interface consisted of two panes. One pane contained randomly selected text to

be annotated; in this case, either an idiom together with its definition, or a contextual

example of an idiom. The second pane contained four annotation choices from EARL:

positive, negative, neutral, and ambiguous. The selection of either positive or negative

categories expanded the menu to provide additional choices (see Figure 3.1).
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Figure 3.1: Annotation platform interface

We introduced a neutral category to allow the absence of a sentiment to be annotated

explicitly. We also introduced an ambiguous category to annotate cases of sentiment

that could not be determined as either positive or negative without additional informa-

tion such as context, tone of voice or body language.

A help button was available next to each annotation choice to provide additional in-

formation about each category. The overall annotation framework could also be viewed

in a separate window. Each annotation was scored on a three-point scale to account for

the annotator’s confidence in a particular choice: Low, Medium or High, with Medium

being a default choice.

Group annotation sessions were conducted weekly, where new annotators were briefed

about the study and their role as an annotator. All annotators were required to be of nat-

ive, or native-like, English proficiency. All annotations were performed independently

and no discussions about particular data items were allowed among the annotators dur-

ing the task. The data were randomised individually for each annotator, so they were

always annotated in a different order. Users were tracked by their IP addresses to avoid
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duplication of annotations, not to identify individuals, and no other personal informa-

tion was collected. All annotation results were stored securely in a relational database.

3.2.3 Annotation Results

A total of 18 annotators participated in this task. A total of 2,900 annotations were

collected for all 580 idioms described in Section 3.1.1, with 5 annotations per idiom.

A total of 8,610 annotations were collected for all contextual examples of idioms de-

scribed in Section 3.1.2, with at least 3 annotations per sentence. A total of 143 sen-

tences had a maximum of 5 annotations. Overall, the mean and median average number

of annotations per sentence were both 3, with a standard deviation of 0.60.

In order to compare this method to existing sentiment analysis approaches, which of-

ten classify text in terms of sentiment polarity, our experiments need to conform to the

same classification framework. To create a gold standard that can be compared against

a baseline, the specific categories in the EARL were projected onto positive and negat-

ive polarity, and neutral and ambiguous categories were merged into a single category

called other. Nonetheless, we will be able to use the original annotations to re-train

the machine learning method described in this Thesis to support emotion classifica-

tion against the categories described in EARL, as part of the future work discussed in

Chapter 6.

After projecting all annotations as sentiment polarity, we measure the reliability of the

training dataset by measuring IAA using Krippendorff’s alpha coefficient [99]. As a

generalisation of known reliability indices, this measure was chosen as it applies to: (1)

any number of annotators, not just two, (2) any number of categories, (3) incomplete

or missing data, and (4) corrects for change expected agreement [100]. Krippendorff’s

alpha coefficient is calculated according to Equation (3.1):

α = 1−
(
Do

De

)
(3.1)
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where Do is the observed disagreement, i.e. the proportion of items on which both

annotators agree, and De is the disagreement expected when annotations are given at

random. Krippendorff suggests α = 0.667 as the lowest acceptable value to consider

data as a reliable training set [100]. The values for Krippendorff’s alpha coefficient

were obtained using an online tool for calculating IAA [61]. The agreement on the

idiom dataset was calculated as De = 0.606, Do = 0.205, α = 0.662. The agreement on

the corpus of idioms used in context was calculated as De = 0.643, Do = 0.414, α =

0.355.

The relatively high agreement (α = 0.662) on idioms alone illustrates that they can be

reliably mapped to their sentiment polarity. Significantly lower agreement (α = 0.355)

on contextual examples of idioms, however, illustrates the complexity of sentiment in-

terpretation, where a range of different emotions may often be conveyed in a single

sentence. For example, “Brian, as ever, decided not to sit on the fence” received one

positive thoughts, one negative & forceful, one neutral, and one ambiguous annota-

tions.

3.2.4 Gold Standard

Annotated contextual examples of idioms were used to create a gold standard for sen-

timent analysis experiments. For each sentence, an annotation agreed by the relative

majority of 50% of the annotators was adjudicated as the ground truth.

Prior to calculating the IAA discussed in Section 3.2.3, additional annotations from

a new, independent annotator were sought to resolve any sentences with disagreeing

annotations. A total of 282 additional annotations were collected. Table 3.3 shows

the distribution of ground truth annotations across the three categories, together with

an annotated example from each. A random subset of 500 sentences (20% of the

dataset) was selected for testing, with the remaining 2,021 sentences used for training

a classifier.
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Annotation Total % Example

Positive 677 26.9 I shall go the extra mile.

Negative 1,219 48.4 All right, don’t jump down my throat.

Other 625 24.8 Your mother used to sleep like a log.

Table 3.3: Distribution of annotations in the gold standard

3.3 Recognising Idioms in Text

In order to incorporate idioms as features in sentiment analysis, their occurrences need

to be recognised in text. In Section 3.3.1, we discuss modelling idioms using regular

expressions. Section 3.3.2 discusses how negated idiom occurrences are also con-

sidered in this modelling.

3.3.1 Modelling Idioms with Regular Expressions

One of the main properties to consider when including idioms as features of senti-

ment analysis is their syntactic flexibility. When used in discourse, the syntax of many

idioms may be restricted, i.e. they do not vary much in the way they are composed

[139, 70]. Therefore, frozen idioms can be recognised by simple string matching, or

encoded in sentiment analysis approaches that use lexicons. Less often, idioms are

syntactically productive, i.e. they can be changed syntactically without losing their fig-

urative meaning, e.g. “John laid down the law,” can be passivized to “the law was laid

down by John,” while retaining the original figurative interpretation that John enforced

the rules [67]. Idioms may also undergo more complex syntactic changes, such as

nominalisation (e.g. “you blew some steam off,” vs. “you’re blowing off some steam”)

[59]. Others may contain syntactic changes, such as inflection (e.g. verb tense change)

[232].

Such linguistic phenomena can be modelled by regular expressions, e.g. spill[s|t|ed]
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the beans. More complex idioms, which have variables for open argument places [87]

(e.g. put someone in one’s place), can still be modelled by means of lexico-syntactic

patterns (e.g. put NP in PRN’s place), and recognised in a linguistically pre-processed

text.

In this Chapter, each idiom was computationally modelled by using lexico-syntactic

patterns and local grammars [72]. For example, the following grammar:

<idiom> ::= <VB> <PRP$> heart on <PRP$> sleeve

<VB> ::= wear | wore | worn | wearing

<PRP$> ::= my, your, his, her, its, our, their

was used to successfully recognise the idiom wear one’s heart on one’s sleeve in the

following sentence:

“Rather than wear your heart on your sleeve you keep it under your hat.”

Idiom recognition rules were implemented as expressions in Mixup (My Information

eXtraction and Understanding Package), a simple pattern-matching language [35]. The

pattern-matching rules were applied to the test dataset of 500 sentences, in which a

single annotator marked up all idiom occurrences, disambiguating their figurative and

literal sense, for example:

“Phew, that was a <idiom> close shave </idiom>.”

“He has polished shoes, a <nonidiom> close shave </nonidiom>, and too

much pride for a free drink.”

A total of 471 sentences (94.2% of the dataset) were marked up to include figurative

idiom occurrences, whereas the remaining 29 sentences (5.8% of the dataset) included
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literally used idioms. An important point to consider here is that for some human read-

ers, particularly for language learners or for those who are unfamiliar with the meaning

of such language use, the skill of interpreting figurative language in text may be chal-

lenging [66]. In this sense, some marked up contextual occurrences of idioms may be

FP. Nonetheless, the performance of recognising idioms was recorded as precision =

94.4%, recall = 100%, and F-measure = 97.1%. An idiom was considered to be cor-

rectly recognised if the suggested text span matched exactly the idiom marked up by

the annotator.

3.3.2 Negation

As with other phrases, the polarity of idioms can be changed by negation. For example,

the polarity of the idiom jump for joy is positive, but when negated (e.g. “I didn’t ex-

actly jump for joy”), the overall polarity can be reversed. It is, therefore, essential to

consider negation when identifying idioms in context. In order to explicitly recognise

negated idioms, pattern-matching rules were implemented based on clues such as neg-

ative words (e.g. no, never), negative adverbs (e.g. hardly, barely), and negated verbs

(e.g. doesn’t, isn’t).

The performance of recognising negated idioms was recorded as precision = 86.2%,

recall = 92.6%, and F-measure = 89.3%. Given a small number of negated idiom

occurrences in the test dataset (25 sentences, i.e. 5% of the dataset), a larger corpus is

required in order to better estimate the performance of this negation module.

3.4 Including Idioms as Features in Sentiment Analysis

In this Section, we implement a sentiment analysis approach which incorporates idioms

as features of two state-of-the-art sentiment analysis approaches: SentiStrength [203,
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204] and Stanford CoreNLP’s sentiment annotator [189], which we use as baselines

for evaluation.

3.4.1 Feature Selection

After projecting the original annotations onto sentiment polarity, the 5 annotations

collected for each idiom (discussed in Section 3.2) were used to calculate their feature

vectors. Each idiom was represented as a triple: (positive, negative, other), where

each value represents the percentage of annotations in the corresponding category. For

example, the idiom wear one’s heart on one’s sleeve received one positive annotation,

zero negative annotations, and four other annotations. It was, therefore, represented as

the following triple: (20, 0, 80).

We conducted two experiments in which idiom feature vectors were combined with

the results of two baselines. SentiStrength [203, 204], is a state-of-the-art rule-based

system that assigns sentiment polarity to a sentence by aggregating the polarity of

individual words, and combines these values to predict the overall sentiment. In the first

experiment, the output from SentiStrength was used as a feature, and combined with

those based on idioms. For example, the sentence “The party is over,” was analysed as

follows:

Analysis: The party[1] is over[-1].

Output: result = 0, positive = 1, negative = -1

SentiStrength provides trinary classification outputs, which were converted into a three-

dimensional vector to be used as features: (0, 1, -1). In our approach, the phrase party is

over would be recognised as an idiom, which was annotated, and subsequently mapped

to the following triple: (0, 100, 0), denoting that all annotators considered it to be Neg-

ative. The two vectors were appended to create a single feature vector for the given
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sentence as follows:

(0, 1,−1,︸ ︷︷ ︸
Sentiment Polarity

0, 100, 0)︸ ︷︷ ︸
Idiom Polarity

(3.2)

In the second experiment, we used a state-of-the-art sentiment annotator distributed as

part of the Stanford CoreNLP [189], a suite of core NLP tools. This method uses a

deep neural network approach to build up a sentiment representation of a sentence on

top of its grammatical structure. In other words, the sentiment is predicted based on the

way in which the words are combined into phrases, subsequently classifying sentiment

on a 5 point scale: very negative, negative, neutral, positive, and very positive (see

Figure 3.2, where “The party is over,” is classified as neutral).

Figure 3.2: Sentiment analysis results from Stanford CoreNLP

Stanford CoreNLP’s sentiment annotator distributes its probability across its classes.

We converted these probabilities into a five dimensional vector, which was used as

a feature in our approach. For example, “The party is over,” was represented as the

following vector: (4, 27, 46, 20, 3). As before, the idiom party is over would be

recognised and mapped to its polarity triple (0, 100, 0), and appended to create a single



3.4 Including Idioms as Features in Sentiment Analysis 73

feature vector for the given sentence as follows:

(4, 27, 46, 20, 3,︸ ︷︷ ︸
Sentiment Polarity

0, 100, 0)︸ ︷︷ ︸
Idiom Polarity

(3.3)

If an idiom was recognised to be negated, polarities in the idiom polarity vector were

reversed, based on the assumption that negation converts positive to negative polarity,

and vice versa. For instance, consider the sentence “The party is not over yet,” in which

the negatively charged idiom party is over is negated. In this particular example, the

negation changes the overall polarity from negative to positive. Thus, the phenomenon

associated with negation was modelled by reversing positive and negative polarities,

i.e. the polarity triple for the idiom party is over, (0, 100, 0), would be converted to

(100, 0, 0). A total of 121 sentences in the gold standard (4.8% of the dataset) were

found to include negated idioms.

When multiple idioms occurred, the associated idiom polarity values were aggregated

by summing up the polarity vectors, whilst taking into account the effects of negation.

For instance, two idioms were recognised in the following sentence:

“He <idiom>stopped dead in his tracks</idiom>, <idiom>rooted to the

spot</idiom> with horror.”

Their polarity triples, i.e. (0, 60, 40) and (0, 40, 60) respectively, were summed up to

obtain (0, 100, 100). A total of 29 sentences in the gold standard (1.2% of the dataset)

contained more than one idiom occurrence.

Finally, if no idiom was detected, the idiom polarity values were set to zero, i.e. (0, 0,

0). Idioms were not detected in a total of 34 sentences in the gold standard (1.3% of

the dataset).
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3.4.2 Sentiment Classification

Weka [74], a popular suite of machine learning software, was used to perform classific-

ation experiments. The choice of a machine learning method was based on the results

of 10-fold cross-validation on the gold standard created in Section 3.2.4.

We performed cross-validation experiments by using a variety of classifiers distributed

as part of Weka. Table 3.4 demonstrates the results following cross-validation, report-

ing classification models with the highest performance, including Naïve Bayes, logistic

regression, SVM, Weka’s implementation of J4.8 decision tree method [165] with no

pruning, and a Decision Table majority classifier, each using the default parameters.

The overall performance represents weighted-averaged results.

SentiStrength Stanford CoreNLP

Classifier P R F P R F

Bayesian Network 61.6 62.5 61.9 58.1 61.7 58.6

Naïve Bayes 60.8 63.0 61.2 58.2 61.1 58.8

Logistic 59.9 63.2 60.1 59.2 62.7 59.6

Simple Logistic 60.0 63.3 60.2 59.2 62.7 59.7

SMO 54.9 61.8 54.4 59.0 62.0 53.2

LibSVM 59.7 62.6 59.9 55.0 55.9 50.2

J4.8 60.4 62.6 60.9 58.1 61.9 58.2

Decision Table 60.5 62.6 61.0 58.5 62.5 58.9

Table 3.4: Weighted average results following cross-validation

A Naïve Bayes classifier, more specifically a Bayesian Network classifier, outper-

formed other methods in terms of F-measure (61.9%), and provided a more balanced

classification performance across the classes. These findings can be partially explained

by the fact that a Naïve Bayes classifier does not necessarily require a lot of training

data to perform well [49]. Consequently, the Bayesian Network classifier was selected

for our classification experiments.
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For both experiments, the feature vectors produced for each sentence (discussed in

Section 3.4.1) were amended with their ground truth class label adjudicated in Section

3.2.4. For example, in the second experiment, the example “The party is over” is

represented as a feature vector (3.4), where the numerical values correspond to the

selected features, and Negative is the ground truth (class label).

(4, 27, 46, 20, 3,︸ ︷︷ ︸
Sentiment Polarity

0, 100, 0,︸ ︷︷ ︸
Idiom Polarity

Negative)︸ ︷︷ ︸
Class Label

(3.4)

3.5 Evaluation

The classification performance was evaluated in terms of precision (P), recall (R), and

F-measure (F), based on the numbers of TP, FP, and FN. Tables 3.5 and 3.6 provide the

comparison of these values with the two baselines considered. The overall performance

represents micro-averaged results across the three classes.

Class Method TP FP FN P R F

Positive
Baseline 40 53 98 43.0 29.0 34.6

Our method 102 63 36 61.8 73.9 67.3

Negative
Baseline 111 66 127 62.7 46.6 53.5

Our method 170 54 68 75.9 71.4 73.6

Other
Baseline 72 158 52 31.3 58.1 40.7

Our method 49 62 75 44.1 39.2 41.7

Overall
Baseline 223 277 277 44.6 44.6 44.6

Our method 321 179 179 64.2 64.2 64.2

Table 3.5: The evaluation results using SentiStrength as a baseline
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Class Method TP FP FN P R F

Positive
Baseline 41 44 97 48.2 29.7 36.8

Our method 104 81 34 56.2 75.4 64.4

Negative
Baseline 170 160 68 51.5 71.4 59.9

Our method 181 82 57 68.8 76.1 72.3

Other
Baseline 19 66 105 22.4 15.3 18.2

Our method 20 32 104 38.5 16.1 22.7

Overall
Baseline 230 270 270 46.0 46.0 46.0

Our method 305 195 195 61.0 61.0 61.0

Table 3.6: The evaluation results using Stanford CoreNLP sentiment annotator

as a baseline.

With the exception of recall for the other class in the first experiment (decreasing from

58.1% to 39.5%), our method demonstrates a considerable improvement across all

three measures. The overall improvement in the first experiment is 19.6 percentage

points (from 44.6% to 64.2% in Table 3.5), and 15.0 percentage points in the second

experiment (from 46.0% to 61.0% in Table 3.6). In terms of F-measure, there is an

improvement across all three classes, but most notably in positive classifications. This

is mainly due to the considerable improvement of recall by 45 percentage points in

both experiments without compromising precision.

Confusion matrices given in Table 3.7 and Table 3.8 show how classification outcomes

are re-distributed across the three classes. Table 3.7 illustrates that SentiStrength as

a baseline is conservative in making both positive and negative predictions, thus less

often misclassifying instances of the other class. Its classification outcomes were im-

proved in all other cases by the use of idiom-based features. Conversely, Stanford

CoreNLP sentiment annotator proved to be more conservative in making positive pre-

dictions in comparison to making negative ones, thus making fewer misclassifications

when making positive predictions. Nonetheless, its classification outcomes were im-

proved in all other cases by the use of idiom-based features.
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Predicted Predicted

P N O P N O

P 40 36 62 P 102 18 18

A
ct

ua
l

N 31 111 96

A
ct

ua
l

N 24 170 44

O 22 30 72 O 39 36 49

Baseline Our method

Table 3.7: Confusion matrices using SentiStrength as the baseline method

Predicted Predicted

P N O P N O

P 41 74 23 P 104 24 10

A
ct

ua
l

N 25 170 43

A
ct

ua
l

N 35 181 22

O 19 86 19 O 46 58 20

Baseline Our method

Table 3.8: Confusion matrices using Stanford CoreNLP sentiment annotator as

the baseline method.

Finally, in order to determine the statistical significance of the improvement over the

two baseline methods, we performed the analysis of paired observations. We compared

the sentiment classification results for each sentence before and after taking idioms into

consideration by using a continuity corrected version of McNemar’s test [54] to check

for statistically significant differences in error rates. Under the null hypothesis, the two

methods compared should have the same error rate. McNemar’s test is based on the

χ2 test statistic and (approximately) distributed as χ2 with 1 degree of freedom. We

used a variant of McNemar’s test statistic that incorporates a correction for continuity

to account for the fact that the statistic is discrete while the χ2 statistic is continuous.

The choice of this particular test was based on the following two facts: (1) McNemar’s

test has been shown to have low type I error, in this case - the probability that it would
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incorrectly detect a difference when no difference exists, and (2) its statistical power is

improved when compared with the commonly used paired t-test [47]. The χ2 (1) and p-

values recorded for the data produced in the first experiment, where SentiStrength was

used as the baseline method, were χ2 (1) = 43.16 and p < 0.001. The values recorded

for the second experiment were χ2 (1) = 29.28 and p < 0.001. Therefore, in both

cases the results of McNemar’s test confirmed that there was a statistically significant

difference in error rates between the two methods.

3.6 Summary

In this Chapter, we have demonstrated the value of idioms as features of sentiment

analysis, by showing that idiom-based features significantly improve sentiment clas-

sification results when such features are present. For this purpose, we assembled a

collection of 580 emotionally charged idioms, as well as a corpus of 2,521 sentences

containing examples of these idioms used in context. Both datasets were manually

annotated with EARL categories, and were projected as sentiment polarity in order to

be compared to the baselines. We used Krippendorff’s alpha coefficient to measure

the reliability of the training dataset. The agreement on the idiom dataset (α = 0.662)

demonstrates that idioms can reliably be mapped to sentiment polarity. The signific-

antly lower agreement (α = 0.355) on contextual examples of idioms, demonstrates the

complexity of sentiment interpretation in such tasks.

In order to automatically recognise idiom occurrences in text, idioms were modelled

using regular expressions. The performance of recognising idioms, as well as negated

idioms, was recorded as F-measure = 97.1% and 89.3% respectively. Idioms were

represented as vectors, and subsequently combined with the results of two state-of-

the-art sentiment analysis approaches, following the classification of their contextual

examples. We performed classification experiments using a Bayesian network classi-

fier, and evaluated the performance against the baselines. The overall performance, in
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terms of F-measure, was improved from 44.6% to 64.2% and from 46.0% to 61.0% in

both experiments. These improvements were demonstrated to be statistically signific-

ant.
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Chapter 4

Scaling Up the Extraction of

Idiom-Based Features

“Going the extra mile.”

Given the positive findings in Chapter 3, the main limitation is the significant knowledge-

engineering overhead involved in hand-crafting lexico-semantic resources used to sup-

port idiom-based features. To minimise the bottleneck associated with the acquisition

of the sentiment of idioms and their recognition in context, the aim of this Chapter is

to scale up our original approach by automating their engineering. More specifically,

this Chapter is divided into the following main sections: Section 4.1 and Section 4.3

discuss a systematic approach to automating the engineering of idiom-based features,

by utilising the canonical form of an idiom to automatically derive the variations of

their occurrences in text, and by automatically acquiring idiom polarity by extracting

sentiment from their dictionary definitions respectively. In Section 4.4, the manually

engineered counterparts of the idiom-based features from our initial approach are re-

placed with those that automatically engineered. We repeat the classification exper-

iments and evaluate the performance against the original study. Finally, Section 4.5

summarises our findings.
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4.1 Inducing Pattern-Matching Rules

Due to the extent of their possible variations, contextual idiom occurrences cannot be

identified using exact or approximate string matching approaches. In Chapter 3, the

extraction of idiom-based features was supported by a set of manually crafted, lexico-

syntactic pattern-matching rules and local grammars [72].

The goal of this Chapter is to minimise the bottleneck associated with this task, by

using the canonical form of an idiom, i.e. a particular fixed phrase which is recog-

nised by a speaker of the language as the main form of an idiom, to automatically

derive its variations in text. The difficulty associated with this task, however, is the fact

that idioms are rather heterogeneous in terms of their transformational capacity [130].

Riehemann [171] thoroughly discussed the different types of variations involved in the

use of idioms in context. We highlight and consider their knowledge in this Chapter, in

order to systematically address these variations. For this purpose, we consider inflec-

tion, open slots, modification, passivisation, distribution over multiple clauses, and all

other variations [171].

4.1.1 Inflection

The words which constitute an idiom may be subject to inflection. Thus, almost all

verbs can be used in different tenses, and some nouns can be used in their singular

or plural form. For example, the verb in the idiom stir a hornet’s nest is used in the

present perfect tense in the following sentence:

“Forbes has stirred up a hornet’s nest.”

Similarly, the noun in the idiom bone to pick is used in its plural form in the following

example:

“He generously leaves us one or two bones to pick.”
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The problem of inflection can be addressed by lemmatising both the canonical form of

an idiom and the text in which it occurs. For example, lemmatisation leaves both stir

up a hornet’s nest and bone to pick unchanged, but transforms the given sentences into

forms in which the lemmatised idioms can be matched as strings:

“Forbes have stir up a hornet’s nest.”

“He generously leave us one or two bone to pick.”

4.1.2 Open Slots

Other idioms may contain open slots, into which any noun phrase can be inserted. For

example, in the idiom send someone packing, the open slot, which is indicated by the

indefinite pronoun ‘someone,’ is replaced by a two-word noun phrase in the following

example:

“New rule could send some insurers packing.”

The problem of open slots in idioms can be addressed by using shallow parsing, or

chunking, which is the linguistic process of grouping words into phrases. For example,

the result of parsing the previous example is as follows:

[NP New rule] [VP could send] [NP some insurers]

[VP packing].

The elements of the imposed shallow structure can then be used to generalise the search

for idioms with open slots using a pattern, e.g. send <NP> packing, or its lemmatised

version, send <NP> pack [184], where indefinite pronouns within the idiom’s canonical

form is automatically replaced by <NP>, a non-terminal symbol that can be replaced

by any noun phrase in the corresponding pattern matching rule. Although state-of-the-

art noun phrase chunking methods perform at an F-measure of 94% [83], incorrectly
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parsing noun phrases remains a potential problem in this approach. Alternatively, one

may choose to ignore the syntactic structure altogether, and instead, search for a flex-

gram [213], a sequence of tokens with one or more open slots of variable length, e.g.

send * packing.

4.1.3 Modification

The constituents of some idioms may be modifiable, e.g. by using adjectives to modify

nouns, or by using adverbs to modify verbs. The following example of the idiom grasp

at straws contains both types of modification:

“You seem to want to grasp desperately at every single straw.”

Some potentially modifiable noun and verb components can be identified using POS

tagging (e.g. grasp/VB at/IN straws/NN). The results of lemmatisation and such

tagging can be combined to automatically generate the corresponding flexgram, by

inserting gaps before nouns, and after verbs. In the previous example, the automatically

generated flexgram grasp * at * straw would match the modified idiom.

4.1.4 Passivisation

In addition to inflection, the occurrence of verbs in idioms may also vary in terms of

their transitive forms. The passive form allows an object, of an otherwise active sen-

tence to become the subject of a passive sentence. In this process, the order between

the verb and its object is reversed, with the original idiom components becoming sep-

arated. For example, we may compare an active form of the idiom bury the hatchet:

“Christmas looks to be a time for burying the hatchet or exhuming it for re-

examination.”
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to a passive one:

“From the look of things, the hatchet has been long buried.”

To address the passivisation of idioms, automatically acquired POS information can

be used to identify non-auxiliary verbs at the beginning of an idiom, and produce an

additional flexgram for its passive form, in which the verb should appear at the end

of the idiom structure, with space for an open slot inserted ahead of it. For example,

the POS tagged version of the given idiom, bury/VB the/DT hatchet/NN, can be used

to identify bury as the leading verb, and produce the hatchet * bury as the

passive version of the matching flexgram. The flexgram can now recognise the idiom

in the lemmatised passive sentence:

“From the look of thing, the hatchet have be long bury.”

4.1.5 Distribution Over Multiple Clauses

The components of some idioms may be distributed between a main and subordinate

clause, as is the case in the following example:

“You remember [NP the hatchet] [SBAR that we buried last year with such pomp

and ceremony]?”

The issue associated with this phenomenon is that idiom components become separated

with the introduction of a subordinate clause. Most of the examples of this type of vari-

ation are related to the use of the verb component of an idiom as the main verb of the

subordinate clause [171]. They can be effectively resolved by the pattern-matching rule

generated to address passivisation. For example, the same flexgram the hatchet

* bury will also match the lemmatised version of the distributed idiom:

“You remember the hatchet that we bury last year with such pomp and

ceremony?”
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4.1.6 Other Variations

Other types of idiom variations can be recognised using the pattern-matching rules

generated to address passivisation (Section 4.1.4) [171].

4.2 Applying Automatically Generated Idiom Recogni-

tion Rules

In this Chapter, each idiom was computationally modelled based on its canonical form.

Idiom recognition rules were implemented as expressions in Mixup (My Information

eXtraction and Understanding Package), a simple pattern-matching language [35].

To conform to the methods used in the original experiment, the automatically generated

rules were applied to the test dataset of 500 sentences, which were lemmatised, and

in which a single annotator marked up all idiom occurrences, disambiguating their

figurative and literal senses. An idiom was considered to be correctly recognised if the

suggested text span matched exactly idiom the marked up by the annotator.

The performance of recognising idioms using automatically generated rules was recor-

ded as precision = 92.7%, recall = 92.8%, and F-measure = 92.7%. We can observe

that the precision of both handcrafted and automatically generated rules are compar-

able (94.4% and 92.7% respectively).

However, the automatically generated rules achieved lower recall (a decrease from

100% to 92.8%). A possible explanation for this decrease is that some lemmas were

incorrectly matched, i.e. a word may be lemmatised differently in a sentence, where

the context affects the POS of individual words, and consequently, its lemma. This is

also the case for idioms, which were processed independently of context. Consider,

for example, “I was riding high,” where the idiom ride high is inflected. Lemmatising

the sentence achieves “I be rid high,” whereas lemmatising the idiom alone leaves it
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unchanged. Consequently, the idiom occurrence is not recognised.

A potential solution to resolve this problem is to apply stemming. Stemming does not

depend on the POS; thus, the previous example achieves “I was ride high,” whereas

stemming the idiom alone leaves it unchanged. The idiom can, therefore, be correctly

recognised in context.

4.3 Extracting Sentiment from Idiom Definitions

An approach to automatically interpreting the figurative meaning of an idiom, is to

instead interpret the literal meaning of its dictionary definition (e.g. [186]). For ex-

ample, a dictionary definition for the idiom live the life of Riley is “a person who has

a comfortable and enjoyable life, without having to make much effort.” As most syl-

labi for English as a second language pay special attention to studying idioms, there

is an abundance of teaching material, including dictionaries, dedicated specifically to

their study [112]. These readily available pedagogical resources can be used to sup-

port the automated interpretation of the figurative meaning of an idiom, as well as the

underlying sentiment of such phrases.

In our original experiment, we collected a set of 580 emotionally charged idioms, in-

cluding their definitions, from an online educational resource - Learn English Today1,

which organises phrases by affective themes (see Table 3.1 for the distribution of

idioms across 16 emotional categories). We used this dataset to support the function-

ality of the experiments discussed in this Chapter.

The sentiment polarities of the given dataset of idioms were originally obtained using

a crowdsourcing approach (discussed in Section 3.2.2). One of the goals of this exper-

iment is to instead automatically extract sentiment polarity from idiom definitions. We

describe two approaches to this task; the first uses off-the-shelf sentiment analysis tools

1http://www.learn-english-today.com/idioms/idioms_proverbs.html
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to classify the overall sentiment expressed within an idiom definition (Section 4.3.1),

and the second is based on mapping idiom definitions to WordNet-Affect (WNA), a

hierarchy which includes a subset of WordNet synsets suitable for representing affect-

ive concepts, such as moods and situations eliciting emotions or emotional responses

[196] (Section 4.3.2).

4.3.1 Off-the-Shelf Sentiment Analysis

Off-the-shelf sentiment analysis tools, such as SentiStrength [203, 204] and Stanford

CoreNLP [189] can be used to classify the sentiment expressed in short text segments.

Such tools, however, struggle to identify the sentiment conveyed by the figurative

meaning of idioms, as their meaning, including their overall associated sentiment,

cannot be entirely predicted from their constituent words when they are considered

independently [139]. For example, in the absence of any positive or negative words in

the idiom live the life of Riley, SentiStrength classifies its sentiment as neutral. How-

ever, if we apply the same sentiment analysis approach to its definition, the tool cor-

rectly classifies its sentiment as positive, based on the presence of two positive bearing

words, ‘comfortable’ and ‘enjoyable.’ Similarly, Stanford CoreNLP’s sentiment annot-

ator quantifies the positive, negative, and neutral sentiment of the idiom itself as 20, 3,

and 77 respectively, also classifying the idiom as neutral. However, when applied to its

definition, the annotator quantifies the sentiment values as 93, 2, and 5, thus agreeing

with SentiStrength, and also correctly classifying the sentiment as positive.

To further reinforce this point, we applied such tools to all 580 individual idioms,

along with their definitions. We subsequently compared the results to the originally

crowdsourced sentiment polarity annotations by measuring IAA. The agreement was

measured using three versions of Cohen’s kappa coefficient [33]: simple unweighted,

with linear weighting, and with quadratic weighting. The kappa coefficient is calcu-
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lated according to the following formula:

κ = 1−
(
1− Po

1− Pe

)
(4.1)

where Po is the observed agreement, i.e. the proportion of items on which both annot-

ators agree, and Pe is the expected chance agreement calculated under the assumption

that: (1) both annotators act independently, and (2) random assignment of annotation

categories to items is governed by the distribution of items across these categories.

We report the values for the original kappa coefficient in order to interpret the agree-

ment based on Landis & Koch’s [101] agreement scale: 0-0.20 (poor), 0.21-0.40 (fair),

0.41-0.60 (moderate), 0.61-0.80 (good), 0.81-1.00 (very good).

Cohen’s kappa coefficient treats all disagreements equally, which is not suitable when

the annotation categories are ordered as they indeed are: negative < neutral < positive.

In such case, it is preferable to use weighted kappa coefficient [34], which accounts

for the degree of disagreement by assigning different weights wi to cases where an-

notations differ by i categories. If there are n categories, the weights can be calculated

according to the following formulas for linear and quadratic weighting respectively:

wi = 1− i

n− 1
wi = 1− i2

(n− 1)2
(4.2)

For example, for a total of 3 categories, linear weights would be set to 1, 0.5, and

0, when there is a difference of 0, 1, and 2 categories respectively. The quadratic

weights would be set to 1, 0.75, and 0. The weights are then used to multiply the

corresponding proportion of disagreements in the observed matrix, before calculating

that kappa coefficient.
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Figure 4.1: Kappa agreement with the crowdsourced annotations

The kappa values across each measure are shown in Figure 4.1. We can observe that

the agreement with manual annotation increases across each measure, on average, by

0.4019, when sentiment analysis is applied to the definitions of the corresponding

idioms. This improved the agreement from “very poor” to “moderate” on the agree-

ment scale. In addition, we can observe that SentiStrength demonstrated a better per-

formance on this particular dataset by, on average, 0.0824, in comparison to Stanford

CoreNLP.

4.3.2 Identifying Affective Concepts

Another approach to consider when extracting sentiment from idiom definitions is to

use a data driven method. In Chapter 2, we introduce WordNet, a lexical database of

English nouns, verbs, adjectives, and adverbs, grouped together into sets of interlinked

synonyms known as synsets [125]. An additional resource originating from WordNet,

and one of the main lexical resources employed to detect sentiment in text, is WNA

[196]. WNA was compiled specifically as a lexical model for classifying affects, such

as moods, situational emotions, or emotional responses, providing direct (e.g. joy, sad,

happy, etc.) and indirect (e.g. pleasure, hurt, sorry, etc.) affective terms. It was formed
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by aggregating a subset of WordNet synsets into an affect hierarchy (see Figure 2.6).

Our local version of the lexicon contains approximately 1,536 words, including all

derivational forms of the word senses originally found in WNA.

WNA enables a more sophisticated interpretation of the sentiment(s) associated with

an idiom. Each idiom can be represented by a vector, whose features correspond to

nodes in the WNA hierarchy. Affective terms were extracted from idiom definitions by

using simple string matching against affective WNA categories. A total of 278 affective

nodes were identified across the 580 idiom definitions. Whilst 163 idiom definitions

(28.1% of the dataset) were found to contain no affective words (e.g. nothing doing

- “there is no way you would accept to do what is proposed”), 133 idiom definitions

(22.9% of the dataset) were found to have more than one affective word occurrence

(e.g. “olive branch - “to show that someone wants to end a disagreement and make

peace.”).

For each non-negated mention of an affective word found in an idiom definition, the

corresponding feature is set to 1, together with all other features that correspond to

its ancestors. This approach ensures that hierarchical relationships between affects are

translated into a flat vector representation. For example, when interpreting the idiom

see red using its definition “to suddenly become very angry or annoyed,” two affective

words are identified; ‘angry’ and ‘annoyed’. As a result, the values corresponding to

negative emotion, general dislike, anger, and annoyance (see Figure 2.6 for their hier-

archical relationships) would be set to 1, whereas all other coordinates would remain

as 0. Similarly, when interpreting the idiom face like a wet weekend using its definition

“to look sad and miserable,” two affective words are identified; ‘sad’ and ‘miserable’.

As a result, the values corresponding to negative emotion, sadness, and misery would

be set to 1, whereas all other coordinates would remain as 0. Finally, when interpret-

ing the idiom bad blood using its definition “intense hatred or hostility,” two affective

words are identified; ‘hatred’ and ‘hostility’. As a result, the values corresponding to

negative emotion, general dislike, hate, and hostility would be set to 1, whereas all
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other coordinates would remain as 0. These values are summarised in Table 4.1.
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See red 1 0 0 1 1 1 0 0 ...

Face like a wet weekend 1 1 1 0 0 0 0 0 ...

Bad blood 1 0 0 1 0 0 1 1 ...

Table 4.1: Idioms represented as feature vectors

Note that the vectors given in Table 4.1 are for illustrative purposes only and as such,

focus only on a subspace of the WNA hierarchy. In practice, the length of the vector

would be the total number of individual WNA hierarchical nodes that were identified

across the idiom definitions, i.e. 278. This leads to feature vectors of high dimension-

ality, which may be associated with poor classification performance [84]. In Section

4.3.2.1 and Section 4.3.2.2, we discuss two potential approaches to reduce the dimen-

sionality of such feature vectors.

4.3.2.1 Feature Generalisation

In order to reduce the number of features, we can exploit the structure of the WNA

hierarchy by simply projecting the original vectors onto a subspace that corresponds to

the upper levels of the hierarchy, thereby, selecting more general features. For example,

in Figure 2.6 we can focus on the two upper levels of the hierarchy, i.e. negative

emotion, sadness, and general dislike, and simply remove the remaining features from

the original vectors (see Table 4.2). A problem associated with this approach is that

the structure of the WNA hierarchy is unbalanced (i.e. the negative sub-tree has 7

hierarchical levels, whereas the neutral sub-tree has 4); therefore, nodes that are at the
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same level may not be of the same generality, which may introduce issues of biased

representation.
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See red 1 0 1 ...

Face like a wet weekend 1 1 0 ...

Bad blood 1 0 1 ...

Table 4.2: Idioms represented as generalised feature vectors

4.3.2.2 Clustering

The given vector representations (see Table 4.1 for examples) allow us to consider

comparing idioms to one another in terms of their affective content, by, for example,

using measures such as cosine similarity (cosθ):

similarity(~x, ~y) = cos(θ) =
~x · ~y
‖~x‖ · ‖~y‖

=

∑n
i=1 xiyi√∑n

i=1 x
2
i ·
√∑n

i=1 y
2
i

(4.3)

where ~x and ~y are two non-zero vectors of dimensionality, and n and θ is the angle

between them. In general, cosθ values range from -1 (which corresponds to 180◦, thus

indicating opposite direction) to 1 (which corresponds to 0◦, thus indicating the same

direction). The value of 0 indicates that the given vectors are orthogonal. In the case

of the vector representation examples in Table 4.1, each coordinate is always a positive

value, and thus, so are the corresponding cosθ values. Therefore, in this special case,

the cosθ will range from 0 to 1, with higher values indicating higher similarity. In

this representation, positive and negative affects will be orthogonal to one another. For

example, in Table 4.1, we can establish that see red is more similar to bad blood (cosθ
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= 0.50), in comparison to face like a wet weekend (cosθ = 0.29), as they share two

features (negative emotion and general dislike) as a direct consequence of encoding

hierarchical relationships from WNA in a flat vector representation.

To visualise the similarity of affect between idioms, we applied multidimensional scal-

ing to a distance matrix based on cosθ. Figure 4.2 shows a clear separation between

idioms in terms of their affect. The first direction (along the x-axis) separates idioms

of positive affect on the left side (e.g. place in the sun, happy as Larry, in the good

books), from those that are negative on the right side (e.g. get worked up, dicey situ-

ation, haul over coals). The second direction (along the y-axis) separates idioms that

are associated with themes of anger at the bottom (e.g. caught in the crossfire, get on

someone’s nerves, fight like cat and dog), from those that are associated with themes

of anxiety at the top (e.g. back to the wall, have kittens, on tenterhooks).
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Figure 4.2: Multidimensional scaling results
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A clustering algorithm can be used to identify clusters of related idioms. Table 4.3

illustrates the results of applying k-means clustering (k = 10), where, in principle,

clusters can be mapped to affects. Nonetheless, uncategorised clusters can still be used

as affective features to support sentiment analysis. The dimensionality of the problem

can be controlled by reducing the number of clusters.

Cluster Interpretation Members Size

1 Surprise
bolt from the blue; drop a bombshell; jaw drop;

mixed feelings; knock down with a feather
28

2 Frustration
get someone’s knickers in a twist; fish out of water;

groan inwardly; put foot in mouth; slip through fingers
81

3 Relief
take a load off someone’s mind; break the back of the beast;

come up roses; save the day; weather the storm
11

4 Affection
eat, sleep and breathe something; have a soft spot;

on cloud nine; knock someone’s socks off; in the good books
30

5 Anxiety
break out in a cold sweat; cat on hot bricks;

shake like a leaf; alarm bells ringing; cloud on the horizon
89

6 Happiness
lick someone’s lips; pleased as punch; live the life of Riley;

grin like a Cheshire cat; walking on air
24

7 Excitement
have a ball; have a whale of a time; paint the town red;

over the moon; in seventh heaven
22

8 Anger
come down like a ton of bricks; fly off the handle;

go through the roof; hot under the collar; see red
100

9 Satisfaction
bear fruit; reach first base; foot in the door;

place in the sun; have the world by its tail
42

10 Contempt
fight like cat and dog; good riddance; steamed up;

fit of pique; free for all
10

Table 4.3: Clustering results
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4.3.2.3 Mapping Affects to Sentiment Polarities

Both the generalisation and clustering approaches can be used to support the extraction

of affective aspects of idiom-based features. However, to support the compatibility

with the original study so that its results can be used as the baseline, we must map

affects to sentiment polarities.

In this case, we used the generalisation approach. A total of 421 idiom definitions were

successfully mapped onto affects and subsequently generalised as sentiment polarities.

In Figure 4.3, we compared these results to the originally crowdsourced annotations

by measuring IAA. In comparison to the agreement achieved by off-the-shelf senti-

ment analysis tools (see Figure 4.1), we can observe that the generalisation approach

achieved higher agreement by, on average, 0.1572.

However, 159 out of 580 idiom definitions (i.e. 27% of the dataset) remained unclas-

sified, as they did not contain non-negated mentions of affective words listed in WNA.

In this case, and to take full advantage of both off-the-shelf sentiment analysis tools

and our generalisation approach to sentiment polarity classification, their results were

combined. Following our generalisation approach, we applied SentiStrength, which

outperformed Stanford CoreNLP’s sentiment annotator on these data (see Figure 4.1),

to the remaining 159 unclassified idiom definitions. In Figure 4.3 we compare the over-

all results of the combined approach to the crowdsourced annotations by measuring

IAA. We can observe that in comparison to the agreement achieved by off-the-shelf

sentiment analysis tools in Figure 4.1, the combined approach also achieved higher

agreement by, on average, 0.0639.
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Figure 4.3: Generalised and combined kappa agreement with the crowdsourced

annotations.

Table 4.4 demonstrates the differences in the distribution of the three categories across

the 580 idioms when they are both manually and automatically mapped to sentiment

polarity.

Manual Automated

Polarity Total % Total %

Positive 166 28.6 137 23.6

Negative 312 53.8 322 55.5

Other 102 17.6 121 20.9

Table 4.4: Distribution of polarities across the idiom dataset

Subsequently, the resulting sentiment polarity values from our combined approach

were used to form idiom triples, and replaced the crowdsourced sentiment polarity

annotations in the original sentiment analysis experiments discussed in Chapter 3. For

example, in 4.4 we demonstrate how the sentiment of the idiom battle of wills, was
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manually annotated as being predominantly other, i.e. (0, 40, 60):

(15, 58, 22, 3, 2,︸ ︷︷ ︸
Sentiment Polarity

0, 40, 60)︸ ︷︷ ︸
Idiom Polarity

(4.4)

However, in 4.5, when such a feature is automatically generated using our combined

approach, which extracts its sentiment polarity from its definition “when two parties

are determined to win a conflict, argument, or struggle,” the idiom is replaced by a

negative triple, i.e. (0, 100, 0):

(15, 58, 22, 3, 2,︸ ︷︷ ︸
Sentiment Polarity

0, 100, 0)︸ ︷︷ ︸
Idiom Polarity

(4.5)

In correspondence to our original approach, the phenomenon associated with negated

idioms was modelled by reversing polarities in the idiom polarity vector, based on

the assumption that negation converts positive to negative polarity, and vice versa.

Additionally, when multiple idioms occurred, the associated idiom polarity values were

aggregated by summing up the polarity vectors, whilst taking into account the effects

of negation. Finally, if no idiom was detected, the idiom polarity values were set to

zero, i.e. (0, 0, 0).

Table 4.5 demonstrates the differences in the distribution of idiom sentiment polarities

across the gold standards for both our original and our automated method.

Original method Automated method

Polarity Total % Total %

Positive 793 31.5 596 23.6

Negative 1,193 47.3 1,286 51.0

Other 535 21.2 639 25.3

Table 4.5: Distribution of idiom features across polarities
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4.4 Evaluation

In order to evaluate our experiments in this Chapter, and consequently, to compare the

results with the those achieved in Chapter 3, we re-used the gold standard from the

original study. To reiterate, the dataset consists of 2,521 sentences collected from the

BNC [19, 106], which contain both figurative and literal occurrences of idioms used

in context. Subsequently, this dataset was manually annotated with sentiment polarity,

by crowdsourcing annotations using a web-based annotation platform (discussed in

Section 3.2.2).

In Section 3.2.4, we created a gold standard for sentiment analysis experiments, where

for each sentence, an annotation agreed by the relative majority of 50% of the annot-

ators was adjudicated as the ground truth. We utilised the original testing and training

data, which contained a random subject of 500 (20% of the dataset) and 2,021 sen-

tences respectively. To conform to the methods used in the original experiment, a

Bayesian Network classifier was used for classification, using Weka [74].

The main goal of this experiment is to investigate whether the results of sentiment ana-

lysis enriched with idiom-based features are comparable when manually engineered

lexico-semantic resources are replaced by those that are automatically generated. In

expectation that a fully automated approach may underperform in comparison to manu-

ally crafted features, we also compare whether the idiom-based approach would still

outperform the original baseline methods, i.e. SentiStrength, and a sentiment annot-

ator distributed as part of the Stanford CoreNLP, which do not incorporate idioms as

features.

The classification performance was evaluated in terms of precision (P), recall (R), and

F-measure (F), based on the numbers of TP, FP, and FN. Table 4.6 and Table 4.7 provide

the comparison of these values for the two baselines considered, as well as the results

achieved in the original study. The overall performance represents micro-averaged

results across the three classes.
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Class Method TP FP FN P R F

Positive
Baseline 40 53 98 43.0 29.0 34.6

Original method 102 63 36 61.8 73.9 67.3

Automated method 75 73 63 50.7 54.3 52.4

Negative
Baseline 111 66 127 62.7 46.6 53.5

Original method 170 54 68 75.9 71.4 73.6

Automated method 168 102 70 62.2 70.6 66.1

Other
Baseline 72 158 52 31.3 58.1 40.7

Original method 49 62 75 44.1 39.2 41.7

Automated method 26 56 98 31.7 21.0 25.2

Overall
Baseline 223 277 277 44.6 44.6 44.6

Original method 321 179 179 64.2 64.2 64.2

Automated method 269 231 231 53.8 53.8 53.8

Table 4.6: The evaluation results using SentiStrength as a baseline

Class Method TP FP FN P R F

Positive
Baseline 41 44 97 48.2 29.7 36.8

Original method 104 81 34 56.2 75.4 64.4

Automated method 64 57 74 52.9 46.4 49.4

Negative
Baseline 170 160 68 51.5 71.4 59.9

Original method 181 82 57 68.8 76.1 72.3

Automated method 190 148 48 56.2 79.8 66.0

Other
Baseline 19 66 105 22.4 15.3 18.2

Original method 20 32 104 38.5 16.1 22.7

Automated method 13 28 111 31.7 10.5 15.8

Overall
Baseline 230 270 270 46.0 46.0 46.0

Original method 305 195 195 61.0 61.0 61.0

Automated method 267 233 233 53.4 53.4 53.4

Table 4.7: The evaluation results using Stanford CoreNLP sentiment annotator

as a baseline.
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Confusion matrices given in Table 4.8 and Table 4.9 show how classification outcomes

are re-distributed across the three classes. As expected, when manually crafted lexico-

semantic resources were replaced by those that were automatically engineered, the

performance, in terms of F-measure, in comparison to our original method, is poorer

by 10.6 percentage points (from 64.2% to 53.8% in Table 4.6) and 7.6 percentage

points (from 61.0% to 53.4% in Table 4.7) respectively. However, the use of auto-

matically generated lexico-semantic resources still improves the performance of the

baseline sentiment analysis methods by 9.0 percentage points (from 44.6% to 53.5%)

and 7.4 percentage points (from 46.0% to 53.4%) respectively.

Predicted Predicted Predicted

P N O P N O P N O

P 40 36 62 P 102 18 18 P 75 45 18

A
ct
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l

N 31 111 96

A
ct
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l

N 24 170 44

A
ct
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l

N 32 168 38

O 22 30 72 O 39 36 49 O 41 57 26

Baseline Original method Automated method

Table 4.8: Confusion matrices using SentiStrength as the baseline method

Predicted Predicted Predicted

P N O P N O P N O

P 41 74 23 P 104 24 10 P 64 61 13

A
ct
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N 25 170 43

A
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l

N 35 181 22

A
ct

ua
l

N 33 190 15

O 19 86 19 O 46 58 20 O 24 87 13

Baseline Original method Automated method

Table 4.9: Confusion matrices using Stanford CoreNLP sentiment annotator as

the baseline method.
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4.5 Summary

The goal of this Chapter was to address the main limitation of our original approach

in Chapter 3 - the knowledge-engineering overhead involved in hand-crafting lexico-

semantic patterns for the recognition of idioms in text, as well as the manual effort

associated with acquiring the sentiment polarity of idioms. For this purpose, we re-used

our collection of emotionally charged idioms, as well as their dictionary definitions.

To minimise the bottleneck associated with automatically recognising idioms in dis-

course, we used the canonical form of each idiom to derive rules to recognise their

lexico-syntactic variations. The performance of recognising idioms was recorded as

F-measure = 92.7%. We observed that although the precision of both handcrafted

and automatically generated rules were comparable (94.4% and 92.7% respectively),

the rules generated in this Chapter achieved a lower recall (a decrease from 100% to

92.8%). We suspect that the reason for this decrease is because some lemmas were

incorrectly matched. We propose that stemming may resolve this issue. Nevertheless,

we have demonstrated that it is possible to automatically recognise idioms in discourse,

by using the canonical forms of each idiom to derive rules that are robust enough for

this task.

In order to automate the acquisition of idioms’ sentiment polarity, we automatically

extracted sentiment from their definitions. We investigated four possible approaches

for this task. In order to support the compatibility with the original study so that its

results could be used as the baseline, an approach using a combination of WNA hier-

archy and SentiStrength was demonstrated to be the most effective. We compared this

approach to the results of the originally crowdsourced annotations by measuring IAA.

In comparison to applying off-the-shelf sentiment analysis tools alone, the combined

approach achieved a higher agreement by, on average, κ = 0.0639.

To evaluate the feasibility of this approach, we replaced the manually engineered

lexico-semantic resources with their automatically generated counterparts and repeated
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the same classification experiments as described in Chapter 3. As before, the overall

classification performance of sentiment analysis when such idiom-based features are

present, was improved from 44.6% to 53.8% and from 46.0% to 53.4% in both ex-

periments. These results, however, are still poorer in comparison to those that were

achieved in Chapter 3, where the inclusion of manually engineered features improved

sentiment analysis results from 44.6% to 64.2% and from 46.0% to 61.0% in both

experiments. Nevertheless, as we have demonstrated, not only can idiom-based fea-

tures be automatically engineered, but they also improve sentiment classification res-

ults when such features are present.
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Chapter 5

Comparison of Emotion Classification

Frameworks for Sentiment Analysis

“Reading between the lines.”

One of our research interests is to further advance the field of sentiment analysis by

expanding it beyond mere sentiment classification. However, we identified a lack of

consensus among researchers on a standardised framework of emotion. The goal of this

Chapter is to investigate the utility of emotion classification frameworks for sentiment

analysis. Our goal is to identify an appropriate classification framework in terms of

completeness and complexity. We therefore investigate the utility of such frameworks

by exploring their ease of use by human annotators, as well as the performance of

supervised machine learning algorithms when they are used to annotate training data.

More specifically, this Chapter is divided into the following main sections: Section 5.1

introduces the selected frameworks under investigation. Section 5.2.1 discusses the

construction of a corpus of emotionally charged text documents. In Section 5.2.2, we

discuss how a crowdsourcing approach was used to manually annotate these text docu-

ments within each framework. To measure the utility of each framework from a human

perspective, in Section 5.3.1, we measure and interpret IAA using Krippendorff’s alpha

coefficient. In Section 5.3.2, we discuss how we established a ground truth, in which

we use as a gold standard for our supervised machine learning experiments. We also
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utilise the ground truth to address the differences in the coverage of each framework

using correspondence analysis. To complement the results of our quantitative analysis,

in Section 5.3.4, we discuss the semi-structured interviews that were conducted to gain

a qualitative insight into how annotators interact with and interpret each framework.

We also discuss the results of the thematic analysis of the interview transcripts in this

Section.

To measure the utility of each framework from a machine’s perspective, in Section

5.4.1, the gold standard for each framework was used in cross-validation experiments

to evaluate classification performance, where we specifically investigate the classifica-

tion confusions. Finally, Section 5.5 summarises our findings.

5.1 Emotion Classification Frameworks

Intuitively, our investigation in this Chapter requires a selection of emotion classific-

ation frameworks. Our review in Chapter 2 demonstrates that the main tensions in

the literature are whether emotions can be defined as discrete, universal basic categor-

ies, whether they are characterised by one or more dimensions, or whether they are

organised hierarchically. Having considered these types, we selected five classifica-

tion frameworks for this investigation, which vary size and in the way they represent

emotion.

Categorical models of emotions appear to be dominant in this domain. Therefore,

due to their popularity, simplicity, and familiarity within emotion classification, we

selected Ekman’s [51] six basic emotions (happiness, sadness, disgust, fear, surprise,

anger). Additionally, we selected Plutchik’s [158] wheel of emotion (Figure 2.1), a

categorical model which represents the emotion space so that combinations of eight

basic emotions (joy, trust, fear, surprise, sadness, disgust, anger, anticipation) derive

secondary emotions (e.g. joy + trust = love, anger + anticipation = aggression, etc.),

which we use as classes in this investigation.
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Dimensional approaches represent emotions as coordinates in a multi-dimensional

space [29]. We selected Watson and Tellegen’s Circumplex theory of affect (Figure

2.3), due to its recommendation for describing emotions expressed in text [174]. Ad-

ditionally, we investigate EARL [57] (Table 2.2), an XML-based language for repres-

enting emotions in technological contexts. This framework was designed to support

practical computational applications, and for this reason, was selected for investiga-

tion. For both dimensional frameworks, similar to our experiments in Chapter 3, spe-

cific emotions were used as examples to explain each top-level category. For example,

caring encompasses affection, strong engagement encompasses surprise, etc.

Hierarchical frameworks are used to capture a richer set of emotions, with the main fo-

cus being on lexical aspects that can support text mining applications. WordNet-Affect

(WNA) [196] (Figure 2.6) is a lexical model of affects, such as moods, situational emo-

tions, or emotional responses, providing directly (e.g. joy, sad, happy) and indirectly

(e.g. pleasure, hurt, sorry) affective terms. It was formed by selecting, assigning, and

linking a subset of WordNet synsets (see Section 2.4.1.1) whose sense corresponds to

an affect, and organising them into a hierarchy. WNA has been used to support several

sentiment analysis and emotion analysis studies, and thus was selected for this study.

In addition to those discussed in the literature, we included free text classification,

where the choice of emotion was unrestricted. We specifically wanted to investigate

whether a folksonomy would naturally emerge from annotators’ free text choices, and

could give rise to a suitable emotion classification framework.

Table 5.1 summarises the six frameworks used in this investigation.
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Type Framework Size

Categorical
Six basic emotions 6 classes

Plutchik’s wheel of emotion 16 classes

Dimensional
Circumplex 4 dimensions, 8 classes

EARL 2 dimensions, 10 classes

Hierarchical WNA 7 levels, 1,536 classes

Unrestricted Free text ∞

Table 5.1: Selected emotion classification frameworks for investigation

5.2 Data Collection

5.2.1 Constructing an Emotionally Charged Corpus

State-of-the-art emotion classification has been applied to a range of texts from differ-

ent domains (see Table 2.4). Twitter is a social networking service that enables users

to send and read short, 140 character texts, referred to as tweets. Twitter provides an

open platform for users from diverse demographic groups. An estimated 500 million

tweets are posted each day [77]. The information content of tweets varies from daily

life updates, sharing content (e.g. news, music, articles, etc.), expressing opinions,

etc. The use of Twitter as a means of self-disclosure makes it a valuable source for

emotionally-charged texts. Thus, it has become a recent popular source for textual

data in this domain (e.g. [68, 148, 98]). For these reasons, Twitter was selected as a

source of data in this Chapter.

We assembled a corpus of 500 self-contained tweets, i.e. those that did not appear to be

a part of a conversation. More specifically, we excluded re-tweets and replies, as well

as tweets that contained URLs or mentioned other users, to maximise the likelihood of

an emotion expressed in a tweet to refer to the tweet itself and not an external source
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(e.g. content corresponding to a URL). We used four criteria to identify emotionally-

charged tweets: idioms, emoticons, hashtags, as well as automatically calculated sen-

timent polarity. The remainder of this section provides more detail on the selection

criteria.

In Chapter 3, our study demonstrated that idioms are pertinent features in sentiment

analysis, which significantly improve sentiment classification results. Using the set of

emotionally-charged idioms described in Table 3.1, we collected 100 tweets containing

references to such idioms (e.g. “If I see a mouse in this house I will go ballistic”).

Written online communication has led to the emergence of informal, sometimes un-

grammatical, textual conventions [162] used to compensate for the absence of body

language and intonation, which otherwise account for 93% of non-verbal communic-

ation [120]. Emoticons are pictorial representations of facial expressions that seem to

compensate for the lack of embodied communication. For example, the smiley face :)

is commonly used to represent positive emotions. We collected 100 tweets containing

emoticons. Table 5.2 summarises the distribution of emoticons across these tweets.

Emoticon Example Total

:( Need to stop having nightmares :( 56

:) Early finish in work for a change :) 35

:D So proud of myself right now :D 10

:P OK... so I have a huge crush! There!! :P 2

<3 I <3 you 2

Table 5.2: Distribution of emoticons across 100 tweets

One of Twitter’s main features is the use of the hashtag (#), which adds contexts and

metadata to the main content of a tweet, which in turn makes it easier for other users

to find messages on a specific topic [30]. Hashtags are often used to imply or identify

the users’ emotional state [215] (e.g. “Sometimes I just wonder...I don’t know what

to think #pensive”). To systematically search Twitter for emotive hashtags, we used
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WNA as a comprehensive lexicon of emotive words. Our local version of the lexicon

consists of 1,484 words, including all derivational and inflectional forms of the word

senses originally found in WNA. We searched Twitter using these surface forms as

hashtags to collect 100 tweets. The hashtags were subsequently removed from the

original tweets for the following two reasons. First, we wanted the annotators to infer

the emotion themselves from the main content. Second, we did not want to skew the

IAA in favour of the WNA as a classification framework.

The fourth strategy for identifying emotionally-charged tweets involved automatically

calculated sentiment polarity. We collected 116,903 tweets at random, and processed

them with a sentiment annotator distributed as part of the Stanford CoreNLP [189].

To reiterate, this method uses recursive neutral networks to perform sentiment analysis

at all levels of compositionality across a parse tree by classifying a sub-tree on a 5-

point scale: very negative, negative, neutral, positive, and very positive. We used the

sentiment analysis results to select a random subset of 50 very positive and 50 very

negative tweets. See Figure 5.1, where “Why do I even waste my time?” is classified

as very negative.

Figure 5.1: Sentiment analysis results from Stanford CoreNLP
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Finally, we collected 100 additional tweets at random to include emotionally neutral

or ambiguous tweets, while correcting for bias towards certain emotions based on the

choice of idioms, emoticons, and hashtags. Table 5.3 summarises the corpus selec-

tion criteria and distribution of the corresponding tweets selected for inclusion in the

corpus.

Criterion Example Total

Idiom If I see a mouse in this house I will go ballistic. 100

Emoticon What a day!!!! :( 100

Hashtag Why are people so mean? #frustrated 100

Sentiment polarity Why do I even waste my time? 100

Random selection Up this early for work. 100

Table 5.3: Corpus selection criteria and distribution

5.2.2 Crowdsourcing of Sentiment Annotations

In order to annotate text documents with respect to their emotional content, we used

CrowdFlower 1, a specific web platform which allows users to set up crowdsourcing

jobs to distribute work to millions of online contributors. A bespoke annotation inter-

face was designed, which consisted of three parts: input text (i.e. a document from

the corpus described in Section 5.2.1), an annotation menu based on a classification

framework, and, where appropriate, a graphical representation of the classification

framework to serve as a visual aid (see Figure 5.2). To mitigate the complexity of

WNA, we implemented autocomplete functionality, where matching items from the

lexicon were automatically suggested as the annotator typed into a free text field.

1https://www.crowdflower.com/
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Figure 5.2: Crowdflower’s annotation platform interface

We introduced a neutral category into all classification frameworks to allow for the

annotation of flat or absent emotional responses. For example, “Fixing my iTunes lib-

rary.” was annotated as neutral by 23 of 30 annotators. Similarly, we introduced an

ambiguous category to allow for the annotation of cases where an emotion is present,

but is indeterminate in the absence of context, intonation, or body language. For ex-

ample, the use of punctuation in “What a day!!!!!” clearly indicates an emotional

charge, but is unclear whether the statement is positive or negative.

Having set up annotation jobs for each classification framework, contributors were

asked to annotate each text document with a single class that best described its emo-

tional content. A total of 189 annotators participated in the study. Given a classifica-

tion framework, each document was annotated by 5 independent annotators. In total,

15,000 annotations (500 documents × 6 frameworks × 5 annotations) were collected.

The distributions of annotations across each framework is shown in Figure 5.3, with

WNA and free text charts displaying the distributions of the top 20 most frequently

used annotations.
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Figure 5.3: Distribution (%) of annotations across each framework
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5.3 Utility Analysis: A Human Perspective

In the first half of this Chapter, we investigate the utility of our selected classification

frameworks, by exploring their ease of use by human annotators.

5.3.1 Inter-Annotator Agreement

To quantitatively measure the utility of our selected classification frameworks from a

human annotator’s perspective, we measured IAA. Assuming that classification frame-

works with a better balance between completeness and complexity are easier to inter-

pret and use, we hypothesise that when a correct class is available, unambiguous and

readily identifiable, the likelihood of independent annotators selecting that particular

class increases, thus leading to higher IAA.

We used Krippendorff’s alpha coefficient [99] to measure IAA. As a generalisation of

known reliability indices, this measure was chosen as it applies to: (1) any number

of annotators, not just two; (2) any number of categories; and (3) corrects for change

expected agreement [100]. With the highest value of α = 0.483, the IAA results here

(see Figure 5.4) are well below Krippendorff’s recommended threshold (α = 0.667).

This result is consistent with other studies on affective annotation (e.g. [43, 26, 9]).

Figure 5.4: Inter-annotator agreement results
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Annotation is a highly subjective process that varies with age, gender, experience, cul-

tural location, and individual psychological differences [153]. Additionally, a text doc-

ument may consist of multiple statements, which may convey different or competing

emotional content. For example, there are two statements in the following sentence:

“On train going skating :) Hate the rain :(” each associated with a different emotion,

illustrated clearly by the use of emoticons. Using Plutchik’s wheel of emotion, this

sentence received the following five annotations: sadness, sadness, joy, love, ambigu-

ous. It can be inferred that annotators 1 and 2 focused on the latter statement, whereas

annotators 3 and 4 focused on the former statement. Annotator 5 acknowledged the

presence of both positive and negative emotions by classifying the overall text as am-

biguous. A genuine ambiguity occurs when the underlying emotion may be interpreted

differently in different contexts (e.g. “Another week off,” received two ambiguous and

three joy annotations), which leads to inter-annotator disagreement. Other factors such

as annotators’ skills and focus, the clarity of the annotation guidelines and inherent

ambiguity of natural language may have also contributed to low IAA. These factors

may explain low IAA, but fail to explain the large variation in agreement across the an-

notation frameworks, which ranged from α = 0.202 to 0.483, with a standard deviation

of 11.2. Nonetheless, these results enable a comparison of each framework.

Unsurprisingly, given the smallest number of options, the highest IAA (α = 0.483) and

the highest number of unanimous agreements (175 out of 500, i.e. 35%) were recorded

for the six basic emotions. An important factor to consider here is that this framework

incurred by far the highest usage of neutral and ambiguous annotations (576 out of

2,500, i.e. 23%). This may imply that the six basic emotions has insufficient coverage

of the emotion space.

Intuitively, one may expect IAA to be higher for frameworks with fewer classes, as

seen in some empirical studies [9], as fewer choices offer fewer chances for disagree-

ment. However, Krippendorff’s alpha coefficient is a chance corrected measure of

IAA, which suggests this may not necessarily be the case. Specifically, the IAA results



116 5.3 Utility Analysis: A Human Perspective

here shows higher agreement for a framework with 18 categories (Plutchik’s wheel of

emotion) than it does for frameworks of 10 or 12 classes (EARL and Circumplex).

With α = 0.41, Plutchik’s wheel of emotion recorded the second highest IAA. In com-

parison to the six basic emotions, annotators resorted less frequently to using neutral

and ambiguous annotations. It also recorded the second highest number of unanimous

agreements (119 out of 500, i.e. 24%).

Dimensional frameworks, Circumplex and EARL, both with a similar number of classes

(12 and 10), recorded similar levels of IAA (α = 0.312 and 0.286 respectively). How-

ever, an important difference between these frameworks was the usage of neutral and

ambiguous annotations. Circumplex incurred the second highest usage of these an-

notations. On the other hand, EARL had the second lowest usage of these annota-

tions following free text annotations. This implies that with 10 generic categories, this

framework provides better coverage of the emotion space.

Due to the ambiguity and polysemy of natural language, lexical frameworks, WNA and

free text, recorded the lowest IAA (α = 0.202 and α = 0.205 respectively) and incurred

the fewest unanimous agreements (16 and 22 out of 500, i.e. 3% and 4% respectively).

The lower IAA for WNA may be explained by the difficulty of navigating through a

large hierarchy. With 262 and 260 different annotations recorded respectively, WNA

and free text covered a wide range of emotive expressions, which provided annotators

with the means of referring to a specific emotion when a suitable generic category was

not available in other frameworks, thus minimising the use of ambiguous annotations.

To determine the significance of the differences in IAA across the frameworks, we

constructed confidence intervals for the given values. Given an unknown distribution of

the Krippendorff’s alpha coefficient, we constructed confidence intervals by estimation

using bootstrap [50]. We used 1,000 replicate re-samples from the 500 tweets. More

specifically, we randomly selected instances from the original set of 500 tweets to be

included in our sample. The sampling was performed with replacement and therefore

when a single tweet was included in the same sample multiple times, we re-used the
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same annotations. Subsequently, we used the percentage method [41] to construct 95%

confidence intervals, by cutting 2.5% of the replicates on each end.

The confidence intervals were as follows: six basic emotions (0.4498, 0.5146), Plutchik’s

wheel of emotion (0.3809, 0.4372), Circumplex (0.2871, 0.3348), EARL (0.2602,

0.3073), WNA (0.1826, 0.2196), and free text (0.1842, 0.2250). Where there is no

overlap between the confidence intervals (see Figure 5.5), we can assume that there

is a statistically significant difference in the IAA between each pair of frameworks.

Therefore, the six basic emotions framework has a significantly higher IAA in compar-

ison to the remaining frameworks, and the wheel of emotion has a significantly larger

agreement in comparison to Circumplex, EARL, WNA, and free text. Circumplex and

EARL have similar agreement, but a significantly larger IAA than WNA and free text,

which also have a similar IAA.

Figure 5.5: Confidence intervals for the inter-annotator agreement

5.3.2 Establishing the Ground Truth

In Section 5.2.2, each text document was annotated by 5 independent annotators per

framework, using a crowdsourcing approach. In order to determine the ground truth,

the most frequent annotation per data item was accepted, with an expectation for the

automated system to behave as the majority of human annotators. For each framework,
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each sentence with an annotation agreed upon by the relative majority of at least 50%

of the annotators was adjudicated as the ground truth. For example, using the six basic

emotions as the classification framework, the sentence “For crying out loud be quiet”

was annotated with anger four times and once with disgust; thus anger was accepted

as the ground truth.

When no majority annotation could be identified, a new independent annotator resolved

the disagreement by adjudicating which annotation, from the 5 given, was the most

appropriate to describe the emotion being expressed. Table 5.4, across the diagonal,

provides the percentage of text instances that required disagreement resolution under

each framework. The remaining values illustrate the overlap of such text instances

across the frameworks. Overall, 18 instances (i.e. 3.6%) required disagreement res-

olution under all frameworks. Instances that required disagreement resolution under

many frameworks are likely to be genuinely ambiguous. Otherwise, the ambiguity is

likely to be related to a given annotation framework. See Figure 5.6 for distribution of

ground truth annotations across each framework.

Basic Wheel Circumplex EARL WNA Free text

Basic 17.6 11.8 7.6 10.2 14.6 15.8

Wheel 11.8 29.6 11.8 13.0 22.4 23.0

Circumplex 7.6 11.8 22.0 10.2 16.4 15.4

EARL 10.2 13.0 10.2 37.2 22.0 23.4

WNA 14.6 22.4 16.4 22.0 48.0 36.4

Free text 15.8 23.0 15.4 23.4 36.4 46.0

Table 5.4: The number (%) of instances that required disagreement resolution
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Figure 5.6: Distribution (%) of ground truth annotations across each framework
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5.3.3 Correspondence Analysis

To address the differences in the coverage of each framework, let us consider annota-

tions for the sentence “I’ll always have a soft spot in my heart for this girl,” (see Table

5.5). Despite the unanimous agreement under the six basic emotions, it is still difficult

to interpret the given sentence as an expression of happiness. Where love, or related

emotions are available, we can see the strong preference towards choosing such emo-

tions in Plutchik’s wheel, EARL, WNA, and free text. This point is reinforced in the

case of the Circumplex, which similarly, lacks a category related to love.

Main emotion
Framework

Basic Wheel Circumplex EARL WNA Free text

happiness 5 × happiness 1 × joy
5 × pleasantness

(includes happy)

1 × positive & lively

(includes joy and happiness)
1 × happiness 2 × happiness

love - - - 4 × love - - -
4 × caring

(includes affection and love)

1 × romantic

1 × soft-spot

1 × affection

1 × love

3 × love

Table 5.5: Examples of annotation preferences

To generalise these observations and to explore the relationships between the classes

across different frameworks, we conducted correspondence analysis [79], a dimension

reduction method appropriate for categorical data. This analysis is used to present a

graphical representation of the relationships between two sets of categories. The large

number of classes in WNA and free text classification makes the graphical representa-

tion of the correspondence analysis involving either of these frameworks highly convo-

luted. We therefore only present the results involving the four remaining frameworks.

For this analysis we used the majority annotations used to create our gold standard

discussed in Section 5.3.2, and compared them between two frameworks at a time.

Figures 5.8 - 5.12 show the first two dimensions in correspondence analysis between

pairs of frameworks.

The correspondence analysis between the six basic emotions and Plutchik’s wheel of

emotion (Figure 5.7) demonstrates that the first dimension (along the x-axis) separates
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the positive emotions (e.g. happiness, love) on the left, from the negative emotions

(e.g. anger, sadness) on the right. One can claim that the second direction (along

the y-axis) differentiates between aggressive emotions (e.g. anger, aggressiveness),

from more passive emotions (e.g. sadness, fear). Further study into the distribution of

emotions across the dimensions shows that four emotions from Plutchik’s wheel (sub-

mission, joy, love, awe), correspond to a single basic emotion (happiness). Emotions

that exist in both frameworks are located close together, e.g. anger in the basic emo-

tions framework is close to anger in the Plutchik’s wheel. On the other hand, emotions

such as remorse, anticipation, optimism, disapproval, trust and aggressiveness, which

only exist in Plutchik’s wheel, do not correspond closely with a specific basic emo-

tion. This evidence supports that these emotions are not redundant, i.e. they cannot

be abstracted easily into a basic emotion. Moreover, further analysis demonstrates that

the annotators often resorted to happiness, i.e. the only positive basic emotion, as a

surrogate for a diverse range of emotions found in the Plutchik’s wheel including awe,

submission and love, which do not necessarily imply happiness.

Figure 5.7: Six basic emotions (blue) versus Pluchik’s wheel of emotion (red)
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The analysis between the six basic emotions and Circumplex (Figure 5.8) demonstrates

that two positive classes (high positive affect and pleasantness), correspond to the basic

emotion of happiness. On the other hand, some classes from Circumplex, e.g. strong

engagement, low positive affect and low negative affect, do not particularly correspond

to any basic emotion.

Figure 5.8: Six basic emotions (blue) versus Circumplex (red)

Similarly, the analysis between the six basic emotions and EARL (Figure 5.9), shows

that all positive classes correspond to happiness, negative thoughts correspond to fear,

negative & forceful corresponds to anger, and negative & passive and negative & not

in control correspond to sadness.

Figure 5.9: Six basic emotions (blue) versus EARL (red)
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Figures 5.10 and 5.11 show how emotions from Plutchik’s wheel relate to classes from

Circumplex and EARL respectively. It is clear that, although Circumplex and EARL

are richer than the six basic emotions, they still do not seem to completely and un-

ambiguously model emotions from Plutchik’s wheel. For example, we can see from

Figure 5.10 that Circumplex does not have a class that corresponds to a number of

emotions in Plutchik’s wheel, e.g. optimism, trust, anticipation, remorse and disap-

proval. Similarly, from Figure 5.11 we can see that classes from EARL do not align

well against love, surprise, anticipation and aggressiveness.

Figure 5.10: Plutchik’s wheel of emotion (blue) versus Circumplex (red)

Figure 5.11: Plutchik’s wheel of emotion (blue) versus EARL (red)



124 5.3 Utility Analysis: A Human Perspective

Finally, with few exceptions, Figure 5.12 illustrates a clear alignment between classes

in Circumplex and EARL, suggesting that they cover, and partition, the semantic space

of emotions in a similar way.

Figure 5.12: Circumplex (blue) versus EARL (red)

To summarise, both Circumplex and EARL provide generic classes, which align fairly

well (see Figure 5.12). Unsurprisingly, they achieved similar IAA, which is not statist-

ically different (see Figures 5.6). When compared with the frameworks that use specific

emotions rather than generic classes, i.e. the six basic emotions and Plutchik’s wheel of

emotion, neither of the generic frameworks seem to model surprise well (see Figures

5.8 - 5.11). In addition, although EARL explicitly lists love as an example of the class

caring, comparison with Plutchik’s wheel of emotion shows no strong correspondence

between the two (see Figure 5.11). The best results were seen with frameworks that

use specific emotions, with the six basic emotions demonstrating significantly better

IAA agreement, in comparison to Plutchik’s wheel of emotion. However, the six basic

emotions require a wider range of positive emotions. Figures 5.7 and 5.9 indicate that

happiness is consistently used as a surrogate for love.
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5.3.4 Annotator’s Perception

In order to gain a qualitative insight into how human annotators interpret and use the

frameworks, we conducted semi-structured interviews with 6 participants who had an

academic background in social sciences. The annotation guidelines were explained

to participants. Each participant was given a sample of 5 different text documents to

annotate. They annotated the sample 6 times, once for each classification framework.

Their experiences were then discussed in a semi-structured interview.

Table 5.6 provides the semi-structured interview guide. The interviews were recorded

and transcribed verbatim. We conducted thematic analysis of the transcripts. The ex-

tracted themes (see Table 5.7) were related to annotators (subjectivity and certainty),

data (context, ambiguity, and multiplicity), and the frameworks (coverage and com-

plexity).

Generally, participants found the annotation task difficult, often not feeling confident

about their choice. Annotators agreed that features such as punctuation (e.g. !), and

words with strong sentiment polarity (e.g. beautiful, amazing, disgusting and horrible)

were strong indicators of an emotion. The annotation choices for utterances that con-

veyed multiple emotions varied greatly across the annotators. For example, “My dress

is so cute ugh. Praying no one wears the same one or else I will go ballistic,” was

interpreted to express both a positive and a negative emotion.

When context was absent (e.g. “Please stay away”), participants required more time

to find an appropriate annotation. Annotators found themselves reading the text with

different intonation in order to re-contextualise the underlying emotion. Upon failing

to identify the context, annotators doubted their original annotation choice, claiming

they may have over-compensated for the lack of context.
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One significant factor affecting annotation was the number of classes available in a

framework. In particular, for the six basic emotions, annotators found that the classes

were meaningful, or relevant for distinguishing the polarity of the text, but not the

types of emotion expressed. This is consistent with the results of the correspondence

analysis described in Section 5.3.3, which decried happiness as a poor surrogate for

love. The insufficient coverage of the emotion space in this framework significantly

restricted the choices, resulting in a poor capture of the primary emotion conveyed.

It became “unsatisfying” for participants to annotate with a class that was not fit for

purpose, i.e. classes that do not map easily onto the emotional content. For example,

“So proud of myself right now :D,” was annotated as happiness, but also construes

pride, an emotion that is distinct from happiness [197].

When faced with Plutchik’s wheel of emotion, the annotators found it difficult to

choose between related emotions. For example, annotators debated whether “I’ll al-

ways think the world of you,” expressed love, trust or awe. In this case, annotat-

ors agreed that having multiple options, in terms of intensity or similarity, would be

more appropriate. The structure of the wheel received a negative response. Annotators

agreed that it contained too much information and was quite complex to understand

without additional explanation. There was debate that some emotions in the wheel

(e.g. trust) are not necessarily emotions, but states, and questioned some emotion

combinations (e.g. anticipation + joy = optimism, sadness + surprise = disapproval).

Annotators felt that Plutchik’s wheel, in comparison to the six basic emotions, provides

better coverage, but lacks the ability to encode some emotions. For example, annot-

ators required an emotion to represent discomfort for “My throat is killing me,” but

annotated it with disapproval, sadness and neutral instead.

Annotators felt the categories in both EARL and Circumplex were not distinct. An

overlap between some classes (e.g. negative & not in control and negative thoughts)

was named as one of the reasons for annotators’ disagreement. Although conceptually

similar, the dimensional structure of Circumplex and its choice of emotions caused
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more resistance among annotators, as they misinterpreted the mapping of emotions

onto their categories (e.g. they disagreed that dull, sleepy and drowsy were positive af-

fects). For both EARL and Circumplex, very little attention was paid to the categories

themselves. Annotators were in favour of the examples of emotions in each category,

and felt that “once they had distinguished” the nuance of emotion being represented,

they “had a general feeling as to which category it belonged to.” Annotators appreci-

ated having similar emotions clustered together into a generic category. This provided

them with useful cues when classifying the general mood of the text, which may be

easier than choosing a specific emotion. However, they acknowledged that some in-

formation would be lost when annotating with generic categories.

When faced with WNA, annotators were able to freely decide on a specific emotion in

the hierarchy (e.g. “I don’t feel well ugh,” received sick, miserable, unhappy and fed-

up annotations). Yet, annotators felt “restricted,” as some of the emotions that they had

interpreted in the text were not available (e.g. “I was certain it was relief, but it only

had relieve, and they are not the same thing...”). The autocomplete functionality proved

insufficient, as annotators continually searched for emotions that were not present in

the lexicon. This increased the time spent in completing the annotation task. Emotional

content was often described in complex terms (e.g. “I chose aggravated, because it’s

stronger than annoyance”), or could not be pinpointed (e.g. “You know what it means

and you feel it, but you can’t find the right word to describe it”). In these situations,

annotators would search for the synonyms of their original choices, or search for the

basic form of the emotion, until an appropriate substitute was found (e.g. “I wanted

exhausted, but had to settle for tired...”). This may imply that WNA is somewhat

incomplete. A recommendation for improving the navigation of this framework is to

have similar emotions suggested in addition to the autocomplete functionality.

The free text classification framework diminished the confidence in choosing an appro-

priate annotation (e.g. “There is too much choice now. I think of a word, and doubt. Is

this what I really mean? Because there is no guideline I doubt. When there is a group,
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I think ‘it definitely fits here”’). Annotators described this framework as “resembling

what we do in everyday life when we read a piece of text. We read something and we

feel it.” However, when asked to describe an emotion using a particular word, annot-

ators could often not articulate it (e.g. “I had multiple emotions, but could not find a

word to describe them all”). Free text annotations accrued a range of lexical repres-

entations of emotions with similar valences (e.g. “My girlfriend disapproves of me :(”

received self-disgust, shame and disapproval annotations), and intensities (e.g. “Don’t

want to see the hearse coming down my road today. RIP Anna,” received trepida-

tion, dread, sadness and upset annotations). For both lexical frameworks, annotators

acknowledged that “regardless of the terms we use, we are all in agreement of the

general feeling expressed” in the text.

5.4 Utility Analysis: A Machine Perspective

The second half of this investigation aims to measure the utility of our selected frame-

works from a machine’s perspective of automated sentiment analysis. In Section 5.4.1,

we evaluate the performance of supervised machine learning when the corresponding

annotations were used to train the classification algorithms.

5.4.1 Cross-Validation Experiments

To explore how well text classification algorithms can learn to differentiate between

the classes within a given framework, we evaluated the performance of such algorithms

when the corresponding annotations were used to train the classification model.

The ground truth annotations discussed in Section 5.3.2 were used to create a set of

gold standards per classification framework, and were used with Weka [74] to per-

form 10-fold cross-validation experiments. All text documents from the corpus of 500
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tweets described in Table 5.3 were converted into feature vectors using a BOW repres-

entation.

We tested a wide range of supervised learning methods included in Weka. SVM con-

sistently outperformed other methods. We, therefore, report the results achieved by this

method (see Figure 5.13). Classification performance was measured using precision,

recall, and F-measure. Classification performance can be negatively affected by class

imbalance and the degree of overlapping among the classes [161].

Figure 5.13: The results of cross-validation experiments

With respects to F-measure, the ranking of the classification frameworks is similar to

the ranking with respect to the IAA, with the exception of the wheel of emotion and

Circumplex. F-measure ranged from 15.9% to 41.0% with a standard deviation of 9.5.

Notably, there was less variation in classification performance across the frameworks

in comparison to IAA. Intuitively, the classification results are expected to be inversely

proportional to the number of classes in the framework. Unsurprisingly, given the

smallest number of options, the highest value F-measure (41.0%) was recorded for six

basic emotions. However, EARL (10 classes) is ranked behind the wheel of emotion

(16 classes). WNA and free text demonstrated an almost identical F-measure, and were

found to have poorer classification performances.
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To gain a better insight into the classification performance across the frameworks, we

analysed the confusion matrices, which show how the automatically predicted classes

compare against the actual classes from the gold standard. For each framework, con-

fusion often occurred between opposite emotions, happiness and sadness (see Table

5.8). These confusions may be explained by the limitations of the BOW approach,

which ignores the text structure, hence disregarding compositional semantics. Spe-

cifically, negation, which can reverse the sentiment of a text expression, was found

to contribute to confusion. For example, “Why do you not love me? Why? :(” was

automatically classified as pleasantness, caring or happiness, whereas it was annot-

ated as unpleasantness, negative & passive and depression in the gold standard. Such

predictions were largely based on the use of the word ‘love,’ which represents a text

feature highly correlated with the positive classes in the training set. For example, out

of 14 mentions of the word ‘love,’ 10 were used in a positive context (e.g. “I love my

manager she is so sweet!”). The remaining 4 instances were used in a negative context,

with 3 negated mentions (e.g. “Sitting in Tesco’s cafe by myself because nobody loves

me :(”), and sarcasm (e.g. “That moment when a UNM shuttle drops people off and

and then leaves without picking up the rest of us at the bus stop! Gotta love UNM!”).

These examples illustrate the need to include negation as a salient feature in sentiment

analysis.

Main emotion
Framework

Basic Wheel Circumplex EARL WNA Free text

happiness 39 × sadness 34 × sadness
42 × unpleasantness

(includes sad)

20 × negative & passive

(includes sadness)
20 × sadness 21 × sadness

sadness 44 × happiness 40 × joy
42× pleasantness

(includes happy)

25 × positive & lively

(includes joy and happiness)
34 × happiness 17 × happiness

Table 5.8: Misclassification of opposite emotions

The second largest consistently occurring confusion was related to the neutral category

(see Table 5.9), which, in the absence of discriminative features, was typically misclas-

sified as one of two largest classes in the gold standard, i.e. either happiness or sadness

(see Figure 5.6). Another trend found across all frameworks, was the misclassification

of active negative emotions (e.g. anger, annoyance, and disgust were classified as sad-
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ness). Again, because this behaviour is recorded consistently across all frameworks,

this phenomenon may be explained by the limitations of the BOW approach. Further

investigation is needed to determine whether a richer feature set (e.g. additional syn-

tactic features to differentiate between active and passive voice) would help to better

discriminate between these classes.

Main emotion
Framework

Basic Wheel Circumplex EARL WNA Free text

happiness 26 18 22 11 22 11

sadness 22 19 24 6 8 6

Table 5.9: Misclassification of the neutral category

Main emotion
Framework

Basic Wheel Circumplex EARL WNA Free text

anger, annoyance or disgust 18 29 23 11 17 26

sadness 7 5 11 6 4 9

Table 5.10: Misclassification of active and passive negative emotions

Whereas the classification confusions discussed above were common across all frame-

works, it was notable that both dimensional frameworks, Circumplex and EARL, demon-

strated relatively more confusion across a wider range of classes (see Tables 5.11 -

5.12). This suggests that their generic categories may not be sufficiently distinctive,

and therefore, are not the best suited for emotion analysis.
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Predicted

a b c d e f g h i j

Actual

Pleasantness a 69 42 7 6 0 0 0 0 8 0

Unpleasantness b 42 87 5 11 0 0 0 0 6 0

High positive affect c 26 11 3 4 0 0 0 0 4 0

High negative affect d 15 23 3 23 1 1 0 0 6 0

Low positive affect e 3 3 0 0 0 0 0 0 1 0

Low negative affect f 4 6 1 1 0 0 0 0 0 0

Strong engagement g 3 6 2 1 0 0 0 0 3 0

Disengagement h 0 0 0 1 0 0 0 0 0 0

Neutral i 22 24 4 3 0 0 0 0 6 0

Ambiguous j 0 2 0 0 0 0 0 0 1 0

Table 5.11: Confusion matrix for the classification predictions against Circumplex

classes.

Predicted

a b c d e f g h i j

Actual

Positive & lively a 55 12 4 11 4 2 2 20 0 2

Negative & forceful b 22 28 3 6 2 4 0 11 0 2

Caring c 5 3 14 2 1 1 0 1 0 0

Negative & not in control d 22 10 2 14 3 1 0 8 0 0

Positive thoughts e 14 4 1 5 5 1 0 7 0 0

Negative thoughts f 5 8 0 1 0 0 0 7 0 1

Quiet positive g 9 2 2 0 0 0 0 2 1 0

Negative & passive h 25 6 3 13 3 1 0 23 0 0

Reactive i 3 1 0 2 0 1 0 4 0 0

Agitation j 3 8 0 2 0 0 0 3 0 1

Table 5.12: Confusion matrix for the classification predictions against EARL

classes.
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5.5 Summary

The goal of this Chapter, was to identify an appropriate classification framework in

terms of completeness and complexity. We selected six emotion classification frame-

works and investigated their utility for sentiment analysis by exploring their ease of

use by human annotators, as well as the performance of supervised machine learn-

ing algorithms when they were used to annotate training data. For this purpose, we

assembled a corpus of 500 emotionally charged documents that were manually annot-

ated under each framework using a crowdsourcing approach.

In order to quantitatively measure their utility from a human annotator perspective, we

measured IAA using Krippendorff’s alpha coefficient, according to which the frame-

works were ranked as follows: (1) six basic emotions (α = 0.483), (2) wheel of emo-

tion (α = 0.410), (3) Circumplex (α = 0.312), (4) EARL (α = 0.286), (5) free text (α =

0.205), and (6) WNA (α = 0.202). The six basic emotions framework was found to have

a significantly higher IAA in comparison to other frameworks. However, correspond-

ence analysis of annotations across the frameworks highlighted that basic emotions are

oversimplified representations of such complex phenomena, and as such, are likely to

lead to invalid interpretations, which are not necessarily reflected by high IAA. Spe-

cifically, the basic emotion of happiness was mapped to classes distinct to happiness in

other frameworks, namely submission, love and awe in Plutchik’s wheel, high positive

affect (e.g. enthusiastic, excited, etc.) in Circumplex, and all positive classes in EARL

including caring (e.g. love, affection, etc.), positive thoughts (e.g. hope, pride, etc.),

quiet positive (e.g. relaxed, calm, etc.), and reactive politeness (e.g. interest, surprise,

etc). Semi-structured interviews with the annotators also highlighted this issue. The

framework of six basic emotions was perceived as having insufficient coverage of the

emotion space, forcing annotators to resort to inferior alternatives, e.g. using happiness

as a surrogate for love. Therefore, further investigation is needed into ways of better

representing basic positive emotions, e.g. by considering love, hope and pride.

In the second part of this study, we explored how well text classification algorithms can
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learn to differentiate between the classes within a given framework. Classification per-

formance can be negatively affected by class imbalance and the degree of overlapping

among the classes. In terms of feature selection, poorly defined classes may not be

linked to sufficiently discriminative text features that would allow them to be identified

automatically. To measure the utility of different frameworks in this sense, we created

training datasets for each framework, and used them in cross-validation experiments

to evaluate the classification performances. According to the F-measure, the classi-

fication frameworks were ranked as follows: (1) six basic emotions (F = 0.410), (2)

Circumplex (F = 0.341), (3) wheel of emotion (F = 0.293), (4) EARL (F = 0.254), (5)

free text (F = 0.159), and (6) WNA (F = 0.158). Unsurprisingly, the smallest frame-

work, the six basic emotions, achieved a significantly higher F-measure in comparison

to all other frameworks.

For each framework, confusion often occurred between opposite emotions (e.g. hap-

piness and sadness) and equivalent categories (e.g. positive & lively and positive

thoughts). These confusions may be explained by the limitations of the BOW ap-

proach, which ignores text structure, hence disregarding compositional semantics. Spe-

cifically, negation, which can reverse the sentiment of a text expression, was found to

contribute to confusion. Another trend found across all frameworks was misclassific-

ation of active and passive negative emotions (e.g. anger vs. sadness). Again, this

phenomenon may be explained by the limitations of the BOW approach. Further in-

vestigation is needed to determine whether a richer feature set (e.g. syntactic features)

would help to better discriminate between related classes. The classification confu-

sions in this investigation were commonly found across all frameworks and, as sug-

gested, represent the effects of a document representation choice rather than specific

classification frameworks. However, it was notable that both dimensional frameworks,

Circumplex and EARL, demonstrated higher confusion across a wider range of classes.

This suggests that their categories may not be sufficiently distinctive, and, therefore,

are not the best suited for sentiment analysis.
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To conclude, given our investigation, the six basic emotions emerged as the most suit-

able classification framework for sentiment analysis. Nonetheless, further investigation

is needed into ways of extending basic emotions to encompass a variety of positive

emotions, as happiness, the only representative of positive emotion, is forcibly used as

a surrogate for a wide variety of distinct positive emotions, such as love.
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Chapter 6

Conclusions & Future Work

“Collecting one’s thoughts.”

The research in this thesis was motivated by the fact that idioms, despite their signific-

ance, are underrepresented as features in sentiment analysis. As idioms often express

an affective stance towards an entity or an event, we hypothesised that the inclusion of

idiom-based features would reduce misclassification of sentiment, when such features

are present. To estimate the significance of idioms as features of sentiment analysis,

we used them alongside traditional sentiment analysis approaches and evaluated the

classification performance. Our experiments provided strong evidence that the use of

idiom-based features significantly improves sentiment classification results.

These results can stand to be improved in two ways. First, having had no prior know-

ledge of the significance of idioms for the sentiment classification task, we simply

concatenated all features into a single vector. While sufficient to demonstrate the sig-

nificance of idioms in sentiment analysis, such a brute-force approach does not guar-

antee an optimal performance. The latter was beyond the scope of the proposed re-

search, but the lexico-semantic resources developed herein enable the community to

conduct further research into different ways of utilising idioms as features of sentiment

analysis. They include a comprehensive collection of almost 600 idioms manually an-

notated with sentiment polarity, with a reliable IAA (α = 0.662). To our knowledge,

this dataset represents the largest lexico-semantic resource of this kind to be utilised
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in sentiment analysis. Additionally, we implemented a set of local grammars that can

be used to recognise occurrences of these idioms in text. We also assembled a corpus

of over 2,500 sentences with a wide range of idioms used in context. Similarly to the

idioms themselves, this corpus was also annotated with sentiment polarity, and as such,

can be used in systematic evaluation of sentiment analysis approaches that claim to use

idioms as features.

Another method for improving the performance of sentiment analysis is to simply in-

crease the range of idioms covered by the aforementioned lexico-semantic resources.

Rather than manually extending these resources, we wanted to investigate ways of

automating this step, which would in turn improve the generality of our method and en-

able its portability to other languages. By doing so, we also wanted to address the main

limitation of our original approach - the knowledge-engineering overhead involved in

hand-crafting lexico-semantic patterns for the recognition of idioms in text, as well as

the manual effort associated with acquiring the sentiment polarity of idioms. To min-

imise the bottleneck associated with the acquisition of lexico-semantic resources, in

Chapter 4, we scaled up our original approach in order to be able to consider an arbit-

rary set of idioms by automating the engineering of such resources. In order to auto-

mate the recognition of idioms, we hypothesised that the canonical form of an idiom

can be used to automatically derive rules that are robust enough to recognise its lexico-

syntactic variations in a discourse. In order to automate the acquisition of idioms’

sentiment polarity, we hypothesised that it is possible to automatically extract senti-

ment from their dictionary definitions. To evaluate the feasibility of this approach and,

in doing so, test our hypothesis, we replaced the manually engineered lexico-semantic

resources with their automatically generated counterparts and repeated the same clas-

sification experiments. As before, the classification performance of sentiment analysis

was improved when such idiom-based features were present, which confirms our hypo-

thesis. Despite the results being poorer than those achieved with manually engineered

features, the advantage of the fully automated approach is that existing idiom diction-

aries can be re-purposed, allowing an arbitrary lexicon of idioms to be explored as
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part of sentiment analysis. Moreover, one of the alternative methods proposed in this

part demonstrated that relevant idioms can be mapped to specific affects and thereby

address a significant limitation of state-of-the-art sentiment analysis approaches by fo-

cusing on a full range of emotions as opposed to mere sentiment polarity.

This observation leads us to the investigation presented in Chapter 5, which concerns

advancing the research area of sentiment analysis from sentiment classification to emo-

tion classification. Such research is hindered by the lack of consensus among research-

ers on a standardised framework for classifying emotions. Our goal was to identify

an appropriate classification framework, in terms of completeness and complexity, for

sentiment analysis. We considered six emotion classification frameworks, and system-

atically investigated their utility from a human perspective, as well as from a supervised

machine learning perspective. Our experiments provided evidence that the six basic

emotions are best suited for sentiment analysis. However, both quantitative and qualit-

ative analyses highlighted its major shortcoming of oversimplifying positive emotions.

Nonetheless, the resources developed herein enable the community to conduct further

research into fine-grained approaches to emotion classification and sentiment analysis,

as well as ways of extending basic emotions to encompass a variety of positive emo-

tions, as happiness, the only representative of positive emotion, is forcibly used as a

surrogate for a wide variety of distinct positive emotions, such as love. The aforemen-

tioned resources include a corpus of 500 emotionally charged text documents manually

annotated with emotions from our selected comprehensive frameworks.

6.1 Future Work

In this Section, we discuss the various ways in which the research in this thesis can be

extended further in future work.

An important point to consider in the evaluation in Chapter 4, is that the performance

of a fully automated approach to using idioms as features in sentiment analysis can
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still be improved. To support the compatibility with the original study, we re-used

the Bayesian Network classifier, which outperformed alternative machine learning al-

gorithms in the cross-validation experiments performed on the original gold standard.

The fact that the distribution of the training data changed when manually engineered

features were replaced with those that are automatically engineered (see Tables 4.4

and 4.5), opens the possibility that another machine learning algorithm may produce a

better performing classification model. In this case, we would perform further classi-

fication experiments, where the included idiom-based features are automatically gen-

erated, and investigate the performance of a variety of classifiers distributed as part of

Weka.

A closer inspection of the confusion matrices in Chapter 4 (see Table 4.8 and Table

4.9), reveals that the use of idioms as features, whether manually or automatically en-

gineered, improves the sensitivity of classification with respect to positive and negative

polarities. Whereas manually engineered features seem to be more biased towards pos-

itive polarities, automatically engineered features were demonstrated to be more biased

towards negative ones. This may be explained by the way in which the idiom polar-

ities were encoded. The originally crowdsourced idiom polarities allowed for a fuzzy

representation of polarities, by distributing the number of annotations across the three

coordinates (positive, negative, and other). For example, the idiom mind someone’s

own business was originally represented by the polarity vector (0, 60, 40), which al-

lows for different interpretations of the given idiom, depending on the context. On the

other hand, the automatically extracted idiom polarities did not allow for such repres-

entation. For example, mind someone’s own business was represented by the polarity

vector (0, 100, 0), which indicates that its sentiment is strictly negative. This may

be remedied by incorporating the notion of ambiguity, and/or intensity, into the idiom

polarity representation. Off-the-shelf sentiment analysis tools, such as those used in

our experiments, output the strength of the sentiment expressed in a text segment. A

future hypothesis is that this information can be used to support fuzzy representations

of automatically extracted sentiment polarities. The inclusion of this information may
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also further improve the performance of a fully automated approach to using idioms as

features in sentiment analysis.

Our primary interest regarding future work concerns expanding upon our existing re-

search to tackle the more complex problem of emotion classification. In an attempt to

automate the acquisition of the emotion of an idiom, we can utilise our existing ap-

proach in Chapter 4 to map idioms to nodes in WNA, which distributes the six basic

emotions, along with other primary emotions, as part of its second hierarchical level

(see Figure 2.6), coinciding with the results of our investigation in Chapter 5. How-

ever, we are still faced with the labour-intensive task of manually annotating the overall

sentiment of idioms used in context. In this case, we can investigate the possibility of

using a combination of POS, Word Sense Disambiguation (WSD) technologies, which

identify the sense of a word in a given context, and our idiom recognition rules, to

map contextual examples of idioms to nodes in WNA. We would compare these auto-

matically acquired emotions to those collected in Chapter 3, where both idioms and

contextual examples of idioms were manually annotated with categories from EARL.
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