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Summary of thesis

Gravitational waves have now twice been detected emanating from the merging of binary

black hole systems. In this thesis we detail the methods used to search for binary merger

gravitational wave signals associated with short gamma-ray bursts, focusing on systems

that include at least one neutron star.

We first cover the background theory behind gravitational wave emission, themeans of

detection via interferometry, and the types of astrophysical sources that could be detected

now or in the near future. We follow this with a review of gamma-ray burst theory and

observations, focusing in particular those bursts with short durations. These are likely to

be caused by the mergers of binaries that include a neutron star and a black hole, or two

neutron stars — events of great interest to gravitational wave astronomy.

We then discuss the methods used to search gravitational wave data in a targeted way,

using the prior observation of a short gamma-ray bursts to focus the analysis and improve

the chances of making a detection. We also summarise early searches of this kind and

present the results of a search carried out on LIGO and Virgo data spanning 2005–2010,

targeting short gamma-ray bursts detected by the InterPlanetary Network.

We then turn our attention to the current, second generation of gravitational wave

detectors. We present a detailed calculation of the prospects of success for the targeted

short gamma-ray burst search technique, and find that we might reasonably expect to

make up to a few detections per year around the turn of the decade.

We then outline a new search structure for use during the second generation of detec-

tors, and an astrophysical event alert system for the control rooms of gravitational wave

observatories.

We end with a presentation of the results of the new and improved search carried out

during the first observing run of Advanced LIGO.
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Introduction

In 1915 Albert Einstein published his general theory of relativity [75], the culmination of

a decade of effort to incorporate gravitation into his relativistic framework introduced in

the special theory [73, 74]. In the general theory gravity is the effect of the geometry of

spacetime, and the geometry of spacetime is the result of the presence of matter.

“
Spacetime tells matter how to move; matter tells spacetime how to curve

— J. A. Wheeler [179]

”
Mathematically this relationship is encompassed in the Einstein field equations,

Rµν −
1

2
Rgµν + Λgµν =

8πG

c4
Tµν . (0.1)

The left hand side describes the geometry of spacetime via the Ricci tensor Rµν, the Ricci

scalar R, the spacetime metric gµν, and the cosmological constant Λ. On the right hand

side the matter content of spacetime is described by the stress-energy tensor Tµν. c is the

speed of light in a vacuum and G is the gravitational constant.

In the century since its publication the general theory has been a remarkably success-

ful predictive tool. From the observation of the lensing of starlight [71], through to the

measurement of the geodetic effect by Gravity Probe B [78], every empirical test of the

theory has so far found it to be in agreement with nature — at least to within experimental

precision.

One of the last remaining predictions of the general theory to be experimentally ver-

ified were gravitational waves, first predicted by Einstein in 1916 [76, 77]. These per-

turbations in the gravitational field — often termed ‘ripples in spacetime’ — propagate at

the speed of light. Their existence was first supported by observations of the pulsar PSR

B1913+16 discovered by Hulse and Taylor [102]. The pulsar is one of a pair of neutron stars

in a tight binary, the orbital decay of which is consistent with the emission of gravitational

waves [167, 178] (Fig. 0.1).

Since the 1960s there has been an effort to detect these waves. The first serious at-

tempts by Weber made use of a number of aluminium bars [175, 176], but his claims of

detections [177] were later rejected as false positives [120].
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Introduction

Figure 0.1: Thirty years of orbital decay in the PSR B1913+16 system. The observed

decay (red data points) agrees with that predicted by general relativity

if the system is emitting gravitational waves (blue solid curve). Data

from [178]. Figure from [187].

Since the 1980s a new approach has dominated the effort to detect gravitational waves:

laser interferometry. A number of ever larger, ever more sensitive interferometers have

been built, including the 4 kilometre scale Laser Interferometer Gravitational-Wave Obser-

vatory detectors, or LIGO for short [31]. Although without any detections, these instru-

ments operated well and drove technological advancement that is now being deployed in

a new, second generation of interferometers.

On 14 September 2015, at 09:50:45 UTC, just days after becoming fully operational

following a seven year upgrade project, the two LIGO detectors measured a gravitational

wave signal as it passed by the Earth (Fig. 0.2), marking the first ever direct detection of

gravitational waves [22]. The waves were produced by the coalescence of a binary black

hole system. The black holes that merged had masses of approximately 36 and 29 solar

masses, and formed a spinning black hole of approximately 62 solarmasses [23]. The signal

included the last few orbits of their inspiral, the merger, and final black hole ringdown, and

was completely consistent with Einstein’s general theory [24]. This detection was the first

direct observation of black holes and their mergers, and is the first observation supporting

the existence of such large stellar mass black holes, with ramifications for star formation

and stellar evolution models [25]. With this detection, gravitational wave astronomy was

born.
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Figure 0.2: GW150914: The first direct detection of gravitational waves. The signal

was detected by the two observatories of Advanced LIGO, and came from

the merger of a pair of black holes around 1.3 billion light years away.

Top row: the signal in the Hanford detector (left) and in the Livingston

detector (right, blue), with theHanford signal superimposed (red). Second

row: the best fit numerical waveforms and reconstructed signals. Third

row: Residuals from subtraction of best fit waveforms from the signals.

Bottom row: Time-frequency plots of the signal in each detector, showing

the significance of the signal above the background, and the upward chirp

in frequency. Figure taken from [22].

During the rest of their first observing run, the two LIGO detectors saw another strong

signal from a lower mass binary black hole merger [21], with another, weaker detection

candidate, again seemingly from a binary black hole [17]. It is now apparent that binary

black hole systems are relatively common, and will dominate the first era of gravitational

wave detections.

Gravitational wave astronomy is an entirely new way for astronomers to investigate

the cosmos, and one that compliments more established branches of astronomy. One such

branch is high-energy transient astronomy. Many of the most energetic events in the

universe not only produce copious amounts of electromagnetic emission, but are also likely

to emit powerful gravitational waves. Of particular interest are short gamma-ray bursts,

which may be caused by the mergers of two neutron stars or a black hole and a neutron
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star. Both of these types of event would be expected to produce strong gravitational waves

in the frequency band of current ground-based gravitational wave detectors, so may be

among the first types of events observed via gravitational waves.

In this thesis we investigate short gamma-ray bursts as promising astrophysical events

for gravitational wave follow-up, in the hope of making the first joint electromagnetic and

gravitational wave astronomical observation.
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I
“The rumour of much toil and scheming and triumph

may never reach the stars, and what we value not at all,

are not conscious of, may break the surface of eternity

with endless ripples of good.”

Edward Thomas

Gravitational Waves

& Gamma-ray Bursts
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1
Gravitational Waves

In this chapter we will summarise the theoretical and expected astrophysical origins of

gravitational waves (GWs), and the motivation behind the construction of ground-based

interferometers like the Laser Interferometer Gravitational Wave Observatory (LIGO).

1.1 Gravitational Waves in Linearised Theory

GWs are perturbations in the curvature of spacetime that propagate as waves at the speed

of light. It may be useful to draw some analogies between electromagnetism and gravi-

tation, but also identify where the two phenomena differ. For example, the electrostatic

force acting between charges q1 and q2 that sit a distance d apart is proportional to q1q2

d2

(Coulomb’s Law), and if accelerated the charges produce electromagnetic waves. By com-

parison, the gravitational force acting betweenmasses m1 and m2 that sit a distance d apart

is proportional to m1m2

d2 (Newton’s Law). The analogy also suggests that accelerated masses

might produce GWs. There are, however, important differences.

In electromagnetism there may be positive and negative charges whereas in gravita-

tion there exists no ‘negative’ mass; no anti-gravity. This places additional constraints

on the generation of GWs when compared to electromagnetic waves. Time variation of

the electric dipole moment dominates the emission of electromagnetic waves, however a

time-varying mass dipole moment cannot emit GWs or else the conservation of momen-

tum would be violated. The analogue of a time-varying magnetic dipole moment, which

is next dominant, cannot produce GWs either as this would violate the conservation of

angular momentum.1 We will see that the leading order of multipole that can produce

1Monopole gravitational radiation would violate the conservation of energy, just as monopole electromag-
netic radiation would violate charge conservation.

– 6 –



Chapter 1. Gravitational Waves

GWs is the time-varying gravitational quadrupole moment. See Chapters 35 & 36 of [127]

for further discussion on this. Much of the derivations in this chapter follow those found

in [124], [127], and [155].

1.1.1 Wave Solutions for Metric Perturbations

We begin by taking the linearised approximation of the Einstein field equations (Eq. (0.1))

in a weak gravitational field. We can re-write Eq. (0.1) by defining the Einstein tensor,

Gµν ≡ Rµν −
1

2
Rgµν , (1.1)

and noting that for non-cosmological considerations we can safely consider the cosmo-

logical constant Λ to be zero. Therefore, we obtain

Gµν =
8πG

c4
Tµν . (1.2)

In a weak gravitational field the spacetime metric is almost flat, so that there exists a

coordinate system where it may be described by a combination of the Minkowski metric

of flat spacetime,

ηµν = diag(−1, 1, 1, 1) , (1.3)

plus a small perturbation, i.e.

gµν = ηµν + hµν , (1.4)

where |hµν| ≪ 1 for all µ and ν. In this linearised formulation, the Riemann-Christoffel

tensor takes the form

Rµναβ =
1

2
(hµβ,να + hνα, µβ − hµα,νβ − hνβ, µα) , (1.5)

which we may contract to get the Ricci tensor,

Rµν =
1

2
(hαµ,να + hαν, µα − hµν,α

,α − h, µν) , (1.6)

and the Ricci scalar, since

R = ηαβRαβ . (1.7)

The linearised form of the Einstein tensor may therefore be expressed as

Gµν =
1

2

[

hµα,ν
,α
+ hνα, µ

,α − hµν,α
,α − h, µν − ηµν

(

hαβ
,αβ − h, β

, β
)]

. (1.8)

Using the substitution

h̄µν ≡ hµν −
1

2
ηµνh , (1.9)
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1.1. Gravitational Waves in Linearised Theory

we may simplify Eq. (1.8) to obtain

Gµν = −
1

2

[

h̄µν,α
,α
+ ηµνh̄αβ

,αβ − h̄µα,ν
,α − h̄να, µ

,α
]

. (1.10)

Entering this result into Eq. (1.2) we have derived the linearised form of the Einstein field

equations,

− h̄µν,α
,α − ηµνh̄αβ,αβ + h̄µα,ν

,α
+ h̄να, µ

,α
=

16πG

c4
Tµν . (1.11)

We can adopt the Lorentz gauge conditions, taking a coordinate system in which the di-

vergence of the metric perturbations is zero, i.e.

h̄µα,α = 0 . (1.12)

This sets the three rightmost terms in the left hand side of Eq. (1.11) to zero, so we obtain

− h̄µν,α
,α
=

16πG

c4
Tµν . (1.13)

If we take the free space solutions of Eq. (1.13), i.e. where Tµν = 0, we obtain a wave

equation,

h̄µν,α
,α
= 0 . (1.14)

This can also be written as
(

c2∇2 − ∂2

∂t2

)

h̄µν = 0 . (1.15)

This tells us that, to first order in nearly flat spacetime, perturbations to the spacetime

metric propagate at the speed of light c as waves in free space; gravitational waves.

The simplest solutions to Eq. (1.15) are plane waves,

h̄µν = Re
[

Aµν exp
{

ikαxα
}

]

, (1.16)

where Aµν are the wave amplitude components and kα is the wave vector. Since h̄µν is

symmetric, so is Aµν. This immediately reduces the number of independent components

of Aµν from 16 to 10. Additionally, from Eq. (1.14) we know that k is a null vector,

kαkα = 0 , (1.17)

and from the Lorentz condition, Eq. (1.12), it follows that the components of Aµν must be

orthogonal to k, i.e.

Aµαkα = 0 . (1.18)

Eq. (1.18) constrains four of the components of Aµν, so we are left with six independent

components.
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Chapter 1. Gravitational Waves

1.1.2 Choosing the Transverse–Traceless Gauge

We may ask whether there are any more gauge choices that simplify this. Let us consider

a gauge transformation where

x′µ = xµ + ζµ . (1.19)

The perturbation is now given by

h′µν = hµν − ξµ,ν − ξν, µ . (1.20)

If this transformation is to maintain the Lorentz gauge conditions, the components ξ µ

must satisfy
(

c2∇2 − ∂2

∂t2

)

ξ µ = h̄
′ µν

,ν . (1.21)

As long as this requirement is met, we can use the four degrees of freedom in the choice

of our gauge (choices of ξµ) to constrain four of our remaining six degrees of freedom in

Aµν. In this transformation Eq. (1.16) goes to

h̄′µν = Re
[

A′µν exp
{

ikαxα
}

]

, (1.22)

where

A′µν = Aµν + kµζν + kνζµ . (1.23)

We have freedom to adjust our coordinates in such a way as to simplify the form of Aµν.

We will choose them so that we adopt the Transverse–Traceless (TT) gauge. The traceless

condition can be imposed via

A
µ
µ = η

µνAµν = 0 , (1.24)

and the transverse by

Aµνu
β
= 0 , (1.25)

where u β are the components of a constant unit four-vector.

If we set u = (1, 0, 0, 0) and choose a frame in which the wave is travelling in the

+z-direction, i.e.

kt
= ω, kx

= ky
= 0, kz

= ω , (1.26a)

kt = −ω, kx = ky = 0, kz= ω , (1.26b)

then Eq. (1.22) simplifies to

h̄TT
µν = ATT

µν cos [ω(t − z)] , (1.27)

and

hTT
µν = BTT

µν cos [ω(t − z)] , (1.28)
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1.1. Gravitational Waves in Linearised Theory

where the components BTT
µν are constant. Note that the traceless condition (Eq. (1.24))

ensures that BTT
11
= −BTT

22
. Thus the GW in this frame may be expressed by

hTT
µν =


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

µν

exp
{

ikαxα
}

. (1.29)

Here we have exhausted the gauge freedom, and the two remaining degrees of freedom

correspond to two polarisation states of the GW, which are quadrupolar and offset from

each other by 45°. The amplitudes of these components together give the gravitational

wave strain, and are denoted by h+ and h×.

1.1.3 Gravitational Waves Far from Their Sources

The far-field approximation outlined below applies when considering GWs at a distance r

that is much larger than the spatial scale of their source. To leading order in this approxi-

mation, waves generated by matter are described by

hTT
αβ (t, x) =

1

r

4G

c4
Λαβ,γδ(n̂)

∫

d3x′ Tγδ

(

t − r

c
+

x′ − n̂

c
, x′

)

. (1.30)

Here Λ is a tensor that transforms to the TT gauge, and Tγδ is the stress-energy tensor.

The leading term in the production of gravitational radiation is the mass quadrupole

M, as there is no gravitational dipole moment,

[

hTT
αβ (t, x)

]

quad
=

1

r

2G

c4
Λαβ,γδ(n̂) M̈γδ

(

t − r

c

)

. (1.31)

We can simply translate this from the source frame into an arbitrary ‘observer’s’ frame via

a rotation operation

Mαβ = R
γ
αM′γδR

δ
β , (1.32)

so that the two polarisations can be expressed generically as,

h+ =
G

rc4

[

M̈′11

(

cos2 φ − sin2 φ sin2 ι
)

+ M̈′22

(

sin2 φ − cos2 φ sin2 ι
)

− M̈′33 cos2 ι

− M̈′12 sin 2φ
(

1 + sin2 ι
)

+ M̈′13 sin φ sin 2ι + M̈′23 cos φ sin 2ι

]

,

(1.33a)

h× =
G

rc4

[

(

M̈′11 − M̈′22

)

sin 2φ sin ι + 2M̈′12 cos 2φ sin ι − 2M̈′13 cos φ cos ι

+ 2M̈′23 sin φ cos ι

]

,

(1.33b)

where ι is the angle between the observer’s z-axis and the source z′-axis, and φ is the angle
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Chapter 1. Gravitational Waves

between the observer’s x-axis and the source x′-axis.

1.2 Gravitational Wave Detectors

Having considered the theoretical basis for GWs, we will now take a brief look at the

concept behind detecting them using laser interferometry.

1.2.1 The Tidal Effect of Gravitational Waves

We have seen that GWs can be understood as perturbations of the spacetime metric. Re-

calling Eq. (1.4), this can be expressed as

ds2
=

(

ηµν + hµν
)

dxµdxν

= −c2dt2
+ dx2 (1 + h+) + dy2 (1 − h+) + 2 dx dy h× .

(1.34)

Consider a linearly polarised GW (h× = 0) moving in the z-direction. This will, to first

order, affect a light ray travelling in the x-direction by

dt =
dx

c

(

1 +
h+(t)

2

)

, (1.35)

resulting in a change to the time taken for the light to travel between points a and b,

separated by a distance l,

tb − ta =
l

c
+

1

2

∫ tb

ta

h(t′) dt′ . (1.36)

It is clear from Eq. (1.34) that the strain, acting orthogonally to the wave vector, increases

the travel time in one direction and reduces it in the perpendicular direction. It is this tidal

effect that L-shaped interferometers can exploit to detect a passing GW.

1.2.2 Gravitational Wave Interferometry

A simple Michelson interferometer is comprised of a laser source incident upon a half-

silvered mirror called the beam splitter, which separates the laser beam in half. These

beams then travel along perpendicular paths from the beam splitter to a pair of mirrors,

where they are reflected and travel back along to the beam splitter before being combined.

A photodiode is used to monitor the output for interference between the combined beams

(see bottom half of Fig. 1.1). This apparatus may be set in such a way that if the arms

(distance from beam splitter to end mirrors) are exactly the same length, there should be

no output measured by the photodiode.

As it passes this apparatus, a GW may increase the proper distance of one arm, and

decrease it for the other. This is easy to see if we consider the case in Eq. (1.36) where

the interferometer arms lie along the x- and y-axes. A cartoon of this process is shown in

Fig. 1.1. For the x-arm, length lx, the laser will travel along from a to b and back to c in
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1.2. Gravitational Wave Detectors

Figure 1.1: A linearly polarised GW of strain h alternately stretches and squeezes

spacetime so that the proper lengths of the arms change, inducing a phase

shift in the output measured by the photodiode. Figure taken from [15].

time

∆t = tc − ta =
2lx

c
+

1

2

∫ tc

ta

h(t′) dt′

=
2lx

c
+

1

2

∫ ta+2lx/c

ta

h(t′) dt′ .

(1.37)

We can express a linearly polarised GW with frequency ωgw as

h(t) = h0 cos
(

ωgwt
)

. (1.38)

We can put Eq. (1.38) into Eq. (1.37) and integrate to obtain, to first order in h0,

∆t =
2lx

c
+

h0

2ωgw

[

sin

(

ωgw

{

ta +
2lx

c

})

− sin
(

ωgwta
)

]

. (1.39)

We can simplify this by using the trigonometric identity

sin (a + 2b) − sin a = 2 sin b cos (a + b) . (1.40)

This gives us

∆t =
2lx

c
+

sin (ωgw lx/c)

ωgw

h0 cos

[

ωgw

(

ta +
lx

c

)]

=
2lx

c
+

sin (ωgw lx/c)

ωgw

h (t = ta + lx/c) .

(1.41)

Since the interferometer measures the interference effect in light returning from the arms,

we will be interested in the effect when the laser has completed its trip up and down the

arm, i.e. at time tc = ta + 2lx/c. This means the light that travelled along the x-arm left the
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beam splitter at time t
(x)
a given by

t
(x)
a = tc −

2lx

c
− sin (ωgw lx/c)

ωgw

h (t = tc − lx/c) , (1.42)

and the light that travelled along the y-arm and back will have left the beam splitter at t
(y)
a

t
(y)
a = tc −

2ly

c
− sin (ωgw ly/c)

ωgw

h (t = tc − ly/c) . (1.43)

For an interferometer using a laser of frequency ωλ the electric fields returning from the

arms at time tc are given by

E(x)(tc) = −1

2
E0 exp

{

−iωλ t
(x)
a

}

= −1

2
E0 exp {−iωλ (tc − 2lx/c) + i∆φx(tc)} ,

(1.44a)

E(y)(tc) = −1

2
E0 exp

{

−iωλ t
(y)
a

}

= −1

2
E0 exp

{

−iωλ (tc − 2ly/c) + i∆φy(tc)
}

,

(1.44b)

where the ∆φ terms are phase shifts, given by

∆φx(tc) =
ωλ sin (ωgw lx/c)

ωgw

h0 cos

[

ωgw

(

tc −
lx

c

)]

, (1.45a)

∆φy(tc) = −ωλ sin (ωgw ly/c)

ωgw

h0 cos

[

ωgw

(

tc −
ly

c

)]

. (1.45b)

These effects are effectively equal in magnitude but of opposite sign. The total phase shift

induced in the Michelson interferometer due to a GW is therefore

∆φMich ≡ ∆φx − ∆φy ≃ 2∆φx . (1.46)

In order to maximise this phase shift for a GW of frequency ωgw = 2π fgw the interfer-

ometer arm length scale L will ideally be

L =
π

2

c

ωgw

≃ 750 km

(

100 Hz

fgw

)

.

(1.47)

Clearly this is an impractical scale for a detector, at least on Earth. Fortunately it is possi-

ble to design an interferometer that improves on the limitations of this simple Michelson

design.
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1.2.3 Gravitational Wave Observatories

The ground-based gravitational wave interferometers that have been constructed and op-

erated, or are currently under construction, have required a great many innovations in

design and technology. They may be grouped into two ‘generations’.

First Generation Ground-Based Detectors

The first generation of GW observatories operated between 1999 and 2011 and included:

• LIGO [15, 31] (2002-2010)

Located at two sites in the USA; LIGO Hanford Observatory (LHO) at Hanford,

Washington, and LIGO LivingstonObservatory (LLO) at Livingston, Louisiana. Each

site housed a 4 km scale interferometer, while LHO also featured a 2 km scale inter-

ferometer. Before their final, sixth science run the 4 km detectors were given up-

grades, sometimes referred to as Enhanced LIGO (eLIGO) [160].

• Virgo [32] (2007-2011)

A 3 km scale detector located at Cascina, Italy, operated by the European Gravita-

tional Observatory.

• GEO600 [182] (2001- )

A 600 m scale detector located near Starstedt, Germany, designed and built by a

German-British collaboration. The ongoing GEO-HF upgrade project has been run-

ning since 2009, and has seen the development and implementation of new detector

technologies, primarily to improve sensitivity at high frequencies [69].

• TAMA300 [38, 161] (1999-2003)

A 300 m instrument located in Tokyo, Japan. This was the first operational interfer-

ometer above 100 m

These L-shaped laser interferometers were of scales L ∼ O(102–103 m). However, the

effective path length of the lasers in LIGO and Virgo, for example, were increased by the

use of Fabry-Perot cavities, which consist of mirrors near the beam splitter that reflect

the laser back along the arms many times before eventual recombination. For Advanced

LIGO (L = 4 km) this technique gives Leff ∼ 1120 km, which compares favourably with

the result from Eq. (1.47).

This alone, however, is not sufficient to make an interferometer sensitive enough to

detect GWs of astrophysical origin. We will see in Section 1.3 that the most powerful

sources of GWs in the frequency band of ground-based detectors are only likely to have

strains of h0 ∼ 10−21 at Earth, which was roughly the peak strain of the first detected
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signal GW150914 [22]. This gives

∆L =
1

2
h0 L ∼ 2 × 10−18 m , (1.48a)

∆Leff =
1

2
h0 Leff ∼ 8 × 10−16 m , (1.48b)

which is a very small effect that would be easily swamped by instrumental and environ-

mental noise in a standard interferometer. GW observatories have overcome these sources

of noise in a number of ways.

At low frequencies (.40 Hz), ground motion is the dominant noise source for GW

observatories. Seismic isolation was key to minimising this effect to levels that could allow

detections, with Initial LIGO (iLIGO) and Virgo using test masses suspended from pendula

and actuators to dampen any motion in the mirrors. The chambers housing the mirrors

were also passively damped by mechanical springs.

At middling frequencies, a number of noise sources including thermal motion and

noise from electronic control systems become dominant. Thermal noise, for example, was

minimised through the use of very high mechanical quality materials in the optical and

suspension systems, and novel chemical coatings on the mirrors.

At the high frequency end (&100 Hz) quantum shot noise in the laser dominated. This

was suppressed by increasing the number of photons in the arms of the interferometer,

which equates to an increase in laser power. This was achieved by using the Fabry-Perot

cavities coupled with a power recycling cavity. This reflected the majority of photons

travelling back towards the laser, directing them back into the arms.

The cumulative effect of all the techniques used in the first generation detectors was

to achieve, with eLIGO, sensitivities capable of detecting strains at the level of 10−21. By

the end of the first generation era there were no detections of GWs. LIGO and TAMA300

had carried out combined observations (e.g. [28, 27]), before LIGO and Virgo conducted

joint observations in LIGO Science Run 5 and Virgo Science Run 1 (S5/VSR1) (e.g. [10]) and

LIGO Science Run 6 and Virgo Science Runs 2 & 3 (S6/VSR2/VSR3) (e.g. [13, 14]). Non-

detection was not unexpected [9], and these observations allowed for the calculation of

upper rate limits for various predicted sources (e.g. [3, 4]).

A second generation of upgraded detectors was needed before the first direct GW de-

tections could be made.

Second Generation Ground-Based Detectors

The second generation of gravitational wave detectors currently feature upgraded LIGO

and Virgo interferometers, known as Advanced LIGO [7] and Advanced Virgo [33] re-

spectively. A new 3 km, cryogenically cooled detector, the Kamioka Gravitational Wave

Detector (KAGRA) [40] is being constructed under a mountain at the Kamioka Observa-

tory near Hida, Japan. Additionally, there plans to locate a LIGO detector in India using

much of the hardware from the retired LHO 2 km interferometer.
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Figure 1.2: The aLIGO optical layout. The laser is passed through an Input Mode

Cleaner to smooth the beam, which can contain up to 125 W of power.

This travels to the beam splitter (BS) where it is split and sent down the

two arms. Each half travels up one of the 4 km long arms to one of the

40 kg fused silica end test masses (ETMs), which are the final stages in

quadruple pendula (see Fig. 1.3). The light resonates in each arm between

the ETMs and input test masses (ITMs), which form Fabry-Perot cavities.

97 % of the light that returns towards the laser is reflected back into the

arms by the power recycling cavity (PRM, PR2/3). In full power mode,

up to 750 kW of laser power can build up in the Fabry-Perot cavities. A

signal recycling cavity (SRM, SR2/3) effectively increases the finesse of

the detector, widening the sensitivity band. The output signal is cleaned

up by the output mode cleaner and measured by the photodiode (PD).

Figure taken from [7].

Advanced LIGO (aLIGO) represents a complete overhaul upgrade of the original LIGO

design, with new components and designs at almost every point in the instrument.

Seismic noise suppression in aLIGO is greatly improved. The main test mass mirrors

are the final stages in quadruple pendula (Fig. 1.3. Each stage of the pendulum provides a

frequency dependent damping factor of 1/f 2. Additionally, each stage is actively damped

by actuators. The entire pendulum system for each mirror is housed within a chamber that

itself is actively isolated from seismic motion. In KAGRA (and the proposed third genera-

tion detector Einstein Telescope (ET)), the approach of building the detector underground

will also help reduce the seismic noise.

Thermal noise in aLIGO is improved by the use of new mirror and suspension tech-

nologies. The aLIGO end test masses are 40 kg fused silica mirrors, suspended by fused

silica wires from other, identical fused silica mirrors. The use of this material, which has an
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Figure 1.3: Overview of the aLIGO detectors, highlighting the end test mass suspen-

sion systems. The quadruple pendulum design significantly reduces cou-

pling between seismic noise and the test masses. Each of stages 1–3 can

be actuated usingmagnetic components on the rearward pendulum (reac-

tion) masses to dampen anymotion. Stage 4 is damped via an electrostatic

actuator. Figure taken from [20].

extremely high mechanical quality factor, constrains much of the thermal noise into very

narrow frequency bands. In the case of KAGRA and ET, thermal noise will be suppressed

by cryogenically cooling the test masses and their surroundings.

The use of a 125 W laser in aLIGO, with the potential for up to 750 kW of circulating

laser power in the arms, pushes the higher frequency noise level down by an order of

magnitude over iLIGO.

A particularly notable new design aspect of aLIGO is the signal recycling cavity (see

Fig. 1.2). This directs much of the outgoing signal power back into the arms, which results

in a greater finesse and therefore a broadening of the sensitive frequency band [7].

At their design sensitivities, the aLIGO detectors will be 10 times more sensitive than

LIGO was in 2010 (Fig. 1.4). This will increase their sensitive volume by a factor of 1000,

and it is now expected that they may be able to observe tens to hundreds of binary black

hole (BBH) mergers per year [17].

1.3 Astrophysical Sources of Gravitational Waves

We have derived expressions for the amplitudes of both GW polarisation states from a

generic source at a great distance in Eq. (1.33). While these expressions neglect the back

reaction on the source due to the loss of energy as GWs, and are not appropriate in the

limit where the velocity of the matter approaches the speed of light, they can nevertheless

allow us to estimate the amplitudes and frequencies of gravitational waves from hypo-

thetical source types. In this section we will consider sources that may be detectable with
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Figure 1.4: The sensitivity of eLIGO during its final science run (green) compared

to aLIGO during its first observing run (red). Across the full range of

frequencies aLIGO is already significantly more sensitive than its pre-

decessor. At frequencies above 100 Hz quantum noise dominates, while

at lower frequencies thermal noise in optical coatings and seismic noise

dominate. The spikes are predominantly a mixture of mirror suspension

modes, calibration lines, and interference from power lines. The aLIGO

design is represented by the dark blue curve, and a future upgrade possi-

bility is shown in light blue. Figure taken from [20].

second generation ground-based GW detectors, and categorise them according to signal

morphology.

1.3.1 Compact Binary Coalescences

The first directly detected gravitational waves were from the coalescence of a BBH sys-

tem [22]. We therefore know that black holes are capable of combining in binary pairs

that spiral inwards and merge due to emission of GWs, and that they can do so within

timescales smaller than the current age of the universe. It is expected that the same is also

true for binary neutron star (BNS), and for neutron star–black hole (NSBH) systems.

In order to estimate the strength of such signals, let us consider a system of twomasses

orbiting about their centre-of-mass, each in a circular orbit. Again ignoring the back-

reaction of emission, which causes the orbit to decay over time, the orbit is given by

x0(t) = R cos

(

ωst +
π

2

)

, (1.49a)

y0(t) = R sin

(

ωst +
π

2

)

, (1.49b)

z0(t) = 0 , (1.49c)
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and the reduced mass of the system is defined as

µ ≡ m1m2

m1 + m2

. (1.50)

The second mass moment in the centre-of-mass frame is [124]

Mi j
= µ xi

0(t)x
j

0
(t) , (1.51)

so we are able to find the non-vanishing terms

M11 = µR2 1 − cos(2ωs t)

2
, (1.52a)

M22 = µR2 1 + cos(2ωs t)

2
, (1.52b)

M12 = −
1

2
µR2 sin(2ωs t) . (1.52c)

Putting Eq. (1.52) into Eq. (1.33) we then get the two polarisations of the quadrupole con-

tribution to the strain amplitude,

h+(t) =
1

r

4Gµω2
sR2

c4

(

1 + cos2 ι

2

)

cos (2ωs t) , (1.53a)

h×(t) =
1

r

4Gµω2
sR2

c4
cos ι sin (2ωs t) , (1.53b)

where r is the distance to the source, and ι is the inclination of the binary; the angle

between the orbital axis and the line of sight.

We may express this in a different way, considering the strain at a time τ before coa-

lescence of the system. We define the GW phase as

Φ(t) ≡ 2

∫ t

t0

dt′ωs(t
′)

=

∫ t

t0

dt′ωgw(t′) ,

(1.54)

and introduceM, the chirp mass of the system,

M ≡ (m1m2)
3/5

(m1 + m2)1/5
. (1.55)

Now we can evaluate the strain at a time τ before the merger,

h+(r, τ, ι) =
1

r

(

GM
c2

)5/4 (
5

cτ

)1/4 (
1 + cos2 ι

2

)

cosΦ(τ) , (1.56a)

h×(r, τ, ι) =
1

r

(

GM
c2

)5/4 (
5

cτ

)1/4

cos ι sinΦ(τ) . (1.56b)
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where the phase Φ(τ) is now

Φ(τ) = −2τ
5/8

(

5GM
c3

)−5/8

+ Φ0 . (1.57)

For a sense of scale, we can substitute in some numbers for a canonical BNS system

(m1 = m2 = 1.4M⊙) assuming a source inclination of 0◦,

h ∼ 6 × 10−23

(

100 Mpc

r

) (

M
1.22 M⊙

)5/4 (
5 s

τ

)1/4

. (1.58)

In the last seconds to minutes of an inspiral the emitted GWs from BNS, NSBH, and BBH

systems (featuring stellar-mass black holes) fall within the sensitive frequency bands of

aLIGO [95] and Advanced Virgo (AdV) [34]. This strain — h ∼ 6 × 10−23 — is also within

the design sensitivity of the aLIGO detectors. Although not a fully rigorous calculation,

this indicates the promise that such sources may hold. We will see in Chapter 5 that the

rate of BNS coalescences is thought to be in the range of 10−8–10−5 Mpc−1 yr−1, which

translates to 10−2–101 yr−1 within a volume of radius 100 Mpc.

The sensitivity to compact binary coalescence (CBC) signals is helped thanks to rela-

tively accurate modelling of GW waveforms from CBCs using post-Newtonian methods

(e.g. [50, 49, 52, 131, 140]), and analytical and numerical relativity (e.g. [94, 110, 166]). We

are able to use template waveforms in matched filter analyses [172], which can pick out

CBC signals from background noise (e.g [37, 41, 98]). As such, and given the detection of

GW150914 during Advanced LIGO Observing Run 1 (O1), GWs from CBCs are expected

to be by far the most numerous detections in the advanced detector era [2, 17].

1.3.2 Gravitational Wave Bursts

Let us now consider bursts of GWs from potential astrophysical sources such as core col-

lapse supernovae or long gamma-ray bursts (LGRBs)2. In most cases, when core collapse

occurs inside a massive star a black hole or a neutron star will be formed. The creation of

a neutron star from the collapse will feature a ‘bounce’ where collapse is very suddenly

halted by neutron degeneracy pressure. For spherically asymmetric collapse, as would be

expected in nature, this bounce will have a non-zero mass quadrupole moment and so

emit a burst of GWs. Additionally, rotational instabilities in the stellar core could produce

a short burst of GWs.

The strength of the GWs will be dependent on the degree to which collapse is spheri-

cally asymmetric, which can depend upon, amongst other things, the angular momentum

of the pre-collapse core, the interaction between released neutrinos and inwardly falling

matter, and complex magnetohydrodynamic effects on the stellar matter distribution. As a

result of such complicated physics, the expected form of the gravitational wave emission

2In Chapter 2 we will see that some LGRBs have been observed in conjunction with core collapse super-
novae, and are therefore believed to be the same class of astrophysical event.
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from a core collapse event is relatively unknown. This lack of knowledge about the wave-

form morphology means that searches for GWs from core collapse events look for generic

bursts of power within the data from GW detectors.

We can approximate the strain from a source emitting energy Egw in a time T as [152],

h ∼ 1

πr f

√

Egw

T
, (1.59)

assuming the emission is at the frequency f . Therefore, we may estimate the strain of a

core collapse GW burst at a distance of 100 kpc that emits 10−7 M⊙c2 at a frequency of

1 kHz over a 1 ms period,

h ∼ 6 × 10−22

(

Egw

10−7 M⊙

)1/2 (
1 ms

T

)1/2 (
1 kHz

f

) (

100 kpc

r

)

. (1.60)

Core collapse supernovae occur at a rate of ∼10−4 Mpc−3 yr−1 [168], with LGRBs or-

ders of magnitude rarer. Clearly, observation of GW bursts from these events would be

fortunate since it requires the source to be within our Milky Way galaxy or, in some more

extreme emission models, within a few Mpc. However, a detection could provide great as-

trophysical insights, therefore unmodelled searches are carried out for these GW bursts.
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In the late 1960s the Vela family of gamma-ray sensitive satellites were launched by the

United States of America to monitor the Earth for gamma-ray flashes that might be pro-

duced by nuclear weapons tests. On 2 July 1967 the Vela 3 and Vela 4 satellites detected an

extremely bright flash of gamma-rays that did not appear to resemble a nuclear weapons

test [153]. This would later be identified as the first observed gamma-ray burst (GRB).

Further observations between July 1969 and July 1972 featured sixteen bursts that were

identified unambiguously as being of cosmological origin [113]. The energies involved

were clearly extreme, and studies since then have concluded that GRBs are the most ener-

getic electromagnetic events in the universe. Currently an average of approximately one

GRB is seen per day.

In this chapter we will summarise the current state of GRB astronomy, and why they

are events of interest for GW astronomy.

2.1 The Current Gamma-ray Burst Paradigm

GRBs are observed isotropically across the sky and up to cosmological distances [134].

The lowest confirmed redshift was 0.0085 for GRB 980425 [85, 169], corresponding to a

luminosity distance of approximately 36 Mpc. By comparison, some GRBs have redshifts

>8 and are among the most distant objects observed. They are also the most luminous

electromagnetic events known, with typically a significant fraction of a solar rest mass

emitted on timescales of seconds or less.

GRBs are characterised by extremely luminous prompt gamma-ray emission between

keV–GeV, which in some cases appears as a simple flash with an exponentially decay-
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ing light curve. In others it can feature multiple distinct peaks, apparent precursors and

subsequent flares, and rapid variation above the background. Despite this sometimes com-

plex structure, prompt emission spectra are generally well-fit by the empirical Band func-

tion [42]

fBAND(E) =







































A

(

E

100 keV

)α

exp

(

− E

E0

)

(α − β)E0 ≤ E

A

[

(α − β)E0

100 keV

]α−β
exp(β − α)

(

E

100 keV

)β

(α − β)E0 ≥ E

. (2.1)

This is a broken power law relation, with the break typically occurring at energies between

100 keV–1 MeV. The primary emission processes behind this prompt emission are gener-

ally thought to be synchrotron and/or inverse Compton scattering occurring in a highly

relativistic, collimated outflow — the fireball. In fireball models, the inverse Compton pro-

cess may be the result of collisional forward/reverse shocks inside the expanding material,

which accelerate electrons that in turn boost photons into a power law energy distribu-

tion. In optically thin regions of the fireball, these photons may escape and be observed

as the prompt emission. The exact nature of these shocks, and the manner in which they

evolve via cooling, is subject to many proposed explanations.

When multiple peaks are present, a combination of non-thermal components, each

with its own fit of the Band function, may fit the observed spectral evolution well (e.g.

[30]), however some of the brightest observed GRBs exhibit a second component at higher

energies (&MeV). Within the general class of leptonic fireball models there exist some

that seek to explain this via upscattering of photons from the jet scattering photosphere

(e.g [170]). A schematic GRB spectrum for this type of model is shown in Fig. 2.1 [126].

Here we see a Band component, a synchrotron component, and an upscattered photo-

spheric component can produce emission over a very large range of energies, crucially up

to >GeV.

Other models look to baryonic and/or magnetic physics to drive the prompt emission

and describe the variation from one GRB to the next. Better observations across the full

energy range will help to constrain the physics of GRB prompt emission, as will multi-

messenger observations.

Observations in X-ray, infrared, optical, and radio bands have shown broadband emis-

sion following the prompt emission, commonly referred to as the afterglow. This may

also be explained by forward shocks, this time when the outflow collides with interstellar

material [137].

GRBs vary in duration from approximately 10−3 s to over 104 s. For a time the con-

sensus was that GRBs were probably caused by the mergers of neutron star binaries [72].

However, a bimodality observed in the duration and spectral hardness of GRBs suggested

a split between ‘long-soft’ and ‘short-hard’ varieties (Fig. 2.2). This implies more than one

class of progenitors [116]. Indeed, more recently evidence has emerged that suggests there

may be a third, ‘ultra-long’ class of GRBs [119], although this is not conclusive [185].
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Figure 2.1: A schematic gamma-ray burst spectrum for the leptonic photospheric-

internal shock model [170]. The photospheric component follows a Band

function [42], and some of the higher energy photons from this compo-

nent are upscattered by electrons in internal shocks to produce an up-

scattered photospheric component (UP). Classical synchrotron and syn-

chrotron self-Compton (SSC) processes may also contribute. In some

cases it may be possible for the UP and photospheric components to over-

lap and appear as a single component. Figure reprinted from [126].

Figure 2.2: GRBs from the Fourth BATSE Gamma-ray Burst Catalogue, showing a

partial separation into ‘long-soft’ and ‘short-hard’ populations. This was

an early sign that at least two physical phenomena were responsible for

GRBs. Figure taken from [134].
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2.1.1 Long Gamma-ray Bursts

Long gamma-ray bursts are linked to core collapse supernovae. Gamma-ray emission from

supernovae were predicted before the discovery of GRBs [58]. It was also noted that if

GRBs were to lie at cosmological distances, they would require energies comparable to

those of supernovae (∼1051 erg) [135]. Later, it was proposed that LGRBs could be ex-

plained by accretion onto a black hole formed from a massive stellar core collapse [183],

and early numerical work supported this as a viable central engine [122]. Some tentative

evidence existed that connected GRBs with star forming regions [136], however the dis-

covery of SN 1998bw in association with GRB 980425 [85] was the first strong piece of

observational evidence that the two phenomena were linked [86]. Following this, the ob-

servation of SN 2003dh in association with GRB 030329 made the observational evidence

for a link compelling [101].

For a more detailed review of the evidence in support of a connection between LGRB

and supernovae see [184].

This connection has made LGRBs of interest to GW astronomy, since in Section 1.3.2

we saw that core collapse events may produce detectable GWs. In this thesis, however, we

will concentrate primarily on CBC GW signals (Section 1.3.1), and therefore LGRBs are

not the subject of our focus.

2.1.2 Short Gamma-ray Bursts

The compact binary merger progenitor model, involving two neutron stars or a black hole

and a neutron star, is still favoured for short gamma-ray bursts (SGRBs). SGRB light curves

vary on very short timescales, which indicates a compact source smaller than a stellar-scale

object [147]. They are also seen to have larger displacements with respect to their assumed

host galaxies than LGRBs [56]. This is suited to a progenitor involving old astrophysical

objects that evolve over long periods of time after having been subjected to significant

‘kicks’, exactly the expectation for compact binary mergers. It is not consistent with the

supernovae of massive – and therefore young – stars.

In this model the burst is again powered by accretion onto a black hole [72, 129].

Immediately after merger, energy comparable in scale to a stellar rest mass is emitted

in neutrinos, photons, and GWs. A neutrino driven, highly relativistic jet expands into the

dense medium around the black hole, powered by accretion, causing shock fronts to form.

Prompt gamma-ray emission may be powered by synchrotron and/or inverse Compton

scattering of relativistic electrons in the jet. Various shock fronts from interaction of the jet

with surrounding material, which may propagate both outwards and inwards, are thought

to be largely responsible for the afterglow emission in X-rays and at lower energies.

More recently, the detection of a kilonova [121] associated with the SGRB 130603B [46,

165] has provided strong support for the compact merger hypothesis. This late time emis-

sion in the infrared band is predicted to come from the decay of r-process elements pro-

duced in the merger of a compact binary.
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Figure 2.3: The observation of a kilonova associated with the short gamma-ray burst

130603B. The blue data points (optical) are fit verywell by a smoothly bro-

ken power law decays (dashed line). The black data points (X-ray) also

exhibit this sharp decay. However, the near infrared data (red) show a

similar decay at early times, but an excess approximately one week after

the GRB, which then disappears quickly. This was interpreted as a kilo-

nova [121], the emission from decaying r-process elements in the ejecta

of a compact binary merger. Figure taken from [165].

However, the physics of SGRB central engines are still relatively poorly understood.

This is largely due to the difficulty in observing the late-time emission, or afterglow. SGRBs

are generally less energetic than LGRBs. They are also characterised by harder spectra, so

emit proportionally less of their energy in the X-ray and optical bands where afterglows

are likely to be seen. In fact, SGRB X-ray and optical afterglows are roughly 7 times fainter

than those of LGRBs with the same isotropic gamma-ray energy [48].

One of the current goals of electromagnetic SGRB observations is to observe a jet break,

a steepening of the power law decay of the afterglow flux. This is interpreted as being a

sign of a highly relativistic jet. Due to relativistic beaming, an observer will see emission

from a fraction of the jet. As the outflow in the jet slows, the Lorentz factor drops, the

beaming lessens, and the observer sees emission from a larger and larger fraction of the

jet. The material in the jet also begins to expand faster as the opposite sides of the jet

become causally connected. Eventually the observer sees the entire jet and the expansion
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will no longer be partially compensated by seeing more of the jet. The flux will drop more

rapidly as a result, producing a break in the light curve. The time at which this occurs

after the prompt GRB is linked to the angular size of the jet.

If the emission in SGRBs is collimated, as it is for LGRBs, the true energy Eγ may

be inferred from the time of an observed jet break (in days), t j,d. The angular size of the

collimated jet is given by [151]

θ j = 0.13

( t j,d

1 + z

)3/8
(

n0 1052 erg

Eiso

)1/8

, (2.2)

where Eiso is the energy if isotropic emission is assumed, n0 is the number density of the

material surrounding the central engine (cm−3), and z is the GRB redshift. Therefore

Eγ =

(

1 − cos θ j

)

Eiso . (2.3)

Unfortunately there have been very few observations of jet breaks in SGRBs to date.

Analysis of the few measurements that there are suggest a median value of θ j ≈ 10◦, and

energies Eγ ≈ 1049 erg [83].

For further background on SGRBs see the very good review articles [128, 48] and ref-

erences therein.

2.2 Gamma-ray Burst Satellites and Observations

A number of satellites are currently used to monitor the sky for GRBs. These may be

dedicated GRB observatories or simply spacecraft carrying gamma-ray sensitive detectors

on board.

Swift

Swift is named for its rapid slewing capabilities, which allow it to autonomously target

GRBs with its on board instruments within roughly a minute of first gamma-ray detection.

It features three instruments, of which the Burst Alert Telescope (BAT) is the primary tool

for identifying GRBs [43]. The BAT observes between 15–150 keV and has a field of view

of ∼2 sr. It observes around 10 SGRBs per year. In total, Swift has detected over 1,000

GRBs between 2004 and the present time, of which approximately 90 have measured BAT

t90 ≤ 2 s — in other words, are likely SGRBs1.

GRBs are generally localised on the sky with an accuracy of 1–4 arcminutes by the

BAT, and better if the burst is followed up with the onboard X-Ray Telescope (XRT) (3–5

arcseconds) or Ultraviolet/Optical Telescope (UVOT) (0.3 arcseconds). This ability makes

Swift a crucial tool for multi-wavelength studies of GRBs and their host environments.

1http://swift.gsfc.nasa.gov/archive/grb_table/stats/
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Fermi

The Fermi satellite2 was launched in 2008 and carries on board the Gamma-ray Burst Mon-

itor (GBM) [125] and Large Area Telescope (LAT). The GBM is essentially an all-sky tele-

scope with a field of view of 9.5 sr, covering the frequency range between∼keV–∼30 MeV.

This coverage comes from a combination of 12 sodium iodide scintillators (∼keV–∼MeV),

which identify the transient time and location, and two bismuth germanate scintillators

(∼150 keV–∼30 MeV), which span the gap to, and slightly overlap with, the high energy

sensitive band of the LAT (20 MeV–300 GeV). The GBM typically observes around 45

SGRBs per year, of which only a small fraction are seen in the LAT. The Fermi localisation

is typically accurate to tens or hundreds of square degrees [111], making optical followup

of these events challenging. To date, no afterglow has been observed for an SGRBs seen

only by Fermi, and consequently the redshifts of these bursts are not known.

Recent work has demonstrated that Swift and Fermi are observing the same population

of SGRBs [54] – essentially every burst observed by Swift that was in the field of view of

Fermi was observed by the GBM, and vice versa. Fermi is currently operational, with its

10 year funding cycle ending in 2018, though it may continue operations further.

The InterPlanetary Network

The set of instruments whichmake up the InterPlanetary Network (IPN)3 are not dedicated

GRB satellites, but instead have GRB monitors on board [104]. The majority of satellites

in the network are unable to localise the bursts individually but it is possible to localise

bursts observed in numerous satellites using triangulation. The sizes and shapes of these

error regions vary greatly, depending upon the number of satellites and their locations

(more distant satellites greatly improve localisation). The IPN provides essentially all-sky

coverage for GRBs, although, given the sensitivity of the detectors, the GRBs observed

tend to be closer.

SVOM

The Space-based multi-band astronomical Variable Objects Monitor (SVOM) satellite4 is a

recently approved Chinese-French mission, scheduled for launch in 2021. SVOMwill have

a similar sky coverage to Swift, and will also carry X-ray, optical and ultraviolet telescopes

that can be rapidly and automatically slewed to observe afterglows [45, 60]. Additionally,

it will have dedicated resources on the ground for wide-angle, rapid follow-up. In the era

of aLIGO and AdV this is likely to be an important source of GRB detections.

2http://fermi.gsfc.nasa.gov/
3http://heasarc.gsfc.nasa.gov/W3Browse/all/ipngrb.html
4http://www.svom.fr/
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2.3 Short Gamma-ray Bursts and Gravitational Waves

SGRBs have long been discussed as promising targets for gravitational wave astronomy

due to their probable binary merger progenitors [115]. They likely represent some of the

most intense electromagnetic and GW events in the universe [62, 157]. There is a realistic

chance of jointly observing an SGRB with aLIGO/AdV in conjunction with gamma-ray

sensitive telescopes. The closest spectroscopically confirmed SGRB was 080905A, with a

redshift of 0.12 [149], corresponding to a luminosity distance of ∼550 Mpc. An SGRB at

this distance is likely to be close to the sensitive threshold of aLIGO. However, the rate

of SGRBs may be as high as 10−8 Mpc−3 yr−1, and this could equate to as many as 2–3

joint observations per year when the GW detectors are at their design sensitivities (see

Chapter 5).

GWobservations of SGRBswill make possible direct observation of the central engines

that power these events, a feat that electromagnetic observations alone cannot achieve due

to circumburst material and ejecta [44]. In addition to the astrophysical insights a joint ob-

servation could deliver, SGRBs represent an attractive trigger for GW follow-up searches.

The prior observation of an SGRBs provides the time and sky position of a potential GW

source. A targeted search for a binary merger GW signal, informed by the SGRB observa-

tion, need only search a small fraction of the parameter space of a generic binary merger

search – one that searches the whole sky at all times and for all binary merger signals (in-

cluding BBHs). Consequently, it is possible to significantly reduce the detection threshold

for the targeted SGRB search (see Chapters 4 and 5), thereby increasing the sensitivity of

the search.
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3
First Searches with LIGO and

Virgo

In Part I we have outlined the reasons why SGRBs are interesting events for GW follow-

up. In this chapter we will describe the methods used to search GW detector data for

signals associated with SGRBs. We will summarise results from LIGO and Virgo science

runs prior to 2010 for SGRBs observed by Swift and Fermi, then describe a later analysis

for IPN SGRBs.

3.1 Pipeline Summary

In [98] the authors introduced an analysis pipeline that performed a targeted search for

CBC GW signals in LIGO and Virgo data associated with SGRBs seen by Swift and Fermi

in S6/VSR2/VSR3 [13]. In later chapters we will describe how this pipeline has since been

developed, however here we simply review the underlying methodology.

3.1.1 Multi-Detector Matched Filter

The pipeline makes use of the well understood gravitational waveforms emitted during

BNS or NSBH mergers [49] to perform a modelled search for a CBC signal in data from

operational GW detectors. A bank of template waveforms [132] that densely cover the

mass parameter space was used to perform a matched-filter analysis [172]. The analysis

makes use of the known sky location of the SGRB and the relative GWdetector sensitivities

to appropriately time shift and weight the data streams from the individual detectors to

perform a coherent analysis. In this framework a network signal-to-noise ratio (SNR) is
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calculated directly.

This is in contrast to the majority of searches for CBC signals, which perform the

matched-filter independently on individual interferometer data streams before comparing

the resulting triggers to search for coincident events (see e.g. [41]). Such searches are

termed coincident analyses.

The coherent approach affords several benefits. First, by performing the analysis co-

herently, we combine the detector data to produce two data streams which are sensitive

to the two GW polarisations. Any other, orthogonal data streams will necessarily contain

only noise and can either be ignored, or used to eliminate noise transients which will often

contribute power to these null streams. Additionally, by combining the data from the de-

tectors at the time of analysis, we will accumulate power from all detectors, not just those

which produced a trigger above a pre-determined SNR threshold.

It was shown in [98] that a coherent analysis provides an improvement in sensitivity

over the coincident one, but is more computationally expensive. A targeted GRB search,

where both the sky location and arrival time of the signal are constrained is ideal for

performing the more sensitive, coherent analysis.

The amplitude of a GW signal from a non-precessing binary may be decomposed into

two polarisations h+ and h×,

h+(t) = A1h0(t) +A3hπ/2(t) , (3.1a)

h×(t) = A2h0(t) +A4hπ/2(t) . (3.1b)

Here, h0 and hπ/2 denote the two phases of the waveform, which depend upon the binary

masses as well as the coalescence time of the signal. These are calculated using the post-

Newtonian formalism [49]. In S6/VSR2/VSR3, the analyses were restricted to non-spinning

systems. However, the search is easily extended to binaries with spins aligned with the

orbital angular momentum by simply generating additional templates to cover the spin

parameter space (see e.g. [51, 97]). The amplitude terms for an inspiral GW signal are

A1
=

D0

D

(

1 + cos2 ι
)

2
cos 2φ0 cos 2ψ − D0

D
cos ι sin 2φ0 sin 2ψ , (3.2a)

A2
=

D0

D

(

1 + cos2 ι
)

2
cos 2φ0 sin 2ψ +

D0

D
cos ι sin 2φ0 cos 2ψ , (3.2b)

A3
= −D0

D

(

1 + cos2 ι
)

2
sin 2φ0 cos 2ψ − D0

D
cos ι cos 2φ0 sin 2ψ , (3.2c)

A4
= −D0

D

(

1 + cos2 ι
)

2
sin 2φ0 sin 2ψ +

D0

D
cos ι cos 2φ0 cos 2ψ . (3.2d)

These terms are dependent on four variables: the source distance, D; the coalescence

phase, φ0; the polarisation angle, ψ; and the inclination angle, ι. D0 is a scaling dis-

tance (usually 1 Mpc). It is worth noting that, for any set of amplitudes Aµ, there is
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a unique set of {D, ι, φ0, ψ}, up to reflection and rotation symmetry — for example, the

transformation {A1,A2,A3,A4} → {−A2,A1,A4,−A3} is equivalent to φ→ φ+ π/4, and

{A1,A2,A3,A4} → {−A1,−A2,−A3,A4} is equivalent to {φ, ψ} → {φ + π/4, ψ + π/4}.

The GW signal seen by a detector X is a combination of the two polarisations, each

weighted by an antenna power pattern factor F{+,×} [108], which describes the relative

response of the detector to each polarisation,

hX(t) = FX
+h+(tX) + FX

×h×(tX) . (3.3)

Here, tX is the time of arrival of the signal at detector X, which will depend upon a fiducial

arrival time (for example at the geocentre) and the relative location of the detector and

source.

In matched-filtering analysis the inner products between a template gravitational

waveform time series h(t) and detector data stream time series s(t) are calculated. In

general, the inner product between two such time series, aX and bX , is given by

(

aX
∣

∣

∣bX
)

= 4Re

∞
∫

0

ãX( f ) · b̃X( f )∗

S X
n ( f )

d f , (3.4)

where S X
n ( f ) is the noise power spectral density in detector X, and ã( f ) denotes the Fourier

transform of the time series a(t). For binary merger signals, the two phases h0 and hπ/2 are

orthogonal, in the sense that

(h0|hπ/2) = 0 . (3.5)

For a network of detectors, we define the multi-detector inner product as the sum of

the single detector inner products,

(a|b) ≡
d

∑

X=1

(

aX
∣

∣

∣bX
)

, (3.6)

where d denotes the number of detectors in the network. Themulti-detector log-likelihood

is then defined as,

lnΛ = (s|h) − 1

2
(h|h)

=

[

Aµ(s|hµ) − 1

2
AµMµνAν

] , (3.7)

where s is the time series containing the quadrature sum of individual detector data

streams, h = (F+h0,F×h0,F+hπ/2,F×hπ/2), and the matrix

Mµν ≡ (hµ|hν) . (3.8)

Maximising this likelihood ratio over the amplitude parameters Aµ, we obtain the max-

– 33 –



3.1. Pipeline Summary

imised coherent SNR,

ρ2
coh ≡ 2 lnΛ|max =

[

(s|hµ)Mµν(s|hν)
]

, (3.9)

whereMµν is the inverse of the matrixMµν.

The coherent SNR forms the basis of the detection statistic and has a χ2 background

distribution with four degrees of freedom. The four degrees of freedom correspond to

the four components of the gravitational wave signal – the 0 and π/2 phases of the two

polarisations. This becomes more transparent if we work in the dominant polarisation

frame. In this frame, the network is maximally sensitive to the + polarisation and the two

polarisations are orthogonal. Then, the coherent SNR can be re-expressed as

ρ2
coh =

(s|F+h0)2
+ (s|F+hπ/2)2

(F+h0|F+h0)
+

(s|F×h0)2
+ (s|F×hπ/2)2

(F×h0|F×h0)
. (3.10)

In Gaussian noise, the coherent SNR would be the detection statistic. Events with a

larger coherent SNR would be less likely to be due to noise fluctuations and consequently

more likely to be due to a GW signal. However, in real data GW signals are not the only

cause of deviations from the background distribution. Noise transients, or glitches, also

contribute to the background. Although glitches will not typically mimic template wave-

forms, if they are large enough they will still produce a large SNR. Consequently, we must

use a number of consistency tests to eliminate or down-weight triggers that are unlikely

to be due to a GW signal incident upon the detector network.

3.1.2 Signal Consistency

Matched filtering alone leads to the identification of a large number of triggers, many of

which are purely due to non-Gaussian noise transients present in the data. Such noise

transients may be discarded by performing signal consistency tests across the individual

detectors that make up the network. Here, we briefly describe the different tests used in

the analysis.

Null Stream Consistency

Null stream consistency makes use of one or more null data streams or, in the case of this

pipeline, the related null SNR statistic. This is simply the SNR observed in the detector

network that is not consistent with the signal model;

ρ2
null ≡

∑

X

ρ2
X − ρ2

coh , (3.11)

where ρX is the SNR in detector X. For a signal which matches the template waveform,

there will be no signal power in the null SNR, so for a population of signals null is expected

to be χ2 distributedwith 2d−4 degrees of freedomdue to the presence of noise (where again
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d is the number of detectors in the network). Therefore, for networks with fewer than

three detectors, this consistency test is not used. An incoherent, non-Gaussian transient

noise event will contribute to the null SNR and consequently a large null SNR is used to

eliminate spurious events via a hard cut if

ρnull > 5.25, ρcoh ≤ 20

ρnull >
ρcoh

5
+ 5.25, ρcoh > 20

. (3.12)

Single Detector Thresholds

Noise transients are, by their nature, events which occur in a single detector. Conversely,

gravitational wave events will lead to signal power being distributed among all detectors in

the network. We can use this difference to further reduce the background due to glitches.

The most effective, and most straightforward, method is simply to require that a signal

is observed with an SNR above threshold (typically four) in at least two detectors. This

serves to eliminate the majority of glitches, which have power in only one detector, with

very little effect on signals.

χ2 Tests

When matched-filtering identifies a trigger with a large SNR there is necessarily some

component of the data which matches the signal h(t). If the trigger is caused by a noise

glitch, there is likely to be an additional, orthogonal component of the data which is not

well described by Gaussian noise. χ2 tests are designed to eliminate glitch triggers by

identifying power that is not consistent with either signal or Gaussian noise. To do so, we

introduce a set of basis waveforms T i which are orthonormal and also orthogonal to the

signal waveform h(t). Specifically, we require

(Ti
µ|T

j
ν) = δ

i jδµν and (Ti
µ|hν) = 0 , (3.13)

where µ, ν refer to the waveform components and i, j the waveforms that comprise the

basis for the χ2 test. We then construct a χ2 statistic as

χ2
=

4
∑

µ=1

N
∑

i=1

(Ti
µ|s)2 . (3.14)

In the presence of a signal that matches the template waveform (or no signal), the statistic

will be χ2 distributed with 4N degrees of freedom. If the data contains some additional,

non-Gaussian noise the χ2 value will be elevated provided that the set of templates T i

captures at least a fraction of the power contained in the glitch. Triggers with a large χ2

value are discarded. In practice it is far from trivial to choose the set of waveforms T i

so that they are both orthonormal and orthogonal to h(t), and match a variety of non-

Gaussianities. Three different χ2 tests have been implemented in the analysis:
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i Frequency bins: The test waveforms T i are generated by chopping up the template h(t)

into (N+1) sub-templates in the frequency domain, each of which contains an equal

amount of power. From these, we generate N orthonormal waveforms which are also

orthogonal to h(t).

ii Template bank: The test waveforms T i are taken from the template-bank of binary

merger waveforms used in the search. In general, these will not be orthogonal to h(t),

but it is straightforward to subtract the part proportional to h(t). However, it is more

difficult to render the waveforms T i orthonormal. In practice we do not attempt to do

so, but instead use an empirical threshold based on an effective number of degrees of

freedom. The templates are chosen so that they cover the mass parameter space of the

search.

iii Autocorrelation: The test waveforms T i are simply copies of the waveform h(t) offset

in time from the original. As with the template bank, it is straightforward to remove

the component of T i that is proportional to h(t). We do not attempt to orthonormalise

the T i and again empirically set the threshold.

Re-weighted SNR

In addition to discarding triggers which fail the signal consistency test described above,

we also re-weight the SNR of triggers based on the values of the χ2 tests and null SNR.

This allows us to better differentiate signals from noise background. The re-weighting is

chosen such that the SNR of signals will be unaffected while those noise triggers which do

not match well with the template waveform will be down-weighted. We perform two sets

of down-weighting. Firstly, with the χ2 values,

ρχ2 =







































ρcoh χ2 ≤ ndof

ρcoh
{[

1 +

(

χ2

ndof

)3
]

/2

}1/6
χ2 > ndof , (3.15)

then with the null SNR,

ρrw =



























ρχ2 ρnull ≤ 4.25

ρχ2

ρnull − 3.25
ρnull > 4.25

. (3.16)

This re-weighted SNR value is the detection statistic used for evaluating candidate events.

We note that the χ2 re-weighted SNR given in Eq. (3.15) is different from the one used

in the original paper [98], and is in fact the same as the weighting applied in a number

of past coincident CBC searches (see e.g. [14]). In particular, the exponents in the de-

nominator have been changed. In the process of developing an all-sky, all-time coherent

analysis [123], it was found that the original re-weighting left a small tail of high SNR
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noise events. These had not been observed in the GRB search previously, due to the lim-

ited amount of data used in the analyses. By using a re-weighted SNR identical to the one

used in the all-sky coincidence search [41], we were able to eliminate the high SNR events.

The same re-weighting has now been applied in the GRB search.

3.1.3 Event Significance

In S6/VSR2/VSR3 this targeted, coherent search was carried out whenever an observed

SGRB was detected during a time that at least two GW detectors were operating and had

good quality data for a sufficiently long period of time either side of the SGRB. We search

for a signal in a 6 s window covering 5 s before to 1 s after the Earth crossing time of

the SGRB called the on-source window. The analysis is performed for all template wave-

forms in the template bank covering the mass parameter space. For each template the

re-weighted SNR is calculated, and the template producing the largest re-weighted SNR

during the on-source window is retained as the event candidate.

However, we require additional data around this time in order to ensure that the detec-

tors were operating stably at the time of the SGRB, and to provide a good estimate of the

detector sensitivity. Our ability to detect a GW signal associated with an SGRB depends

upon both the stationary noise background and also the non-stationary noise transients

in the data which might mask a signal. The data surrounding the on-source time is used

to evaluate both of these. This time is designated off-source. This data will not contain a

signal corresponding to the SGRB and is also unlikely to contain a GW signal from the

same sky position which is unassociated with the SGRB, thus any events occurring in the

off-source will be due to background noise.

In a typical search we use approximately an hour of data for the off-source, and split

this into trials with durations equal to that of the on-source window. This gives us a

means of characterising the background noise in our detector network around the time of

the SGRB. The significance of the on-source event is determined by calculating the false

alarm probability, or p-value. This is simply the fraction of off-source trials with an event

of equal or greater significance than in the on-source.

To evaluate the sensitivity of the pipeline to finding GW signals in the data around

the time of the SGRB, we inject a number of simulated signals into the off-source data.

The simulated signals are drawn randomly from an astrophysically motivated distribution

of distances, component masses and spins and binary inclination. The simulated signals

are compact binary merger waveforms at 3.5 post-Newtonian order [50, 49], where one

component of the binary is taken to be a neutron star and the second either a neutron star

or black hole. The efficiency of the analysis at recovering these signals provides a measure

of pipeline performance and produces an estimate of the distance to which the pipeline is

sensitive.
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3.2 Early Results

The earliest analyses looking for GWs in association with GRBs used search methods that

focused on correlated excess power, including the search for a signal associated with the

LGRB 030329 [26]. Later, however, the analysis method described in Section 3.1 was used

to carry out numerous SGRB searches on data from the LIGO and Virgo detectors.

3.2.1 Full Science Run Analyses

During the era of first generation GW detectors, searches were performed for SGRBs ob-

served by Swift [43] and Fermi [125] during S5/VSR1, and S6/VSR2/VSR3.

In S5/VSR1 a search was performed for 22 SGRBs, which found no candidate

events [10]. For 21 of these, analysis was only run for the two most sensitive detec-

tors in the network, which at the time featured four detectors (L1 at LLO, H1 and H2 at

LHO, and the Virgo instrument, V1). Only GRB 070923 was analysed using data from

three detectors (H1, L1, and V1). The GRB 070201 was of particular interest, and is further

described below, as is GRB 051103, which just preceded the analysis period covered

by [10].

In S6/VSR2/VSR3 a population of 26 SGRBs were analysed, with one apparently sig-

nificant candidate associated with GRB 100328A [13]. This had a false alarm probability

(FAP) of only 1 %. However, further analysis identified a noise transient in the H1 detector

as being responsible for the GW trigger.

The lack of detection was not surprising given the sensitivity of the initial detectors

— tens of Mpc for binary merger signals — and the typical distances to GRBs — a median

redshift of 0.5 and a closest measured redshift of 0.1, implying a distance of 500 Mpc.

3.2.2 GRB 051103

The SGRB 051103was observed at 09:25:42 UTC on 3November 2005 [106]. It was localised

by the IPN to a region of the sky that overlapped with the outer spiral arms of the galaxy

M81 [88], which is some 3.6 Mpc away.

The possible proximity to Earth motivated a specific, focused search for a GW signal

associated with it [12]. This involved analysis of data from the L1 and H2 detectors, with a

most significant CBC candidate event in the on-source with FAP of 76 %. If a BNS progen-

itor was assumed, and the gamma-ray emission was beamed into a jet with 30◦ opening

angle, it could be excluded from being in M81 with 98 % confidence. Similarly, if an NSBH

progenitor was assumed with a 30◦ opening angle, it could be excluded with >99 %.

This confident exclusion of a CBC source in M81 is consistent with the hypothesis that

GRB 051103 was actually a soft gamma repeater (SGR) [163].
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3.2.3 GRB 070201

The SGRB 070201 was observed at 15:23:10 UTC on 1 February 2007 [89]. It was localised

by the IPN to a region including a strip through the spiral arms of M31 (the Andromeda

galaxy) [105]. This is the nearest large spiral galaxy to the Milky Way, at only approxi-

mately 780 kpc.

Analysis was performed on data from the H1 and H2 detectors and no candidate events

were found [29]. Therefore, a BNS or NSBH source in M31 was excluded at >99 % con-

fidence, and a BNS source within 3.5 Mpc was excluded at 90 % confidence (with no as-

sumptions on beaming).

This was entirely consistent with the estimated energetics of the event, which would

have been only ∼1045 erg if in M31 at 780 kpc, similar in scale to an SGR. If GRB 070201

was of typical SGRB energy (∼1048–1052 erg) then it would have had to have been at a

much greater distance than the exclusion distance of the search (≫20 Mpc) [29]. Again,

as with GRB 051103, these results are consistent with the hypothesis that GRB 070201 was

in fact an SGR [163].

3.3 Search for InterPlanetary Network Gamma-ray Bursts

During S5/VSR1 and S6/VSR2/VSR3, there were 27 additional, well-localised SGRBs de-

tected by the IPN that did not feature in the analyses described in Section 3.2, but for

which there was science-quality GW data. We performed a separate analysis of these as

part of an analysis of 223 IPN GRBs.

3.3.1 GRB Sample

At the time of this analysis, nine spacecraft contributed data as part of the IPN: Wind,

Mars Odyssey, MESSENGER, INTEGRAL, RHESSI, Swift, Suzaku, AGILE, and Fermi. The

sky coordinates of each GRB were determined by comparing the relative arrival times

of the signal at multiple spacecraft. The precision afforded by this approach is inversely

proportional to the spacecraft separations, among other factors, meaning the localisation

accuracy of a network with a baseline of thousands of light-seconds can be equal to or

greater than that of any other technique. The process for constructing the full sky error

boxes for these GRBs is described in [103] and, more specifically for the purposes of this

search, in [144]. The light curves, energy spectra, and localisations of all the bursts in our

sample were examined to eliminate the possibility of contamination by magnetar bursts or

solar flares. None of these events have been followed up by X-ray or optical telescopes, so

no information is available on afterglows or possible host galaxies and associated redshifts.

Only the SGRBs that occurred when two or more GW detectors were taking science-

quality data are included in the final sample. This reduces the number in our sample from

over 600 to 223, which includes both long and short GRBs.
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It is not possible to rely on a single value of the t90 duration statistic to classify these

GRBs as either short or long, since multiple satellites observed each GRB and each may

measure a different value of the t90 due to their different sensitive energy bands. Wherever

possiblewe have used the classification provided by [139], based on observations byKonus-

Wind. We note that the set of SGRBs observed by Konus-Wind is split into two types: I

– likely merger scenario, and II – collapsar. Only those classified as type I are therefore

analysed as possible CBC events. For those not observed by Konus-Wind, the t90 measured

by Suzaku was used. If this was also unavailable, an estimate was made by studying the

light curves from another mission with good sensitivity, such as Swift or INTEGRAL. In

these cases, and GRB with t90 ascertained to be less than 2 s was classified as short.

From the analysable sample of 223 GRBs, 27 are thus classified as short and analysed

with our search. The full list of these and their parameters can be found in Table 3.1.

Table 3.1: The SGRB sample — 17 GRBs ‘well-localised’ (.200 deg2, non-H1H2); 10

H1H2–only SGRBs. These results show the 90 % exclusion distances for

both possible progenitor models, either BNS or NSBH for a jet opening

angle of 30°.

GRB

Name

UTC

Time

IPN

Satellitesa
GW

Network

90 % Exclusion

Distances (Mpc)

BNS NSBH

051111B 07:47:51 K/MO/Sw H1H2 3.4 5.8

051127A 22:54:30 K/MO/Sw H1H2 8.1 14.6

060103A 08:42:17 MO/I H1H2L1 5.2 9.2

060203B 07:28:58 K/MO/H H1H2L1 5.7 10.3

060306C 15:22:38 K/H/I H1H2 10.0 17.7

060415B 18:14:44 K/MO/S H1H2L1 13.2 23.7

060522C 10:10:19 K/MO/S H1H2L1 26.0 44.1

060601A 07:55:40 I/S H1H2 4.3 6.4

060708B 04:30:38 K/MO/H H1H2L1 17.1 30.3

061006B 08:43:34 MO/K H1H2L1 26.6 47.3

061201B 08:11:29 K/Sw H1H2 15.5 27.1

070113A 11:56:23 K/I/S H1H2 1.5 3.1

070129B 22:09:26 K/S H1H2 4.9 7.9

070222A 07:31:56 K/MO H1H2 6.7 11.9

070321A 18:52:15 K/MO/I H1H2 20.1 36.1

070413A 20:37:55 I/S H1H2 7.1 12.5

070414A 17:19:52 S/M H1H2L1 24.4 45.3

070516A 20:41:25 K/M H1H2L1 17.6 30.7

070614A 05:05:09 K/H H1H2L1V1 17.0 29.1

070910A 17:33:29 K/S H1H2L1V1 11.0 22.6

070915A 08:34:48 K/I/M/Sw H1H2L1V1 17.6 31.5

070927A 16:27:55 I/M/Sw L1V1 1.7 2.8

090721A 05:59:21 K/I/Sw H1L1 11.9 20.0

091114A 03:07:49 K/I/S L1V1 7.7 14.1

100826B 19:06:36 K/Sw/M H1L1V1 30.0 52.9

100827A 10:55:49 K/S/Fermi H1L1V1 12.0 21.7

101009A 06:54:18 K/M/MO/I H1L1V1 18.5 34.2

a The detecting satellites: S - Suzaku, Sw - Swift, I - INTEGRAL,
M - MESSENGER, MO - Mars Odyssey, K - Konus-Wind,
H - HESSI (RHESSI ).
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Figure 3.1: Cumulative distribution of p-values from the analysis of 27 IPN SGRBs

for evidence of a binary merger GW signal. The expected distribution

under the no-signal hypothesis is indicated by the dashed line. For those

SGRBs with no event in the on-source window, we provide upper bounds

on the p-value equal to 1.

3.3.2 Results

For each of the 27 SGRBs we estimate the FAP, or p-value, of the most significant on-

source candidate event. The distribution of observed p-values is shown in Fig. 3.1. No

significant candidates were found. For a number of GRBs, particularly those observed by

the two co-located detectors at LHO, the search yields no candidate gravitational wave

events after background rejection cuts. For these GRBs we cannot quote an exact p-value,

and instead provide a range bounded below by the fraction of all trials with an event, and

above by 1. The result of the weighted binomial population detection test yields a back-

ground probability of ≈98 %, strongly favouring the no-signal hypothesis. In conclusion,

no noteworthy individual events were found by this search, nor is there evidence for a

collective population of weak GW signals.

Given that no events were found in the analysis, we place limits on GW emission

associated with each GRB. For a given signal type (BNS or NSBH) the search is sensitive

out to a certain distance, which depends on the sensitivity of the detectors at the time of

the search and in the direction of the GRB. We may therefore quote 90 % confidence lower

limit on the distance to the SGRB progenitor, assuming it was a binary merger event of
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Figure 3.2: Histograms across the sample of IPN SGRBs of the distance exclusions at

the 90 % confidence level for both BNS and NSBH systems.

some stated type. This is the distance at which we recover 90 % of simulated signals with

greater significance than any on-source event. The quoted values are marginalised over

systematic error inherent in the analysis: mismatches between a true GW signal and the

waveforms used in the simulated signals [16]; uncertainties in the calibration of the GW

detectors [11].

For both BNS and NSBH signal types, we assume that the prompt gamma-ray emission

is collimated along the total angular momentum axis of the binary within a jet of opening

angle ≤30°, since SGRB jets are not thought to exceed this angular size [83, 92]. The me-

dian exclusion distance for BNSs is 12 Mpc, and for NSBHs is 22 Mpc. A histogram of their

values is shown in Fig. 3.2. The neutron star masses are chosen from a Gaussian distribu-

tion centred at 1.4 M⊙ [112, 133] with a width of 0.2 M⊙ for the BNS case, and a broader

spread of 0.4 M⊙ for the NSBH systems, to account for larger uncertainties given the lack

of observations for such systems. The black hole masses are drawn from a Gaussian distri-

bution with a mean of 10 M⊙ and a width of 6 M⊙. The black hole mass is restricted such

that the total mass of the system is less than 25 M⊙. For masses greater than this, the neu-

tron star would be swallowed whole by the black hole, and no massive torus would form

to power a GRB [70, 81, 158]. The dimensionless neutron star spins are drawn uniformly

from the interval [0, 0.4], and the black hole spins are drawn uniformly from the interval

[0, 0.98) with tilt angle <60°.
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Figure 3.3: Cumulative distribution of p-values for all 69 SGRBs from S5/VSR1 and

S6/VSR2/VSR3. The expected distribution under the no-signal hypothesis

is indicated by the dashed line. For SGRBs with no event in the on-source

window, we provide upper bounds on the p-value of 1.

3.4 Cumulative LIGO and Virgo Results

Here we present the combination of the IPN results from Section 3.3 along with those from

the full S5/VSR1 and S6/VSR2/VSR3 searches for coincident SGRB and GW signals [10, 13]

(Section 3.2.1). The algorithms used in the S5/VSR1 results were adjusted and reviewed to

ensure compatibility with the results of the later analyses.

In total, 69 SGRBs were analysed, with no evidence for a population of weak events.

Fig. 3.3 shows the distribution of p-values. The weighted binomial test applied to the full

population of SGRBs confirms that the observed distributions are consistent with the null

hypothesis (no observed signal).

Next, we use the full sample of SGRBs to place exclusions on the progenitor population.

To do this we use a simple population model where all progenitors have the same GW

emission, and perform exclusion on cumulative distance distributions. We parameterise

the distance distribution with two components: a fraction F of SGRB distributed with a

constant comoving density rate up to a luminosity distance R, and a fraction 1 − F at

effectively infinite distance. This simple model yields a parameterisation of astrophysical

GRB distance distribution models that predict a uniform local rate density and a more
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complex dependence at redshift >0.1, as the high-redshift part of the distribution is well

beyond the sensitivity of current GW detectors. The exclusion is then performed in the

(F,R) plane. For details of this method, see Appendix B of [13].

In Fig. 3.4 we show the exclusion for the BNS and NSBH sources, as well as the redshift

distribution of SGRBs as observed by Swift. The exclusion line does not come close to the

observed population redshift for either source type, indicating that we would have been

unlikely to observe an event in these analyses. Indeed, and analysis of all IPN bursts shows

that their average redshift is 1.7, and that it detects SGRBs with good efficiency up to a

redshift of about 0.45.

We may use these results to extrapolate and predict what might be expected with the

aLIGO and AdV detectors. In S5/VSR1 and S6/VSR2/VSR3 there were around 21 months of

two (or more) detector duty cycle. Over that period, the detectors’ reach varied by approx-

imately a factor of 4, from a 5 Mpc sensitive distance to BNS sources for the H2 detector in

early S5, to 20 Mpc for H1 and L1 by the end of S6. Similarly for the advanced detectors,

the current scenario calls for around 18 months of science runs of increasing sensitivity

during commissioning, before extended running at design sensitivity of approximately 10

times greater than that achieved in S6/VSR2/VSR3.

To approximate the expected advanced detector results, we scale the exclusion dis-

tances obtained here by a factor of ten and also increase by a factor of two the number

of observed SGRBs to account for the increased run time of a few years. These extrap-

olated curves are also shown in Fig. 3.4. We see that the exclusion curves now compare

favourably with the observed redshift distribution. If BNSs are the progenitors of SGRBs,

wemay expect perhaps one (or fewer) signals associatedwith an SGRB. However, if NSBHs

are the progenitors, we might expect several.

These extrapolations are in broad agreement with those obtained using only the

S6/VSR2/VSR3 results [13], the slight disparity coming from a more realistic estimate of

the evolution of detector sensitivity. However, in Chapter 5 we will more thoroughly

investigate the prospects for joint observations and obtain far more robust estimates.
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Figure 3.4: 90 % distance exclusions for 69 analysed SGRBs for both BNS and NSBH

models. The exclusion distance is given for this test then extrapolated

by a factor of two in number and ten in sensitivity for the advanced de-

tector era expectations. For reference, the red staircase curve shows the

cumulative distribution of measured redshifts for Swift SGRBs.
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With the realistic prospect of a joint GW–SGRB observationwith aLIGO and AdV, we have

made a number of changes and improvements to the analysis pipeline since the publication

of [98]. These enhancements are critical to optimising the search to take full advantage of

the potential for joint observations.

In this chapter we will illustrate the pipeline improvements using example analy-

ses based upon GRB 100928A, which was observed by the Swift BAT [63, 117] during

S6/VSR2/VSR3. No other Swift instrument observed this SGRB as the spacecraft was un-

able to slew to the sky position of the prompt burst due to a Sun observing constraint. It

was not detected by Fermi or any other gamma ray sensitive instrument.

We have chosen this SGRB for a number of reasons. Virgo and both LIGO detectors

were operational and had ample science quality data either side of the SGRB time. Specif-

ically, 5264 s of coherent network data between 01:34:35 and 03:02:19 UTC on 28 Septem-

ber 2010 was available for analysis purposes. Additionally, the BAT localised the burst to

a point on the sky (RA = 223.037°, Dec = −28.542°) where both LIGO detectors were

approximately equally sensitive, and where Virgo had good sensitivity. Furthermore, this

position was known accurately, with a 90 % confidence radius of only 2.3 arcminutes.

It should be emphasised that the following results are dependent on the data at the time

of GRB 100928A, which features a number of very large glitches in all three detectors. In

particular, two glitches in LIGO Livingston Observatory have SNR >400 and therefore

dominate the coherent SNR background. The effect of the improvements will vary slightly

from GRB to GRB, but the example results presented here are representative of what we

can expect in general.

In performing the coherent analysis, we search the full space of BNS and NSBH sys-
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tems. Specifically, we make use of a bank of template waveforms that cover the space

of binaries with non-spinning components, with masses between 1–25 M⊙, and a maxi-

mum chirp mass (Eq. (1.55)) of 8 M⊙, as was done in previous searches, e.g. [5]. Binaries

outside this range are unlikely to produce electromagnetic emission as they will either be

comprised of two black holes or, in the case of NSBH systems, the neutron star will be

swallowed whole [142].

When evaluating the sensitivity of the search, we perform simulations of BNS systems

which are added to the data prior to the analysis. We make use of SpinTaylor waveforms

at 3.5 post-Newtonian order [50, 49]. These waveforms approximate the inspiral phase

of the binary merger by expanding the equations of motion in terms of v/c (e.g. see terms

in integral of Eq. (1.30)). The simulated signals have component masses between 1–3 M⊙

drawn from the normal distribution with mean 1.4 M⊙ and standard deviation 0.2 M⊙, in-

clinations drawn uniformly from the intervals [0◦, 30◦] and [150◦, 180◦], and dimension-

less spins ≤0.4. The waveforms were placed uniformly in distance between 2–45 Mpc. In

total, 2,500 such injected waveforms were used per example analysis.

4.1 Background Estimation

To make a confident detection statement, we must establish that the probability of an ob-

served event being due to noise alone is very small. This requires a detailed understanding

of the search background generated by both Gaussian detector noise and non-stationary

transients. We do this by looking at the data around the time of the SGRB. We make the

reasonable assumption that the off-source data contains no GW signal originating from

the same location on the sky and has, on average, the same statistical properties as the

detector network background during the on-source period. Thus, the off-source data pro-

vides a means of characterising the background noise in the detector network at the time

of an SGRB. We have improved the ability of the pipeline to estimate the significance of

rare events by introducing the ability to perform time-shifted analyses, where the data

from the different detectors are shifted by several seconds relative to each other and the

analysis is repeated. This allows us to measure the background of the search to lower than

1 part in 105, a level that would be required for an unambiguous detection claim [14].

The FAP associated to the on-source event, with re-weighted SNR ρ⋆, is the probability

of having a more significant event in any randomly chosen 6 s of data. This is calculated

by counting the fraction of background trials which have an event with ρ > ρ⋆,

FAP =
N

(

ρ > ρ⋆
)

NBG

, (4.1)

where NBG denotes the total number of background trials. In the standard approach, we

simply split the background into as many 6 s trials as possible, so the number of back-

ground trials is given by NBG = Toff/Ton.

The standard analysis makes use of approximately an hour of data around the time of
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the GRB, leading to a lower limit on the FAP of around 10−3. For the majority of GRBs,

this will be sufficient to demonstrate that there is no candidate GW event associated to

a particular GRB. However, when there is an interesting candidate, a FAP of 10−3 is not

sufficient to warrant a detection claim, and further background trials are required to more

accurately evaluate the significance.

What would be an acceptable FAP to support a detection claim? In particle physics,

the standard level is a 5σ observation, or 1 in 3 million. Prior to the the first GW ob-

servation, it was generally agreed that a similar significance threshold would be required

before claiming a discovery. In a CBC search from S6/VSR2/VSR3 [14], a simulated signal

was added to the data and recovered with a false alarm rate of 1 in 7000 years, which was

deemed sufficient to claim evidence for a detection. Translating this to the SGRB search

equates to a FAP of ∼3 × 10−6 for one of the 50 SGRBs observed each year.

For the first detection of a GW signal, GW150914, there was a measured false alarm

rate of <6 × 10−7 per year, corresponding to a FAP of less than 7.5 × 10−8 [22, 17]. This

was equivalent to a minimum significance of 5.3σ. The second detection, GW151226, had

the same bounds on false alarm rate, FAP, and significance [21, 17].

Conversely, the candidate event known as LVT151012 had a false alarm rate of 0.37

per year, for a FAP of 0.045 and significance of 1.7σ [17]. As such, this was not deemed a

detection.

Alternatively, wemight consider the chance of there being an observable signal around

the time of a GRB. In Chapter 5 we estimate this to be around 1 % for the second generation

detector network operating at design sensitivity. Clearly, a detection candidate would

require a FAP much lower than the probability of observing a signal. All arguments point

to requiring a minimum of approximately 105 background trials to assess the significance

of a detection candidate, with ideally more than 3 × 105 trials.

To reach a significance level of better than 10−5, we require further background trials.

The most straightforward approach would be to simply extend the off-source analysis to

incorporate one week of data. While in principle this is possible, the typical duration of

continuous operation for the detectors is on the order of hours. Furthermore, the data qual-

ity is known to change between different stretches of data [1, 8], so a week of off-source

data may not accurately characterise the data at the time of the GRB. In addition, extending

the off-source data to one week would increase the computational cost of the analysis by

a factor of several hundred, rendering it impractical to estimate the background promptly.

Consequently, an alternative method is required. To obtain an improved estimate of the

network background, we instead artificially time shift the data from the different detectors

and repeat the analysis. These time shifts are always significantly longer than the light

travel time between detectors (∼10 ms) and the signal auto-correlation time and typical

glitch durations (both well under one second), so that GW signals will not appear coher-

ently in the time-shifted analysis.

We are able to increase the number of background trials performed by an order of mag-

nitude, with minimal impact on the computational cost, thereby allowing us to estimate
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Figure 4.1: FAP as a function of the re-weighted SNR detection statistic for a search

performed for GRB 100928A, using time slides to reach FAP of <10−5. The

figure shows the background estimated with off-source only (787 trials)

plotted in orange Y; the short slide analysis (8,917 trials) plotted in green

×; both long and short slides (267,185 trials) plotted in blue +. With short

slides alone, we can estimate a significance of 1 part in 104 while long

and short slides give a background estimate to 1 in 3.7 × 106. The shaded

regions show the 95 % Jeffreys credible interval for each case, which as-

sumes each time slide is a statistically independent trial. For clarity of

presentation we have only plotted the 20 loudest trials for each search.

FAPs to around 10−4. This is achieved by time shifting the SNR time series of the individ-

ual detectors prior to performing the coherent analysis. In the analysis, the detector data

is split into sections, typically of 128 s length, which are match filtered to produce a (com-

plex) SNR time series for each detector. These are then combined according to Eq. (3.9) to

calculate the coherent SNR time series. A short slide is performed by introducing relative

time-shift between the detectors’ SNR time series prior to computing the coherent SNR.

For the example GRB, we leave the H1 data alone, shift the L1 data by multiples of 6 s and

the V1 data by multiples of 12 s. This allows for ten time shifted analyses to be performed.

Since calculating the single detector SNR time series is the most computationally costly

part of the analysis, short slides have a relatively small computational cost. In Fig. 4.1, we

show the improvement in background estimation afforded by the inclusion of the short

slides.

We have also implemented long slideswhich involve permuting the data segments prior

to analysis. Unfortunately, this does require repeating the analysis, so the computational

cost increases linearly with the number of long slides. However, it is possible to perform

short slides within each long slide. Thus, we only require around ten long slides in order

to achieve a background estimate of 10−5.
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Figure 4.2: Comparison between the amplitudes of h+ and h× as a function of incli-

nation angle ι. Note that even at 30◦ the difference is only ∼1%.

Fig. 4.1 shows FAP as a function of re-weighted SNR for the analysis of GRB 100928A.

This shows that any on-source event with ρrw > 8.5 would have a FAP at the 10−5 level.

We have, however, assumed that all time slides are independent. In reality, all time slides

are formed from different combinations of the same detector data streams, and so are

not statistically independent at all. A more rigorous treatment of FAP uncertainty when

dealing with time slides would likely show far larger 95 % credible intervals for all cases,

however it is not clear how to implement such a treatment for this search [174].

4.2 Restrictions on Source Inclination

The search introduced in [98] makes use of the sky location of the source, but places no

restrictions on the orientation of the binary. SGRBs are believed to be beamed phenom-

ena [83, 141], with prompt gamma-ray emission concentrated in collimated jets along the

axis of angular momentum. These jets are expected to have opening angles not exceeding

30◦ [83, 92]. Therefore, it may be reasonable to assume that observed SGRB progenitor

systems have their orbital angular momenta nearly parallel with the line-of-sight, corre-

sponding to system orbital inclinations ι ∼ 0 or ι ∼ π with respect to the observer. We can

incorporate this into the search by restricting it to binaries which have small inclination

angles. This restriction reduces the parameter space of the search, providing an increase

in sensitivity.

In Eq. (3.2), we see that the GW amplitudes depend linearly on cos ι and (1+ cos2 ι)/2.

For a binary inclination close to ι = 0, both of these tend towards unity. In Fig. 4.2, we

plot both amplitude factors as a function of ι. This serves to highlight the fact that the
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amplitudes vary almost identically with ι, up to an angle of 30◦, by which time they differ

by only ∼1%. Even at 45◦, the two amplitudes differ by only 6%. Consequently for SGRB

signals, it is reasonable to treat the amplitude factors as equal and to approximate the

signal as left circularly polarised. Similarly, when ι ∼ 180◦, the two terms agree up to an

overall sign and the signal is right circularly polarised.

It is therefore convenient to introduce a single amplitude and phase to describe the

signal as

D̃ =
D

cos ι
and χl,r = φ0 ± ψ . (4.2)

Then, for ι ≈ 0, the amplitudes simplify to

A1 ≈ A4 ≈ −D0

D̃
cos 2χl ≡ B1 , (4.3a)

A2 ≈ −A3 ≈ D0

D̃
sin 2χl ≡ B2 , (4.3b)

and similar for ι ≈ 180◦. As expected, the circularly polarised GW signal is then dependent

upon two amplitudes B1 and B2 (or, equivalently, a single overall amplitude and phase),

h+(t) = B1h0(t) − B2hπ/2(t) , (4.4a)

h×(t) = B2h0(t) + B1hπ/2(t) . (4.4b)

rather than the original four amplitudesAµ.

Substituting these expressions into Eq. (3.7), andworking in the dominant polarisation,

we obtain,

lnΛ =B1(s|F+h0 + F×hπ/2) + B2(s|F×h0 + F+hπ/2)

− 1

2

[

B2
1 + B2

2

]

[(F+h0|F+h0) + (F+h0|F+h0)] (4.5)

It is straightforward to maximise over the amplitude parameters B1,2 to obtain

ρ2
coh =

α2
+ β2

(F+h0|F+h0) + (F×h0|F×h0)
, (4.6)

where

α = (s|F+h0) + (s|F×hπ/2) , (4.7a)

β = (s|F×h0) − (s|F+hπ/2) . (4.7b)

The calculation proceeds in an analogous manner for ι ∼ 180◦, with the signal now

right, rather than left, polarised. After maximisation, the coherent SNR takes the same
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form as Eq. (4.6), but with

α = (s|F+h0) − (s|F×hπ/2) , (4.8a)

β = (s|F×h0) + (s|F+hπ/2) . (4.8b)

The motivation for performing the search for only circularly polarised waveforms is

to further reduce the noise background and thereby increase the sensitivity of the search.

Additionally, restricting to circularly polarised waveforms provides us with an additional

null stream that can be used to reject noise glitches. Prior to assessing the improvement

in real data, it is useful to evaluate the expected benefit in Gaussian noise. The original

search has four free amplitude parameters Aµ, and the coherent SNR in the absence of a

signal is χ2 distributed with four degrees of freedom. When restricting to circular polari-

sation, there are two free parameters Bµ and the coherent SNR in Gaussian noise will be

χ2 distributed with two degrees of freedom. In other words, this restriction places a strict

relationship between h+ and h× — one lags the other by 45° — whereas before there was an

arbitrary relationship between the two. Thus, if we know the amplitude and phase of h+,

there are only two possible configurations for h× corresponding to left and right circular

polarisation. Wemust therefore search over both left and right circularly polarised signals,

which leads to a doubling of the number of trials.1 Comparison of these distributions, for a

large number of trials, suggests restricting to circular polarisation should result in at a de-

crease in FAP of around one order of magnitude at fixed SNR, or an increase in sensitivity

at fixed FAP of roughly 5%.

In Fig. 4.3 we plot the FAP as a function of SNR for the circularly polarised and un-

restricted searches. Over a broad range of SNRs we observe a reduction in the background

of a factor of three, corresponding to an increase in sensitivity of around 3% at a given FAP.

This improvement is less significant than might have been expected in Gaussian data, and

may either be due to the non-Gaussian features in the data or simply a statistical fluctuation

observed in this analysis.

Interestingly, we have noticed that the most significant background triggers in the cir-

cular search do not correspond to outliers in the un-restricted search. This is likely due to

how the pipeline selects triggers. It first applies a clustering method to choose the trigger

with the largest coherent SNR in a given time window, before applying signal consistency

tests to the trigger which may lead to it being discarded or the SNR re-weighted. Con-

sequently, it is possible that loud events in the un-restricted search do not survive in the

circular analysis, and vice versa.

We have demonstrated that restricting to circularly polarised signals can provide a

small improvement in the search sensitivity and, furthermore, that it is a reasonable ap-

1Left and right circular signals will appear identical to a network sensitive only to a single polarisation, but
appear exactly orthogonal to a network equally sensitive to both polarisations. For other configurations there
is some degree of overlap between the two cases. For most sky locations and netowrks, they will therefore
not be orthogonal, and the two trials are not independent leading to a further reduction in the expected
background.
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Figure 4.3: The background significance against detection statistic for a search per-

formed for GRB 100928A. In red ×, we plot the background calculated

using the circular polarisation restriction and in blue + we plot the back-

ground from the un-restricted search. In both cases, we perform time

shifts of the data as discussed in Section 4.1. Over a broad range of SNR

values, the circular polarisation restriction reduces the background by a

factor of three. Equivalently, the required SNR to achieve a given FAP is

reduced by about 0.25, equating to a 3% increase in the distance sensi-

tivity of the search. For clarity of presentation we have only plotted the

loudest 50 trials for each search.

proximation given our current understanding of GRB beaming. We note that a 3% improve-

ment in distance reach corresponds to a 10% increase in the rate of observable signals.

4.3 Searching Large Areas of Sky

SGRBs are localised to sky error boxes of varying sizes by different satellites. This has im-

plications for the targeted GW search following up on these events. For example, the BAT

instrument aboard NASA’s Swift satellite is capable of localising to 1-4 arcminutes [43],

while the typical GW localisation region is several square degrees or larger [2, 79]. Thus,

we may follow up a BAT trigger by searching only a single point on the sky since the

SGRB localisation is significantly better than the sky resolution of the GW search. How-

ever, the GBM aboard NASA’s Fermi satellite often localises SGRBs to far larger patches

of the sky [125]. The 3σ confidence regions are roughly circular, with a radius of several

degrees. Additionally, the IPN localises SGRBs by triangulation with a number of satel-

lites [104]. Depending upon the number of satellites observing the event and their relative

positions, the localisations can range from under a square degree to hundreds or even

thousands of square degrees. For poorly localised SGRBs observed by Fermi or IPN, the
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SGRB localisation will be comparable to, or larger than, the typical GW localisation region.

Consequently, it is no longer appropriate to treat the SGRB localisation as a single point

in the sky, and we must extend the GW search to cover the entire confidence region.

The improved method described in this section has already been used in the searches

described in [5, 13].

The targeted, coherent GW search makes use of the sky location in two ways. Firstly,

and most importantly, it is the sky location which determines the relative arrival time

of a signal at the detectors in the network. These time delays are used to appropriately

shift the data prior to coherently combining them in the search. Using the incorrect sky

location will cause the signals from different detectors to be mis-aligned in time. Secondly,

the detector sensitivities, encoded in the antenna response factors F{+,×}, depend upon the

location of the source relative to the detector. The use of incorrect F{+,×} will lead to the

wrong weighting of detector data streams in the coherent SNR and signal power being

present in the null stream.

We can estimate when the single sky point search will not be sufficient. To do so, let

us consider only the loss in SNR arising from timing offsets. Following [79], the posterior

distribution for a timing offset dt given data s for a matched-filter search is

P(dt|s) ∝ exp

{

ρ2

2

[

(h0|h0(dt))2
+

(

hπ/2|h0(dt)
)2
]

}

, (4.9)

where

(h0|h0(dt))2 ≈ 1 − 4π2
(

dt2
)

f 2 , (4.10a)

(

hπ/2|h0(dt)
)2 ≈ 2π f dt , (4.10b)

and

f n ≡ 4

∫ ∞

0

f n |h̃( f )|2
S ( f )

d f . (4.11)

We therefore obtain

P(dt|s) ∝ exp
{

−2(ρπσ f )
2dt2

}

, (4.12)

where ρ is the SNR, and σ f = f 2 − f
2
is the signal bandwidth (typically around 100 Hz for

a binary merger signal). As a result, the recovered SNR in a detector falls off as

ρ(dt)2 ≈ ρ2
o[1 − (2πσ f )]

2dt2 , (4.13)

Thus, a timing offset of δt = 0.5ms will lead to a 5 % loss in SNR in a single detector.

Given a network of N detectors, D{1,...,N}, let ri denote the location of the detector and

ti be the arrival time of the GW signal at detector i from a SGRB at the central location of

the sky patch. The distance between two detectors is

di j = ||rj − ri|| , (4.14)
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and the light travel time between them is

Ti j = di j/c . (4.15)

The difference in the arrival time of the signal at two detectors, τi j, is calculated as [145],

τi j = ti − t j =
1

c

(

ri − rj

)

· w ≡ Ti j cosα , (4.16)

where w is the unit wave vector describing the direction of propagation of the source, and

α is the angle between the line connecting the detectors and the direction to the source.

It is then straightforward to calculate the change in time delay with a change in the

angle α as

δτi j =

√

T 2
i j
− τ2

i j
δα . (4.17)

So, for a source lying on the line connecting the two detectors, the time delay τi j between

detectors is maximal and changes only quadratically with the change in the location of the

source. In contrast, for a source which lies on the zero time delay plane, τi j = 0, a change

in location will induce the largest time offset.

Once we select the maximum time offset δt that we are willing to tolerate, it is straight-

forward to calculate the required angular spacing of the sky points as

δα = min
i, j






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















2δt
√

T 2
i j
− τ2

i j

























. (4.18)

Here, the factor of two arises because δt is the largest single detector time offset. We

typically choose δt = 0.5 ms. The two LIGO detectors are separated by a light travel time

of 10 ms, while LIGO and Virgo are separated by around 25 ms, which sets the angular

scale to around 2° for the LIGO detectors and 1° between LIGO and Virgo. In practice, the

resolution is usually determined by the detector pair (Di,D j) for which the SGRB target

location has smallest relative arrival time difference.

The circular grid is generated by placing rings of points spaced by δα, starting at the

centre, with the final ring passing the 3σ confidence radius. An example of such a grid is

shown in Fig. 4.4 (full grid). Each ring will have 2πn/δα points, where n = 0 labels the cen-

tral point and increases as we move outwards. The method of covering the patch is based

upon the one introduced in [6]. In the analysis, each point in the grid is treated indepen-

dently, with the single-detector data streams time shifted appropriately for the given sky

location. The coherent SNR and signal consistency tests are calculated with the appropri-

ate detector responses, F+ and F×, for that sky point. As with the background estimation,

searching over points in the sky patch is performed after the computationally dominant

step of calculating the single detector SNR time series. Consequently, SGRBs observed by

Fermi GBM, requiring around hundred sky points, are processed in approximately double

the time required for the Swift SGRBs with a single sky point.
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Figure 4.4: An example patch of search sky points projected onto the celestial sphere.

The blue filled circles show the full grid, while the empty circles are those

few points that map to unique differences in signal arrival time between

LIGO’s Hanford and Livingston detectors. The parsed points do not form

a straight line, but this is simply due to an artefact of the parsing routine

and has no effect on the grid reduction.

To demonstrate the efficacy of searching over a sky patch, we repeated the analysis of

GRB 100928A, but used a typical FermiGBM 3σ localisation uncertainty radius of 15° [125],

with the centre of the Fermi patch offset by a few degrees from the Swift location. The sky

patch for the search contained 178 search points in total (parsed to 41 points for a 2-site, HL

network). When performing simulations, the location of each sourcewas chosen randomly

from a normal distribution with width 5◦, i.e. ∼99 % of simulated signals were within the

15° radius 3σ localisation region. As previously, we use a search which covers the full BNS

and NSBH parameter space, but use only BNS signals when performing simulations.

In Fig. 4.5, we show the search background as a function of detection statistic for both

point and patch searches. The background from searching over the sky patch is seen to be

about a factor of 20 higher than for a single point. We expect an increase in the background

as we have increased the number of trials by searching over the sky patch, however since

signals from neighbouring sky points are correlated, the factor of increase is expected to

be smaller than the total number of sky points. We have not strictly measured the degree

to which these search points are independent. At larger SNR there is a slight deficit of

events in the point search, but this is consistent with the statistical uncertainties. While

the difference appears significant, it remains statistically consistent with the measured

background of the original point. As a consequence, the loudest background event for the

patch search has a re-weighted SNR value of 8.33 compared to 7.44 for the original single
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Figure 4.5: The background significance against detection statistic for a search per-

formed for GRB 100928A. In red +, we plot the background measured for

a single point in the direction of GRB 100928A. In blue ×, we show the

background for a sky patch of radius 15° (178 points), encompassing the

location of the GRB. In green Y, we show the background for a different

single-point search. The point was chosen as it contributed two of the

ten loudest events in the patch search. For SNRs between 6.5–7.5, the

background of the patch is around a factor of 20 above the single point

searches. The increase is expected as we are searching a large number

of points, but they are not all independent. At low SNR the increase is

smaller, due to clustering effects in the analysis. At larger SNR, the vari-

ations between the different analyses are all consistent with statistical

fluctuations.

point.

In Fig. 4.6, we show the search efficiency as a function of distance for three different

searches: a single point search with simulations spread over the 0.036° Swift BAT sky

patch; a single point search with simulations spread over a typical 15° Fermi GBM sky

patch; and a grid of points covering the GBM sky patch with simulations spread over the

patch. In all cases the efficiency is calculated at the SNR of the loudest background event

in the short slide analysis. If we perform the search using only a point at the centre of

the Fermi localisation region, the results are poor: across the whole range of distances,

the search efficiency is never greater than 40 %, even for nearby signals which have large

SNRs. The reason for this lies in the signal consistency tests discussed in Section 3.1. At

the incorrect sky location, the signal does not match the template due to inevitable time

offsets between them and the signal will be recovered with a different phase in each of

the detectors. Consequently, the coherent SNR will not correctly reflect the total signal

power and this will lead to increased values of the signal consistency tests. At all SNRs,
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Figure 4.6: The fraction of artificially injected binary neutron star signals found

louder than the loudest background event as a function of injected dis-

tance. The three curves represent three observational scenarios for a

three detector network comprised of Virgo and both LIGO interferome-

ters. In the scenario mimicking a BAT SGRB (black solid line, error radius

= 0.036◦) the pipeline searches a single point on the sky and finds 90%

of signals within 20 Mpc. In the two scenarios mimicking a GBM SGRB

we see that by searching over a patch of points covering the large error

box of 15° radius (red dashed line) the pipeline performs nearly as well

as for the BAT SGRB for signals below 15 Mpc. This is in stark contrast

to the previous treatment for GBM-like SGRBs (blue dotted line), which

searched a single point at the centre of the error box resulting in very poor

rates of injection recovery. In this example, recovery does not quite reach

100 % in the search over the patch because of poor data quality. Since the

average injection lies further from its nearest search point, those over-

lapping times of poor data quality are more likely to be rejected by the

signal consistency tests. For GRBs with better data quality, and perhaps

more significantly with better data quality monitoring, this effect will be

all but eradicated. The increased number of trials resulting from multiple

sky points leads to a tail of background events louder than any seen of

the BAT single point search, reducing the overall sensitivity of the patch

search.
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this will lead to a down-weighting of signals due to increased χ2 and null SNR values.

Furthermore, at high SNR the power in the null streamwill be sufficient to cause the trigger

to be rejected outright due to the null stream cut Eq. (3.12). This explains the, somewhat

counter-intuitive, result that the search efficiency actually decreases at small distances.

The sensitivity of the search over the Fermi error region is almost the same as the

search over just the Swift point at small distances, but decreases more rapidly for quieter

signals at larger distances. For example, the distance at which we achieve 50 % efficiency

is reduced by 10 %. This loss in sensitivity can be attributed to the fact that the background

of the Fermi search is increased due to the necessity of searching over the sky patch. The

reduction in sensitivity is consistent with the 10 % increase in the SNR of the loudest

background event.

This method of placing a grid of points in the sky has already been used in the anal-

ysis of Fermi-detected SGRBs during S6/VSR2/VSR3. An analogous method was used to

perform the search over the irregular sky patches produced by the IPN [144].

4.3.1 Two-site Time Delay Degeneracy

In the case of a two-site detector network, for example the LIGO-only network, the ability

to resolve independent sky locations is vastly reduced. With a single baseline between

sites, multiple sky locations will map to the same difference in signal arrival time. Thus,

when moving across the sky patch, there will be one direction where only the antenna

response factors F{+,×} change, and not the time delays, while in the orthogonal direction

both will change. With two detectors, after maximising over the Aµ, the values of F{+,×}

drop out of the coherent SNR expression. This is not immediately obvious, but can be

understood by noting that for a two detector search, there are four degrees of freedom in

both the coincident and coherent searches. Therefore, any observed amplitude and phase

in the two detectors is consistent with an astrophysical signal; there is no null stream.

Then, the size of the sky grids can be significantly reduced, to represent only those sky

locations that map to unique time-delays between observatory sites. Fig. 4.4 shows an

example result of parsing the circular sky maps to remove degeneracies in time-delay. For

the map shown, only 20% of the points are required to uniquely span the allowed time-

delays between the LIGO sites, allowing a reduction in cost in the analysis for two-site

SGRB analyses.

Unfortunately, once we restrict to circularly polarised signals, as described in Sec-

tion 4.2, the restriction to a single time-delay line is no longer appropriate. Now, there

are only two free signal amplitudes, which cannot match arbitrary amplitude and phase

measurements in the two detectors. Thus the detector response functions again enter into

the construction of the coherent SNR, and there is again a null stream.

In Fig. 4.7, we show the sensitivity of the search performed using only the two LIGO

detectors in Hanford and Livingston and incorporating an inclination restriction. As be-

fore, we plot the Swift search results – where both the simulated signals and search are
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Figure 4.7: The fraction of artificially injected binary neutron star signals found

louder than the loudest background event using only the LIGO Hanford

and Livingston detectors, plotted as a function of injected distance. As

in Fig. 4.6, we plot a scenario mimicking a BAT SGRB (black solid line,

error radius = 0.036◦) where the pipeline searches a single point on the

sky. In this case, the pipeline finds 90 % of signals within 18 Mpc. In the

scenario where a GBM SGRB with error box of 15° radius is searched at a

single point (blue dotted line), we see poor signal recovery performance

at small distances due to signal consistency effects, similar to the three

detector case. The difference between the full patch of search points (red

dashed line) and a set of points covering unique time delays between sites

(green dot-dashed line) is noticeable at small distances, with the use of in-

correct antenna response factors causing a drop in performance for the

parsed patch. Again, the increased number of trials resulting from multi-

ple sky points leads to a tail of background events louder than any seen in

the BAT single point search, reducing the overall sensitivity of multiple

point searches.

restricted to a single sky point – as a reference. Next we consider the SGRB localised to

a typical Fermi GBM error region. When searching over the full Fermi sky patch, there is

again a degradation of the sensitivity due to a tail of loud background events (a maximum

SNR of 8.12 compared to 7.25 for the single point search). However, searching a single

sky point leads to a dramatic loss of sensitivity, with only 60 % of nearby signals being

recovered. By searching over only the one dimensional time-delay space, we recover the

majority of this sensitivity, but do observe a small drop in efficiency at low distances due

to the use of incorrect antenna response factors.
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4.4 Benefits Provided by Targeted Search

It is interesting to compare the background for the SGRB search with the all-sky coinci-

dence search [14]. This will allow us to estimate the sensitivity improvement offered by

the targeted, coherent search. For the all-sky search, the background is one event per year

at an SNR of 10, decreasing by two orders of magnitude per unit increase in SNR2. In-

terestingly, the background for the targeted, coherent search, as shown in Fig. 4.1, falls

off at the same rate. In both cases, this is significantly slower than expected in Gaussian

noise, suggesting that both pipelines are affected in a similar way by the non-Gaussian

transients in the data. The background for the all-sky coincidence search translates to a

FAP of 10−3 in six seconds of data at an SNR of 8.2. In comparison, the targeted, coherent

search achieves this background at an SNR of 7.3, as seen in Section 4.1. While both of

these are re-weighted SNR measurements, and the details of the pipelines differ, the anal-

ysis methods have much in common, so it is reasonable to compare the results. Thus, the

coherent analysis provides approximately a 13 % reduction in the SNR at a given FAP.

We can use this to estimate the benefit of performing the SGRB search. To do so, we

compare against a simple analysis that just examines the results of the all-sky search for

triggers within the 6 s on-source window. The comparison of FAPs above shows that the

targeted, coherent search would identify a candidate event with a 13 % lower SNR, or

equivalently at a 13 % greater distance. In addition, the targeted, coherent search applies

lower single detector SNR thresholds of 4, rather than 5.5, and it includes the SNR contri-

bution from all detectors, even if they did not produce a trigger above threshold. For the

case of GRB 100928A, a signal near the detection threshold would be unlikely to register as

a trigger in the Virgo detector, and the coherent analysis would register about 10 % greater

SNR by incorporating the power from Virgo3. With an additional 3 % increase in sensitive

distance afforded by the inclination angle restriction in Section 4.2, the targeted, coherent

search provides approximately a 25 % increase in distance sensitivity for a well-localised

SGRB over a search that simply looks for a coincident GW trigger from the all-sky search.

This equates to a doubling of the event rate.

For an SGRB localised to an extended region on the sky, we observe an increase of a

factor of 20 in the background that comes from repeating the search over the sky patch.

This translates to a reductions in distance sensitivity of around 10 %. Thus, for SGRBs

observed by the Fermi GBM, the improvement over the all-sky search is around 15 % in

distance sensitivity, corresponding to a 50 % increase in the number of observable sources.

Our example analyses show that the improvement is variable on a case-by-case ba-

sis, depending on the data analysed and, in practice, may be reduced by large glitches

2This is taken from Figure 3 in [14], which shows a background of around 0.2 events per year at SNR of
10. However, we must also apply a trials factor of six, as described in the paper, to give a background of 1

event per year at this SNR.
3This is consistent with what is seen when we perform the coherent search using only the two LIGO

detectors (Fig. 4.7). The distance at which the search achieves 50 % efficiency (for both the single point and
sky patch analysis) is ∼10 % lower than what is achieved with the full LIGO-Virgo network, (Fig. 4.6).
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contributing to a loud tail in the background.
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III
“We are all in the gutter, but some of us are looking at the stars.”

Oscar Wilde

Searching with

Second Generation

Detectors

– 63 –



5
Prospects for Joint

Observations

In Part I we have discussed why SGRBs are of interest to GW astronomy, and in Part II we

have discussed the methods and results of searches for SGRB-related signals with LIGO

and Virgo between 2005–2010. In the coming years we hope to make the first joint GW

and SGRB observations, but just how many might we expect to make? In this chapter we

will carry out a detailed investigation into the expected rate of these observations in the

era of the aLIGO and AdV detectors.

5.1 The Short Gamma-ray Burst Rate

In Section 2.2 we have summarised the current and near-future state of SGRB observations.

If we are to accurately evaluate the prospects for joint SGRB–GW observations, we must

first work out the rate of SGRBs in the local universe, and the proportion of these wemight

reasonably expect to detect with gamma-ray sensitive detectors.

There have been numerous recent studies that have attempted to estimate the rate

of SGRBs, based primarily on redshift measurements by Swift [61, 159, 173].1 Here, we

follow [173], who use the observed SGRB populations, and measured redshifts in Swift, in

order to derive a luminosity function and local rate density for SGRBs.

The energy spectra of SGRBs is modelled, following [42], as a power law decaywith ex-

ponential cutoff at low energy and a steeper power law at higher frequencies. The param-

eters used in the Band function are αBAND = −0.5, βBAND = −2.25 and Epeak = 800 keV.

1A nice summary of recent rate estimates is provided in Table 4 of [173].
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For an SGRB at a given distance/redshift, the peak photon count in a detector can be re-

lated to the peak luminosity in a straightforward way [148, 173]. The detection threshold

is taken to be 2.5 photons per second in the 15–150 keV band for Swift and 2.37 photons

per second in the 50–300 keV band for Fermi.

The SGRB luminosity function is taken to be a broken power law, with a logarithmic

distribution

φo(L) =















(

L
L⋆

)−αL
L < L⋆

(

L
L⋆

)−βL
L > L⋆

(5.1)

where L is the peak luminosity in the source frame between 1 keV and 10 MeV, and αL

and βL give the power law decay below and above the break at L⋆.
2 The other important

parameter is the minimum SGRB luminosity, which determines the lower cutoff of the

luminosity distribution. This is poorly constrained as only nearby, low luminosity SGRBs

would be observable. The minimum luminosity is taken to be Lmin = 5 × 1049 erg s−1.

The parameters αL, βL, L⋆ are fitted jointly with the SGRB rate. Best fit values are

αL = 1, βL = 2 and L⋆ = 2 × 1052 erg s−1, with a local SGRB rate of 4.1 Gpc−3 yr−1. The

SGRB rate evolves with redshift, peaking at z ≈ 1.

Otherworks take a similar approach to estimating the rate of SGRBs [61, 159], although

the assumptions they make vary. Consequently there is some variation in the rate esti-

mates. Typically they lie in the range 10−9–10−8 Mpc−3 yr−1, with a median rate around

3 × 10−9 Mpc−3 yr−1. These rates are somewhat lower than earlier estimates based on a

smaller sample of SGRBs [93, 128]. For the remainder of this work, we make use of the

Band function and luminosity distribution parameters of [173], but allow for a constant

rate per comoving volume in the range 1–10 Gpc−3 yr−1. We do not include any variation

of SGRB rate with redshift as we found it had little impact on the overall results, due to

the limited range of the GW detectors.

Given the evidence for a binary merger progenitor for SGRBs, it is interesting to com-

pare the observed and predicted rates of SGRBs and binary mergers. To do so, we must

take into account the beaming of the SGRB jet. The evidence for beaming in SGRBs comes

primarily from the observation of jet breaks, at which time the material in the jet starts

to spread out, leading to a break in the light curve (see Chapter 2 for more discussion on

this). The observation of such a break can be used to infer the jet’s opening angle [151].

The observation of a jet break in a number of SGRB afterglows (e.g. [83, 92, 141]) has been

used to infer opening angles between 3◦ and 8◦. In others, the lack of an observed break

has been used to set a lower limit on the beaming angle. In many cases this leads to a limit

of only a few degrees. However, GRB 050724 had no observed break after 22 days, leading

to an inferred opening angle of at least 20◦. See [48] for a recent summary of observations.

The rate of observed SGRBs can be related to the all sky rate of binary mergers via

RGRB = fγ(1 − cos θ j) Rmerger , (5.2)

2Other papers use a smaller energy band when defining the luminosity, and this has an impact on the value
of L⋆, although not on the slopes of the power law components.
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Figure 5.1: The rate of binary mergers in the local universe. The figure shows the

predicted rates of BNS (upper, grey band) and NSBH (lower, blue band)

mergers, taken from [9]. The shaded regionsmark the range of reasonable

values, while the dashed lines show the best estimate of the rate. We can

also infer the rate of SGRB progenitors, given an opening angle, as plotted

in red.

where θ j is the average jet opening angle of the gamma-ray emission, and the factor fγ

encodes the fraction of binary mergers which produce an SGRB. The rate of BNS merg-

ers, inferred from binary pulsar observations and population synthesis modelling, is taken

to lie in the range 10−5–10−8 Mpc−3 yr−1 (see [9] and references therein). To date, no

NSBH systems have been observed as binary pulsars. However, the rate can still be pre-

dicted through population synthesis modelling constrained by the observations of BNS.

This gives 10−6–6 × 10−10 Mpc−3 yr−1.

In Fig. 5.1, we compare the observed and predicted rates for SGRBs to those for BNS

and NSBH mergers. As has been observed elsewhere, there is a remarkable concordance

between the SGRB and BNS rates [93]. Observed beaming angles are compatible with the

best guess BNS rate, with a lower rate of BNS mergers requiring larger SGRB opening an-

gles.3 For NSBH, the rates are not in such good agreement. A 5◦ jet angle requires an NSBH

rate at the highest end of the predicted range. A lower NSBH rate would only be consistent

with a wider opening angle than has been inferred from observations. Furthermore, it is

likely that a reasonable fraction of NSBH mergers will not produce any electromagnetic

emission as the neutron star will not be tidally disrupted, instead being swallowed whole.

This would leave no material with which to form an accretion disk to power an SGRB

jet [84, 142]. Indeed, in [162], the fraction fγ of NSBH mergers that produce SGRBs is

argued to be in the range 0.1–0.3, depending upon black hole mass and spin distributions.

3For this discussion, we have implicitly been assuming that all BNS mergers, produce SGRBs, i.e. fγ = 1

in Eq. (5.2). There are, however, arguments that only a subset of BNS mergers will produce SGRBs (e.g. [87]).
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Thus, based on rate estimates, it seems unlikely that NSBH mergers can account for all

observed SGRBs.

5.2 Expected Rate of Joint Observations

The sensitivities of aLIGO and AdV are expected to evolve according to the timeline set

out in [2]. Using the predicted rates of BNS mergers we may predict expected rates of joint

SGRB–GW observations in the near future.

In Chapter 4 we have discussed the benefits afforded by targeting a search at individual

GRBs, thereby reducing the search parameter space. In what follows, we will deliberately

avoid the question of what will be required for a first GW detection of its type — where a

“5σ” observation may well be required [14, 20]. Instead, we will consider a later observa-

tion for which we might require a specific false positive rate: i.e. a limit on the fraction of

GW observations that are spurious. In that case, the threshold for announcing a detection

is tied to the true signal rate. Since neither the SGRB or BNS rates are known with great

accuracy, for this discussion we will adopt the “realistic” rates of 10−6 Mpc−3 yr−1 for BNS

mergers, and 3 × 10−9 Mpc−3 yr−1 for SGRBs.

A detailed evaluation of the expected rate of BNS observations is provided in [2]. There,

a false rate of one event per century is chosen, corresponding to an SNR of 12 in the

advanced detectors. When the aLIGO and AdV are operating at design sensitivity, the

expected rate of observed BNS mergers is 20 per year. Thus the threshold corresponds to

a false positive rate of 1 in 2000.

To obtain a comparable SNR threshold for our search, we need to evaluate both the

expected foreground and background around the time of an SGRB. Using the results of

Chapter 4 we estimate a background rate of 1 in 1000 for events with an SNR above 8 in

the SGRB search, with the background decreasing by a factor of 100 for a unit increase in

SNR:4

PBG(ρ > ρ⋆) =



















10−(5+2[ρ⋆−9]) ρ⋆ > 6.5

1 ρ⋆ ≤ 6.5 .
(5.3)

Next, we must determine the probability of any given SGRB occurring at a low enough

redshift that the GW signal will be observable by aLIGO and AdV. The sky and binary ori-

entation averaged sensitivity of the network is 200 Mpc. However, it is natural to assume

that the SGRB jet is beamed perpendicular to the plane of the binary’s orbit (see e.g. [143]).

The GW signal is also weakly beamed in this direction — the amplitude for a face-on sig-

nal is a factor of 1.5 greater than the orientation averaged amplitude.5 The GW beaming is

4The analysis in Chapter 4 was performed for the initial LIGO and Virgo detectors and, assuming that
SGRB emission is beamed and the jet is perpendicular to the plane of the binary, we obtain a background of
1 in 105 above an SNR of 8. However, we must include a trials factor since we will require a larger template
bank for the advanced detectors [132]. Consequently we (somewhat conservatively) increase the background
by a factor of 100 as was done in [2]

5The sensitivity of a detector to binary mergers is typically quoted in two different ways: either the range
— the sky and orientation averaged sensitivity; or the horizon — the maximal sensitivity to binaries which
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rather weak and the amplitude falls off slowly with opening angle. Even with opening an-

gles up to 30° the mean amplitude is only reduced by 5 % from the face-on case [68]. Thus,

the nominal sensitivity for SGRB signals in the advanced detector network is 300 Mpc,

rather than 200 Mpc for signals of arbitrary orientation. The sensitive distance scales in-

versely with the SNR threshold, i.e.

D⋆ =

(

12

ρ⋆

)

300 Mpc . (5.4)

There are around 50 SGRBs observed annually (approximately 10 by Swift BAT and 45

by FermiGBM, ofwhich several are observed by both instruments). Assuming a local SGRB

rate of 3 × 10−9 Mpc−3 yr−1, we would expect around one event per year to be detected

at a distance of 500 Mpc or less, taking into account detector sensitivities, sky coverage,

and live times. Thus, the chance of any SGRB occurring within a distance D⋆ can be

approximated as

PGRB(D < D⋆) ≈ 1

50

(

D⋆

500 Mpc

)3

D⋆ . 500 Mpc . (5.5)

We have ignored the impact of detector sensitivity since, assuming the GRB model from

the previous section, the majority of SGRBs within this range would be observed by Swift

or Fermi if they were in the field of view. This is broadly consistent with the observed

redshifts from Swift, where the smallest of 30 measurements is z = 0.12, corresponding

to a distance of 550 Mpc. Obviously, this relationship will break down at larger distances

where cosmological effects, variation of the intrinsic SGRB rate, and detection efficiencies

all become significant.

In the SGRB search, the chance of a noise event giving an SNR above 9.1 is 5 × 10−6. At

this SNR, the sky averaged sensitivity to face-on BNSmergers is 400 Mpc so, from Eq. (5.5),

there is a 1 % chance of the GW signal from an SGRB being observable. This gives a false

positive rate of 1 in 2000 as desired. Therefore, the observation of an SGRB allows us to

lower the threshold in a GW search by 25 % while maintaining a fixed false positive rate.

We note that neither the astrophysical rate of BNS or SGRBs nor the noise background

of the advanced detectors are known at this time. Nonetheless, the predicted increase in

sensitivity of the SGRB search is relatively robust. The observed background for the BNS

and SGRB searches is very similar in nature and, in particular, both show the same, rapid

rate of falloff at large acSNR. Thus, changes in the required detection confidence will affect

both searches in the same way.

Reducing the detection threshold by 25 % will more than double the number of de-

tectable signals. In other words, less than half of the GW signals associated with SGRBs

are directly overhead the detector and face-on. The horizon distance is a factor of 2.26 greater than the
range [82]. Here, we are assuming all sources are face-on, but still averaging over sky positions. It turns out
that the averaging over orientation and sky give the same factor, so performing just one average increases the
sensitivity by

√
2.26 = 1.51.
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will be detected based on the GW signal alone — it is only with a joint search that makes

use of the SGRB observation that these additional signals will be seen.

It is instructive to askwhy the detection threshold can be lowered by 25 % for the SGRB

search. Firstly, the expected rate of signals is significantly higher in the data around the

time of an SGRB. In Eq. (5.5) we gave the probability of there being an observable signal in

the 6 s of data around the time of an SGRB, as a function of the sensitive distance. Within

the nominal range of 300 Mpc (at SNR = 12), there is a 1 in 250 chance of observing a

signal associated with the SGRB. Meanwhile, for an arbitrary 6 s of data, assuming a BNS

rate of 10−6 Mpc−3 yr−1, there is a 1 in 150,000 chance of observing a signal associatedwith

a BNS merger. Thus, assuming that BNSs are SGRB progenitors, it is around a thousand

times more likely that we observe a signal within the 6 s around an SGRB than in an

arbitrary 6 s of data. Secondly, the background is further reduced because searching a small

time window makes a fully coherent search feasible [98], and this increases the sensitivity

relative to the all-sky search [41]. These factors combine to give the 25 % reduction in

threshold that can be achieved by the search.

Wewill consider three GRB observing scenarios, each corresponding to a different pro-

portion of the sky covered and different sensitivities to SGRBs. These are with only Swift

observations, only Fermi observation, and an all-sky, full sensitivity coverage. While the

latter is, of course, somewhat optimistic, it serves to provide an upper bound on the joint

observation rate. For Swift and Fermi, we use the sky coverage and detection thresholds

outlined in Section 2.2 and assume an 80 % detector duty cycle for both detectors due to

passage through the South Atlantic Anomaly.

Table 5.1: The expected rate of joint GW–SGRB observations in the second genera-

tion GW detector observing runs, assuming that the progenitor of every

SGRB is an BNS merger.a

Epoch
Run

Duration

BNS Range (Mpc) Number of

BNS

detections

Number of GW–SGRB detections

LIGO Virgo All Sky Fermi GBM Swift BAT

2015 3 months 40 – 80 – 0.0004 – 3 2×10-4 – 0.02 2×10-4 – 0.02 3×10-5 – 0.003

2016/17 6 months 80 – 120 20 – 60 0.006 – 20 0.004 – 0.2 0.003 – 0.1 3×10-4 – 0.03

2017/18 9 months 120 – 170 60 – 85 0.04 – 100 0.02 – 0.8 0.01 – 0.5 7×10-4 – 0.1

2019+ (per year) 200 65 – 130 0.2 – 200 0.1 – 2 0.07 – 1 0.01 – 0.2

2022+ (per year) 200 130 0.4 – 400 0.2 – 3 0.1 – 2 0.02 – 0.3

a Sensitivities, run durations, and BNS rates taken from [2]. We assume a fiducial BNS with a neutron star
masses of 1.4 M⊙.

The expected rates of SGRB observations, assuming a BNS progenitor, are given in

Table 5.1. For each observing run we quote a range of possible detector sensitivities to take

into account the uncertain nature of commissioning and operating the second generation

GW detectors [2]. The rate of observed BNS mergers is calculated for merger rates in the

range 10−5–10−8 Mpc−3 yr−1. The range of predicted rates reflects the uncertainty in both

the detector sensitivities and the rate of sources. For joint GW–SGRB observations, we take

the SGRB rate to lie in the range 10−8–10−9 Mpc−3 yr−1. As discussed in Section 4.4, we
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Figure 5.2: The expected rate of observed GW–SGRB signals with aLIGO and AdV

operating at design sensitivities. We take the intrinsic SGRB rate to be

in the range 10−9–10−8 Mpc−3 yr−1 and assume that BNS mergers are the

progenitors of all SGRBs. The grey region shows the range of expected

rates with all-sky SGRB coverage. The observed rate increases with a

small opening angle as the systems will necessarily have small inclina-

tion angles, and thus have the maximum GW emission. The blue region

shows the expected rate for joint observations with Fermi GBM and the

red region for Swift BAT. For preferred opening angles (<30◦) we expect
to see at least one SGRB per year in coincidence with Fermi GBM.

allow for a 25 % decrease in detection threshold associated with a dedicated SGRB search

when compared to an all-sky all-time GW search. When calculating the Swift and Fermi

rates, we use the SGRB luminosity distribution and energy spectra described in Section 5.1.

These thresholds, however, have little effect on the rate since the majority of SGRBs within

the sensitive range of aLIGO and AdVwill have a peak luminosity sufficient to be observed

by the BAT and GBM.

The expected number of joint observations in early second generation detector ob-

serving runs is much less than one. However, by the 2017/18 observing run there is a real

chance of a joint observation. With the network operating at design sensitivity there is an

excellent chance of joint GW–SGRB observations during an extended observing run. It is

critical, however, to continue monitoring the sky for SGRBs. Only with the sky coverage

provided by Fermi (and the IPN) might we expect to make joint observations.

Figure 5.2 shows the expected annual rate of joint observations as a function of SGRB

opening angle for the 2019+ configuration in Table 5.1. The dependence of the rate on the

SGRB opening angle is due to the beaming of the gravitational wave signal; the amplitude

for a ‘face-on’ signal is a factor of 1.5 greater than the orientation averaged signal, giving a

factor of 3.4 between small opening angles and no beaming. Figure 5.3 shows the expected

all-sky BNSmerger rate as a function of SGRB opening angle, under the assumption that all
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Figure 5.3: The expected rate of observed BNS signals when aLIGO and AdV are op-

erating at their design sensitivities. We take the intrinsic SGRB rate to

be in the range 10−9–10−8 Mpc−3 yr−1. The rate increases with smaller

opening angles as this implies a greater fraction of sources which are not

observed as SGRBs. The horizontal lines bound the predicted number of

observations based upon estimates of the BNS merger rate. At the largest

opening angles, only the higher SGRB rates are consistent with the BNS

predictions.

BNSmergers produce gamma-ray emission. As discussed in [55], there is a crossover point

where we see more GWs associated with SGRBs than in an all-sky, all-time search. This

will clearly depend upon the sky coverage and sensitivity of operational GRB satellites

but, assuming full sky coverage, this occurs around 40◦. If the beaming angle is larger

than this, the SGRB search will detect more signals than the all-sky, all-time search due to

the ability to lower thresholds around the time of observed SGRBs. Of course, based on

astrophysical measurements of SGRB opening angles, this is unlikely to be the case.

Table 5.2: The expected rate of joint GW–SGRB observations in the second genera-

tion GW detector observing runs, assuming that the progenitor of every

SGRB is an NSBH merger.a

Epoch
Run

Duration

BNS Range (Mpc) Number of

NSBH

detections

Number of GW–SGRB detections

LIGO Virgo All Sky Fermi GBM Swift BAT

2015 3 months 70 – 130 – 0.0001 – 1 3×10-4 – 0.06 2×10-4 – 0.03 4×10-5 – 0.007

2016/17 6 months 130 – 200 30 – 100 0.002 – 10 0.005 – 0.5 0.003 – 0.3 7×10-4 – 0.07

2017/18 9 months 200 – 280 100 – 140 0.01 – 40 0.03 – 2 0.02 – 1 0.004 – 0.3

2019+ (per year) 330 110 – 220 0.05 – 100 0.2 – 6 0.1 – 2 0.02 – 0.5

2022+ (per year) 330 220 0.1 – 200 0.4 – 10 0.2 – 3 0.03 – 0.7

a Sensitivities and run durations taken from [2]. We assume a fiducial NSBH with a neutron star mass of
1.4 M⊙ and a black hole mass of 5.0 M⊙.

The expected rates of SGRB observations, assuming an NSBH progenitor, are given in
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Table 5.2. For NSBH mergers the masses and spins of the system have a stronger effect

upon the expected rates of observation. Higher masses and large, aligned spins result in

greater GW emission increasing the distance to which the sources can be observed. For

simplicity we take the system to be a neutron star of mass 1.4 M⊙ and a non-spinning

black hole of mass 5.0 M⊙. Following the same procedure as before, we assume that all

SGRB progenitors are NSBH binaries and use the SGRB model discussed in Section 2.2 to

determine the fraction of SGRB signals that are observed by Swift and Fermi. This has a

significant impact on the rate of observable signals, particularly in the epochs after 2019.

Aswe have discussed previously, there is already a tension between the observed SGRB

rate and predicted NSBH rate. Specifically, as is clear from Fig. 5.1, for all SGRBs to have

an NSBH origin requires a merger rate at the high end of the predicted range, a relatively

large SGRB opening angle, or both. Additionally, numerical simulations indicate that for

a large fraction of NSBH mergers, there will not be sufficient matter in the accretion disk

to power an SGRB, making the rates even less compatible [84]. Thus, the assumption that

all SGRBs are due to NSBH mergers seems difficult to accommodate, meaning that the

highest rates in Table 5.2 are not realistic. Nonetheless, even if 15 % of SGRBs have NSBH

progenitors, this would double the expected rate of joint observations. Alternatively, the

absence of a joint GW–SGRB observation could be used to limit the fraction of SGRBs that

have an NSBH progenitor.

We can compare our results with other recently published works. In [173] the authors

calculate the rate of joint GW–SGRB detections by simply assuming a 300 Mpc range for

the network featuring aLIGO and AdV. They obtain a rate of joint Fermi (Swift) observa-

tions of 0.4 ± 0.2 (0.06 ± 0.03) assuming a minimum peak luminosity of 5 × 1049 erg s−1.

This is entirely consistent with the rates for BNS in the 2019+ epoch given in Table 5.1.

The fact that they have neglected the directional sensitivity of the GW detector network

has little impact because essentially all SGRBs within the aLIGO/AdV range will be ob-

servable by Swift and Fermi. By varying the luminosity threshold they obtain rates that

span the same range as ours. For NSBH systems they assume a 1 Gpc range for the sec-

ond generation GW detectors, as opposed to our range of 660 Mpc. Consequently they

obtain a significantly higher rate (5 ± 2 for Fermi and 0.7 ± 0.3 for Swift). In [148] the

authors have also calculated joint detection rates of GW–SGRB signals. They predict rates

of joint observations with Swift of 0.01–0.5 yr−1 for BNS and 0.004–0.16 yr−1 for NSBH.

The rates are broadly comparable to those presented here, although the range goes some-

what higher for BNS and lower for NSBH. These differences arise due to different choices

of parameters in the Band function, SGRB luminosity distribution, and detector thresh-

olds. Additionally, the authors choose a fixed BNS rate of 6 × 10−8 Mpc−3 yr−1, and a fixed

NSBH rate of 3 × 10−9 Mpc−3 yr−1, as well as a range of opening angles between 5◦ and

30◦. With these rates, NSBH signals could only account for a fraction of SGRBs. This ex-

plains why their numbers are lower than the ones in Table 5.2, where we have assumed

that all SGRBs have NSBH progenitors.
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Figure 5.4: The probability of obtaining an event of a given SNR for: noise only (red,

dot-dashed line); an SGRB progenitor at an unknown distance (black,

dashed line); and a known distance (blue, solid line). In this example, we

have used the parameters from GRB 080905A, with a distance of 550 Mpc

which gives a signal SNR of 7.7. The top plot shows the probability dis-

tribution function, while the bottom plot gives the cumulative probability

of observing an event as loud or louder.

5.3 Benefits of Joint Observations

We have already discussed some of the benefits of joint GW–SGRB observations. To sum-

marise again, theywill enable us to confirm or rule out the binarymerger progenitormodel

for SGRBs [72]. Assuming this model to be true, measurements of time-delay between the

prompt gamma-ray emission and merger time could help to understand the physics of jet

breakout. We should gain the ability to probe SGRB jet opening angles [55, 67], and may

even be able to provide an independent measurement of distance and redshift for use as a

probe of cosmology [130, 156]. Here, we do not discuss all of these in detail. Instead, we

focus on two issues. First, we discuss how the measurement of an SGRB redshift may actu-

ally assist in the detection of a GW counterpart. Then, we discuss prospects for measuring

or constraining opening angles.

5.3.1 Detecting a GRB with measured redshift

The advanced detector network will, on average, be sensitive to a BNS merger associated

with an SGRBwithin a distance of 400 Mpc, or z . 0.1. The closest observed SGRB is GRBs

080905A, which had a measured redshift of z = 0.12 [149]. It is interesting to ask whether

this SGRB could have been observed by the aLIGO/AdV network. While at a distance of
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Figure 5.5: The odds ratio between the signal and noise models. We consider two sig-

nal models: an SGRB at an unknown distance (black, dashed line) and an

SGRB at a known distance (blue, solid line). In this example, we have used

the parameters from GRB 080905A, with a distance of 550 Mpc, which

gives an expected SNR of 7.7. The blue curve gives the odds ratio for a

BNS signal at that distance, as a function of SNR. The black curve gives the

odds ratio for a BNS signal at an unknown distance. At low SNR, knowl-

edge of the distance increases the odds ratio significantly; at higher SNRs

it decreases the odds because the observed SNR is no longer consistent

with the distance.

550 Mpc, it was at a favourable sky position for the GW detector network. A BNS merger

associated with GRB 080905A may have been marginally detectable, but only once the

known redshift is incorporated in our calculations.

Let us consider the expected distribution of the observed SNR in the GW search under

three distinct scenarios: no observed GW signal; a BNS merger signal associated with an

SGRB at an unknown distance; a BNS merger signal at 550 Mpc. To obtain the distribution

in the absence of a signal, we simply use the empirical estimate provided in Eq. (5.3). For a

signal at 550 Mpc in the direction of GRB 080905A, a BNSmerger will generate an expected

network SNR of 7.7. The expected, maximum SNR observed in the gravitational wave

search then follows a non-central χ2 with four degrees of freedom [98] overlaid on the

noise background given in Eq. (5.3). Finally, for an SGRB with unmeasured redshift, we

use the distance distribution as given in Eq. (5.5), i.e. signals distributed uniformly in D3 at

low redshift, with only a small probability of the SGRB occurring within the aLIGO/AdV

sensitive range.

In Fig. 5.4we show the probability distribution for the SNR of theGWevent under these

three scenarios. The figure shows the probability distribution, as well as the cumulative
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probability of observing an event above a given SNR. In this example the knowledge of

the distance greatly increases the chance of observing a signal with a moderate SNR. For

example, the chance of observing an event with SNR > 7.5 due to noise alone is around

1 %. If there is a BNS merger at unknown distance this rises to 3 %. However, when the

distance is known to be 550 Mpc it increases to 60 %.

One way to visualise the benefit of a redshift measurement is through the odds ratio

— the ratio of the signal probability to the noise probability. This is plotted in Fig. 5.5. For

an observed SNR above 7.5, the signal model is favoured over the noise by a factor of 10,

increasing to 100 at SNR of 8. Even at these low SNRs, this would be an interesting event.

However, if the distance is not known, a larger SNR (8.5–9) is required before the signal

model is strongly favoured over the noise. Thus, if this SGRB had occurred during the

second generation detector era, there is a real chance that measuring the redshift would

make the difference between identifying a GW candidate or not.

5.3.2 Constraining the jet opening angle

A joint GW–SGRB observation would provide a measurement of the binary’s inclination

angle and, consequently, would provide a constraint on the jet opening angle of SGRBs.

However, the majority of observed GW signals are likely to be weak, with an SNR ≤ 10,

and this will make accurate parameter recovery difficult. Accurate measurement of the

binary inclination angle is further complicated by the fact that it is highly degenerate

with the distance, particularly when the signal is close to face-on. Specifically, the overall

amplitude of the two polarisations scale as (1+cos2 ι)/2D and | cos ι|/D and, at an SNR of 10, we

would expect to measure these amplitudes with an accuracy of roughly 10 % [18].

For a face-on signal (with ι ≈ 0 or π), the two amplitudes are equal. They differ by 1 %

for an inclination angle of 30◦ and by 10 % for an inclination of 50◦. Thus, while the GW

observation will constrain opening angles, it is most likely to limit the angle to be . 45◦.

In the case where the redshift, and hence distance D, is known there will still be a ∼10 %

uncertainty in cos ι corresponding to a constraint on the opening angle of . 25◦. Even for

the loudest signals, we are faced with an uncertainty in the Hubble constant of 1 % and

a likely instrumental calibration error of at least a few percent [18], making it difficult to

constrain the opening angle to less than 10◦.

It is more likely that the observed populations of SGRBs and binary mergers will allow

us to place an upper limit on the opening angle of SGRB jets, which is clear if we consider

again Fig. 5.1. If the permitted range of BNS merger rates can be reduced from three orders

of magnitude to a factor of two, then the SGRB opening angle will be highly constrained.

First, we consider the case where the early observing runs do not yield a GW–SGRB

detection. We assume that, in the absence of a detection, the loudest event is consistent

with background and estimate the expected upper limit on the rate as

Rul
=

2.3

VT
, (5.6)
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Table 5.3: The expected bounds on SGRB opening angle during the early aLIGO/AdV

observing runs. These results assume that no GW signal is observed and

use the observed SGRB rate to infer the minimum jet opening angle con-

sistent with the lack of GW detection.a

Epoch Run Duration
BNS Range (Mpc)

Limit on SGRB

opening angle (◦)

aLIGO AdV BNS NSBH

2015 3 months 40 - 80 - 0 - 3 0 - 6

2016/17 6 months 80 - 120 20 - 60 1 - 8 3 - 15

2017/18 9 months 120 - 170 60 - 85 3 - 15 7 - 35

a We assume that all SGRBs are either BNS (1st column) or NSBH
(2nd column). In both cases, the range quoted takes into account
both the uncertainty in the detector performance in these runs as
well as the uncertainty in the local rate of SGRBs.
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Figure 5.6: The expected upper limit on the BNS rate obtained from planned observ-

ing runs, assuming no GW detections: 2015 in black; 2016–17 in blue; and

2017–18 in green. The ranges correspond to the uncertainties in detector

sensitivity as detailed in Table 5.1. The expected rate of SGRB progenitors

as a function of the SGRB opening angle is overlaid in red. Assuming that

all SGRBs correspond to BNS, we can read off the lower limit on opening

angle that would be obtained at the end of each run.

where V is the volume searched, and T the analysis time [80]. From this we can read off

the smallest opening angle consistent with the upper limit on the rate by re-arranging

Eq. (5.2) to obtain

1 − cos θ j ≥
RGRB

fγ Rul
BNS

. (5.7)

Thus the tightest limit on θ j is given by assuming the maximum BNS rate, i.e. right at the

upper limit, and an fγ of unity, i.e that all BNS mergers produce SGRBs.

In Fig. 5.6 we plot the expected upper limits in the absence of a GW detection during
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the early observing runs. The bands here correspond to the uncertainties in detector sen-

sitivities as given in Table 5.1. For example, at the end of the 2016–17 run, the lack of a

detection can place a constraint on the SGRB opening angle between 2◦ and 8◦, depending

upon the detector sensitivity achieved and assumed SGRB rate. Thus, even in the absence

of an observation, we are starting to impact measurements with GW–SGRB observations.

In Table 5.3 we summarise these results for both BNS and NSBH sources. In both

cases, we are assuming that all SGRBs are produced by one particular type of merger.

This, of course, is unrealistic. Although we cannot know the fraction of SGRBs that have

a BNS or NSBH progenitor, we might reasonably assume that all SGRB progenitors are

mergers. Since the sensitivity to BNS mergers is less than for NSBH, the conservative limit

comes from assuming that all are due to BNS mergers. Alternatively, it is possible to make

reasonable assumptions in our priors for the various parameters, and then marginalise

over them to obtain a distribution for the opening angle.

Of course, we hope to observe GWs from CBCs. Even a handful of observations will

provide a measurement of the rate within a factor of two, which will correspond to a much

tighter horizontal band on Fig. 5.1. If, for example, the rate is 10−6 Mpc−3 yr−1 then this

will restrict the SGRB opening angle to be between about 3◦ and 8◦.
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6
PyGRB: The Short Gamma-ray

Burst Search for Advanced

Detectors

We wish to develop a search for SGRBs that can be run shortly after an SGRB alert is

received. The search should be flexible, both in terms of the number of detectors used and

the amount of time analysed. This will allow us to search for GWs around the times of as

many SGRBs as possible.

We want to run the search within a few hours so that we may inform observing part-

ners of any interesting events, but also run it once the final data quality and calibration

information is available. For some GRBs, such as those observed by the IPN that require

manual processing, we may not be able to run on short timescales. The search must be

able to calculate the background down to detection level as well as performing simulations

to evaluate the sensitivity to GWs from BNSs and NSBHs, using improved techniques akin

to those described in Chapter 4.

This motivates the creation of a flexible search pipeline structure. Flexibility will not

only meet these needs, but allow us to meet future needs that are likely to arise, such as

rising computational costs as the matched filter template banks grow in size, or a narrow-

ing search focus as emission models are excluded or detections are made. In this chapter

we introduce this new pipeline for use during O1 and beyond, which we call PyGRB.1

1http://ligo-cbc.github.io/pycbc/latest/html/workflow/pygrb.html
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6.1 PyCBC

First we must introduce the PyCBC project [65].2 The aim of the PyCBC project is to

provide a framework, written primarily in the Python programming language,3 for the

development of software tools that can be used to search data from GW detectors for CBC

signals.

The PyCBC package is designed to make it possible to create custom analysis tools

that may be considerably more flexible and optimised than those used in analyses prior to

O1 [171].

Past CBC analyses (e.g. [41]) have largely been written in the programming language

C [109], and are catalogued in the LIGO Scientific Collaboration Algorithm Library (LAL).4

However, the higher level Python language is arguably more user friendly for both creat-

ing and using software tools. A large part of its strength is its object-oriented nature. For

example, data arrays representing GW data time series may have arithmetic operations

performed on them within a single, simple line of code. The same may not be true for

equivalent C code. These data arrays may even have pre-defined built-in methods specific

to their object class, or inherited from other classes in a hierarchical manner, which can

make code development easier.

Furthermore, Python is free, open-source, and cross-platform. Indeed, the collabora-

tive ethos of the Python user community has seen the production of many widely-used

and well-maintained free software packages (e.g. NumPy5 ). These resources provide pre-

compiled functions and new classes, some very complex, that developers of new projects

such as PyCBCmay call upon, a simple and time-saving process. In turn, PyCBC itself can

be considered as just such a resource for those looking to write a new CBC analysis tool,

since it contains methods and classes that may used or modified depending on the needs

of individual developers.

Operations that require lower level, pre-compiled C binaries to run in a computation-

ally efficient manner (e.g. fast Fourier transforms (FFTs)) can still be called from within

Python code via ‘wrapping’ with an interface such as SWIG.6 This means that CBC search

specific operations that have already been written and tested in LAL, and which would not

benefit from being re-written in Python, may be used directly inside PyCBC tools.

Advances in parallel computing architectures have seen a rise in the number of GPUs

in supercomputing clusters that are used for non-graphical purposes. For operations like

FFTs, GPUs are likely to vastly outperformCPUs. This can be handled fromwithin Python

code via packages such as PyCUDA [114], which delegate these operations to GPU cores

on computing clusters while the remainder of the analysis is processed on CPU cores. This

is a promising avenue for future exploitation in PyCBC analysis pipelines.

2http://ligo-cbc.github.io/pycbc/latest/html/
3http://www.python.org/
4https://www.lsc-group.phys.uwm.edu/daswg/projects/lalsuite.html
5http://www.numpy.org/
6http://www.swig.org/
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PyCBC, therefore, ought to make it not only possible but relatively straightforward

to create a faster, more flexible, automatable SGRB-triggered search than the previous

incarnation, one that is ultimately more sensitive, computationally efficient, and easier

to develop further to meet future needs. This new version of the search will not only

increase the likelihood of making a joint detection, but will also maximise the benefits of

multi-messenger SGRB observations.

6.2 The PyGRB Workflow

PyGRB and other PyCBC pipelines are built by workflow generation Python scripts. A

workflow is an abstract representation of a full analysis. PyCBC workflows are comprised

of many interrelated nodes, each node representing an analysis job. Associated with each

job is an executable or process, and in most cases a set of arguments or options, perhaps

including some data inputs and/or outputs. Any two nodes may be independent of one

another, or they may have a relationship defined by, for example, one node’s output being

another’s input. In PyCBC, this often complex interrelationship is implicitly handled via

tracking of data inputs and outputs as Python objects during the workflow generation.

A schematic of the overall structure of the workflow is shown in Fig. 6.1. Data from

all available detectors is retrieved and a decision is made on what data are to be analysed.

A template bank of waveforms is then used to perform matched filtering on the data, both

with and without simulated signals added, and the results are collated.

This overall design is set by the form of the workflow generation script, and is further

controlled by workflow options, which are set either in configuration files or given indi-

vidually on the command line. These can include all manner of details such as which GW

detectors to include, the range of time to analyse, where to store results, etc. PyCBC al-

lows configuration files to be stored remotely under version control and downloads them

at run time, which makes it easier to impose uniformity between analyses. Likewise, pre-

compiled executables may also be downloaded at run time.

Some of the processes that comprise the analysis may also happen at the time of work-

flow generation. In the case of PyGRB, the standard behaviour is to calculate the availabil-

ity of science data at this time. It would also be possible to generate other primary analysis

inputs at this stage, including injection sets and a template bank of waveforms. However,

at time of writing the PyGRB standard is to import a pre-generated template bank from a

given URL, and to generate injection sets by submitting these nodes to computing cluster

resources as analysis jobs.

Once generated, the workflow must be executed, a process overseen by Pegasus [66].

Pegasus transforms the abstract workflow — which at this stage is little more than a list

of nodes, their attributes, and dependencies — into a batch of analysis jobs. It intelligently

manages the running and data handling tasks for these jobs, and will deal with job failures

by retrying parts of the analysis. Progress can be monitored through a number of Pegasus

tools and a web-based dashboard.
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Figure 6.1: A schematic of the standard, offline PyGRB workflow used during O1.

The data inputs that exist prior to workflow generation, the EM-bright

template bank and GW detector data, are shown as parallelograms. The

retrieval of these data and the calculation of the analysis segment are

done at time of workflow generation (blue). After this stage the workflow

may be thought of as two essentially independent workflows; a standard

matched filtering workflow (red) and an injection workflow (green). Once

all processing and post processing jobs are complete, the results are col-

lated and a summary web page is generated (gold).

As well as having a new workflow structure, generation procedure, and submis-

sion/monitoring tools, the PyGRB analysis differs from the previous version of the SGRB

analysis in a number of key aspects.

6.2.1 Increasing the Number of Analysed GRBs with Single Detector

Analyses

During LIGO and Virgo runs prior to O1, SGRBs were only analysed if they occurred

when at least two detectors were in full science mode. With only one data stream the

analysis cannot use time slides to generate extended background statistics as described in

Section 4.1. We can increase the number of trials by allowing the search to incorporate

longer stretches of data than in a multi-detector search, however even with 24 hours of
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unbroken science-quality data split into 6 s trials we would only be able to reach FAP es-

timates of 6.94 × 10−5 at best. Furthermore, unbroken stretches of this length or more are

quite rare, and the noise power spectrum in the aLIGO detectors can change significantly

over such a long period of time even if the detector remains in science mode. We also

cannot include the inclination restriction from Section 4.2, since there are too few degrees

of freedom. The signal based vetoes (Section 3.1.2) will also be less effective because we do

not have any coherence conditions that we can place on search triggers. These limitations

will inevitably result in a less sensitive search compared with a multi-detector equivalent.

However, despite these limitations, we may still want the analysis to run when only

a single detector has enough data around the GRB time. For example, an SGRB candidate

may be observed close to or overlapping the disk of a nearby galaxy — as happened for

GRBs 051103 and 070201 (see Sections 3.2.2 and 3.2.3) — at a timewhen only one GWdetec-

tor is taking science quality data. A lack of candidate signal in that detector might at least

allow us to reject the hypothesis of a binary merger within that particular galaxy. This is

an astrophysically interesting statement that could be made if we allow for single detector

analyses. More generally, we can place an exclusion distance using a single detector for

any SGRB. One could even argue that if electromagnetic observations strongly imply a

nearby SGRB, and a single GW does see a signal candidate, this information would be very

scientifically compelling. Indeed, given the ease with which a single detector search can

be carried out, there seems little reason not to run this configuration as standard practice.

Being able to run a single detector search is therefore a potentially astrophysically

important development that has been implemented in PyGRB.

6.2.2 Selecting the Analysis Period Dynamically

Ground based GW detectors typically operate in a state of stable lock for periods of

O(hours). Lock loss can be caused by a great many reasons, from internal instabilities in

the instrumentation itself to external influences like earthquakes. This means that for a

significant amount of time during an observing run, one or more of the detectors will not

be taking science quality data. For example, during the early part of O1, H1 had a duty

cycle of 70 %, and L1 55 %, with coincident data 48 % of the time [20]. Typically, a few

percent of the total time is further lost to data quality vetoing [19]. As a result, there will

not necessarily be any science data at the time of a GRB, and if there is there may still not

be enough to run a PyGRB search.

The workflow generator queries a data server for all available data within a window

of ∼12,000 s centred on the GRB time. The software must then decide which of these data

to analyse. This is calculated based upon the availability of science-quality data, and upon

criteria set in the configuration files. These criteria include a minimum required amount of

contiguous data, and minimum amounts of data before and after the SGRB time, required

for data conditioning. If one or more of these criteria are not met by coincident data,

PyGRB can be told to consider running a single detector search via a simple flag.
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Figure 6.2: Examples of PyGRB calculating which data to analyse. a) For the GRB

trigger at t = 1000, it finds that not enough coincident data is available

due to a lack of H1 data (1664 s required), so it generates an analysis for

L1 (analysis segment shown in orange). b) For the trigger at t = 4000,

H1 has no data and L1 does not have enough, so no analysis is performed

(minimum duration requirement shown in black). c) For the trigger at

t = 7000, a coherent search may be performed. The software will attempt

to use as much data as possible within the given constraints. A relative

lack of L1 data before the SGRB means the analysis segment (orange) is

asymmetric.

The minimum required stretch of data is generally set to 1664 s (roughly half an hour)

to ensure there is enough data to accurately estimate the power spectral density (PSD).

Furthermore, if an interferometer is only in science mode for a short period of time, it can

suggest the instrument is not entirely stable.

Fig. 6.2 shows how the algorithm deals with three example scenarios, each one fea-

turing a restricting condition: a) where only the L1 detector has enough data; b) where

H1 has no data at the SGRB time and L1 does not have enough data; c) where a coher-

ent segment meets the minimum requirements but is still limited by L1 data availability,

becoming asymmetric about the SGRB time. In all cases the PyGRB workflow generation

script reports the reasons for its decision to the user.

This dynamic approach to the analysis segment is a new PyGRB feature, and facilitates

automation of the entire analysis by removing the need for a human to checkwhether there

is adequate data before launching a search.
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6.2.3 Reducing the Background by Refining the Source Parameter Space

Not all NSBHmergers are expected to emit electromagnetically [84, 138, 162]. In most GRB

emission models it is necessary for a central black hole to form with an accreting torus.

In an NSBH merger this requires that the neutron star be disrupted before merger, rather

than falling into the black hole intact. The tidal force acting across the bulk of the neutron

star must overcome the internal forces of the neutron star itself. Many factors influence

whether this will happen.

A greater black hole mass decreases the tidal force at the innermost stable circular

orbit (ISCO), making it more likely that the neutron star will not be disrupted. A higher

black hole spin shrinks the radius of the ISCO, potentially beyond the Roche limit of the

neutron star. A ‘softer’ neutron star equation of state leads to a larger neutron star radius,

which will increase the tidal force acting across the diameter of the star. A ‘stiffer’ neutron

star equation of state therefore makes it more difficult to power an SGRB with an NSBH

merger.

The combinations of black hole masses and spins that might give rise to a torus was

investigated in [142]. Around half of the NSBH parameter space used in past searches

will not lead to the formation of a torus of mass 0.03 M⊙ or more. This is true for any

reasonable model of the neutron star equation of state, resulting in a very conservative

cut. As such, these sources can safely be considered EM-dark and ignored by the SGRB

search (Fig. 6.3).

We do this simply by removing all corresponding template waveforms from the anal-

ysis. This reduces both the computational cost and the search background. This has been

implemented in PyCBC in the form of an EM-bright template bank (Fig. 6.4), which the

PyGRB pipeline uses to match filter the data.

The collisions or tidal disruptions associated with the coalescences of BNS and NSBH

systems will produce extremely complex GW emission, which we cannot accurately model

in our template waveforms. However, the majority of the signal power from these systems

is emitted during the inspiral. We therefore populate the template bank with SpinTay-

lorT4 waveforms, which are post-Newtonian descriptions of the inspiral phase only.

The template bank is designed to have a maximal loss in SNR of 3 % due to discretisa-

tion effects. This is ensured for binaries with spins aligned to the orbital angular momen-

tum over the entire valid parameter space. In this valid space, at least one constituent of

the binary is assumed to be a neutron star, because no viable mechanisms are currently

known that allow for stellar mass BBH mergers to produce significant gamma-ray emis-

sion, required to appear as an SGRB. The neutron star can havemass 1 M⊙ ≤ mNS ≤ 2.8 M⊙

and dimensionless spin magnitude of ≤0.05, which corresponds to the dimensionless spin

of the fastest known pulsar in a double neutron star system (J0737–3039A [53]). For the

companion object, we test masses in the range 1 M⊙ ≤ mcomp ≤ 25 M⊙ and dimensionless

spins up to 0.999. In cases where mcomp > 2.8 M⊙, we treat the system as an NSBH and

therefore apply the EM-bright condition [142]. In total the bank contains approximately
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Figure 6.3: The black hole mass–spin parameter space for an NSBH merger demar-

cated into regions where an SGRB is expected (white), possible (grey), and

not expected (black). These calculations assume the softest neutron star

equation of state. For sources where the black hole spin is aligned with

the orbital axis, the boundaries are shown by the dashed lines. Figure

taken from [142].

135,000 templates.

PyGRB also passes NSBH injection sets through the same EM-bright condition so that

only potentially EM-bright source waveforms are used to tune the pipeline and test its

efficiency at making detections.

6.2.4 Increase Sensitivity with Arbitrary Source Spins and Precession

Past GW–SGRB searches made use of template waveforms appropriate for binaries with

non-spinning components. For neutron stars, this is a reasonable approximation as they

are expected to have low spinswhichwill not greatly affect thewaveform [51]. However, in

an NSBH system the black hole spin can have a significant effect on the emitted waveform.

The component of the spin aligned with the orbital angular momentum will affect the rate

at which the binary inspirals [154], while the orthogonal spin components will lead to

precession of the system [39].

It has been shown that using waveforms which incorporate the effects of aligned spins

can greatly enhance the sensitivity of a search to NSBH systems [35, 97]. This improve-

ment Furthermore, when the spin is alignedwith the orbital angularmomentum, thewave-
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Figure 6.4: The EM-bright template bank viewed in the black hole mass-spin plane.

A significant portion of the parameter space (lower-right) is devoid of

any templates, since greater black hole masses and larger anti-aligned

spins will not result in disruption of the neutron star before merger. This

template bank was generated using the softest reasonable neutron star

equation of state, making the EM-bright cut used here conservative.

forms simplify to the form given in Eq. (3.1). It is therefore straightforward to extend the

template bank to include these waveforms and incorporate the effects of aligned spins,

which could improve the sensitivity of the search by up to an order of magnitude [64].

It is not as straightforward to incorporate precession effects. Precession typically has

a less significant effect on the waveform when the binary is observed at small inclinations

(ι ∼ 0 or ι ∼ π) [94]. This reduces the importance of precession for the SGRB search.

Nonetheless, in PyGRB we wish to cover the full range of possible source parameters.

This means that these effects will be somewhat present.

Currently, no complete treatment of precession is available for PyGRB, and so only

a partial incorporation of precession has been completed. However, in [96] the authors

investigated a method of extending the search to waveforms with precession. This could

further increase search sensitivity by a factor between tens of percent and a factor of 2 [64].

In the future, we will identify the regions of parameter space where the spin-aligned wave-

forms do not provide good sensitivity to precessing signals and develop PyGRB further to

provide a sensitive search over these parts of the parameter space. Some work has already

been done towards this for CBC searches (see e.g. [99]).

The populations of injected signals used to test search sensitivity now include arbitrary

spins (within the bounds of our EM-bright condition). We note that, for NSBHs, the sensi-

tive distance to systems with arbitrary spins tends to be ∼80–85 % that for systems with
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aligned spins, highlighting the weakness that comes from having inadequate precession

incorporated into the template bank.

6.2.5 Targeting Host Galaxy Distances with Injections

If we wish to estimate the detection efficiencies of GW detectors, and therefore calculate

exclusion distances, we use families of injected signals placed at a large range of distances.

When calculating efficiencies we marginalise over a number of sources of uncertainty,

including detector calibration uncertainty. However, if we want to test a specific signal

model that hypothesises a source at a certain distance, this approach is not optimal. A

much better method would be to inject signals at only the hypothesised distance. In or-

der to do this in a way that correctly incorporates calibration uncertainty, it is best to

include the effects of this uncertainty before injecting the signals, not afterwards in post

processing.

GW interferometers are calibrated using complex models of their frequency response

to GWs. These models are validated using many measurements, and the output data cal-

ibrated accordingly. The uncertainties on the accuracy of the calibration are quoted as

upper bounds on the uncertainties on the amplitude and phase of the interferometer out-

put. These uncertainties are in fact frequency dependent, and so the quoted figures are

always the upper bounds across the whole sensitive frequency band, although the uncer-

tainty is roughly constant over this band [18], being slightly greater at the most sensitive

frequencies.

In order to understand how to account for these in the placing of injections, we must

understand how these uncertainties affect our ability to detect real signals in the data.

Consider a GW signal h in miscalibrated data. The miscalibration will bias the signal

that is observed, hc, which is related to the true signal by

hc = (1 + δα)eiδφh . (6.1)

where δα and δφ are the amplitude and phase uncertainties respectively. The miscalibra-

tion therefore affects the result of a matched filter,

zc = 4

∫ ∞

0

(hc|h)

S ( f )|h|d f ,

= 4

∫ ∞

0

(1 + δα)eiδφ |h|2
S ( f )|h|d f ,

≃ 4

∫ ∞

0

(1 + δα)

(

1 + iδφ − δφ
2

2!

)

|h|2
S ( f )|h|d f ,

≃ 4

∫ ∞

0

(

1 + δα + iδφ − δφ
2

2!

)

|h|2
S ( f )|h|d f .

(6.2)
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The biased SNR is therefore

ρ2
c = |zc|2 ≃ ρ2

0

[

1 + 2δα − σ2
φ

]

, (6.3)

where ρ0 is the unbiased SNR. Here we have defined

δXn ≡
4
∫ ∞

0
δXn |h|2

S ( f )
d f

4
∫ ∞

0

|h|2
S ( f )

d f
, (6.4)

for X = α or φ, and

σ2
φ ≡

(

δφ2
)

−
(

δφ
)2
. (6.5)

Miscalibration of amplitude can make the recovered SNR larger or smaller than we

might expect. Miscalibration of phase, however, will always lead to a poorermatch thanwe

might expect between the templates and the signal, and sowill always reduce the recovered

SNR. This will also detrimentally affect the effectiveness of our signal consistency tests,

but we do not consider that here.

For more discussion on the effect of calibration on matched-filter searches see [36].

Amplitude Uncertainty

Let us minimise the match m due to a given δαmax.

m =
(hc|h)

|hc||h|
,

=

∫

(1+δα)|h|2
S ( f )

d f

[∫

(1+δα)2 |h|2
S ( f )

d f
]

1
2
[∫ |h|2

S ( f )
d f

]

,

≃ 1 + δα
(

1 + 2δα + δα2
)

1
2

,

≃
(

1 + δα
)

(

1 − δα − 1

2
δα2 +

3

2
δα

2
)

,

≃ 1 − 1

2

(

δα2 − δα2
)

,

≃ 1 − 1

2
σ2
α .

(6.6)

Therefore, if we have 20 % calibration uncertainty (σα = 0.2), we would get a worst-case

match of 0.98 due to miscalibration.
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Phase Uncertainty

For phase, δφ leading terms don’t have an effect. However, σφ does play a role in biasing

the SNR,

ρ2
c = ρ

2
0(1 − σ2

φ) , (6.7)

and also the match,

m = (1 − σ2
φ) . (6.8)

A 20° phase error corresponds toσ2
φ ≃ 0.1, therefore at most a 10 % loss in SNR andmatch.

Combined Effects on SNR and Match

We have derived the expressions for the biased SNR andmatch due to phase and amplitude

calibration uncertainties. The combined effects are:

ρc = ρ0

(

1 + δα − 1

2
σ2
φ

)

(6.9)

m = 1 − 1

2
σ2
α −

1

2
σ2
φ (6.10)

Implementation

The effect of δα is as a noise that can either increase or decrease the SNR/match between

template and signal. To counteract this we must spread our signals out in injected distance

accordingly.

The effect of δφ is primarily to artificially reduce SNR. To counteract this we must

systematically inject signals at inflated distances.

In general, these calibration uncertainties affect coherent searches such as PyGRB by

both altering the SNR and affecting the amplitude and phase consistency between detec-

tors. As such, in future we will wish to inject our signals independently in each detector

data stream, each time with an appropriately different alteration to better simulate cali-

bration uncertainties.

6.2.6 Extension to Low Frequencies

The second generation detectors will be sensitive to signals from 10 Hz upwards when at

their design sensitivities [95], compared with 40 Hz for their predecessors. This represents

a challenge for matched filtering analyses because of the increased time that CBC signals

will spend in the sensitive band, which will require much longer template waveforms. The

lowest mass system we consider in our search, and therefore the longest waveform, is a

m1 = m2 = 1.0 M⊙ BNS merger. This system takes about 44 s to evolve from 40 Hz to

merger, but 1777 s to do so from 10 Hz.

The SGRB-triggered search used in the past has generally split the data into 256 s long

segments whenmatched filtering, however this is clearly not long enough to filter down to
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Figure 6.5: Modifying injection distances according to calibration uncertainty. Here a

population of 50,000 signals at distances drawn uniformly from between

53–55 Mpc have been adjusted assuming δα = 20% and δφ = 20◦, using
both a ‘Gaussian’ and a ‘lognormal’ method. After adjustment, the signals

have distances that follow a normal distribution centred at ∼57.3 Mpc,

with a standard deviation of ∼10.8 Mpc. The result is the same for both

methods, although the lognormal method protects against injections po-

tentially being given an unphysical, negative distance. We can therefore

mimic the effect of miscalibration by injecting signals at a range of dis-

tances. We interpret our ability to recover these injections as our effi-

ciency at detecting signals between 53–55 Mpc.

10 Hz. Consequently, the search will need to be be extended to use longer segments. The

longer these segments are, however, the more memory is required to perform the analysis.

We will require a better set of methods for reading in data and processing it with the

matched filter, as the memory footprint will increase considerably. By being incorporated

into the PyCBC project, PyGRB will be able to share a common solution to this problem

with the other PyCBC searches in time for runs with increased low frequency sensitivity.

However, the early observing runs are not expected to obtain the full low-frequency

sensitivity [2]. For these runs a search beginning at 30 Hz will be sufficient to recover the

available signal power. A m1 = m2 = 1.0 M⊙ system takes only about 96 s to merge from

30 Hz, which is short enough that we will still be able to use the standard 256 s segments.

All that is required is that we change the part of the segment used for trigger generation.

Each 256 s segment overlaps each of its neighbours by 128 s. The data in each segment

are then filtered using templates that terminate within a 128 s window, ensuring that there

are no gaps. In Fig. 6.6 we show the difference between the previous approach and the new

approach. Previously the middle half of a given segment was used for trigger generation.

– 90 –



Chapter 6. PyGRB: The Short Gamma-ray Burst Search for Advanced Detectors

C
O

N
D

IT
IO

N
IN

G

C
O

N
D

IT
IO

N
IN

G

0 64 128 192 256

Seconds from beginning of segment

C
O

N
D

IT
IO

N
IN

G

C
O

N
D

IT
IO

N
IN

G

Figure 6.6: Changing the portion of each data segment used to produce triggers

(hatched) allows for the search to be extended down to 30 Hz. The wave-

forms plotted are for m1 = m2 = 1.0 M⊙ systems. The upper, green wave-

forms show the length of the inspiral from 40 Hz, and the lower, redwave-

forms show this from 30 Hz. By extending the search down to 30 Hz the

old method (top) of analysing the middle half of the segment would see

the loss of much of the early inspiral power when filtering the early part

of the segment. The new method (bottom) shifts the focus to the latter

part of the analysable data segment, and avoids this issue almost entirely.

Now we make use of most of the latter half of a segment to generate triggers.

The previous, ‘segment-middle’ approach was sufficient for a search beginning at

40 Hz since a 1.0 M⊙–1.0 M⊙ template does not stray into the portion of data that is

corrupted due to data conditioning. Extending the template down to 30 Hz would mean

that roughly half of the inspiral template is lost, and a considerable amount of the total

potential SNR is not recovered.

The new, ‘segment-end’ approach provides at least 94 s of available data, so for the

longest templates only a negligible amount of signal power will ever be lost.

We may also ask whether we might reduce the amount of data lost to conditioning.

A total of 17 s is lost at both the beginning and end of the segments to conditioning. If

we could reduce the amount of data used in this process without detrimental effects, this

might be desirable for the search down to 30 Hz.

One second of this allows for the sliding of data due to light travel time delay between

sites. The remaining 16 s are lost due to the calculation of the truncated inverse power

spectrum.
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Recall Eq. (3.4):

(h|s) = 4Re

∞
∫

0

h̃( f ) · s̃( f )∗

S n( f )
d f ,

We must calculate the inverse power spectrum, 1/S n( f ), in order to do the matched filter

calculation. However, if we use the whole analysis segment to calculate S n( f ), sharp spec-

tral features can have impulse responses as long as the analysis segment when they are

Fourier transformed. This can corrupt the entire segment. Instead, we take the inverse

of the noise power spectral density in the temporal domain, 1/S n(t), truncate its duration

(the inverse spectrum length (ISL)), then apply an FFT to obtain 1/S n( f ). The presence of

sharp features will now only corrupt data of length equal to the ISL. This is a two-sided

calculation, so that a 32 s ISL corrupts 16 s of data on either side of the template when

matched filtering. This inverse spectrum is then upsampled to the data sample rate for

matched filtering. See [37] for more technical discussion on this procedure.

The ISL is given to the matched filter code as an argument, so it can be reduced. But

what, if any, are the effects?

To investigate this we take an example analysis segment and filter with a small tem-

plate bank containing just five waveforms spanning a range of chirp masses. We do this a

number of times, changing the ISL each time.

In Fig. 6.7 we show the number of triggers as a function of SNR for three values of

the ISL: 8 s, 16 s, and 32 s. As the value used is reduced, the number of triggers increases

dramatically. For a value of 16 s the number of triggers is larger than for 32 s. When

using 8 s the number of triggers is a factor of ∼100 larger than for 16 s. This becomes

computationally prohibitive, since for each trigger we must calculate signal consistency

tests and read/write from/to file. The increase is not strongly correlated to any specific

templates or times, but is not seen when searching down to only 40 Hz. The increase in

trigger rate is also more pronounced at lower SNR.

The reason for this is that, by reducing the ISL, narrow features in S n( f ) become less

well resolved. In this case, line features present in the O1 aLIGO data between 30–40 Hz

are barely resolved at all when using an ISL of 8 s (Fig. 6.8). When calculating the matched

filter SNR, any underestimation of the noise at a given frequency will make it appear like

there is excess power there. Given the degradation in the spectral features and increase in

trigger rate, even for an ISL of 16 s, and how little of the low mass templates we currently

lose at the start of each segment, we will continue to use a 32 s ISL as default for as long

as we search down only to 30 Hz.

6.3 Responding Online

In order to maximise the astrophysical potential of the SGRB analysis, we must minimise

the time between an SGRB observation and the PyGRB search result. With an observed

GRB rate of ∼1 per day, it is not practical for all relevant telescopes to follow up all GRBs.
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Figure 6.7: Trigger rate dependence on the inverse spectrum length. A reduction in

the inverse spectrum length from 32 s to 16 s sees a modest increase in the

trigger rate. However, reducing it further to 8 s (red) leads to an explosion

in triggers (∼×100), which places a prohibitively heavy memory load on

the analysis.

However, it is highly likely that the report of a GW detection in association with a GRB

will motivate astronomers, who might otherwise have ignored the GRB, to target it. The

sooner such a report is received, the better the suite of observations are likely to be.

Unfortunately, as described in Section 4.1, the ability to make a definitive claim on de-

tection comes from running many time shifted analyses, which is time consuming. Simi-

larly, accurate measures of sensitivity are obtained by injecting ∼104 simulated signals in

the data and searching for them, again a time consuming process.

Therefore, a desirable set up is to run PyGRB in two modes: the standard, or offline

mode; and a specialised online mode. The online configuration minimises computational

cost and is run soon after the SGRB, sacrificing some statistical accuracy for speed, with

the result used to inform observational follow-up strategies. By comparison, the offline

configuration is more computationally intensive and is run some time later, making use of

improved knowledge of data quality and calibration to obtain a final result, available days

to weeks after the SGRB.

Naturally, the online mode is most effective when automated. Removing the human

from the loop not only reduces the time between SGRB and result, but also helps to ensure

a consistency across all online analyses by removing the possibility of human error in

launching an analysis.

Options such as the time and sky position of an SGRB will clearly differ for each in-

stance of the online search but can be parsed automatically from an event alert, such as a
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Figure 6.8: The effect of the inverse spectrum length on spectral resolution. Features

in the spectrum are poorly resolved when smaller lengths are used. This

is particularly pronounced for sharper features, such as those between

30–40 Hz (inset). Poor resolution of these features in particular are pre-

dominantly responsible for the large increase in trigger rate when using

an 8 s inverse spectrum length (Fig. 6.7), since underestimating the noise

at a given frequency will make it appear that there is excess power there

when matched filtering.

Gamma-ray Coordination Network (GCN) alert, and provided as command line arguments

upon execution of the PyGRB online workflow generator. The other workflow-specific op-

tions may be given in configuration files tailored to the online workflow, which are kept

under version control in a repository and are copied to the local machine at run time.

Automation of the workflow generation is therefore relatively simple.

Finally, the generation of a result web page and copying of the final result data products

to a web-facing location can be done by the final job in the workflow, tasks that used to

require human intervention.

Through these features it is possible to have a pipeline that will run and be monitored

completely without human intervention. The first time a human need even be aware of

the analysis is when the software sends out a notification that the result is ready to be

reviewed.

Only the most crucial information for astronomical follow-up purposes should be

needed before issuing a first alert to observing partners. This can include whether there is

a significant on-source candidate after short time slides, achieving a FAP measured down

to to .10−4, and a small population of injected signals for an early estimate of how de-

tection efficiency varies with distance. With current hardware and software technology

these can be achieved within an hour or two of the SGRB being detected, but a number of
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developments were needed in the infrastructure to make this possible.

6.3.1 The External Trigger Alert System

Since many transient astrophysical events, including supernovae and GRBs, are of great

interest to GW astronomy, we want to do whatever possible to provide periods of stable

data around the times of these astrophysical triggers. Specifically, planned downtime can

be cancelled or postponed for a period of time after an astrophysical trigger. We will also

cancel planned hardware injections, when the mirrors are actuated to simulate a passing

GW.

We have written a software system, based on a Python script, that runs in GW de-

tector control rooms, which alerts on-duty controllers of the trigger, and interfaces with

hardware injection software to suspend planned injections. At time of writing this is used

at both LIGO observatories and at GEO-600.

Once an astrophysical trigger is detected by an observatory a GCN alert is issued.

This alert is digested by a listener, which creates a Gravitational Wave Candidate Event

Database (GraceDB)7 event associated with the trigger. This typically occurs within a few

minutes of detection.

We query this database at regular intervals from a continuous Python process by

utilising the ligo.gracedb Python module, written specifically for interfacing with

GraceDB. For our purposes we request the information on all ‘External’ group events

between the present time and T seconds before present. This information is compiled into

a list. These currently include events reported by Fermi, Swift, and the SuperNova Early

Warning System (SNEWS).8 This database query may sometimes fail to complete, so we

repeat the query every z seconds, where z < T
N f
. This allows for N f failed/skipped queries

before a trigger risks going unnoticed by the alert system. If the query is successful and

no event has occurred in the time period T , the code sleeps before repeating the query.

If there have been one or more events within T we take the most recent event as

our event of interest. If this is a new event — i.e. the GraceDB entry was created after

the last successful query — the event’s unique GraceDB ID, GPS time, type, and source

are parsed by the code. If the type and source identify this as a relevant astrophysical

trigger, the software will alert the controller and pause hardware injections automatically.

The current default time period for the disabling of hardware injections for all GRB and

supernova alerts is 3 hours.

The latency for this whole process is only a few seconds for reasonable lookback times

T (of order tens of minutes). To mitigate against untimely code or query failures, a value

of T of order one hour may be used without increasing the latency. A standard value for

z is 5 s.

The control room systems run EPICS software9 with a graphical interface pro-

7https://gracedb.ligo.org/
8http://snews.bnl.gov/
9http://www.aps.anl.gov/epics/
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vided via MEDM screens.10 These systems allow people to interact with and con-

trol the interferometers, and monitor the states of all the detector subsystems. We

modified an MEDM screen that was dedicated to external triggers and hardware in-

jections, so that it now displays information on the latest event of interest (Fig. 6.9).

In order to hold this information we created four EPICS channels per interferom-

eter, where <IFO> represents either H1 or L1 depending on the interferometer:

• <IFO>:CAL-INJ_EXTTRIG_ALERT_ID

The Unique GraceDB ID

• <IFO>:CAL-INJ_EXTTRIG_ALERT_TIME

The GPS time of the trigger

• <IFO>:CAL-INJ_EXTTRIG_ALERT_TYPE

The trigger type: {GRB, Supernova, . . . }

• <IFO>:CAL-INJ_EXTTRIG_ALERT_SOURCE

Origin of the alert: {Fermi, Swift, SNEWS, . . . }

The above channels may be easily read and written to from a running Python process

by making use of the Python package PyEpics.11 All changes are visible in real time on

the MEDM screen and software may easily monitor these channels and react accordingly

when they are updated.

In order to monitor the running of this Python code, a fifth new EPICS channel was

added, <IFO>:CAL-INJ_EXTTRIG_ALERT_QUERY_TIME. This channel is pop-

ulated with the GPS time whenever a successful query is performed. The MEDM screen

monitors this channel and will display a warning message if it has been more than one

minute since the last successful query.

This systemwas used to ensure the integrity of the data around external triggers during

O1, and will continue to be used at the sites for the foreseeable future.

6.3.2 The Online Workflow

A GCN alert will contain a preliminary calculation of the sky position and duration of the

burst. This is parsed automatically by a script that listens for alerts. If early indications are

that this is an SGRB, the script generates an online PyGRB workflow for the event using

this information.

The offline search is run on GRBs with t90 − ∆t90 ≤ 4 s, where t90 is the time interval

during which the middle 90 % of the total integrated flux is received. However, the t90

statistic often takes some time to be calculated since it is based upon the full gamma-ray

light curve. For the online search we must base the decision to analyse on another factor,

one which is available within minutes and that will rarely discard a short-hard burst but

still discard the majority of the long-soft ones.

10http://www.aps.anl.gov/epics/extensions/medm/
11http://cars9.uchicago.edu/software/python/pyepics3/
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Figure 6.9: Screenshot of the injection control MEDM screen, featuring information

on the latest external trigger event as processed by the Python script. If

the event occurred within a pre-defined period of time before the present,

the top rectangular box will flash red to alert the controller. The ‘View

latest event’ button opens the relevantGraceDB event page in the default

web browser.

GCN alerts generally report the trigger duration; the amount of time that the space-

crafts’ onboard analysis spends integrating the light curve before the event is identified as

having high significance. Swift and Fermi report this information in their ground notices

as ‘Integ_Time’ and ‘Data_Integ’ respectively. These notices are generally issued

on timescales of a minute after the burst. If this value is more than 1.024 s the GRB is very

unlikely to be short-hard [59], so we use this as the threshold for launching the online

analysis. As a result, the online search should run on almost all SGRBs and some LGRBs

(based upon t90). When updated information becomes available, we may cancel ongoing

analyses of LGRBs or launch offline analyses for misclassified SGRBs.

In order to run online the pipeline requires the data to have been transferred from the
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observatories to the analysis machines soon after data collection. This online data path-

way is different from that used by the offline search, where data are packaged in longer

segments. The workflow generator will attempt to build a viable workflow as soon as

possible, however there may not yet have been enough elapsed time for all the data re-

quirements to have been met (e.g. too little data after GRB time or too little contiguous

analysable data). In such cases the workflow generation will exit gracefully, and the online

infrastructure will retry the generation a short time later.

It is also possible that the transfer process itself will miss out segments of data. PyCBC

handles this by checking for consistency between the data marked as being of science

quality and the data that are stored on the machine. This again leads to a failed attempt

that can be retried later.

If a workflow is successfully generated it will include a matched filter subworkflow,

without extended background, which is executed first. Once this is finished a decision is

made depending on the FAP of the loudest on-source event. If the FAP is above a threshold,

a minimal number of simulated signals are analysed to test the search response to signals.

If the FAP is below the threshold, simulated signals and extended background analyses are

carried out to further assess the significance of the event, and the sensitivity of the search.

A diagram of this workflow structure is shown in Fig. 6.10.

During O1, this online workflow generally achieved latencies of between a few and

around ten hours. This is likely to be reduced significantly in future runs, both due to

improved workflow development, tuning, and optimisation, and by the use of dedicated,

high performance computing nodes.
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Figure 6.10: A schematic of the online PyGRBworkflow. The first part of the analysis

features matched filter jobs, with the aim of obtaining a relatively quick

estimate of the significance of the loudest on-source event. This does

not feature extended background estimation with timeslides. The FAP

of the loudest event is used to decide what path to take for the remainder

of the analysis. If there is no significant event, the analysis will finish

with a minimal set of simulated signals, used to estimate the search sen-

sitivity (red). If however there is a (potentially) significant event, sets of

simulated signals and further background time slides are done (green).

Note that the same EM-bright template bank is used for all GRBs, and

is generated based upon the data in the engineering run immediately

preceding each observing run.
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7
PyGRB in the First Observing

Run of Advanced LIGO

Advanced LIGO Observing Run 1 began on 12 September 2015, and continued through to

12 January 2016. During the run, the two LIGO detectors were operating at a sensitivity of

3–5 times better than in LIGO Science Run 6 (S6) in the most sensitive band (100–300 Hz),

and at lower frequencies were at least 10 times better than in S6 [20].

In this chapter we present the results of the PyGRB search for GWs associated with

16 SGRBs that were observed during O1. These include GRB 150906B, which — although

it occurred 6 days before the official beginning of O1 — was a potentially nearby burst

observed by the IPN, and thus of particular interest.

7.1 GRB Sample

Our sample contains GRB triggers from the GCN, supplemented by the Swift and Fermi

trigger pages. These GRBs were ingested into GraceDB within seconds of detection

through a GCN listener. Their time and localisation parameters were later updated and

cross-checked against the satellite databases and published catalogues through a dedi-

cated vetting process based upon Vetting Automation and Literature Informed Database

(VALID). The information collected in this database is automatically retrieved and updated

by querying satellite databases and by performing automated literature searches via the

arXiv system.

The classification of GRBs into short and long is somewhat ambiguous. Since binary

mergers are particularly strong sources of gravitational radiation, we make use of a more
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Figure 7.1: Durations of the GRBs observed during the first observing run of aLIGO

These classifications are based on conservative constraints on the T90

statistic. A GRB is classified as unambiguously short if its T90+∆T90 < 2 s.

A GRB is classified unambiguously long if its T90 − ∆T90 > 4 s. The

remaining GRBs are classified as ambiguous. These thresholds can be

changed at any time, depending on the needs of the search. Additionally,

there are two GRBs (151107A and 151212A) that do not have T90 infor-

mation. This histogram does not include IPN-only GRBs.

lenient classification to identify GRBs which may originate from a binary merger. Our

selection is based on the T90 statistic, which is the time interval over which themiddle 90 %

of the total background-subtracted photon counts are observed. Specifically, we consider

all GRBs that have T90 − ∆T90 > 4 s as being short or potentially short. This choice, as

opposed to themore standard 2 s cutoff for SGRBs, is made so that we do not neglect SGRBs

in the tail of the duration distribution, even if it means we do analyse some LGRBs.

In total there were 20 SGRB candidates observed by these satellites during the period

of interest, as shown in Fig. 7.1. Of these, only those that occurred when at least one

of the aLIGO detectors was operating in a stable configuration are analysed. GW data

segments that are flagged as being of poor quality are excluded from the analysis. 14 of

the 20 met these data requirements and were analysed. Two further SGRB were included

in our analysis, despite both occurring on 6 September 2015, 6 days before the beginning

of O1. At this time the aLIGO detectors were in a stable engineering run just prior to O1,

and so had data of sufficient quality to include these SGRBs in our sample. GRB 150906944

was detected by the Fermi GBM, and GRB 150906B was detected by the IPN as a potentially

nearby burst. In total, we analysed 16 SGRBs with PyGRB, and these are listed in Table 7.2.
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Figure 7.2: The localisation of GRB 150906B by IPN satellites, indicating the localisa-

tion constraints due to triangulation between different pairs of satellites.

The black box in the centre is the overall 3σ error box.

7.1.1 GRB 150906B

GRB 150906B was a short-duration, hard-spectrum burst that occurred at 08:42:25 UTC on

6 September 2015, and was detected by the IPN [90, 107]. It was observed by the Konus-

Wind, INTEGRAL,Mars-Odyssey, and Swift satellites. It was outside the coded field of view

of the Swift BAT, so localisation was achieved by triangulation of the signals observed in

the IPN satellites, as shown in Fig. 7.2. It was localised to within a 3σ error box with an

area of 210 square arcminutes.

The localisation region of the GRB lies close to the local spiral galaxy NGC 3313, which

lies close to face-on at a redshift of z = 0.0124, corresponding to a luminosity distance of

∼54 Mpc [118]. At this distance, the galaxy lies 130 kpc in projection from the GRB error

box — a distance that is consistent with observed offsets of SGRBs from galaxies, and

consistent with the expected supernova kicks imparted on BNS systems [47]. NGC 3313 is

the most luminous of a group of galaxies. Other, fainter members of the group also lie close

to the GRB error region as shown in Fig. 7.3 and are also possible hosts of the progenitor.

There are also a number of galaxies at around 500 Mpc within the error region of the GRB.

Unfortunately, follow-up electromagnetic observations of 150906B were not possible due

to its proximity to the Sun.

The Konus-Wind observation of GRB 150906B was further used to classify the

GRB [164]. This was observed to have a duration of T50 = (0.952 ± 0.036)s1 and

T90 = (1.642 ± 0.076)s, which places it at the longer end of the SGRB distribution. The

1Similarly to T90, T50 is the time interval over which the middle 50 % of the total background-subtracted
photon counts are observed.
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Figure 7.3: Overlay of the error box for GRB 150906B on the sky. The circled galaxies

are at around 54 Mpc, while the others are at 500 Mpc. The largest galaxy

in the field is NGC 3313.

spectral hardness in the Konus-Wind satellite, log HR32, gives the logarithm of the ratio of

counts in the 200–760 keV and 50–200 keV bands. The spectral hardness of GRB 150906B

also lies between the peaks of the short and long GRB distributions, as shown in Fig. 7.4.

Thus, it is problematic to firmly classify the GRB as either long or short.

If we assume GRB 150906B occurred in NGC 3313 it would have had an isotropic-

equivalent gamma-ray energy Eiso ∼ 1049 erg, which is consistent with the lower end of

inferred luminosities of SGRBs with measured redshifts [47]. Some theoretical arguments

proposed that the energetics would have fit better with a more distant system, possibly

originating from one of the galaxies at 500 Mpc [150, 186]. Therefore, the energetics alone

cannot rule out either of these hypotheses.

7.2 Gravitational Wave Detectors

During O1, the aLIGO detectors were operating in a configuration that provided sensitivity

to astrophysical sources in the frequency range ∼30–2000 Hz, with maximum sensitivity

around 150 Hz. With a strain sensitivity of 10−23 /
√
Hz at 100 Hz, the typical strain sen-

sitivity of this data represents about a factor of 3 improvement over initial LIGO through

most of the sensitive frequency band. This yields approximately a factor of 27 improve-

ment in the sensitive volume.

Detection and astrophysical source parameter estimation require a calibrated estimate

of the GW strain sensed by the detectors. This estimate is made possible by a frequency
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Figure 7.4: The location of GRB 150906B on the T50 − log HR32 diagram for Konus-

Wind GRBs. It lies between the peaks of the long and short GRB distribu-

tions, so it cannot be distinctly classified as either short or long.

domain model of the detector’s GW response, which is validated bymaking measurements

of the response of the detector to deliberate actuation and various cross-checks. During O1

proper, aLIGO calibration uncertainty was less than 10 % in amplitude and less than 10° in

phase across the 20 Hz–1 kHz band [18]. We analyse data after removing time segments

during which an identified instrumental or environmental noise source coupled to the GW

strain signal.

Before O1 the aLIGO detectors were undergoing final preparations in an engineer-

ing test phase — Advanced LIGO Engineering Run 8 (ER8). The beginning of O1 was a

smooth transition between ER8 and the observing phase on 12 September 2015. The GRBs

150906B and GRB 150906944 occurred 6 days before this, firmly placing them within ER8.

Both detectors were operational at the time of 150906944, and H1 was operational for

GRB 150906B. However, at this stage in ER8 the calibration uncertainty was greater than

in O1, with upper bounds of 20 % in amplitude and 20° in phase across the 20 Hz–1 kHz

band.

Data Quality Issues

During O1, a number of instrumental glitch types contributed significantly to the back-

ground in PyGRB analyses. The most significant were saturations of digital-to-analogue

converters (DACs) associated with the y-arm end test masss (ETMYs) at both sites, though

more frequently in the H1 detector. These glitches are typically short, usually less than 1 s
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duration, but result in triggers with significant SNR in CBC searches, and therefore large

drops in the sensitive range of the detectors to CBC signals.

Since these glitches have a known instrumental cause, we can mark the data at these

times as being compromised, a process known as vetoing. The all-sky coincident PyCBC

search [171] takes the approach of ‘gating’ these vetoed times. This involves smoothly

setting the strain data to 0 within the vetoed window, thus erasing all noise. This is an

ideal approach for such short glitches, as the matched filter will no longer pick up any

contribution to the SNR from these times, and in future runs PyGRB will also gate this

type of glitches.

However, duringO1 the coherentmatched filter engine used by PyGRBwas the same as

that used by the SGRB-triggered search in S6/VSR2/VSR3 [98]. Unfortunately, this engine

does not have the capability to gate the data around glitch times, and instead applies the

vetoing for these glitches in post processing. This means the code match filters the data,

produces an SNR time series of triggers, and then rejects triggers that coincide with the

template waveform ending within the vetoed time.

In Fig. 7.5 we show the burst of triggers in the H1 detector due to an ETMY satura-

tion glitch that occurred in the background time of GRB 151024179, plotting the template

end times against SNRs. The triggers are coloured by the chirp mass of the template that

produced them. An orange band shows the two second window identified by automatic

veto scripts as the time the DAC was saturated. However, it is clear that the glitch con-

tributes SNR when the data are filtered by templates that end slightly before and, more

significantly, after these two seconds. This means that, to adequately remove an ETMY

saturation glitch in PyGRB post processing, we must veto considerably more time than

this.

The colouring shows that at earlier times, the glitch rings off against relatively high

mass templates. We have significant triggers for approximately 16 s before the onset of the

glitch, corresponding to the glitch falling within the 16 s used to calculate the truncated

inverse spectrum (see Section 6.2.6). Then at later times the glitch overlaps longer duration,

lower mass templates. With a longest template of duration 96 s, and again 16 s used for

the inverse spectrum, we have significant triggers for approximately 112 s after the glitch.

Taking into account an additional second at either side to accommodate for time shifting

for light travel time between detectors, we must therefore veto from 17 s before to 113 s

after the original veto window. This is shown in grey.

7.3 Search Methodology

For the O1 search, we ran PyGRB in both online and offline modes. The online search

launched within about twenty minutes following the receipt of an SGRB detection notice,

and results became available between a few hours to a day later. These results were then

automatically uploaded toGraceDB and checked by event advocates, volunteers who were

automatically assigned this responsibility once the results became available. This was the
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Figure 7.5: An example of vetoing a loud glitch in aLIGO data with PyGRB. We plot

triggers due to an ETMY saturation glitch in the H1 detector within the

background time of GRB 151024179. The points are coloured by the tem-

plate chirp mass, and the reported glitch window is shown as an orange

band. PyGRB produces significant triggers between about 16 s before and

112 s after this time window. Before the windowwe see higher mass tem-

plates returning high SNRs, due to the glitch fallingwithin the 16 s inverse

spectrum truncation time after the template end (see Section 6.2.6). After,

ever lower mass templates return high SNR until 112 s after the end of

the glitch. These latest triggers are due to the the lowest mass, ∼96 s tem-

plates preceded by another 16 s inverse spectrum truncation time. In grey

we show the PyGRB veto window for this glitch, spanning 17 s before to

117 s after the glitch window, which successfully removes the effect of

the glitch.

first time such an approach had been taken for a GRB-triggered search for CBC signals.

The final results presented in the rest of this chapter, however, were produced by re-

running the offline search with final data quality and calibration.

Configuration: The search was carried out down to a lower frequency of 30 Hz. For

those SGRBs detected by Fermi GBM, we assume systematic 1σ error circles for the Fermi

GBM sky localisations, with radii of 3.7° with 90 % probability, and 14° with 10 % proba-

bility. This systematic is added in quadrature to the reported statistical error.

Template Bank: For searching O1 data, we made use of the EM-bright template bank

described in Section 6.2.3. Briefly, this comprises SpinTaylorT4 waveforms [52, 140] for

BNS and NSBH systems where 1 M⊙ ≤ mNS ≤ 2.8 M⊙, 1 M⊙ ≤ mcomp ≤ 25 M⊙, χNS ≤ 0.05,
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χBH ≤ 0.999, and the EM-bright condition is met [142]. We note that this is the first time

a GRB follow-up search has used a spinning template bank.

Simulated Signals: The efficiency of the search at recovering relevant GW signals is

evaluated by the addition of simulated signals to the data in software. These data are then

filtered with the same EM-bright bank of templates to assess performance. This also pro-

vides a means of placing constraints on the SGRB progenitor in the event of no detection

in the on-source window. All simulated signals are modelled using the SpinTaylorT2

waveform approximant (see e.g. [49, 131]). We note that this approximant differs from the

one used to build the template bank. This choice is designed to reflect the disagreement

between existing NSBH inspiral waveform models in our efficiency assessment (see [131]

for more on the challenge this poses for the construction of optimal searches, and on the

biases it may cause in measuring parameters from detected signals).

We inject three sets of simulated inspiral signals corresponding to:

1. Generic spin BNS

2. Generic spin NSBH

3. Aligned spin NSBH

We build both generic and aligned spin injection sets for NSBH systems in order to

asses the impact of precession on the search sensitivity for rapidly-spinning and highly-

precessing systems (BNS systems will not precess significantly within the aLIGO band).

The properties of the injected binary populations are determined as follows:

• Black hole masses are drawn from a Gaussian distribution with mean 10 M⊙ and

width 6 M⊙.

• Black hole dimensionless spins are drawn uniformly from the interval [0.00, 0.98].

• Neutron star masses are drawn from a Gaussian distributions with mean 1.4 M⊙,

and widths of 0.2 M⊙ for BNS systems and 0.4 M⊙ for NSBH systems [112, 133]. The

larger width for NSBH binaries is chosen in order to reflect the greater uncertainty

arising from a lack of observed NSBH systems.

• Neutron star dimensionless spins are drawn uniformly from the interval [0.0, 0.4],

which is compatible with the spin of the fastest observed millisecond pulsar [100].

We note that, if we were to design the EM-bright template bank to cover the whole

[0.0, 0.4] neutron star spin range, we would require about twice as many templates

as we have.

• For sets 1 and 2 (generic spins), both component spins are drawn uniformly from all

possible orientations.
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• In all three sets, we assume that the SGRB is emitted in the direction of the binary

total angular momentum. Relativistic beaming and collimation due to the ambient

medium confines the GRB jet to a half-opening angle θ j. The observation of prompt

gamma-ray emission is, therefore, indicative that the inclination of the total angular

momentum with respect to the line of sight to the detectors lies within the jet cone.

Studies of observed jet breaks in Swift GRB X-ray afterglows find a mean (median)

value of θ j = 6.5°(5.4°), with a tail extending to almost 25° [146]. In at least one case

where no jet break was observed, the inferred lower limit was 25°, and the upper

limit was 79° [91]. In all three injection sets we assume θ j ≤ 30°; the angle between

the total angularmomentum and the line-of-sight is therefore uniformly drawn from

the interval [0°, 30°].

• The total mass of NSBH systems is restricted to be less than 18 M⊙, because the dis-

agreement between the SpinTaylorT2 and SpinTaylorT4 approximants is known

to dominate beyond this region of the parameter space [131].

• A further astrophysically motivated cut is imposed on the NSBH populations. We

do not inject systems that will not produce an accretion torus, even under the most

optimistic assumptions regarding the neutron star equation of state and the amount

of tidally disrupted neutron star material required to power the GRB emission [142].

• Injections are distributed uniformly in distance within the reach of the detectors,

given the time and sky position of each trigger.

7.4 Result for GRB 150906B

If NGC 3313were indeed the host of a binarymerger progenitor of GRB 150906B, wewould

reasonably expect aLIGO to have detected an associated GW signal since this galaxy lies

at a luminosity distance of only about 54 Mpc. A similar hypothesis was tested with the

LIGO detectors for the SGRBs 051103 and 070201 [12, 29] (see Sections 3.2.2 and 3.2.3). In

both cases, a binary merger scenario was excluded with greater than 90 % confidence, and

the preferred scenario is that these events were extra-galactic SGR flares.

PyGRB found no evidence for a GW signal produced by an EM-bright CBC at the time

and sky position of 150906B. Themost significant candidate event in the on-sourcewindow

had a re-weighted SNR of 6.19, corresponding to a FAP of 0.526. In other words, in 52.6 %

of background trials there was a noise fluctuation as loud or louder than the candidate,

so we estimate that to be the probability of seeing a candidate at least as significant in a

randomly chosen 6 s of data. The search background is shown in Fig. 7.6.

This null-detection result allows us to compute the frequentist confidence with which

we may exclude binary coalescence in NGC 3313 as the progenitor event.

In Fig. 7.7 we show the detection efficiency of the search for all three primary injection

sets. For each set we recover all injections within a distance of 54 Mpc, the distance of
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Figure 7.6: PyGRB search background around the time of GRB 150906B. The loudest

on-source event (ρrw = 6.19, FAP = 0.526) is superimposedwith a yellow

star. This result shows that 52.6 % of the 814 background trials contained

at least one trigger with re-weighted SNR of at least 6.19.

NGC 3313. We therefore have a very high confidence that, had there been a binary merger

in NGC 3313 — or one of its companion galaxies — in the on-source window around the

time of GRB 150906B, we would have had a very strong probability of detecting the signal.

In Fig. 7.8 we show the detection efficiency as a function of source inclination angle,

this time for generic spin BNSs and NSBHs. For values within the expected range of SGRB

beaming angles we find &99 % of simulated signals of both types. Additionally, we re-

cover at least 90 % of BNS systems with inclinations up to 60°, and NSBH systems with

inclinations up to 80°.

We may also take the loudest on-source event and ask how many injected signals we

find louder than this event as a function of distance. In this way we may place exclu-

sion distances on a binary merger event in the on-source window and in the direction of

150906B. These distances are listed in Table 7.1.

Table 7.1: The exclusion distances placed on binary merger progenitors for

GRB 150906B

Injection Set 90 % Exclusion (Mpc) 50 % Exclusion (Mpc)

Generic Spin BNS 101.5 159.3

Generic Spin NSBH 170.2 256.2

Aligned Spin NSBH 186.2 298.5
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Figure 7.7: PyGRB injection recovery around the time of GRB 150906B as a function

of distance, showing the fraction found louder than the loudest back-

ground event. For all three injection sets we see that 100 % of signals

are recovered within 54 Mpc. Note that all these injected signals had in-

clinations of ≤30°, and neutron star dimensionless spins are restricted to

below 0.4.

7.5 Cumulative Results

We find no significant events associated with any of the 16 O1 SGRBs analysed by PyGRB.

These include GRB 150906B and a further 15 seen only by Fermi and Swift.

The most significant on-source event occurred for GRB 151228857 and had a FAP of

0.054. We see no strong evidence for a population of weak GW signals.

For each SGRB we obtain 90 % exclusion distances for each of the three populations

of simulated signals. In Fig. 7.10 we plot these distances for the generic spin NSBH and

BNS populations. The median values are 92.8 Mpc for generic spin BNSs, 147.1 Mpc for

generic spin NSBHs, and 157.1 Mpc for aligned spin NSBHs. These are about 7 times larger

than the equivalent results from the search discussed in Section 3.3. This compares very

favourably with the projections discussed in Section 3.4, where a factor of 10 increase was

predicted with aLIGO and AdV operating at design sensitivities.

The results are summarised in Table 7.2.

7.6 Conclusion

We have analysed data from the first aLIGO observing run with PyGRB, searching for

GWs associated with 15 SGRBs seen by Fermi and Swift. No such signals were detected,

and there is no strong evidence for a population of weak signals. We set 90 % confidence
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Figure 7.8: PyGRB injection recovery around the time of GRB 150906B as a func-

tion of source inclination, showing the fraction found louder than the

loudest background event. Here we use two populations, generic spin

BNS and NSBH, following the same mass and spin constraints outlined

in Section 7.3, but remove the constraint on the angle between the line

of sight and total angular momentum axes. The injections were placed

between 53–55 Mpc following the method described in Section 6.2.5. We

have greater than 90 % detection efficiencies NSBH systems with incli-

nations up to 80°, and for BNS systems with inclinations up to 60°. For

values in themost likely range of SGRB beaming angles (.30° — e.g. [146])

detection efficiency for both source families is &99 %.

lower limits on the distance for each SGRB assuming various progenitor models.

We also analysed data from the H1 detector to look for a GW signal associated with

the short-hard GRB 150906B, observed by the IPN. No evidence was found for a GW signal

associated with this GRB. The sensitivity of the PyGRB search allows us to confidently ex-

clude the hypothesis that the progenitor system was a BNS or NSBH merger in NGC 3313.

Specifically, assuming an outflow jet opening angle θ j = 30°, we exclude a BNS or NSBH

merger in NGC 3313 with >99 % confidence. More generally, we can exclude a BNS pro-

genitor within 100 Mpc with 90 % confidence, and a NSBH progenitor within 170 Mpc,

also with 90 % confidence.

We conclude that it is highly unlikely that the progenitor for GRB 150906Bwas a binary

merger in NGC 3313, or one of its smaller companion galaxies. If the event was in fact

associated with NGC 3313, then this may have been a core collapse LGRB. Alternatively,

it could have originated from a compact binary merger in one of the more distant galaxies

at 500 Mpc.
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Figure 7.9: Cumulative distribution of p-values for the analysis of 16 SGRBs observed

during O1. There is no evidence for a GW signal associated with any of

the 16 bursts, with the lowest p-value of 0.054 occurring in the on-source

window of GRB 151228857. Additionally, we see no strong evidence for a

population of weak sub threshold GW signals based upon a weighted bi-

nomial test, as described in Appendix A of [13]. The shaded areas denote

the Jeffreys credible intervals corresponding to a ≥95 % deviation from

the null hypothesis.
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Figure 7.10: 90 % distance exclusions for 16 SGRBs observed during O1. The median

exclusion distances are 92.8 Mpc for generic spin BNSs, 147.1 Mpc for

generic spin NSBHs, and 157.1 Mpc for aligned spin NSBHs.
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Table 7.2: The 16 SGRBs that comprise our O1 sample. For eachwe show the p-values

of the loudest on-source event and quote the 90 % exclusion distances for

our three injection sets, all with jet opening angles restricted to within 30°.

The horizontal line marks the official boundary between ER8 and O1, after

which better calibration was available.

GRB

Name

UTC

Time

Obs.

Sat.

GW

Dets.
p-value

90 % Exclusion

Distances (Mpc)

BNS P. NSBH A. NSBH

150906B 08:42:25 IPNa H1 0.526 101.5 170.2 186.2

150906944 22:38:47 Fermi H1L1 0.740 116.9 172.2 199.9

150912600 14:24:31 Fermi H1L1 0.594 88.4 150.2 149.7

150922883 21:11:32 Fermi H1L1 0.530 70.7 121.7 122.0

150923297 07:07:36 Fermi H1L1 0.056 97.8 144.1 186.5

150923429 10:18:17 Fermi H1L1 0.166 136.2 212.5 241.1

151022577 13:51:02 Fermi H1L1 - 114.7 178.9 205.7

151024179 04:17:53 Fermi H1 0.202 24.7 30.2 48.1

151114A 09:59:50 Swift L1 0.090 41.7 61.4 74.9

151127A 09:08:49 Swift H1L1 0.823 97.3 151.7 164.5

151202565 13:33:49 Fermi H1 - 120.6 198.0 226.1

151218857 20:33:31 Fermi H1L1 0.054 20.7 37.9 35.1

151227072 01:44:07 Fermi H1L1 - 57.4 97.4 107.5

151228A 03:05:12 Swiftb H1 0.492 121.5 168.8 199.6

151229486 11:40:06 Fermi H1 0.148 57.1 86.4 92.7

151231568 13:38:08 Fermi L1 0.479 57.6 85.0 96.3

a IPN satellites: Konus-Wind, INTEGRAL, Mars Odyssey, and Swift.
b 151228A was also seen by Fermi and is catalogued as 151228129. However, Swift localisation was
considerably better so was used for our analysis.
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The era of gravitational wave astronomy is here. With the clear detection of two binary

black hole mergers during the first Advanced LIGO observing run alone [21, 22] (and an

additional, weaker detection candidate), it is very likely that these systems will dominate

the observations made by ground-based gravitational wave detectors, with probably tens

to hundreds of detections per year by the end of the decade [17].

However, at time of writing there has yet to be a detection of a binary merger, or in-

deed any event, involving anything other than black holes. One of the next milestones

will be the detection of a signal from a merger involving one or a pair of neutron stars.

In Chapter 2 we have discussed why such events are good candidates for the progenitors

of short gamma-ray bursts, amongst the most luminous events in the universe, and could

well be the first joint observations made by gravitational wave and electromagnetic obser-

vatories. We have investigated the prospects of such a joint detection in the coming years

in Chapter 5, and find that they are positive, with perhaps as many as a few per year by the

early 2020s. Such observations would provide rich new insights into physics in extremely

strong gravitational and magnetic fields, and at nuclear densities. We may, for example,

constrain the angular beaming of short gamma-ray bursts, which has implications for the

mechanisms that drive the emission of these extreme events.

In Chapter 3 we outlined the methods used for targeted searching of LIGO and Virgo

data after the observation of a short gamma-ray burst, and in Chapter 4 we presented

important improvements to these methods, which provide an increase in sensitivity of up

to about 25 % when compared with a standard all-sky, all-time binary merger search. This

roughly doubles the possible rate of joint detections.

We have also summarised of the results of targeted gamma-ray burst follow-up

searches with the first generation LIGO and Virgo detectors in Chapter 3, in which

some of these improvements were used for the first time. Specifically, in Section 3.3

we presented the results of a search for 27 short gamma-ray bursts observed by the

InterPlanetary Network between 2005 and 2010. Although no detections were made, the

cumulative results in Section 3.4 for all 69 short gamma-ray bursts analysed with LIGO

and Virgo also suggest that joint detections could be possible with the second generation

of detectors.

In Chapter 6 we introduced a new search pipeline for targeting short gamma-ray

bursts, called PyGRB. This gathers together the improved methods used in the past and
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builds upon them to provide a faster and more flexible search. New features allow PyGRB

to analyse more short gamma-ray bursts than was previously possible, to do automatically

very soon after the gamma-ray burst occurs, and with greater sensitivity and shorter anal-

ysis times. Crucially, its flexible, modular nature will make it relatively easy to improve

and diversify this search in the future.

We also introduced an astrophysical event alert system in Section 6.3.1, which notifies

gravitational wave detector control rooms when a gamma-ray burst, supernova, or other

transient event of interest occurs. This helps to ensure the integrity of the gravitational

wave data around the time of such an event, and has been operational at the Advanced

LIGO and GEO-600 sites since the summer of 2015.

Finally, in Chapter 7, we presented the results of a PyGRB search that targeted 16

short gamma-ray bursts during the first observing run of Advanced LIGO. No associated

detections were made, and there is no strong evidence that there is a weak population

of associated signals. However, the astrophysical reach of PyGRB during this time was a

vast improvement over past searches, and allowed us to make a particularly interesting

astrophysical statement regarding GRB 150906B. This short gamma-ray burst occurred

near on the sky to a group of galaxies that lie within the Advanced LIGO sensitive range,

and the non-detection by PyGRB allowed us to reject the hypothesis that it was associated

with the galaxies in the group.

In the upcoming observing runs, gravitational wave astronomy will play an ever more

important role in how we view the universe. With Virgo, KAGRA, and a third LIGO detec-

tor in India joining the hunt, there will surely be many more discoveries made, and a good

chance that a gravitational wave signal associated with a short gamma-ray burst will be

one of them. We will be able to obtain highly sensitive results from PyGRB within hours

and, hopefully, provide a unique view that will revolutionise our understanding of some

of the most mysterious events in the universe.
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