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A b s t r a c t

This dissertation consists of a theoretical investigation into the transport and co­
herence properties of indirect excitons in coupled quantum  wells (QWs) at helium 
temperatures.

The motion of excitons along the quantum well plane is described through a quantum 
diffusion equation and the possibility of excitonic cloud formation is studied both due 
to  the natural potential fluctuations and externally applied confining potentials. The 
photoluminescence (PL) of decaying excitons is used as a probe for their properties 
such as concentration, effective tem perature and optical lifetime.

The exciton thermalisation from an initial high energy to the lattice tem perature is 
achieved within their lifetime due to a very effective coupling between the exciton 
states and a continuum of phonon states, a direct consequence of the relaxation of 
momentum conservation along the growth direction of a QW. Moreover, the natural 
spatial separation between electrons and holes prevents their recombination, resulting 
in long lifetimes.

The dynamics of the system of excitons in optically-induced traps is also studied and 
the numerical solution of the quantum diffusion equation provides an insight into the 
extremely fast loading times of the trap  with a highly degenerate exciton gas. The 
hierarchy of timescales in such a trap  allows for the creation of a cold and dense gas 
confined within the trap , opening a new route towards the long sought Bose-Einstein 
Condensation (BEC) in solid state.

Finally the issue of exciton spatial coherence is studied and an analytic expression for 
the coherence function, i.e., the measure of the coherence in a system, is derived. A 
direct comparison with large coherence lengths recently observed in systems of quan­
tum  well excitons and microcavity polaritons is attem pted and interesting conclusions 
are drawn regarding the build up of spontaneous coherence in these systems.
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1 I n t r o d u c t i o n

Physical phenomena in lower than three dimensions have attracted huge scientific 
interest in the past decades due to their unusual nature. The modern advent in the 
fabrication of low-dimensional systems has initiated a substantial amount of experi­
mental and theoretical work on these systems. In particular, quasi-two-dimensional 
excitons created in quantum well structures have been thoroughly investigated, as 
their long lifetime renders them unique candidates for the appearance of Bose-Einstein 
condensation in a solid state system.

In this thesis the transport of excitons in the quantum well plane is studied theoreti­
cally and modelled numerically and a direct comparison with experimental results is 
attem pted. In particular, the influence of local potential fluctuations both intrin­
sic and extrinsic -  in the exciton transport is analysed and the utilisation of these 
repulsive and attractive potentials for the creation of a degenerate exciton gas is 
discussed.

The main challenge is tha t excitons reach a quasi-equilibrium within their lifetime, 
i.e., before they decay radiatively, and therefore an effective temperature of the ex- 
citonic gas can be established. The appearance of spontaneous coherence in such a 
non-equilibrium system is an issue of current investigation.

5



6 C h a p t e r  1. I n t r o d u c t i o n

1.1  O v e r v i e w

The first Chapter provides the necessary background information for the work pre­
sented in the remainder of the thesis. The system of indirect excitons is described 
theoretically and its main properties are studied. An extensive literature review serves 
as a guide to the vast experimental and theoretical results present in the bibliography.

The following Chapter is entitled “Exciton rings formation” and deals with the ex­
planation of photoluminescence (PL) patterns reported in experiments with laser 
excitation in quantum wells (QWs). Several randomly distributed PL rings appeared 
in these experiments enclosed by an external ring of macroscopic diameter. As the po­
sitions of the PL centres remained unchanged, they were ascribed to current filaments 
crossing the quantum well plane and creating a high energy electron gas embedded 
in a hole rich area. The creation of excitons by binding of the oppositely charged 
electrons and holes occurs in the interface of the two regions giving rise to excitonic 
rings. Exciton creation is therefore described by a quantum mass action law and the 
calculated ring size around the repulsive potential of the filament is in agreement with 
the experimental data.

In the third Chapter entitled “Dynamics of indirect excitons in optical traps” , the 
kinetics of an optically confined exciton gas is studied by means of a quantum dif­
fusion and a thermalisation equation. Direct comparison with recent experimental 
results reveals an excellent agreement between theory and experiment. The motion 
of excitons towards the centre of the optical trap  is accompanied by scattering with 
phonons which results in the exciton thermalisation towards the lattice temperature. 
An increase in the diffusion coefficient with time is understood in terms of effective 
screening of the quantum well interface roughness. The short -  compared to the other 
timescales in the system trap loading time, renders optical trapping of excitons a 
powerful method for the creation of a dense, degenerate gas of bosons.

In Chapter four the issue of excitonic coherence is addressed in connection with recent 
reports on large coherence lengths in systems of quantum well excitons and micro­
cavity polaritons. The difference on the decay of correlations between classical and 
Bose-Einstein statistics is analysed and the first-order coherence function is calculated 
for a 2D system of bosons. An increase of the coherence length with decreasing tem ­
perature is shown and various asymptotic limits are obtained. In order to explain the 
macroscopically large coherence lengths observed in the experiments the concept of
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k-filtering is introduced while the effect of interactions between excitons is also taken 
into account. Although the dipole-dipole repulsion between indirect excitons tends 
to limit spatial coherence, the collection of PL signal from a small angular aperture 
reflects a very narrow distribution in momentum space and, as a result, maintenance 
of the coherence for large distances. The sharp cut-off in momentum space is respon­
sible for the oscillatory behaviour of the coherence function indicating the appearance 
of interference.

Finally in Chapter five the main conclusions are summarised and future prospects are 
proposed.

1 .2  E x c i t o n s

According to solid state theory, the discrete electronic states of isolated atoms turn 
into allowed energy bands separated by forbidden energy gaps when many of these 
atoms are brought together to form a crystal lattice [4]. In the simplest case, the 
ground state of a semiconductor comprises a fully occupied valence band and a com­
pletely empty conduction band. The lowest single-particle electronic excitations are 
an additional electron in the conduction band or a single empty orbital -  a hole -  
in the valence band characterised by effective masses rae and m^, respectively, and 
equal but positive charges. When an electron is promoted from the valence to the 
conduction band, usually by absorbing a photon with energy equal to or greater than 
the bandgap energy, it is accompanied by the creation of a positively charged hole 
in the valence band, and the Coulomb interaction between them tends to create a 
bound state, as is schematically depicted in Fig. 1.1. This two-particle excitation is 
called an exciton and can be seen as an electronic excitation travelling in a periodic 
structure [5].

Excitons can be tightly bound essentially localised in a single lattice site or weakly 
bound with a radius extending over many lattice constants. In the former case they are 
called Frenkel excitons [6, 7] and appear most commonly in biological molecules and 
molecular crystals, whereas in the latter case they are called Wannier-Mott excitons 
[8, 9] and are typical in most semiconductors -  herein only Wannier-Mott excitons 
are considered. Despite the similarities between an exciton and the hydrogen atom 
two main differences exist: (i) the effective masses of the electron and the hole are 
comparable and (ii) the Coulomb attraction is effectively screened by the presence of
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E

Figure 1.1: An idealised band structure of a direct-gap semiconductor in the vicinity 
of the Fermi energy and the the centre of the Brillouin zone. The arrow shows an 
electronic excitation where an electron is promoted from the valence to the conduction 
band, leaving a positively charged hole in the valence band.

the lattice atoms and therefore reduced by a factor equal to the dielectric constant of 
the hosting crystal.

Excitons are created by absorption of photons and are metastable as there is a finite 
probability for the excited electron to recombine with the hole. They are mobile 
and move through the solid carrying energy and momentum but not mass or charge. 
Being the compound of two fermions an exciton is expected to behave as a boson as 
long as the interparticle distance is large enough to prevent its fermionic constituents 
from feeling each other’s presence. As the density increases the bosonic character 
is weakened and Pauli’s exclusion principle results in an effective phase space filling. 
This transition in the nature of the system of free or bound electron-hole pairs makes it 
unique in the study of a broad range of phenomena from Bose-Einstein condensation 
(BEC) of excitons to superfluidity of an electron-hole liquid or appearance of the 
Mott insulator. In the following subsections a more formal approach to the properties 
excitons is presented and their main features are discussed with emphasis given on 
excitons in quantum wells.
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E x c i t o n  W a v e f u n c t i o n

Since Wannier-Mott excitons extend over many lattice constants, they can be de­
scribed without any reference to the microscopic structure of their constituents. It is 
sufficient to trea t the electron and hole as particles propagating in free space, with the 
effects of the lattice incorporated into their effective masses. For simplicity the effec­
tive masses will be assumed to be isotropic. Thus the effective Hamiltonian describing 
the excited states in a semiconductor is

H  =  _  e2 5 (L1) 
2 m e 2 m h £b|re - r fc| ’

where the first two terms represent the kinetic energy of electrons and holes respec­
tively, m e{rrih) is the electron (hole) effective mass, r e and the spatial coordinates 
and £b the dielectric constant of the hosting material. The third term is the mutual 
Coulomb attraction between the oppositely charged electron and hole, screened by 
the electrons in the valence band and the ions in the lattice.

The eigenstates of Hamiltonian (1.1) comprise a series of bound states, the excitonic 
states, and a continuum of free electron-hole pairs. Making a coordinate transforma­
tion to the centre of mass R  =  (mere-t-ra^r/J/A/x and relative coordinates r  =  r e — r^, 
Eq. (1.1) may be rewritten as

=  ri
2Mx ehr ’

where M x — m e +  is the total mass and p =  m em h/M x is the reduced mass. In
this coordinate system the envelope wavefunction is written as the product

tf (R ,r )  =  * (R )0 „ ( r ) .  (1.3)

Here. $ (R ) describes the free motion of the centre of mass of the exciton and d>n(r) 
is a hvdrogen-like wave function with effective Rydberg energy

(L4)

where the excitonic Bohr radius is given by
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Thus an exciton related to a pair of parabolic bands has the following energy disper­
sion relation: „ „

h2k2 Rii*
£ " =  £* +  2 " = 1 ' 2' 3>-  t 1'6)

where n is the principal quantum number. Note tha t here we neglect the electron-hole 
exchange interaction which leads to extra shifts and splittings of the exciton states. 
For typical values of GaAs with relative permittivity ~  10 and ratio of the reduced 
mass to bare electron mass /i/m o ~  0.05, the exciton Bohr radius is do ~  100A and 
the corresponding binding energy for the state with n = 1 is E h ~  lOmeV, thus the 
exciton is indeed a loosely bound and extended object.

In the framework of second quantisation formalism the Bloch states

<£k,n(r) =  ~^=elk ruk,n(r ) , (1.7)

can be used as a basis to determine the actual electronic state of an exciton. These
states are labelled by a wavevector in the first Brillouin zone, k and a band index
n. The first excited state of a crystal containing one exciton of wavevector K  is a 
superposition of free electron-hole pairs

;K,7l) =  F?KinjO) =  ^ ( ^ ) Q̂ K+k^LK-klQ) 5 (1-8)

where a = m e/M x, $  =  rrih/Mx, a* and denote the creation operator for an electron 
in the conduction band and a hole in the valence band, respectively and <£n(k) is the 
internal exciton wavefunction in momentum space. Equation (1.8) defines the exciton 
creation operator B ^  n through the creation operators of electrons and holes. The 
corresponding commutation relations for the exciton operators read

;5 k V i % J  =  0, (1.9)

< n l = 0 ,  (1.10)

S k ',. ',  ^K „] =  <>K,K'<Sn.n' ~ y  ^  $>'(U 'f’n(k)(1 “  i>lK-k^oK-k “  “JK+k(13K+k) •

(1.11)

The fact that excitons are bound states of two fermions and therefore should behave 
as bosons in the limit of low densities is readily reflected on the commutation relation 
(1.11). In this dilute limit the possibility of Bose-Einstein condensation (BEC) is a 
subject of ongoing research.
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E x c i t o n  O s c il l a t o r  S t r e n g t h

It is customary to describe the probability of a dipole transition from an initial state jz) 
with energy to a final state {/) with energy E f, in terms of the oscillator strength. 
In time-dependent perturbation theory, the oscillator strength f i  is a dimensionless 
quantity defined as

=  (L12)

where hu; =  E f  — E iy p  ̂ are the momentum operators of the electrons, e is the 
polarisation vector related to the plane wave of frequency uj inducing the transition 
and Too is the free electron mass. Hence, the oscillator strength of the transition from 
the crystal ground state to the exciton state, is defined as [10]

TTIqE jJ •4W  < - E Pl ^  ’ (113)

where hu = E exc — E q is the transition energy. For Wannier-Mott excitons and if the 
real-space envelope function is expressed in terms of the relative and centre-of-mass 
coordinates the oscillator strength reads

h  =
2 c • p 2cv;

mohuj
\J $ (R ,r  =  0)dR (1 .14)

where pcv is the interband momentum matrix element. Thus the exciton oscillator 
strength depends on the envelope function evaluated at zero electron-hole separation. 
In the case of free excitons in bulk semiconductors, the exciton wavevector K  is 
conserved, and the envelope wavefunction takes the form \[/(r, R ) =  etK'R<2>(r) yielding 
for the oscillator strength the result

- ' /2 ' ’ V . : . , U > r . W  (1.15)mohuj

where g is a spin-orbit factor taking into account the spin (singlet) component of 
the exciton state. As the exciton centre-of-mass wavefunction extends over the whole 
crystal the dimensionless exciton oscillator strength is proportional to the crystal 
volume V  and therefore the meaningful quantity is the oscillator strength per unit 
volume, f i /V .

If the polariton effect is neglected, the oscillator strength per unit volume is related
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to the absorption coefficient c*(u;) integrated over the absorption peak through:

/  <x(u)dw =  • (1.16)
J nrriQC V

In quantum wells the relaxation of momentum conservation along the growth direction 
influences considerably the exciton oscillator strength as it is discussed in the following 
Section.

1 .3  Q u a n t u m  W ell  E x c i t o n s

The quantum confinement of a particle in one direction results in quantisation of 
its momentum and energy along this direction while its motion in the other two 
dimensions remains unaffected. This effect becomes prominent when confinement 
becomes comparable with the de Broglie wavelength of the particle. A typical case 
where this kind of confinement takes place is a quantum well. When a thin layer 
of semiconductor is embedded in thick layers of a different semiconducting material 
with larger band-gap, a discontinuity between band edges appears and the particle’s 
wavefunction is restricted within the quantum well with small probability to tunnel 
through the barrier. Due to reduced dimensionality a splitting of the valence band 
states occurs and one has to distinguish between light and heavy-hole excitons [11].

In a quantum  well the confinement potential leads to quantisation of the electron and 
hole motion along the growth direction (which usually is taken to coincide with the 
2 -direction) and the resulting energy levels, called subbands, have a two-dimensional 
dispersion ^ ( k  ]) as a function of the in-plane wavevector k||. This situation can be 
described by the Hamiltonian

h2V 2 h2\72 e2
H = + Ue(2e) + Uh(2h) -   --------- : . (1.17)

2me 2mh sb;re -  rhj

where Ve(ze), Vh(zh) are the square-well confining potentials for electrons and holes, 
respectively, and Eg is the band-gap of the well material.

A direct consequence of exciton confinement is an increase in its binding energy 
compared to the bulk value. This is due to the removal of one degree of freedom in 
the kinetic energy which tends to separate the electron and hole while the potential
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energy -  responsible for the bound state -  remains unchanged. As a result, the 
excitonic states inside a quantum well are more stable than in bulk materials and

Thus the binding energy of the ground state exciton in a quantum well is ARy* and 
its effective Bohr radius is a^/2, i.e., the exciton is more tightly bound. The binding 
energy increases monotonically with decreasing well width from the bulk value Ry* 
to the 2D value 4Ry* [12, 13]. However, this is true only for the case of an ideal QW,

probability to tunnel into the barrier material and, as a consequence, the binding 
energy reaches a maximum and then decreases towards the bulk value when the well 
width goes to zero [14].

The breaking of translational symmetry along the growth direction of a QW, results in 
relaxation of momentum conservation in this direction and only the in-plane wavevec­
tor fcj| is still conserved. Accordingly, the real-space envelope function describing the 
exciton wavefunction is factorised as ^(re,r h) =  elfcirRn ^ (r , ze, zh), where r and R||) 
are the in-plane relative and centre-of-mass coordinates, respectively. Therefore, in 
this case the oscillator strength of QW excitons per unit area S  is given by

there is an enhancement in the optical effects. In the ideal two-dimensional limit of 
vanishing well width and infinite barrier height the exciton dispersion is given by

(1.18)

as in a realistic (finite) band offset the carriers' wavefunctions have always a finite

(1.19)
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(a) No applied electric field. (b) Electric field applied perpendic­
ular to the QW plane.

Figure 1.2: Energy band diagrams of a coupled quantum well structure. The indirect 
exciton transition is shown by the green solid line in (b) where the electron and hole 
are located in adjacent wells. The direct transition is depicted by the green dashed 
line.

I n d i r e c t  E x c it o n s

When a strong electric field is applied in a bulk semiconductor the optical absorption 
near the band edge is hugely modified, a phenomenon known as the Franz-Keldysh 
effect. This effect is even more pronounced in the case of electrons and holes confined 
in a QW. An electric field in excess of 105 kV/cm can be applied in the growth 
direction of a QW either by embedding it in the active region of a p-i-n or n-i-n 
junction or directly via a Schottky barrier. The consequent modifications of the 
optical properties can be traced back to the change of the spatial confinement of the 
electron and hole wavefunctions. In particular, there is a shift in the absorption edge 
also known as the quantum confined Stark effect.

In the case of double quantum wells separated by a thin barrier the degenerate single 
QW well states give rise to superpositions of symmetric or antisymmetric states. The 
transitions between these levels in the flat-band condition are essentially determined 
by parity symmetry since in the absence of an electric field the coupled states posses 
definite parity under reflection in the ^-direction. However, when a perpendicular 
electric field is applied, the carrier wavefunctions are distorted and, as a result, the 
selection rules are relaxed and all transitions become dipole allowed. In particular, the 
symmetry allowed transitions in the flat-band condition become inter-well transitions
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under an applied electric field, whereas the symmetry-forbidden transitions become 
intra-well transitions [15]. The former give rise to the spatially indirect excitons where 
the electron and hole comprising the exciton belong in adjacent wells and the latter 
are responsible for the creation of direct excitons (with the electron and hole belonging 
to the same QW). For sufficiently high voltage, the indirect exciton is energetically 
the most favourable state [16] and oppositely charged carriers tend to tunnel through 
the barrier and collect to different wells where the potential is lower (see Fig. 1.2).

Indirect excitons can have lifetimes of up to three orders of magnitude larger than 
direct excitons [15, 17, 18] due to the reduction in spatial overlap between the electron 
and hole wavefunctions. In QWs composed of GaAs, depending on the voltage applied 
and widths of the wells and barrier, their lifetimes can range from less than 1 ns to a 
few fjs. The energy of the indirect exciton changes with the applied voltage, Vg, as 
the energy difference between the electron and hole changes. Above a critical value 
of the voltage, the indirect exciton energy line in experiments shifts almost linearly 
toward lower energies as the applied voltage increases [19].

Indirect excitons have an intrinsic dipole moment as they are dipoles oriented per­
pendicular to the QW plane. The dipole-dipole repulsion between them, stabilises 
the exciton gas against the formation of electron-hole droplets. The shift in exciton 
energy with increasing density, observed in experiments, offers a good estimate for 
the exciton concentration by means of the plate capacitor formula for the interaction 
between dipoles ri2D = £b$E/(4:T[e2d), with d being the separation between electron 
and hole layers. A more formal approach is presented in Chapter 4 where the spa­
tial coherence of excitons is discussed. It is shown there tha t the first-order spatial 
coherence is limited due to the dipole-dipole repulsion.

1 .4  P h a s e  T r a n s it io n s  o f  E x c i t o n s

The appearance of coherence in an exciton system can be either spontaneous or driven 
by a coherent pump source. In the former case the system reaches a quasi-equilibrium 
with a well-defined tem perature and chemical potential while in the latter the coher­
ence of the laser photons is preserved in the excited electronic states by means of the 
electron-hole pairing. When excitons can reach a quasi-equilibrium within their life­
time the possibility of Bose-Einstein condensation arises where a macroscopic number 
of excitons occupy the same quantum state. This means th a t the electronic state of
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the crystal will have a definite polarisation and phase [20] and its luminescence will 
be coherent. If we trea t excitons as ideal bosons it follows from elementary statistical 
mechanics [21] tha t the distribution number of particles is

Nk = e/3(Ek- M3D) _  1 ’ (L20)

where /r3o is the chemical potential measured from the bottom  of the exciton band, 
3 =  l /k f tT  and E k =  h2k2/2M X denotes the single particles energies. The condition 
which defines the chemical potential in therm al equilibrium is tha t the total number 
of particles in the system be equal to the sum of the occupation numbers of the 
single-particle states, namely

N = g Y JNk, ( 1.21)
k

where g accounts for spin multiplicity. If the spacing between the particle states is 
assumed to be small one can replace the sum in Eq. (1.21) by an integral as long as
the density of states is taken into account

N /g  — r  P( E ) N E dE.  (1.22)

For an ideal non-interacting 3D system the density of states has the form p{E) cx E 1̂ 2 
and the integral in Eq. (1.22) approaches a finite value as tends to zero. This 
implies for the chemical potential an upper bound of zero for the distribution function 
to remain well-defined at all energies. Consequently, a critical concentration exists 
above which no more particles can be added to the excited states and any additional 
particles must then condense into the state with E  =  0.

The critical tem perature for exciton BEC at fixed density is given by [22]

fi2 (  R 3 d \2/3Tc =  3.31—— — I I , (1.23)
Mxk& \  9 J

where n 3o =  N /V  is the concentration of bulk excitons. For typical exciton con­
centration of n 3D ~  1017cm -3 and mass Mx of the order of the electron mass (e.g. 
excitons in CU2 O) one finds Tc ~  IK. Deviations of the distribution function of ex­
citons from a Maxwell-Boltzmann form will only occur at a density where their de
Broglie wavelength At =  \Z2nh2/ ( M xk s T ) becomes comparable with the interpar­
ticle spacing. As indicated by Eqs. (1.9) (1.11) if the excitonic density reaches too 
high a value the constituent Fermi nature becomes manifest and a phase-space filling
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occurs. The resulting phase transition is an electron-hole liquid (EHL). If there exist 
attractive interactions between excitons, binding to excitonic molecules (biexcitons) 
may occur and these coexist with the exciton gas [23]. However, this is not the case 
for indirect excitons in coupled quantum wells as the overall repulsive interaction 
prevents the formation of such complexes and stabilises the exciton state. Even in 
the absence of attractive interactions a phase transition from the insulating exciton 
gas to a conducting electron-hole plasma (EHP) can take place when the high den­
sity of free carriers screens the Coulomb attraction and the bound states dissociate 
(ionisation catastrophe). The reverse transition from an EHP to an insulating phase 
is called M ott transition and occurs when the screening length in the plasma becomes 
larger than the excitonic Bohr radius. In this thesis the concentration of excitons 
is always considered to be low enough so tha t we can consider them as structureless 
bosons neglecting their underlying Fermi nature. Therefore, the only phase transition 
tha t may occur is that of BEC and its features are addressed in detail in the next 
subsection.

BEC OF EXCITONS

Although the phenomenon of BEC was proposed in the early twenties [24, 25] its ob­
servation for weakly-interacting bosons was made feasible only in recent years in alkali 
atoms [26, 27]. For this to be possible an advanced evaporative cooling technique had 
to be developed in magnetic traps, where high energy particles are removed leaving 
only well thermalised atoms inside the trap [27, 28]. By means of this technique 
extremely low temperatures of pK  or even nK became accessible, and the creation of 
Bose-Einstein condensates is nowdays routinely achieved in various atomic systems 
[29 33].

The possibility of BEC in a solid state system has been predicted theoretically in the 
early sixties L34. 35] and excitons appeared to be the most suitable candidates for 
the appearance of spontaneous coherence, due to their extremely small translational 
mass which would allow a high temperature BEC. This assumption was thoroughly 
investigated in the seminal work of Keldysh and Kozlov [36] where they have shown 
tha t in the low density limit the exciton gas indeed exhibits bosonic behaviour and 
thus should undergo a phase transition into a condensate. This prediction generated 
a substantial amount of experimental efforts in order to observe BEC in excitonic 
systems.
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Initially the research was focused on bulk semiconductors and mainly excitons in 
cuprous oxide (CU2O) were considered [37-49]. The reason tha t this system appeared 
particularly appealing was a very low radiative recombination rate of excitons due 
to its optically-inactive ground state. However, a high rate of non-radiative Auger 
processes at high excitation levels prevented the creation of dense and thermalised 
exciton gases as they reduce the exciton density and heat the system [44, 50, 51].

Another promising system for exciton BEC is tha t of indirect excitons in coupled 
quantum wells. Their long lifetime and high cooling rates renders them unique can­
didates for establishment of thermal equilibrium before recombination occurs. More­
over, the dipole-dipole repulsion prevents the formation of electron-hole droplets. The 
quasi-two-dimensional nature of indirect excitons may appear as an obstacle towards 
this goal. Indeed for a 2D system the density of states is constant and the integral 
in Eq. (1.22) is infinite as the chemical potential approaches zero. Thus there is no 
finite tem perature below which the ground state mode can accommodate a macro- 
scopically large number of particles. This situation holds for systems which contain 
infinite number of particles N  and have infinite size S  but with a finite value for the 
ratio Ar/S , i.e., in the thermodynamic limit. However, all systems have a finite size 
and contain a large — but not infinite — number of particles. As a result BEC is 
possible in finite 2D systems as long as a large fraction of particles occupy the state 
with E  — 0 [52]. For this to be possible the separation between exciton energy levels 
should be small and the need for confinement in a trapping potential arises.

Bagnato et al. [53], have shown that 2D systems display BEC in a potential trap of 
the form U(x) ~  x K for any finite value of k < 2. BEC in low-dimensional systems 
with a finite number of particles has also been considered [54], and the corrections 
due to the finite particle number were proven to be small. The kinetics of indirect 
excitons in a trapping potential is studied in Chapter 3 and the time needed for the 
creation of degenerate exciton gas in the centre of the trap is found to be shorter than 
their lifetime.

Let us note here tha t another possibility for the appearance of a superfluid phase in 
2D systems is tha t of Berezinskii-Kosterlitz-Thouless (BKT) transition [55, 56] where 
the correlations between particles at long distances exhibit a power-law decay. In all 
cases considered throughout this thesis either the temperature for a fixed density is 
too high or the density at a given tem perature is too low for such a transition to take 
place.
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In the case of a two-dimensional gas of non-interacting bosons the chemical potential 
is given by [21]

/-*2D =  kBT  ln (l -  e ~To/T) . (1-24)

with the transition boundary from classical to quantum statistics defined by the 
degeneracy tem perature Tq

2tt h2 . .
To — ----- 7l2D • (1-25)

9 fcBMx
In this case the equilibrium Bose-Einstein distribution can be rewritten as

1 _  e ~To/T

N E k  =  e E k/ k BT  +  e ~T0/ T  _  I  ’ U -26)

and therefore the occupation number of the ground state is

N e=0 =  eTo/r — 1. (1.27)

Equation (1.27) provides a convenient expression for determining the occupancy of 
excitons in the ground state mode in terms of the quantum  degeneracy tem perature 
which is density-dependent and therefore can be externally adjusted by the intensity 
of the laser excitation.

1 .5  E x c i t o n  C r e a t io n

Excitons can form either by absorption of energy below the bandgap Eg or by creation 
of free electron-hole pairs which then relax by phonon emission and give rise to bound 
excitonic states. The former case is referred to as resonant creation whereas the 
latter as non-resonant creation. In this thesis only excitons created non-resonantly 
are treated as in all cases the laser excitation generates a significant amount of free 
e-h pairs with energies well above the bandgap. This is not the case in resonant 
exciton creation [57] where after the generation of direct excitons the carriers tunnel 
through the barrier to the energetically more favourable states of indirect excitons.

When excitons are created non-resonantly their excess energy E\ exceeds the energy 
splitting between the direct and indirect excitons, which is about 20meV. The for­
mation of an exciton from a free electron and a free hole at high temperatures takes 
place on a few ps time scale by longitudinal optical (LO) phonon emission while at 
temperatures below E j k B ~  200 K, longitudinal acoustic (LA) phonon emission is
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the most im portant relaxation mechanism [58]. In the literature there is a wide spread 
of the exciton formation time mainly due to the sensitivity in particular experimental 
conditions. In GaAs/AlGaAs QWs structures the formation time varies from a few 
tens of ps at high carrier concentrations [59-62] to several hundreds of ps when the 
carrier concentration is low [58, 63-66]. The influence of temperature was also found 
to be im portant on the exciton formation time, as at low temperatures excitons tend 
to form faster [67].

The scattering of excitons by LA-phonons is described in the following Section as the 
main mechanism towards the exciton thermalisation.

1 .6  T h e r m a l is a t io n  o f  In d i r e c t  E x c i t o n s

The creation of high energy electron-hole pairs through absorption of excess energy, 
typically via optical excitation, is followed by fast carrier relaxation, exciton formation 
and eventually recombination giving rise to the observed photoluminescence. Excitons 
are formed rapidly 10 ps after the generation of free carriers and thermalise through 
exciton-exciton, exciton-phonon and exciton-free carrier scattering in the order of 100 
ps. At low temperatures the exciton LA-phonon scattering dominates the cooling 
process giving a characteristic sub-nanosecond relaxation time. However, since the 
LO-phonons have a fixed energy (foxTo =  36meV in GaAs) they only participate in 
the cooling of high energy excitons.

Excitons with energy below A/xt | / 2  (where A/x is the exciton mass and v$ is the 
sound velocity in the crystal) cannot emit a phonon to relax down in energy while 
conserving both energy and momentum. The physical reason for this, is that below 
this value the loss of energy of the exciton reducing its momentum by an infinitesimal 
amount, does not suffice to  create a phonon with positive momentum. In other words, 
when h2K 2/2 M X < A/xu |/2  the group velocity of excitons is less than that of phonons. 
For the same reason excitons with energy close to zero can only absorb phonons with 
energy greater than or equal to 2Mxv\.

For a two-dimensional system of bosons above the condensation temperature, ther­
mal equilibrium is reached within a few scattering times els thermodynamic critical 
slowing down occurs, i.e., the relaxation time becomes longer as the temperature is 
lowered. This indicates tha t a Boltzmann kinetic equation can be used to describe the
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relaxation of two-dimensional excitons interacting with a three-dimensional acoustic 
phonon bath: since all microscopic degrees of freedom are involved at any given time, 
an arbitrary distribution evolves to a quasi-equilibrium state within a timescale given 
by the scattering time. The state with energy E  — 0 couples to a continuum of states 
with E  > E q  =  2M x v \  rather than to E q  only.

The phonon-assisted thermalisation kinetics of QW excitons is described in terms of 
relaxational thermodynamics [68, 69] and is used to study how Bose-Einstein statis­
tics affect the thermalisation and photoluminescence of quasi-2D excitons. This ap­
proach assumes a hierarchy of interactions: exciton exciton scattering has to be much 
stronger than the scattering of excitons with LA-phonons. The concentration of ex­
citons, ri2D, should exceed some critical value for the system to be able to establish 
a quasi-equilibrium temperature, T, and the therm alisation of the excitons occurs 
through a series of quasi-equilibrium thermodynamic states. For GaAs QWs, this 
critical concentration is ~  1-3 x 109cm -2 [68].

In this Section the thermalisation of excitons in a QW at low densities interacting 
only via LA-phonon emission or absorption is analysed by means of a Boltzmann- 
Uhlenbeck or Quantum Boltzmann Equation (QBE). Under the assumption of in­
plane momentum conservation the QBE reads

phonon bulk mode q =  {q-\,qz},  respectively, and q\ is the in-plane projection of 
q.  The phonon energy is given by E ph — hqv$. The term s in the first and second 
square brackets on the right-hand-side of Eq. (1.28) describe Stokes and anti-Stokes 
scattering processes, respectively, from mode fc|. The m atrix element is given by [70]

9

x 6{Ek -  E k -.q -  hqvs) +  N k] 7iJh(l -f \ k )

-  (1 +  N k,)( 1 +  nfi.Y * : S(Ek -  Ek | . (1.28)

where N k; and nPh are the occupation numbers of exciton in-plane mode k\\ and

(1.29)

where D  is the deformation potential, v$ is the phonon velocity in the crystal, p is 
the crystal density, V  is the volume and L z is the thickness of a quantum well. For
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an infinitely deep, square quantum well, the form factor is [71]

Fz{x) =
sin x  e 

x  1 -
(1.30)

and describes the relaxation of momentum conservation in the z-direction. It is 
assumed tha t the quantum well width, Lz, is so small tha t only the ground state of 
the well needs to be considered, and therefore Eq. (1.30) refers to the ground state 
only.

Using Eq. (1.28) we can derive an equation which provides a unified description of 
the thermalisation process and will be used in calculations of the exciton effective 
temperature throughout this thesis. Allowing only excitons in the ground state with 
zero in-plane wavevector, k\ — 0, the QBE takes the form

d_
dt

N,
2 7!

k ,=0 i^(9)i2 K = 0 < ( 1  +  N m) -  (1 +  JV*|1= o)(l +  n f ) N ,

x 5{hqvs -  E k]}+qi{) 

2?r hq p 2
h 2pvsV

F„

N h=0n ^ (  1 +  N q>) -  (1 + N h = 0)(1 +  < ) % , ]  ~  £*,,+„).

(1.31)

A transformation to the energy basis is straightforward ,72, 73] and yields 

d _  27r
a t*'*-0 ~

J  d - F* (“ ' / £(£ -  1)) X - t1 + n.) -  N ,k=0(n, -  AT,)],

(1.32)
where n£ = tie =  N £ =  N e — N qf and N £k=0 =  N £k=o =  ATfc =0 in terms of the 
dimensionless energies of a phonon 5 = E / E q  and an exciton =  E ^ / E q .  Here, the 
distribution of the phonons is given by the Planck formula:

1

The scattering time rsc is defined as

g£Eo/kaTb — ^ (1.33)

7T ‘h*p
D 2M*vs

(1.34)

and typical values for GaAs QWs as described in Section 1.11 are: rsc =  215 ns (for
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D  =  6.5eV), rsc =  98ns (for D  =  9.6eV) and t sc 
dimensionless constant a is given by

LzM xvs

and a =  0.055 if Mx =  0.215rao and Lz =  8nm.

=  38 ns (for D  =  15.5 eV). The

(1.35)

When £k =  0, the occupation number is given by N £k=0 =  eT°^T — 1 (Eq. 1.27) and 
direct differentiation with respect to time yields

- T = - — e~To/T— N  
dt T0 dt £fc- ° ’

(1.36)

or by substitution of Eq. (1.32)

X
esEo/kBTb _  eeEo/kBT

£>sEo/kBT  _|_ g— Tq/ T  — 1 / \ q- Eq/ kBTb — /
1

(1.37)

This equation describes how the initially hot excitons, thermalise via phonon 
emission from their initial temperature Tx =  T(t  =  0) to the temperature of the 
lattice, Th. Let us note tha t although our treatm ent was restricted to the case of 
thermalisation of a bosonic gas of particles, similar treatm ent yields a corresponding 
expression for the cooling process of fermions. However, the different statistics influ­
ences dramatically the effective tem perature as the Pauli blocking does not allow the 
fermionic gas to reach the lattice tem perature as fast as in the case of bosons. This 
will be discussed in detail in Chapter 2.

1 .7  E x c i t o n  P h o t o l u m i n e s c e n c e

Excitons in quantum  wells can only emit light from the low-energy states lying inside 
the photon cone due to breaking of the translational invariance of the QW and the 
corresponding relaxation of momentum conservation along the growth direction [74- 
77]. Figure 1.3 depicts the exciton and photon dispersion relations where it is shown 
tha t the radiative zone of quantum well excitons is defined as k\\ < k1 =  {y/s^/c)uox 
i.e., refers to excitons with centre-of-mass in-plane wavevector less than the crossover
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of the photon and exciton dispersions. Here, hu>o is the photon energy, £b the back­
ground dielectric constant and c is the speed of light. The total radiative decay of a 
gas of quasi-equilibrium BE distributed QW excitons is [68]

1 (1 +  z2)dz
Jo

where A  is given by

r °pt Tipt 2 kBT0 Ja A e - W * T  _ !  • t1-38)

A = e ^ /fc“T/ ( l  -  e~To,T) , (1.39)

and E y =  h2k2/2M x. For GaAs QWs with Mx =  0.215 ra0, Ey ~  141 /zeV.

Ey
Et

Figure 1.3: A plot of the photon and exciton dispersion relations, represented by the 
red and blue lines, respectively. The bold part of the exciton dispersion line shows the 
radiative zone of QW excitons. The crossover between photon and exciton dispersions 
occurs at fc7 which corresponds to an energy Ey very close to Et the exciton energy 
at k =  0. Hence, only the low-energy excitonic states contribute to  the emitted PL 
signal.

The radiative rate T0 =  Pr{k\\ = 0) =  /l(&u =  0) ôr t îe ground state mode k\\ =  0 
determines the intrinsic radiative lifetime rR of QW excitons, which is t r  =  1/Jo- 
The subscripts L and T  correspond to transverse (T-polarised) and longitudinal (L- 
polarised) dipole-active QW excitons, respectively. The optical decay time of highly- 
degenerate QW excitons is given by ropt(T —*■ 0) =  2rR [68], since half of the excitons 
are dipole-inactive. A more detailed analysis of excitons’ radiative lifetime is given 
in Section 4.4.1 where the issue of optical coherence is studied.

photon
exciton
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At low temperatures where T[, «C E ^/k^ ,  ropt saturates and approaches 2t r  [3, 78, 79]. 
The radiative recombination of QW excitons affects the effective temperature of the 
system and therefore it is taken into account when thermalisation is discussed. For 
all practical purposes throughout this thesis we use 15 <  t r  < 60 ns, in accordance 
with the applied voltage 1.2 < Vg < 1.6 V.

The intensity of the light emitted when excitons decay, i.e., the photoluminescence 
intensity, can be calculated using Fermi’s Golden Rule as,

where ko is the photon wavevector for a transition from an initial electronic state j z )  

to  a final state I/), p(kj|, fc0) is the photon density of states and is the number 
of excitons with momentum kj|. The PL signal arises from the radiative decay of 
excitons and is connected with their radiative lifetime via [68]

Equation (1.41) allows one to compute the exciton PL intensity given their concen­
tration. optical lifetime and temperature, and it is used in all numerical calculations. 
Let us note here tha t the thermalisation process and radiative decay, work in oppo­
site directions with respect to quantum-statistical effects. Cooling of QW excitons 
is accompanied by an increase in the population of low-energy states while in the 
meantime ropt decreases and the optical decay accelerates, resulting in a decrease of

In this thesis the expansion of the exciton gas in the QW plane is always assumed 
to be diffusive, due to high gradients in the concentration at the position of the 
laser excitation, and also affected by the local potential fluctuations which are either 
intrinsic or created by the dipole-dipole interactions between excitons. Starting from 
the semiclassical Boltzmann equation we shall thus eventually arrive at a macroscopic 
classical drift-diffusion equation. A generalisation of the drift-diffusion equation in 
the case of a quantum gas is straightforward as described in Appendix A. This relies 
on the idea tha t the quantum statistical effects can be incorporated in the relationship

(1.40)

(1.41)

T0.

1 .8  E x c i t o n  T r a n s p o r t
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between the mobility and the diffusion coefficient.

T h e  S e m ic l a s s ic a l  B o l t z m a n n  E q u a t io n

At a semiclassical level the kinetics of a system of particles under the influence of 
an external field E  is governed by the Boltzmann transport equation for the particle 
distribution function / (r ,  k,£)

where vg =  h~l V is the group velocity. The collision integral {d f  /d t )co\\ includes 
in principle all scattering processes such as phonon, impurity, particle-particle scat­
tering. generation and recombination processes. The Boltzmann equation relies on 
the assumptions that: (i) the distribution function varies little over the de Broglie 
wavelength, (ii) the carrier density is sufficiently low tha t only binary collisions oc­
cur. (iii) the time between successive collisions is much longer than the duration of 
a collision and (iv) the density gradients over the range of the interparticle potential 
are small.

H y d r o d y n a m ic  b a l a n c e  e q u a t io n s

At the hydrodynamic level of description the detailed kinetics in momentum space is 
averaged-over and only slow macroscopic quantities such as the carrier density

(1 .42)

(1 .43)

the mean momentum per particle

p( r, t) = (ftk) (1.44)

and the mean energy per particle

«n(r,t) =  (e(k)) , (1 .45)
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are considered as dynamic variables. Here, the brackets denote the semiclassical 
ensemble average

{A) =  n~l J  A (k ) f ( r ,  k, t)dk  . (1-46)

The resulting hydrodynamic balance equations have the form of continuity equations 
for the particle, mean momentum and energy density and can be obtained by mul­
tiplying the Boltzmann equation (1.42) by appropriate powers of k  and integrating 
over the first Brillouin zone. If one neglects spatial variations in energy, one obtains 
the following closed set of hydrodynamic equations

dn „  / .
—  +  V (nv) =  <p(n, un) , (1.47)

t ?  +  ( W ) p  -  E  =  , (1.48)
Cft Tm

n i ( Y7\ tP . .n\—  +  (vV)w„ -  vE  = --------------, (1.49)
Cft Te

where re and rm are the energy and momentum relaxation time, respectively, Uq =  
(3 /2)fceT and v is the mean group velocity.

C l a s s ic a l  D r i f t - D if f u s i o n  t h e o r y

If momentum and energy relaxation occur faster than all other processes, p and un 
can be eliminated adiabatically and the particle densities remain as the only dynamic 
variables on this slow time scale. Transport may then be described within classical 
drift-diffusion theory. In this case the above set of hydrodynamic equations reduces 
to the usual drift-diffusion equation for the current density

j =  ri(ix E  +  .DXV n . (1.50)

Equation (1.50) if combined with the continuity equation

-7̂ - +  V j =  0, _ (1.51)

yields a drift-diffusion equation for the particle transport along the QW plane
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where U denotes the to tal potential created by the external field and the variations 
in the QW width. This equation in its quantum generalised form is used throughout 
this thesis to model both free and bound carrier transport as described in detail in the 
next two Chapters. Apart from the assumptions for the use of Boltzmann equation, 
which all hold in the case of indirect excitons in QWs, there exist many references 
in the literature which justify the diffusive character of exciton transport. These are 
briefly discussed in the following subsection.

D i f f u s i o n  o f  E x c it o n s  in  Q u a n t u m  W e l l s

The diffusivity of electrons in QWs has been studied extensively the last two decades 
[80-84], and in recent years, so has the diffusivity of QW excitons [85-93]. Most of 
the experiments have dealt with the determination of the diffusion coefficient which 
would allow for accurate knowledge of the excitons’ transport properties. However, 
the variety of results reported implies that exciton diffusion in QWs depends strongly 
on the experimental conditions and in particular on the tem perature, the excitation 
power and the quality of the studied samples. At tem peratures 2.5 < T < 15K a 
diffusion coefficient as low as Dx ~  4 cm2/s  has been reported [85], while time-resolved 
imaging in multiple quantum wells (MQWs) has revealed a variation in effective 
diffusivity from ~  50 to 300cm2/s  initially to less than 100cm2/s  after 4 ns [86] and 
was attributed to the high carrier tem perature generated by large excess energies. In 
different studies in GaAs/AlGaAs MQWs the diffusion coefficient was found to be in 
the range of lc m 2/s  <  D x <  15cm2/s  for a concentration of n 2D ~  1010cm~2 and 
lattice temperature, 7b =  5K  [94]. Recently, measurements of the diffusion coefficient 
of indirect excitons in CQW structures were performed, by using time-resolved optical 
imaging [92] and it was shown that the excitons experienced a strong '‘pressure” due 
to dipole-dipole repulsive interaction, which caused a drift motion. The distribution 
of the excitons at different times after the excitation pulse, allowed for determining 
the variance of the distribution at each stage. In order to observe only the motion 
in the diffusive regime, the variance at long time delays was used, to measure the 
diffusion coefficient. For well widths of 8nm  and an applied electric field of 7V //m i 
the diffusion constant was found to be Dx ~  0.25cm2/s. A different model including 
drift and diffusion effects has been proposed by Ivanov to explain the transport of 
dipole-oriented QW excitons in CQWs [95].
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1 .9  Q u a n t u m  W ell  D i s o r d e r

In quantum wells there is an intrinsic built-in potential due to variations in the 
barrier thickness and alloy fluctuations. This interface roughness also referred to as 
Q W  disorder influences both the optical and transport properties of excitons. The 
effects of disorder in QWs has been studied both experimentally and theoretically 
[81, 82, 91, 96 102].

The observation of a PL peak on the low-energy side of the heavy hole free exciton 
in InGaAs/GaAs QWs at low temperatures, was attribu ted  to an exciton bound to 
potential fluctuations due to QW disorder [96, 97]. Interface roughness was reported 
to be the dominant scattering mechanism for electrons [81] as well as for excitons [98] 
in thin QWs with well thickness Lz < 6nm, where electron mobilities ex L6.

In time-of-flight studies a diffusion coefficient of D x ~  15cm2/s  was obtained for 
direct excitons in an 8 nm-thick QW, with T  =  64 K and optical lifetime Topt ~  2.35 ns 
[99]. Low-temperature mobilities were found to be mainly determined by interface 
roughness scattering. This was also confirmed in Ref. [100], where it was shown that in 
a typical QW sample in which the excitonic diffusion is limited by interface roughness, 
the diffusivity increases exponentially with increasing QW width.

Recently it was proven that at relatively high concentrations, indirect excitons in 
CQWs can effectively screen the disorder potential, due to  their dipole-dipole repul­
sive interaction [95]. Excitons tend to fill the local minima of the intrinsic potential 
and avoid its maxima, flattening in this way the potential relief of the QW. This 
screening of long-range correlated disorder results in an increase of the diffusion co­
efficient.

1 .1 0  E x p e r i m e n t s

As there is at present huge scientific interest in the properties of indirect excitons 
in coupled quantum wells, many experiments are conducted by different research 
groups. For the purposes of this thesis whenever our theoretical results are compared 
with experimental data the structure described in detail in Ref. [103] is used. In this 
Section the main features of this structure are discussed and the numerical values of 
the parameters used in the simulations are given.
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E x p e r im e n t a l  d e t a il s

In most of the experiments simulated in this thesis, electron-hole pairs are created 
in quantum wells under applied electric field by illumination of a tightly focused 
laser and subsequently form indirect excitons in timescales of ps. The lattice is kept 
at helium temperatures (~  1 K) whereas the photogenerated free or bound carriers 
are initially hot (~  200 K). After their creation excitons and free electron-hole pairs 
move in the quantum well plane due to drift and diffusion forces produced by particle 
interaction and gradients in the concentration, respectively, while at the same time 
cool down via LA-phonon emission. The thermalised excitons eventually recombine 
and emit light which is collected by a CCD camera.

The experiments being conducted are either time-resolved which study the evolution 
of the exciton gas after the source is switched off or spatially-resolved where the trans­
port of excitons away from the excitation spot is studied under continuous excitation. 
In the case of excitons confined by an external field the evolution of the system both 
in time and space is of interest, a situation which is described in detail in Chapter 
3. Regardless the design of each particular experiment the main quantities measured 
are the intensity and energy of the PL signal. In the experiments discussed in this 
thesis the PL signal is collected only from a small angle a  from the 2 -axis to ensure 
that only low-energy excitons are detected. However, as we shall see in Chapter 4 
this fact has dramatic consequences when coherence effects are studied.

Since indirect excitons are aligned dipoles, at high densities they repel each other via 
dipole-dipole interaction which causes a blue-shift in the energy of the exciton. For a 
wide range of concentrations (109 < n,2D < 1012cm -2) the blue-shift was measured to 
be proportional to the concentration [104] a fact predicted by analytical calculations 
as well 105]. In the experiments by Butov et al. [106] a plate capacitor formula 
was used to infer the concentration from the shift of the exciton line. This rough 
estimation proved to  be sufficient for the explanation of most of the experimental 
results. However, when coherence effects are considered, a more formal approach is 
in order as we discuss in Section 4.3.
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1 . 1 1  S a m p l e  s t r u c t u r e  a n d  r e l e v a n t

P A R A M E T E R S

The GaAs/AlGaAs CQW sample studied in experiments consists of two 8 nm GaAs 
wells separated by a 4nm Alo.33Gao.67As barrier with an overall n+-i-n + structure. 
The active region is embedded in layers of Alo.33Gao.67As, 200 nm thick surrounded 
by heavily n-doped GaAs electrode layers which have an excess number of electrons 
~  5 x 1017 cm-3. These top and bottom layers are 105 and 305 nm thick, respectively. 
An A u/Pd/G e alloy was deposited on these layers to form ohmic contacts. Under the 
bottom layer there is a 20 nm superlattice (AlAs/GaAs), a much thicker buffer layer 
(800 nm) and a substrate layer (GaAs). Forward bias is defined as electron flow from 
the bottom contact through the wells and the barriers to the top contact. Figure 1.4 
depicts a cartoon of the processed mesa.

v.

Ground

Top layer 

**0.33 Ga„67As 
GaAsAlo.33Gao.e7As
GaAs
Alo.33 Ga„67As 

Bottom layer 

Superiattice

Buffer Layer

Substrate

Figure 1.4: A schematic diagram of the structure. The active region of the quantum 
well is shown by the alternating GaAs (blue) and AlGaAs (red) layers embedded 
between the n-doped (yellow) electrode layers.

Below we enlist the most important numerical parameters used throughout this thesis 
as they are deduced from the experiments or calculated in the literature.

The well width is Lz =  8 nm and the distance between the electron and hole layers
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is dz =  11.5 nm [95, 103] slightly different from 12 nm, the distance between the QW 
centres. The effective mass of indirect excitons, using a parabolic band approximation, 
is AIX =  0.215 mo [95, 107] where mo is the free electron mass and the spin degeneracy 
factor is g =  4 [68]. The radiative lifetime of ground state excitons 7r depends on the 
applied voltage in the 2 -direction and lies in the range of 6.75 ns < t r  < 31.50 ns.

Regarding the deformation potential, D, there is a wide range of values in the litera­
ture. from ~  6.5 to 15.5 eV [70, 108, 109]. In all numerical calculations throughout this 
thesis a value of D = 6.5 eV was used. The dielectric constant for GaAs is =  12.9 
110] and the crystal density p =  5.3g/cm 3 [111, 112]. The velocity of sound in the 

crystal is vs =  3.7 x 105cm /s [113] corresponding to E q/Ub = 2Mxv$ =  0.38 K.

1 .1 2  S u m m a r y

In this introduction, the necessary background for the remainder of the thesis was 
established. The general features of excitons were described with emphasis given 
on the system of indirect excitons in coupled quantum wells. In particular their 
thermodynamic, optical and transport properties where presented together with the 
basic model describing their thermalisation. An extensive literature review was also 
provided indicating the vast amount of published results regarding the research in ex­
citonic systems. In the rest of the thesis several references to this general introduction 
are made.
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One of the most common situations in experiments is tha t where a laser beam creates 
free electron-hole pairs in a semiconductor heterostructure which bind very rapidly 
to form excitons. As the pumping is continuous, at every moment all three species 
namely electrons, holes and excitons -  are present and they can move in the quan­
tum  well plane. In this Chapter the exciton formation and transport is described in 
the presence of an electron-hole plasma. In particular, the appearance of photolumi­
nescence (PL) rings around quantum well localities is identified with the binding of 
electrons and holes in the interface of two regions where each species is dominant. The 
study is performed by means of two coupled drift-diffusion equations for the in-plane 
carrier transport, a Poisson equation for the charge accumulated in the coupled QWs 
and a thermalisation equation for electrically- and photo-injected carriers.

2 .1  E x p e r i m e n t a l  O b s e r v a t io n s : P L  P a t t e r n s

When a semiconductor structure is illuminated by a laser, valence band electrons 
absorb the photons from the laser beam and are promoted either to the free conduc­
tion band states or form excitons after binding with the holes in the valence band. 
In experiments a tightly focused laser with a Gaussian intensity profile induces the 
interband transitions in a quantum well creating free and bound electron-hole pairs. 
After their creation excitons, electrons and holes move along the QW plane and are 
scattered with each other and by the lattice vibrations, i.e., phonons, reducing their 
energy and therefore their effective temperature. Since the study of exciton transport 
is of major importance in this kind of experiments, the external parameters can be

33
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tu n ed  so as to  m inim ise the  effect of free carriers.

In th ree recent works [1, 114, 115] astonishing PL p a tte rn s  were reported  in macro- 

scopically large d istance away from a cylindrically sym m etric excitation spot. In 

particu lar, for th e  series of experim ents reported  in Ref. [1], th e  PL  spec tra  exhibit 

two concentric annular rings separated  by a  dark  region w ith  random ly d istribu ted  

bright localised spots. T h e  inner ring is small w ith a  rad ius of approxim ately 30 //m 

while th e  ex ternal ring can be very large in size w ith a  rad ius exceeding 100 /un. Al­

though in Ref. [114] only the external ring is reported , its  rad ius could be as large as 

500 p m  and  its existence was verified even in  experim ents w ith  single quan tum  wells 
where only direct excitons exist [116].

Figure 2.1: Spatial patterns of the indi­
rect exciton PL intensity with increas­
ing excitation power. The colour rep­
resents the intensity of the PL signal 
with white corresponding to the maxi­
mum PL signal then yellow, red, pur­
ple and blue represent decreasing inten­
sities and black represents no PL signal. 
The experimental parameters are: lattice 
temperature, Tb =  1.8 K, gate voltage, 
Vg =  1.22 V, and the excitation powers, 
Pex, (a) 290 pW, (b) 390 pW, (c) 690 pW  
and (d) 1030 pW. The area of view is
530 x 440 pm. Taken from Ref. [1].

As can be seen in Fig. (2.1) the  most striking feature of th e  ex ternal ring is its frag­

m entation  in a  periodic array  of beads of high PL intensity  when th e  tem p era tu re  is

lowered. T his low tem p era tu re  phenom enon was initially a ttr ib u te d  to  th e  appear­

ance of spontaneous coherence but it was later explained as a  sym m etry breaking 

instab ility  sim ilar to  a  Turing instability  in reaction-diffusion system s [117]. D espite 

the  fact th a t  the  repulsive in teraction between indirect excitons is against any spon­

taneous p a tte rn  form ation, in the proposed model an increase in th e  stim ulated  e-h 

b inding ra te  due to  local fluctuation in exciton density, causes neighbouring carriers 

to  stream  tow ards the  po in t of th e  fluctuation  providing a  m echanism  of positive feed­

back [118]. In a different approach, it is suggested th a t th e  a ttrac tiv e  Van der Waals 

in teraction between indirect excitons dom inates over th e  dipole-dipole repulsion a t 

short distances and condensed phases of excitonic islands emerge, sim ilar to  the for­

m ation  of electron-hole droplets in bulk sem iconductors [119-121]. However, taking
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Figure 2.2: PL patterns of the indirect 
excitons in the x — y plane, as seen in 
the experiment [(a), (c) and (d)], and 
calculated by the theoretical model [(b)]. 
The PL signal is imaged in E  — x  coordi­
nates in (e) and (f). For high excitation 
power the external PL ring is also seen in 
(a) and (e). White represents the high­
est intensity, then yellow, red, purple and 
blue represent decreasing intensities and 
black represents no PL signal. The exci­
tation powers used were: Pex =  250 pW 
[(a) and (e)] and 75 pW  [(b), (c), (d) 
and (f)] and the bath tem perature was 
Tb =  1.5 K. Taken from Ref. [2].

Energy (eV)

into account that the appearance of fragmentation is very sensitive to the applied 
electric field and, according to electrical characterisation of the structure, coincides 
with the region of negative differential resistance (NDR) [3], one is led to assume that 
the positive feedback needed for pattern formation is provided by local accumulation 
of free carriers.

The observation of the inner PL ring was possible due to advanced experimental tech­
niques, used to remove the low energy bulk emission which otherwise would dominate 
the spectrum near to the excitation spot. Excitons are created non-resonantly and 
close to the optically-pumped area their temperature (~  5K) exceeds that of the 
lattice (~  1-2 K) and, as a result, their optical decay is suppressed. As they travel 
away from the excitation spot they cool down due to phonon emission and become 
optically active giving rise to a local increase of the PL signal [2]. The internal ring 
is therefore a generic feature of PL from excitons, direct or indirect, that are excited 
non-resonantly in high quality QWs [72]. Note that in these studies, subbarrier ex­
citation was used and therefore no excess free carriers were photogenerated and the

I  200 pm -------1 I---------- 80 pm  1

1.558 1.549 1.540
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external ring was absent. This was a clear indication tha t although the inner ring 
was of excitonic origin, the outermost was created due to free carrier imbalance. This 
idea is of crucial importance towards the understanding of the localised PL centres 
studied in this Chapter, and we will describe it in detail in the next Section.

2 .2  C h a r g e  S e p a r a t io n  o f  a  2 D  E l e c t r o n - H o l e  

G a s

Although early interpretations of the external ring related its appearance with the 
long sought excitonic BEC, it was soon realised tha t it was unlikely that excitons 
would travel in such large distances within their lifetime and thus they must have 
been generated at the ring position. Moreover, its persistence up to very high tem­
peratures (~  1 0 0  K) and in structures with only short-lived direct excitons excluded 
any possibility of exciton transport from the excitation spot to the position of the ring 
l122, 123]. The observation that the external ring formed only when photo-excitation 
energies above the AlGaAs barrier bandgap energy were used, led to the conclusion 
that the underlying mechanism responsible for its formation was an optically-induced 
in-plane separation of oppositely charged plasmas [116, 124—128].

It is well known tha t in modulation doped structures, optical excitation with energy 
above the barrier can lead to depletion of electrons [129]. An off-resonance laser 
excitation violates the overall charge neutrality in the sample due to the different 
collection efficiency in the QW between electrons and holes [130]. In the absence 
of any photoexcitation a 2D electron gas is present in the QW originating from the 
modulation doping of the sample, and its density depends on the leakage current. 
Illumination by a laser results in the creation of hot electrons and holes which are 
consequently trapped in the QW. However, since the heavier holes have much smaller 
drift velocity [110] and shorter phonon scattering time [131] than the electrons, their 
trapping rate is larger and an excess of holes ends up trapped in the QW which re­
combine with the 2D electron gas and deplete it. Therefore, a hole-rich area forms in 
the vicinity of the excitation spot surrounded by an electron sea. The ambipolar dif­
fusion of oppositely charged carriers forms a sharp boundary hundreds of micrometers 
away from the excitation spot. As a carrier crosses into a minority region, it binds 
rapidly with an opposite carrier to form an exciton creating a sharp luminescence 
ring between the hole-rich region and the outer electron-rich area. An increase in the
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excitation power leads to a stronger depletion of electrons around the central spot 
and thus a larger number of holes which pushes further the boundary and increases 
the ring radius.

2 .3  L o c a l is e d  P L  C e n t r e s

As mentioned above, inside the area defined by the external ring several randomly 
distributed PL centres (PLCs) appear, and their number increases with increasing 
applied voltage. Experiments with a defocused laser excitation where a large area 
was illuminated [3, 124] have revealed a novel striking effect: around the PLCs small 
rings appear which mirror the behaviour of the outer ring [3, 124], However, the rings 
shrink with increasing excitation power, indicating th a t the electron-hole contrast in 
these localities is inverted: they constitute sources of hot electrons embedded in the 
hole-rich inner area.

These electron sources were identified with transverse current filaments crossing the 
QW structure. In these points an electrical breakdown occurs and the resulting 
filaments inject hot electrons in the QW plane. Accumulation of a dense electron 
gas has been reported around these filaments [132, 133] and formation of rings with 
radii of tens of micrometers was recorded. Unlike attractive trapping potentials, the 
current filaments create locally a very strong repulsive effective potential which acts 
as an anti-trap for indirect excitons. The PLCs are characterised by (i) a fixed in­
plane position, (ii) an annular structure of the spatially resolved photoluminescence 
signal and (iii) a Gaussian shape of the blue shift of the PL line [3, 132, 133]. In this 
Chapter a theoretical model is developed in order to model the PLCs’ features.

U n d e r l y in g  p h y s ic a l  p i c t u r e

The PLCs originate from the current filaments crossing the coupled QWs [124, 128]. 
Thus, in the vicinity of these defects, charge accumulates as a part of electrons from 
the filament are captured in the wells and a repulsive potential for electrons and in­
direct excitons is created. The drift force resulting from this potential induces the 
in-plane electron transport away from the centre of the filament. However, the pho­
togenerated holes undergo an attraction from the negatively charged area around the
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filament and move towards it. As the holes encounter the outwards moving electrons 
they bind to form excitons which then decay and give rise to the PL signal. The re­
pulsive potential around the filament acts as an anti-trap for the dense electron gas, 
as well as for the secondary created indirect excitons. Note that although trapping of 
excitons has already been studied in various works [134-139], the influence of an anti­
trapping, repulsive potential has not been previously considered. Excitons around the 
filament are scarce, due to an effective heating by the transverse filament current, and 
only at a distance of approximately 10 fim from the PLCs an exciton cloud effectively 
forms. Far from this cloud the excitonic gas becomes dilute again, due to a small 
concentration of electrons. The local increase of the excitonic energy originates from 
the anti-trapping character of the in-plane potential around the filament.

2 .4  T r a n s p o r t  E q u a t i o n s  o f  t h e  E l e c t r o n - H o l e  

P l a s m a

The above discussion dictates the development of a theoretical model to describe the 
formation of exciton rings around the current filaments. Several similar models have 
been applied to describe the formation of the external ring as a dynamic p-n junction 
[116, 124-128] in terms of coupled diffusion equations for the two different fermionic 
plasmas. However, in the vicinity of the source, an effective repulsive potential is 
created for electrons, as the negative charge builds up around it. The accumulation 
of charge results in in-plane diffusion and drift of the electrons. In our approach 
this repulsive potential is taken into account explicitly and this inclusion is proved 
to be crucial for the explanation of the experimental PL patterns. The electrically- 
induced charge, trapped by the coupled QWs, creates a potential Lcouiomb which 
influences the transport of carriers and the formation of excitons. The potential of 
accumulated electrons is determined by solving the 3D Poisson equation, and the 
bare input potential is modelled by Lbare =  <W(r2 +  Tq), where ao and ro are free 
parameters which are inferred from the experiment. For numerical calculations we 
have used Qq =  1.2 meV/nn2 and r0 =  2 /un. However, the overall repulsive character 
of the effective potential is not strongly affected by the bare potential, as shown 
in Fig. 2.3. The effective potential is the sum of these two contributions, UeS =

L^bare “t-  ^C oulom b-
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Figure 2.3: (a) The anti-trap profile is plotted as a function of the radial distance 
from the filament centre for repulsive (solid fine) and attractive (dotted line) bare 
potentials. The corresponding bare potentials are also shown. The parameters used 
are oq =  ±1.2 meV/un2 and ro = 2 /un. (b) In the presence of a very deep attractive 
bare potential (red line) the effective potential (black fine) remains repulsive although 
it becomes less steep and broader. The parameters used for the bare potential axe 
oq = —2.75 meVpm2 and ro = 1 /un.

Around the filament the electron density is high and steep gradients in the concen­
tration exist. Under the influence of both drift and diffusion forces, the electronic gas 
expands in the QW plane. The system of coupled drift-diffusion equations for the 
oppositely charged free carriers reads [140]:

— =  V 2D [AjV2Dn2D +  — 7 n |Dri2D + Ae +  , (2.1)

dnh
— ^2D [-^hV2D^2D +  £*hn2 — 7^20n2D +  ^  > (2*2)

where V 2D =  exd /d x  + eyd /dy  denotes the two-dimensional derivative. In Eqs. (2.1)- 
(2 .2 ), Z)e(h) and are the diffusion coefficient and two-dimensional concentration 
of electrons (holes), respectively and are related with the corresponding mobilities via 
a generalised Einstein relation (see Appendix A)

/MM -  7 ^ ( 1 - e - * " 7* ). (2-3)
KbJ-o

where T  is the effective temperature of QW carriers calculated in Section 2.6, and
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Tg(h) is the electron (hole) degeneracy tem perature defined by

fcBJjfl.) =  Z ^ . n e(h) (2 4)
™e(h)

with me(h) being the in-plane effective mass of electrons (holes). Equation (2.3) 
is the equivalent generalisation in the case of fermion as has been earlier done for 
two-dimensional bosons (excitons) [95] and in the classical limit T  Tq^  reduces 
to well-known Einstein relation /ig(h) =  D ^ / k & T  . The quantum corrections are 
incorporated in the equations through the degeneracy temperatures.

The nonlinear term on the right-hand side of Eqs. (2.1) and (2.2) is proportional to 
the product of the electron and hole concentrations and describes the radiative re­
combination of bound and unbound electron-hole pairs. The capture coefficient 7

corresponds to a time of a few picoseconds and has been calculated within a micro­
scopic approach (see Appendix B)

The effective potential th a t the carriers undergo is different for each species since 
electrons are dominant. Namely one has to solve the 3D Poisson equation

VL^Coulomb =  , (2-5)
~b

where e is the free electron charge, eb the background dielectric constant and V 3D =  
V 2D+e-td/dz (the z-axis is normal to the structure). Note tha t although the transport 
is quasi-two-dimensional, the Poisson equation has to be solved in three dimensions 
as electrons outside the QW plane influence the in-plane potential. The resulting 
effective potential is the sum of two contributions for electrons

^bare T ^Coulomb i (2-6)

whereas for holes
t/ehff =  u0n lD , (2.7)

and the amplitude of the dipole-dipole interaction uq, can be well-approximated by 
uo =  27r(e2/£b)d, with d the separation between the electron and hole layers [105].

The generation rates of electrons and holes, due to the optical pump, are given by Ah 
and Ae respectively, whereas the rate A  ̂ refers to electrons from the filament which 
are captured in the wells. For numerical simulations we take Ah =  Ae and neglect
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diffusion of holes since under a defocused excitation the photogenerated carriers are 
scarce.

Equations (2.1) and (2.2) together with (2.6) and (2.7) define the in-plane carrier 
transport and are solved numerically in order to model the experimental data. The 
only input fitting parameter used in numerical simulations is the carrier generation 
rate which is inferred from the electric current measurements [3]. Once the in-plane 
densities of free carriers are calculated, one is interested in determining the exciton 
concentration at the position of the rings. In order to achieve that, a quantum mass 
action law is introduced in the next Section.

2 .5  Q u a n t u m  M a s s  A c t io n  L a w

The system of electrons, holes and excitons is in equilibrium with each other and with 
the crystal lattice in all parameters apart from the to tal number of excitons and e-h 
pairs which is determined by the external excitation source. Nevertheless, since the 
exciton therm alisation time is much less than its lifetime the establishment of a quasi- 
equilibrium distribution function in the exciton band can be assumed. The coherent 
pairing of electrons and holes can be described on the basis of the e-h Hamiltonian:

H  =  -  Ve)al ,*ak +  5 I ( e J  -  Vh)blbk
k k

+  2^  uq l° k a p a p + q a k -q  +  frk^pkp+q^k-q
k,p.q

-  2 4 ^ 6k+qop_q] , (2.8)

where vq is the Fourier transform of the Coulomb interaction of an electron and a 
hole in a continuous medium with dielectric constant 5b, given by

27re2
Uq =  ------ , 2.9

ZbQ

and the Fermi operators 4 ’ak(^k’^k) describe the creation and annihilation of elec­
trons (holes), respectively.

If enough electrons and holes are excited the Coulomb attraction between particles 
may be weakened, a phenomenon known as screening. The effect of screening on
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an exciton has been considered in terms of a Stern-Howard potential [141] for the 
electron-hole interaction. Numerical calculations [142, 143] have shown that as the 
density of the electron-hole pairs — and therefore the screening — increases, the 
bound states of the Stern-Howard potential disappear. It is thus reasonable to assume 
tha t in the vicinity of a current filament electrons are the dominant particles and 
excitons form only far from it.

Considering the exciton concentration far away from the position of the rings to 
be low, the contribution of bound states to screening is small and the Coulomb 
interaction can be replaced by a potential which is statically screened due to the 
free charged particles [141, 144, 145]

27re2 1
uq = ---------—  , (2.10)

~b Q +  Qs

with the two-dimensional Debye screening parameter given by

qs =  —  [me( 1 -  e_7°/ r ) +  m h{ 1 -  e~T° /T)}, (2.11)
a0M

where ao is the effective 2D exciton Bohr radius and fi the reduced mass. Moreover 
we consider all corrections due to the mean field interaction to be restricted to Pauli 
blocking and all fermions free and bound -  to contribute to the phase space occu­
pation. The consequence of these two effects is tha t the exciton binding energy has 
to be renormalised in the presence of an electron-hole plasma. For our exploratory 
calculations the simplification of quasi-equilibrium distribution for all particles was 
used as the drift-diffusion equations were solved in steady state.

The number of electrons and holes in the corresponding bands is determined by 
the choice of the experimental conditions. Their quasi-equilibrium states can be 
characterised by introducing two different chemical potentials fie for electrons and 
for holes. Here, the energy and the chemical potential for the electrons are measured 
relative to the bottom  of the conduction band and for the holes from the top of the 
valence band. In the case of thermodynamic equilibrium only one common chemical 
potential exists, and the chemical reaction

e +  h ^  x , (2-12)
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Figure 2.4: The concentration of excitons calculated with the quantum mass action law 
is compared with the corresponding classical expression as a function of temperature. 
Although the two curves coincide for extremely high or very low temperatures in the 
region relevant to the experiments the discrepancy is evident. Note the logarithmic 
scale in the temperature axis. Inset: The same plots shown in linear scales in the region 
of temperatures consistent with the experimental conditions. The quantum prediction 
is almost half of the corresponding classical.

implies a relation between the chemical potentials

[Lx =  /ie +  • (2.13)

Direct substitution of the expressions for the two-dimensional chemical potentials 
yields a quantum mass action law for the excitonic concentration:

" 2D =  4 -  ln[e-Bb/*“r (e7»/ r  -  l)(er°h/r -  1)J , (2.14)
Ay

where E\> is the exciton binding energy and At =  [{Ink2) /  (MJznT)\l/2 is the thermal
wavelength of excitons. In the classical limit, Eq. (2.14) reduces to the well-known
Saha formula [145]:

\2 a/2
n2D =  —■—-  ne2D n 2D e~Eb/kaT . (2.15)m enrih

Equation (2.14) describes the coexistence of free carriers and excitons and allows us 
to calculate the concentration of excitons, which are secondary particles originating
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from the binding of free electrons and holes, by using the results of the drift-diffusion 
model, Eqs. (2.1),(2.2), (2.6) and (2.7).

At high tem perature and/or density the bound states dissociate into their constituents 
and a plasma state of m atter is reached. Under these conditions the need for the quan­
tum version of the mass action law is evident as Fig. 2.4 illustrates. The prediction 
of the quantum mass action law for the value of the concentration is approximately 
half of its classical equivalent for the region of temperatures used in the experiments. 
The binding energy of indirect excitons in GaAs coupled QWs is E\> =  3.5 meV [122], 
which corresponds to a temperature of approximately 40K. At high laser excitations, 
the electronic gas around the filament has tem perature T  ~  20-40 K (see Fig. 2.6). 
In this case, nearly all excitons are ionised, according to the mass action law, and 
only free electrons and holes exist around the filament. However, at a distance of 
10/rni electrons reach the lattice temperature and an excitonic PL ring appears. The 
variation of tem perature with the radial distance from the source centre is described 
in the following Section.

2 .6  E l e c t r o n  T h e r m a l is a t io n

Electrically- or photo-injected QW carriers are hot and cool down to the lattice tem­
perature via LA-phonon emission. Thermalisation of the particles injected in the cou­
pled QWs is dominated by electrons, because around the filament n \D ^ 2D’n2D- 
The underlying physical picture is that of relaxational thermodynamics [68] where 
the electron-electron scattering is assumed to be more efficient than the interaction 
of electrons with bulk LA-phonons. In this case, which refers to n \D >  109cm-2, the 
thermalisation occurs through the quasi-equilibrium thermodynamic states, charac­
terised by an effective electron temperature T  and concentration [69]. In our 
approach the confinement of phonons is neglected. This is a good approximation 
since the acoustic branches overlap in energy leading to phonon modes which are 
propagative throughout the structure and therefore bulk-like [70]. Similarly to the 
procedure described in Section 1.6, the starting point for the thermalisation equation
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of electrons is the Boltzmann-Uhlenbeck equation:

§ iNk =  W 2 { [ ^ ( 1  +  "q )(l -  JVk-q) -  (1 -
q

X<5(£fc -  £ k -q  -  ft?W3) +  [A'k«q( 1 “  N k+q)

-(l-JVJ)(i + nq) ) V y x i ( £ k -£:ktq +  M (  . (2-16)

where and n q are the occupation numbers of electrons and phonons, respectively, 
and vs is the sound velocity associated with LA-phonons. Considering only electrons
in the ground state mode k =  0, Stokes scattering is not allowed and equation (2.16)
reduces to:

q
xS(hqvs -  £ k+q)} , (2.17)

where the m atrix element of the interaction is given by Eq. 1.29 also repeated here

Vq ~ ~  y  D ipF * ( %  * )  * ( 218)

Dap is the deformation potential for electrons, p is the crystal density, and the form- 
factor was defined in Eq. 1.30.

For the ground state mode the occupation number is given by N ^=0 =  1 — e~T̂ T. 
The corresponding equation for the temperature evolution written in the energy basis 
reads

( f ) 2D =

/  £>sEo/knTb  e£Eo/kaT \  /   ̂ \
X \^e££o/fcBTb +  e T* / T _  i  J ^g-Eo/fcBTb _  i  J  +  5PumP ’ 2̂‘19)

where rsc =  (7r2hAp/D^ m l v s) is the characteristic scattering time and E q — 2m ev^ 

is a characteristic thermalisation energy. Equation (2.19) describes thermalisation 
dynamics of electrons from the initial effective tem perature X[ =  T  to the bath tem­
perature Tq. The effective cooling of electrons in the presence of a bath of thermal 
bulk phonons is due to the relaxation of momentum conservation in the ^-direction, 
which results in the coupling of the ground state mode k  =  0 to a continuum of states
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Figure 2.5: The concentration of electrons as a function of the radial distance from the 
filament centre for four different generation rates as indicated. W ithin a distance of 
10/un all four curves coincide as the electrically injected carriers dominate over their 
photogenerated counterparts.

E  > Eq rather than the single energy state E  = Eq [68, 69]. Notice that in compar­
ison with Eq. (1.37) apart from the different degeneracy temperature the prefactor 
(eTotT — 1) results in a slowing down of the thermalisation process, reflecting the 
fermionic nature of electrons. The extra term Spump is added to include the heating 
of electrons by the current filament and laser pulse and is equal to

S  — ~  ^b71/2)ATo , .
pump “  2kBT h  -  kBT0I2 * (2 2U)

where I x = dz[z/(Aez + 1)], / 2 =  (eT°/T)/(eT°/T - 1)2 / 0°° dz[(ezz) / (Aez -I-1)2], and 
A = l/{e T̂ T — 1). The generation rate of electrons is given by A t0, and their initial 
injected energy per particle is Ex =  Figure 2.6 shows how electrons reach the
lattice temperature at approximately 10/zm away from the filament centre for three 
different generation rates Ao- The heating of the electron gas close to the filament 
increases with increasing generation rate. However, away from the heating source and 
as the temperature approaches the cryostat temperature of the lattice, the exciton 
concentration peaks, indicating the binding of electrically injected electrons with op­
tically generated holes. These excitons constitute a gas of degenerate bosons which 
eventually recombine producing excitonic rings of photoluminescence. Utilisation of
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Figure 2.6: The effective temperature as a function of the radial distance from the anti- 
trap centre, for three different generation rates. The electronic gas is heated by the 
electric current and photo-current and reaches the bath  temperature 12 K in a distance 
of about 10/un. The concentration of secondary excitons, n ^ ,  calculated with Eq. 2.14 
is shown by the solid line for the highest generation rate. As the temperature drops 
with increasing , the exciton concentration reaches a maximum. The corresponding 
generation rates used in the simulations are Ao =  0.7,0.9 and 1.15 x 10locm~2 ns-1 
for the green, blue and red lines respectively.

the theoretical model described above allows one to compare in detail its predictions 
with the experiment and the results are presented in the next Section.

2 .7  R e s u l t s  a n d  C o m p a r is o n  w it h  E x p e r i m e n t s

By applying the transport Eqs. (2.1) (2.2) together with the quantum mass action 
law (2.14) and the thermalisation equation (2.19) the validity of the theoretical model 
was tested by direct comparison with the experimental data. In the experiments, a 
defocused uniform HeNe laser spot of diameter ~  600-700 /mi was used and the spa­
tially resolved photoluminescence from indirect excitons was collected [3]. According 
to the experimental data, the PL peak intensity profile exhibits a central dip sur­
rounded by two maxima, indicating a ring structure for the exciton distribution. The 
ring appears at around 10/im from the anti-trap centre, and the ring formation is not
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Figure 2.7: (a) The measured PL peak intensity and (b) exciton energy as a function 
of the radial distance from the anti-trap centre, for four different laser powers P\aser =  
25,105,550 and 1660/fW (solid, dashed, dotted and dash-dotted lines, respectively).
In the inset of (a) the PL intensity is plotted in a logarithmic scale. A ring structure 
appears around the anti-trap center before the PL peak intensity reaches a background 
value. Taken from Ref. [3]

affected by the laser power. This is consistent with the theory which allows only well- 
thermalised electrons to form excitons and then recombine. The PL signal, which is 
attributed only to the ground-state excitons, is given by

/ pL =  / pL( r , (2.21)
7R i  Tr

where N ^ 0 =  eT°^T — 1 is the occupation number of the ground-state mode, 7r is 
the intrinsic radiative lifetime of indirect excitons and T0 is the exciton degeneracy 
temperature. The concentration of excitons n£D, calculated with the mass action law 
(2.14), is plotted in Fig. 2.6 against the in-plane radial distance r\\. Because for r\\ =  0 
the effective temperature JcbT  ~  Eb, the excitons are partly ionized. This explains 
the non-monotonous behaviour of n|jD =  rc2D(r ll)- Fig. 2.8(b) the spatial profile 
/p l =  /pl(^||) is shown. Away from the ring position the PL signal decreases towards 
a small background level which depends upon the concentration of photogenerated 
carriers.

The calculated energy shift 5EX of the PL line, depicted in Fig. 2.8(a) against the 
radial distance r|| for four different intensities of the laser beam, again reproduces 
quantitatively the experimental data of Fig. 2.7(a). The bell-like shape is due to 
the accumulation of electrons injected from the filament. The density of indirect
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Figure 2.8: (a) The calculated PL peak intensity as a function of the radial distance 
from current filament centre for the same excitation powers as in Fig 2.7. Inset: The 
same plot in a logarithmic scale, (b) The calculated peak energy of excitonic photo­
luminescence as a function of the radial distance. The electron gas is hot near the 
anti-trap center and its energy becomes constant away from it. The blue shift of the 
PL line with increasing laser power is evident.

excitons can be estimated from the energy shift and vice versa by using the plate 
capacitor formula 8EX = 2'KTî De2d/£\), where d is the separation between electron 
and hole layers. Thus, the blue shift of the PL peak energy follows the change of 
the electron density n 2D =  ^Id(r ||) around the centre of the filament. Away from the 
PLC the energy profile drops to a constant value which is higher for higher excitation 
powers. This background shift was initially attributed to a homogeneous background 
carrier distribution created under the uniform optical excitation. However, this is 
not consistent with the experimental results which show a very low concentration not 
capable to produce such a large energy shift.

A possible explanation for such a behaviour can be given in terms of device physics, 
considering the actual potential drop across the structure as Uqqw = Uappi — RE  
Here, Uapp\ is the applied voltage, I  =  / dark +  / pc is the total electric current across 
the structure (/dark is the “dark” current and / pc is the photocurrent), and R  is 
the passive resistance of the whole electric circuit. With increasing optical intensity 
the photocurrent / pc increases causing decrease of the actual potential drop Ucqw- 
The photoinduced change of C/c q w  results in the change (blue shift) of the position 
of the energy Ex. Figure 2.9 shows the experimentally observed background shift 
SEx°̂  [3]. The linear behaviour of 8 E = SUcqw> which corresponds to Ohm’s law
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Figure 2.9: The voltage drop across the structure against the electric current. The blue 
shift scales linearly with the photocurrent as it is shown by the solid line which is a fit 
to the measured points. The effective Ohmic resistance, calculated as the gradient of 
the curve, is R = 800kO in agreement with the experimental observations.

with R  = 800 kQ, is clearly seen. Note that the inferred value of the resistance R  
is consistent with R  ~  104 — 105 O measured in [3]. This linear dependence of the 
I-V characteristics excludes any nonlinear phenomena due to feedback current at the 
position of the PLCs. However, the external ring formation coincides with a region of 
XDR in the I-V curves, indicating a nonlinear effect which could provide the essential 
effective attractive interaction for the explanation of the ring fragmentation.

2 .8  S u m m a r y

In this Chapter we have studied the PL patterns of indirect excitons from localised 
centres in double quantum well structures. The localised bright spots were attributed 
to defects in the nanostructure, where transverse current filaments cross the wells. 
The repulsive potential created in the vicinity of these anti-traps affects the in-plane 
carrier transport, which is simulated through the drift-diffusion model of Eqs. (2.1), 
(2.2), (2.6) and (2.7). The charge density is calculated self-consistently using the
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three-dimensional Poisson equation (2.5). After obtaining the electron and hole con­
centration one applies the quantum mass action law, Eq. (2.14), to calculate the 
exciton concentration.

The thermalisation kinetics is given by Eq. (2.19) and plays an important role in 
the explanation of the experimental data. The quantum-statistical corrections are 
included through the degeneracy temperatures. Application of this model to the ex­
perimental data  reveals a quantitative agreement. In particular, the PL peak intensity 
exhibits a ring structure around the centre of the anti-trap while the energy position 
of the PL line reaches a maximum at r i| =  0. However, both the PL peak energy 
and the PL intensity approach a constant value away from the anti-trap. The latter 
behaviour is attributed to the feedback current flowing through the QW structure.





3 D y n a m i c s  o f  e x c i t o n s  in  

OPTICAL TRAPS

In this Chapter the kinetics of excitons in in-plane optical traps are studied and 
simulations consistent with the experimental observations are performed. Excitons 
are created in a ring through an annular excitation and move in the quantum well 
under drift and diffusion forces while at the same time cool down via LA-phonon 
emission. The kinetics of excitons is modelled in space and time through a drift- 
diffusion equation and a thermalisation equation for the effective temperature. It is 
shown that the characteristic timescales in the trap allow for the creation of a dense 
and cold exciton gas at its centre.

3 .1  In t r o d u c t i o n

Unlike a flux of atoms, excitons do not transport mass or charge but they do carry 
energy and momentum from one point of the lattice to another. An exciton after 
its creation is subject to forces inducing its motion and migrates to distant points 
where it eventually recombines and is detected through its photoluminescence (PL). 
Indirect excitons in quantum wells are very mobile and characterised by high val­
ues of diffusion coefficient and mobility. Therefore, the creation of an ensemble of 
quantum-degenerate excitons has been a real challenge for experimentalists over the 
past decades, mainly in connection with the appearance of Bose-Einstein condensa­
tion [79, 104, 114, 132, 146-148]. In order for this to be achieved excitons had to be 
confined in the quantum well plane.

53
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T r a p p i n g  o f  i n d i r e c t  e x c it o n s

Several kinds of traps have been used during the last decades to confine excitons in 
two dimensions. Initially mechanical traps were created by pressing a pin against the 
QW structure creating in this way a harmonic potential where excitons accumulated 
[134, 149 151]. Electrostatic traps have also been considered [135, 152-154]. In one 
of these cases Rapaport et al. [152] applied a potential across a CQW with a small 
circular optically semitransparent gate where the bottom substrate was heavily doped 
so as to act as the ground electrode. Above a critical value of the electric field needed 
to overcome the dipole-dipole repulsion the excitons tended to collect in the region 
under the gate contact. However, the exciton concentration was limited by ionisation 
effects at the trap  boundaries where the high electric field pulls the electron and hole 
apart, dissociating the excitons. This problem was overcome by Hammack et al. [135] 
by placing the CQW structure closer to the bottom gate minimising in this way the 
ionisation effects. The creation of a cold exciton gas in this case was achieved through 
an evaporative cooling technique as the most energetic particles escaped the trap and 
only quantum-degenerate excitons were collected.

Larionov et al. [19] created a lateral potential well by depositing a narrow strip of 
gold on the sample surface and observed accumulation of indirect excitons hundreds 
of micrometers away from the excitation spot. Formation of an excitonic condensate 
has also been predicted by Zhu et al. [155] in CQWs with specific variations in their 
widths. In fact intrinsic fluctuations of the random potential in QWs seemed to 
serve as natural traps for indirect excitons. Butov et al. [132] reported strong PL 
signal from such localities, a clear indication of collection of well-thermalised excitons. 
Localisation of indirect excitons in these potential minima has been proven to screen 
the QW disorder potential and create a flat landscape for the diffusion of excitons 
[95].

Early studies in a QW system with an interdigitated gate of small period have also 
shown exciton localisation [156] while another method for voltage-controlled exciton 
trapping was by means of lateral superlattices [157, 158]. The possibility of trapping 
via laser-induced interdiffusion [159] or magnetic fields [160] has also been reported.

Finally, a novel method applied was that of confinement by a laser. Such methods 
were developed in atomic systems [161 163] where micron-sized particles were trapped 
due to radiation pressure of a laser beam. Hammack et al. [136] have used these ideas
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to trap  excitons formed by an annular-shaped laser profile. In the following subsection 
we describe in detail the principles optical trapping.
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Figure 3.1: The laser in­
tensity profile used for 
the creation of the opti­
cal trap. Indirect excitons 
are formed at a distance 
of R - 15 /im from the
trap centre. The experi­
mental points are fitted by 
the continuous line.

O p t i c a l  T r a p p i n g

Optical trapping offers the unique advantage of precise and fast control of the trap­
ping potential in a non-invasive manner. The dipolar character of indirect excitons 
is exploited in order to form a potential trap with the energy minimum at its centre 
when excitons are created in a ring-shaped spot. Their mutual dipole repulsion in­
creases the energy at the excitation spot creating a barrier for excitons trapped inside 
the ring and preventing them from escaping. This local increase in energy is mani­
fested in experiments as a blue shift with increasing density and for U2o =  1010cm-2 
is approximated by Utrap =  E shift = UqT12d  —  1.6 meV. Figure 3.1 shows the laser 
intensity profile used in the experiments to create the optical trap with a minimum 
at its centre.

The laser-induced exciton trapping can be controlled in situ by varying the laser 
intensity in space and time. In addition, excitons collected at the trap centre are 
essentially thermalised with effective temperature close to that of the lattice since 
they are far from the hot excitation ring. The combination of indirect excitons’ long 
radiative lifetime together with their fast expansion due to drift and diffusion forces, 
allows for accumulation of a dense and cold exciton gas at the trap centre. Before
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Figure 3.2: Experimental plots of the PL intensity from excitons created by a ring- 
shaped laser excitation, (a)-(c) in the x — y plane and (d) in the E — x plane. The 
excitation powers are Pex — 10, 35, 100 and 75 pW for (a), (b), (c) and (d), respectively, 
and the lattice temperature is 7b = 1.4 K. Taken from Ref- [136]

presenting the kinetics of indirect excitons in the optically-induced trap it is useful 
to obtain an insight in the details of the experiment.

3 .2  E x p e r im e n t a l  R e s u l t s

In the experiments the spatial x~y PL pattern is acquired by a CCD camera after 
removal of the low energy bulk emission through spectral selection. In Fig. 3.2 the 
exciton PL is plotted both in the x-y and E~x plane revealing a laser excitation 
ring with diameter of 30pm and ring thickness which follows a Gaussian profile with 
FWHM= 2<j ~  10/un. The excitons are photogenerated using rectangular excitation 
pulses with 500 ns duration, edge sharpness <  1 ns and repetition frequency 1 MHz 
emitted by a pulsed semiconductor laser diode at 635nm. This allows the exciton gas 
to reach equilibrium during the laser pulse while between pulses complete decay of the 
exciton PL is achieved. The applied gate voltage, Vg = 1.2 V results in a ground state 
radiative lifetime of 2tr = 50 ns. The exciton density profile was estimated from the 
measured exciton energy profiles in E x  coordinates using the relation between the
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Figure 3.3: Time resolved images of laser-induced trapping of excitons collected by a 
photogated CCD. (a)-(d) x-y plots of the PL intensity from indirect excitons collected 
at delays of 4, 16, 28, and 40 ns relative to the start of 535 nm pulsed laser diode 
excitation in a 30 /xm diameter ring on the CQW sample. The time-integration window 
for each image is 4 ns and the experimental parameters used are: average excitation 
power Pex =75 /zW, bath temperature Tt> = 1.4 K and gate voltage Vg = 1.2 V

energy and density of the indirect excitons SE = 47re2n2Dd/^b, where d =  11.5 nm for 
the studied sample [2]. The power of the laser was Pex =  75 /zW and all experiments 
were performed at Tb =  1.4 K. Spectral filtering and time-gated imaging where com­
bined to allow the direct visualisation of the exciton emission in spatial coordinates 
as a function of delay time with 4 ns time-resolution and 2 /xm spatial resolution.

The kinetics presented in Fig. 3.3 demonstrate that the exciton pattern reaches a 
stationary state and therefore the collection of degenerate excitons in the trap centre 
is completed within 40 ns, i.e., in a timescale comparable to the exciton lifetime. This 
is favourable for studies of confined degenerate gases. Furthermore, for the excitation 
power used in the experiments, the density of excitons at the trap centre reaches 
~  1.4 x 1010 cm-2 within 40 ns. The result after the passage of 40 ns is a dense and, 
as shown below, cold gas, essentially at the lattice temperature, within an area of 
100/zm2 around the trap centre.

C

28 n s
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3 .3  T h e o r e t i c a l  M o d e l

The theoretical model developed to simulate the kinetics of indirect excitons in an 
optical trap  consists of a quantum diffusion equation which describes the exciton 
transport and an equation for the evolution of the exciton effective temperature in 
the trap. The optical lifetime of excitons is given by Eq. (1.38) and is also included in 
numerical simulations, as it affects both the temperature and the transport properties 
of excitons. The simultaneous solution of the system of these three coupled nonlinear 
equations is achieved by means of a finite difference numerical method. Apart from 
an astonishing agreement between theory and experiment the model is able to predict 
the evolution of the diffusion coefficient and the effective exciton temperature in the 
course of the trap  loading.

3.3.1 Q u a n t u m  D i f f u s i o n  o f  i n d i r e c t  e x c i t o n s

The diffusive character of the exciton transport in QWs has been identified both 
in low tem perature experiments and theoretical calculations. A quantum diffusion 
equation has been derived in Ref. [95] in order to describe the exciton motion under 
the concentration gradients and the dipole-dipole repulsion in a realistic disordered 
QW plane.

The quantum diffusion equation is highly nonlinear and has the form

D x V n 2 D  +  ( U oU2D  +  £ /q w ) ~  ^opt^2D +  A . (3 .1 )
d
— n2D -  V at

Let us describe in detail each term of this equation as it will be the main tool towards 
the understanding and simulation of the experimental observations.

The particle mobility, /Zx, is determined by the diffusion coefficient of the excitons, 
Dx, and given by a modified version of the Einstein relation for quasi-2D bosons:

M* =  -  !) • (3-2)

In the classical limit T  Tq this equation reduces to the usual Einstein relation, 
/ix =  D^/UqT  whereas in the quantum limit T  < Tq it gives a strong n 2D-dependent 
increase of the exciton mobility. This effect originates directly from the bosonic
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character of the excitons and reflects the well-known property of boson scattering to 
be stimulated by the presence of already occupied states. A simple derivation of the 
modified Einstein relation is given in Appendix A where a gas of fermions is also 
considered. In the case of fermions, the particles tend to avoid each other and the 
result of increasing concentration is an effective phase space filling and consequently 
a reduced mobility in terms of Dx.

The intrinsic QW interface roughness caused by variations in the QW width and 
alloy fluctuations is included through the disorder potential f/QW and the mean-field 
repulsion due to the dipolar character of indirect excitons through Wo™2D- The sum of 
these two term s results in an effective potential seen by the excitons, which induces 
a drift force.

The last two terms describe the radiative decay and generation rates of excitons, 
respectively. The term  r optri2D removes excitons at each time step and is proportional 
to the concentration which is determined self-consistently with Topt given by Eq. (1.38) 
repeated here for clarity

r  1 r0 Ey f l (l + ;2)dz
' opt 7oPt 2 kBT0 I  Ae->2̂ k°T - 1  ■ ^

Excitons are created by a laser pulse which has a Gaussian shape in space and it is 
the sum of two Heaviside functions in time namely

A = A(r„,t) =  A>e-<rs- H ) W [e(<) -  9 ( t  -  r ) ] . (3.4)

Here R  is the radius of the ring excitation, 2a its width, r  is the pulse duration and 
Aq is the number of excitons per cm2 generated at each 11s.

The quantum diffusion equation (3.1) is based 011 quantum Boltzmann equation, 
i.e., is valid for temperatures above the critical temperature Tc for a transition to a 
collective state.
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3.3.2 T h e r m a l i s a t i o n  K i n e t i c s

The cooling of initially energetic excitons via LA-phonon emission has been described 
in Section 1.6 in terms of Eq. (1.37) also repeated here for clarity

Apart from the scattering with phonons the exciton temperature is affected by the 
rate at which they recombine. In high quality QWs quasi-2D excitons can only emit

i.e., from the low-energy radiative modes. Consequently the decay rate of excitons 
depends on the energy they carry and can have either a cooling or a heating effect on 
the rest of the system depending on how large is the energy of the emitted photons 
in comparison with the average exciton energy. Faster decay rates of the low-energy 
excitons result in a net heating of the remaining excitons in the system.

This effect of recombination heating or cooling refers to relatively low temperatures 
kBT  <C E 1 ~  IK when most excitons’ momentum is located within the photon cone 
whereas at high temperatures kBT  E 1 ~  IK, only a net heating of the system 
occurs. Inclusion of this effect in the thermalisation equation for the effective exciton 
temperature is done by adding an extra term which describes the rate of change of 
the exciton tem perature due to their decay

Eo/kBT,eEo/kBTb
e eE0/ k a T _|_ g— Tq/T — 'Y J y ^ E o / k ^ T ^  — ^

2

(3.5)

bulk photons as long as their momentum lies inside the photon cone k(oj) = (y/i^uj)/c,

q _ *4* Opt/-1- U
opt "  2kBT Ii -  kBT0I2

(kBT  12
(3.6)

where I\ is

(3.7)

and I2 is given by

(3.8)

The final heating mechanism is the laser itself. In nonresonant exciton creation the 
energy injected by a focused laser excitation can be as high as E J k B ~  200 K. For 
the purposes of numerical simulations we consider that the laser creates the excitons
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monoenergetically, so their initial energy E\ is constant. The heating of the excitons 
by the pump source is incorporated in the thermalisation kinetics through

(E[ — J c b T ^ A tq  
QkftT 11 — ksTol2

a -  rvB± ±2)^Tq (0 m
*^pump m  m r  r n  r ’

where I\ and I2 are given by Eqs. (3.7) and (3.8), respectively. S^ump is the rate at
which the exciton temperature changes due to the pump, and is always positive, i.e.,
the laser has a net heating effect.

The term ATq is given by

Ar0 =  —~ A ( t ) , (3.10)
™2D

where A(t) is the exciton creation rate per cm2 defined as

A(t) = A o { Q ( t ) - Q ( t - r ) } .  (3.11)

The resulting equation including all possible heating mechanisms reads

dT  _  f d T \
~dt ~  \  dt JV /  n2D

+  “S'pump +  •S'opt • (3.12)

3.3.3 D i f f u s i o n  C o e f f i c i e n t :  T h e r m i o n i c  M o d e l

In order to achieve a better agreement between theory and experiment the diffusion 
coefficient was adjusted to increase as a high concentration of excitons builds up and 
the QW disorder potential is flattened. The effective n 2D-dependent screening of the 
disorder potential £/qw = T7raLnd ( r j|) by dipole-dipole interacting indirect excitons is 
crucial for the drastic decrease of the time needed to fill up the optically-induced trap. 
The thermionic model, derived from Eq. (3.1) for a long-range correlated disorder 
potential, yields the effective diffusion coefficient:

£>x =  £ > fex p
f/(0)

k^T  + uun2D
(3.13)

where U(0) =  2 (|t/rand(r||) -  (t/rand(ry)) j) and D^0) is the in-plane diffusion coefficient 
in the absence of QW disorder [95].

The system of coupled Eqs. (3.1), (3.3) and (3.12) has been previously used to describe 
the optical trapping of excitons in the steady state [72, 136]. In this Chapter the
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dynamics of the laser trapping is modelled by solving the system of three equations 
in space and time domains.

3 .4  T h e o r e t i c a l  R e s u l t s

Equations (3.1), (3.3) and (3.12) are solved numerically with the optical excitation 
being positioned at R  =  15 /mi, and the ring thickness has a Gaussian shape with 
a =  5 fini (FWHM =  2 \/2  ln2cr = 11 .7  //m). As has been shown in earlier works [136] 
where the stationary solutions of Eq. (3.1) were studied, at low excitation powers, 
Pex ~  10 /iW the PL profile is similar to the excitation profile. However, as Pex 
increases a strong PL signal is detected at the centre of the excitation ring, indicating 
the presence of a cold and dense gas of excitons. In the simulations the excitation 
power of Pex =  75 fiW  corresponds to an exciton generation rate of Ao =  1.1 x 
109cm_2ns-1. The initial injected energy at this excitation power as inferred from 
the experiment is E\fk& =  100 K and the lattice temperature is kept to T\> =  1.4 K.

The ring-shaped laser induces an annular trap with a radius slightly different to the 
radius of the laser ring. The trap boundary, P tr, is defined as the location where 
ri2D =  ?42DX right after the pulse is switched on, since the trap  is created by the 
exciton concentration distribution, 722d(T|)- The trap radius is P tr ~  11 fini and the 
laser ring radius P  =  15 fini, therefore P tr < R.

The numerical simulations were performed by using control parameters consistent 
with those found in previous studies [136, 164] of similar structures: uq — 1.6 x 
10_lomeVcm2, =  1.2 meV, D = 35cm2/s, m  =  0.215 mo (mo is the free 
electron mass), Ex — 1.55eV, and the deformation potential of exciton LA-phonon 
interaction Ddp =  6.5 eV.

The first series of simulations are performed in the presence of the excitation pulse and 
the evolution of the exciton density, PL intensity, diffusion coefficient and occupation 
number is recorded with temporal resolution of 4 ns as shown in Fig. 3.4. Right after 
the pulse is switched on, a high concentration of excitons is found along the ring 
perimeter but within approximately 40 ns the excitons are collected in the trap centre 
reaching a concentration of ~  1.4 x 1010 cm-2. At the same time the PL intensity from 
the trap centre increases indicating that the low-energy excitons have accumulated 
there which is consisted with a macroscopically large occupation number of N e=o — 1
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Figure 3.4: The temporal evolution of (a) the exciton density, (b) PL intensity, (c) dif­
fusion coefficient and (d) ground state occupation number during the pulse, calculated 
with the theoretical model.

at the trap centre. Hence, even without any assumption of transition to a superfluid 
phase the non-classical values of the ground state occupancy indicate the build up 
of a quantum degenerate gas. Note that the ground state occupation number would 
be much higher should the laser intensity was higher or the lattice temperature was 
lower. However, in that case the appearance of spontaneously developed coherence a 
signature of BEC should be considered and our description of the exciton transport 
with Eq. (3.1) would cease to be valid. These considerations are a subject of ongoing 
research both from an experimental and a theoretical point of view.

Within the pulse duration the system in the trap centre reaches a steady state with a 
well-defined temperature which coincides with the lattice temperature. In the second 
series of simulations the stationary state parameters are used as an input for the evo­
lution of the system after the laser excitation is removed. As the confining potential 
of the optical trap disappears the exciton gas expands in the QW plane. Moreover, 
the major source of heating, i.e., the laser, is absent and consequently more excitons 
start to occupy the low-energy states giving rise to a drastic increase of the PL signal.
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Figure 3.5: Temporal evolution of the calculated exciton concentration in the optical 
trap after the laser pulse is switched on. Each figure (a)-(l) represents a snapshot of 
the exciton density in the x-y plane every 4 ns. The trap centre is loaded with a dense 
exciton gas within 40 ns. The laser excitation profile has a 30 y.m diameter and all 
the parameters are chosen to fit the experimental conditions. The maximum density is 
shown by the red colour, then magenta, yellow and green represent decreasing densities 
and blue corresponds to the background concentration.
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Figure 3.6: The calculated temporal evolution of (a) the exciton density, (b) PL in­
tensity, (c) diffusion coefficient and (d) ground state occupation number, relative to 
termination of the pulse as indicated.
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This is reminiscent of the PL jump observed in previous experiments. The temporal 
evolution of the system after the termination of the pulse is shown in Fig. 3.6.

The theoretical results show that the exciton temperature at the trap centre is indeed 
the same as the lattice temperature T\>. The temperature is maximum at the position 
of the excitation at t = 0 but as time passes and the moving particles transfer energy 
away from the ring, it decreases. A small heating effect seen outside the excitation 
ring could be due to absorption of the laser energy from the crystal lattice which 
results in a temperature slightly higher than the cryostat temperature of 1.4 K. The 
evolution of temperature at each spatial point with the passage of time is shown in 
Fig. 3.8 where is evident that the main heating mechanism is the laser pulse: after 
the pulse is switched off, the system thermalises to the lattice temperature within 
hundreds of ps. In the following Section, the theoretical predictions are compared 
with the experimental observations.
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Figure 3.7: Calculated concentration of excitons after the termination of the pulse. 
The experimental parameters are the same as those during the pulse, the temporal 
resolution is 4 ns and the colour legend is the same as in Fig. 3.5.
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Figure 3.8: The effective exciton temperature as a function of the radial coordinate for 
successive time steps of 4 ns, (a) during the pulse and (b) after its termination. At the 
position of the circular excitation r = 15/rni the temperature is maximum but at the 
trap centre it coincides with the lattice temperature. Excitons at the trap centre reach 
the bath temperature even during the pulse and after it switched of they all excitons 
share the common bath temperature within hundreds of ps.

3 .5  C o m p a r is o n  w it h  E x p e r i m e n t s

In the experiment, the excitation profile does not coincide exactly with that used 
in numerical simulations. The laser intensity at t*h =  0, although extremely low, is 
not equal to zero, but can be approximately 5% of the maximum intensity. It is 
possible that this could have a small effect on the temperature of the excitons at 
the centre of the trap: they could be slightly hotter than the predicted values in the 
theoretical results. However, a stronger cooling effect is expected at lower 7*, due to 
the recombination heating and cooling effect, and therefore, the exciton temperature 
would be around the temperature of the lattice Tb. This means that at lower Tb 
(Tb < 1 K), despite the fact that the intensity at r|| =  0 is not zero in experiments, 
the exciton temperature would still be close to Tb.

The experimental data were compared to the theoretical calculations of the exciton 
kinetics and the control parameters were chosen to fit the experimental conditions. 
As can be seen in Fig. 3.9 the measured and calculated kinetics of the exciton spatial 
patterns are in excellent agreement. The PL intensity at the centre of the trap 
increases towards a maximum within 40 ns, the time needed for the loading of the 
trap with the degenerate exciton gas. During the pulse the PL signal increases both 
at the position of the excitation and the trap centre and saturates within 50 ns as is
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Figure 3.9: Kinetics of the indirect exciton PL profile following the onset of the ring- 
shaped laser excitation pulse. The measured (a) and calculated (b) cross-sections of 
the indirect exciton PL across the diameter of the laser excitation ring as a function 
of time. The measured (c) and calculated (d) indirect exciton PL intensity at the ring 
centre (blue triangles) and in the area of the laser excitation ring (red circles) as a 
function of time. The time-integration window for each profile (a,b) and point (c,d) is 
4 ns. t  =  0 and r  =  500 ns correspond to the onset and term ination of the rectangular 
laser excitation pulse, respectively. Left inset: The ring-shaped laser excitation profile. 
Right inset: The calculated radial dependence of the exciton diffusion coefficient for 
different time delays.

depicted in Figs. 3.9 (c) and 3.9 (d). The temporal evolution of the diffusion coefficient 
is also shown in the inset and can be understood in the grounds of screening of disorder 
with increasing exciton density. The maximum value of the diffusion coefficient at 
the end of 50 ns coincides with that previously calculated in steady state simulations 

[2]-

Additional important information was obtained by measuring the indirect exciton 
kinetics in the optically-induced trap after the trap removal by switching off the 
laser excitation pulse. When the laser pulse is switched off, a jump in the exciton 
PL is observed in the region of laser excitation. As shown in previous studies, only 
the low-energy excitons with the energy E  < E0 = Eg£h/(2mc), in the so-called 
radiative zone, are optically active [75, 165]. The PL-jump is caused by the increase
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Figure 3.10: Same as in Fig. 3.9 but following the term ination of the ring-shaped laser 
excitation pulse, r  =  0 and r  =  500 ns correspond to the onset and termination of 
the rectangular laser excitation pulse, respectively. Inset: The calculated temperature 
across the ring diameter in the beginning of the laser excitation pulse at r  =  4 ns 
(blue), in the stationary regime achieved during the 500 ns-long excitation pulse about 
40 ns after its start r  =  48 to 500 ns (blank) and 4 ns after the termination of the laser 
excitation pulse at r  =  504 (green).

of the radiative zone occupation due to the cooling of the high-energy dark excitons 
after switching off the laser excitation [107]. The time-resolved imaging experiments 
presented in Fig. 3.10 show that the PL-jump is observed only in the region of laser 
excitation, where the excitons are heated by the laser. The excitons in this region 
rapidly cool down to the lattice temperature, within 4 ns after switching off the laser 
excitation (see inset in Fig. 3.10) much faster than the exciton lifetime which is about 
50 ns.

More importantly, the data show that there is no PL-jump at the trap centre (Fig. 3.10) 
This proves that the excitons at the trap centre are cold, essentially at the lattice 
temperature, even during the excitation pulse. The indirect excitons photogenerated 
at the laser excitation ring travel to the trap centre due to drift and diffusion. They 
can travel over long distances before optical recombination due to their long lifetimes.
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The data (Fig. 3.10) show that during this travel, the excitons thermalise to the crys­
tal lattice temperature at the trap centre, where heating from the laser excitation 
is negligible. This leads to the creation of a cold and dense exciton gas at the trap 
centre. The observed trap loading time, about 40 ns, exceeds the exciton cooling 
time, < 4 ns, and this is why the excitons loaded to the trap  centre are cold. The 
time hierarchy (exciton cooling time) < (trap loading time) < (exciton lifetime in 
the trap) is favourable for creating a dense and cold exciton gas in optically-induced 
traps and its in-situ control by varying the excitation profile in space and time before 
the exciton recombination.

By using Eq. (3.13), the time rtrav required for an indirect exciton to travel from the
boundary of an annular trap of radius R  to its centre is estimated as

rtrav =  ~{o) eU{0)̂ kiiT for kBT ^ > u 0n2D, (3.14)

Trav =  —7q) ~ ^ ) eUl0)/{U°n^ ) f° r kBT  <^U0n 2D, (3.15)
Dx ^0^2D

where is the density of photoexcited indirect excitons at the boundary of the 
trap, and the low-density limit (n2D < 109cm~2) refers to the unscreened disorder 
potential, while the high-density limit (n2u >  10locm~2) deals with effective mean- 
field screening of t/ranci(ru). In the low-density limit, the excitons are essentially 
localised by disorder, the diffusion coefficient is small, Dx = D^  exp[— / ( k BT)] ~  
0.1cm2/s, and the in-plane transport of excitons out of the excitation spot cannot 
be seen because in this case t ^ v Topt. In contrast, for kBT  <C uon2u the diffusion 
coefficient is large, Dx — exp[—U ^ / ( u 0n 2B)\ ~  10cm2/s, giving rise to the 
drastic decrease of the characteristic travel time rtrav. According to Eqs. (3.14)-(3.15), 
rtrav =  PTtrlv ^  Ttrav w^h  the dimensionless smallness param eter p  ~  10-3 — 10 ~5 
(for T  ~  1 K, Uq ~  1 meV, and n2B ~  10locm-2). The transition from localised to 
delocalised indirect excitons is indeed observed with increasing density [1, 2, 136].

The calculated change of the exciton diffusion coefficient, due to screening of CQW 
disorder, is shown in the right inset of Fig. 3.9. A drastic increase of Dx with increas­
ing n2D is consistent with the above estimates. For the experiments studied in this
Section, evaluations with Eq. (3.15) yield rt(r2av ~  4.6ns against ropt ~  50ns, i.e., the

( 2 )condition rtrav <C ropt is clearly met.
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3 .6  N u m e r ic a l  P r o c e d u r e

The solution of mathematical equations which model experimental situations is pos­
sible by methods of numerical analysis. Although the quest for analytical solutions 
of the quantum diffusion equation is an ongoing effort, inclusion of the equations 
for the thermalisation and optical decay forces us to develop numerical methods for 
the solution of the system of three coupled nonlinear equations. In this Section two 
methods used for the simulations presented in this and in the previous Chapter are 
described and suggestions for further improvement are discussed.

FlN ITE-D IFFEREN CE SOLUTION: EXPLICIT METHOD

In all our previous simulations only solutions with cylindrical symmetry were inves­
tigated. This choice simplifies vastly the numerical effort needed and is justified by 
the symmetric patterns observed in the experiments. As a result the concentration 
is a function of the radial coordinate r  and time t which implies a two-dimensional 
problem in terms of numerical procedure, namely with one spatial and one temporal 
variable. One can introduce the dimensionless variables X  =  r //, T  =  Dxt / l 2 and 
c =  712d/^o where I is the characteristic diffusion length, D x is the diffusion coeffi­
cient and no is some standard concentration such as the background value far from 
the excitation spot.

The transport of excitons in the quantum well plane with the passage of time is 
equivalent to determining the value of the concentration in a two-dimensional grid 
formed by the X  and T  variables. Let the range in X  be divided into equal intervals 
SX  and the time into intervals ST , so that the X  T  region is covered by a grid of 
rectangles, as in Fig. 3.11, of sides SX ,ST .  The coordinates of a representative grid 
point (A, T) are (iS X , j5 T ) where i and j  are integers. We denote the value of c at the 
point (iSX, jST)  by Q j with corresponding values at neighbouring points labelled as 
in Fig. 3.11. By using Taylor’s expansion in the T  direction but keeping X  constant, 
we can write

Ci,j+i =  Cij +  ST  +  2 ^ T ) 2 ( j y j v ' j  . . +  ’ (3.16)
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from which follows that the derivative with respect to time is

(3.17)

where O(ST) signifies that the leading term to have been neglected is of the order
of ST. Similarly, by applying Taylor’s series in the X  direction the second spatial 
derivative reads

If for the moment we neglect the drift terms and consider pure diffusion the equation 
that has to be solved numerically has the form

By substituting Eqs. (3.17) and (3.18) into Eq. (3.19) and rearranging, we obtain

where r  =  ST /(SX )2.

W ith reference to Fig. 3.11, we can use Eq. (3.20) with a fixed value of r  to calculate 
the values of c at all points along successive time rows of the grid provided we are 
given some initial starting values at T  =  0 and some conditions on the boundaries 
X  =  0, X  — 1. A formula such as Eq. (3.20), which enables one unknown variable to 
be expressed directly in terms of known values, is called an explicit finite-difference 
formula. It has been shown [166] that the value r — 1/2 is critical so that instabilities 
develop for values of r  larger than this. The stability condition could therefore be 
expressed as r  <  1/2, a fact which imposes severe limitations on the value of ST  for 
a given SX. This forces us to take a large number of small time steps during the 
iterative procedure used to reach a solution. Generalisation of the above discussion 
in order to include the drift term is straightforward and consists of expressing the 
first order spatial derivatives as

(3.18)

(3.19)

Ci,j+1 Ci,j “I” r { C i —\ j  “t” Q+ljj) ■> (3.20)

(3 .21)

and substituting in the drift-diffusion equation.
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A

5T
i f

Figure 3.11: The two-dimensional grid used in numerical calculations, comprises one 
spatial and one temporal dimension. The value of the concentration is calculated at 
each grid point and corresponds to the concentration at each point in space every time 
step.

C r a n k - N ic o l s o n  i m p l i c i t  m e t h o d

An alternative method which is widely used in diffusion problems is the so called 
Crank-Nicolson method [167]. The main idea is to substitute d2c / d X 2 by the mean 
of its finite-difference representations on the j th  and (j +  l) th  time rows so that Eq.
(3.19) can be approximated by

Ci , j + 1 — Cij   c i + l , j  ~  ^ Ci , j + C i - i j  ci+l,j+l — 1 T  + i o
ST ~  (SX)2 (ST)2 ’ [ J

which can be rearranged as

~ r c i - i , j + i  +  (2 +  2r)ciJ+1 -  rci+1J+1 = rct_ltj +  (2 -  2r)citj +  rci+hj . (3.23)

The three unknown values on the time level j  + 1 can be determined through the three 
known values of c on the j t h  level. Assuming tha t there are N  internal points in the 
grid along each time row, for j  =  0 and i = 1, 2,..., N,  Eq. (3.23) gives for each time 
step a system of N  simultaneous equations for the N  unknown variables in terms of 
the known initial values and the boundary values at i — 0 and i =  N  +  1. Similarly

Cij+1

Ci-lj CiJ Ci+lj

Cij-1

< >
5X
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a new set of N  x N  equations has to be solved in the next time step in terms of the 
values calculated in the previous step. Such a computational scheme where a solution 
of a set of simultaneous equations is needed at each time step is called an implicit 
method. Note that despite the fact that an increased amount of computational labour 
is involved at each time step, no limitations on the values of r  are assumed. This is 
a strong advantage which allows us to consider larger and hence fewer time steps.

T w o - d im e n s io n a l  d i f f u s i o n : A l t e r n a t i n g  d i r e c t i o n  i m p l i c i t

METHODS

The methods described above can easily be extended to two spatial dimensions. The 
corresponding form of Eq. (3.19) over a rectangular region 0 < x < a, 0 < y < b  is

( d c \  ( d2c d2c \
\ & T ) = D x  ( a ^  +  d j f )  ' (3'24^

The region where diffusion occurs has to be covered with a rectangular space grid at
each time step with coordinates

x  =  idx , y =  j 6 y , t = n d t , (3.25)

where i , j , n  are positive integers and the values of c at each grid point are denoted
by Cj,j,n . The explicit finite-difference method applied to  Eq. (3.24) yields

ci,j,n+1 Ci,j,n D x . . .
^  — [$x) (3.26)

T 2c'jj'n +  Cj j-|_i n) ,

with an extremely severe stability criterion expressed as

D
1 1

+
(5x)2 (5y)2 _

St < i  , (3.27)

and imposing the use of very small time steps St. On the contrary no such limitation 
exist in the case of the Crank-Nicolson method which now reads

l ( ^ L  + ^ )  + ( * ! + * ! )  ) ,  (3.28)
St 2 I V ^ 2 d y 2Ji,j,n \ dx2 d y 2 / i ,j ,n+ 1
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and requires the solution of (N  — 1 )(M  — 1) simultaneous algebraic equations for each 
time step 5t, where NSx  =  a and MSy = b. In general, the values of c at five grid 
points have to be determined and this can be achieved by direct elimination using an 
iterative procedure.

A method which offers considerably improved efficiency is the alternating direction 
implicit method (ADI method). Its essential feature is to replace only one second- 
order spatial derivative by an implicit difference approximation leaving the other to 
be treated explicitly. By applying this idea to each of the (N  — 1) points along 
a grid line parallel to the x-direction one obtains (N  — 1) simultaneous equations, 
each one containing only three unknowns, which have to be solved (M  — 1) times. 
Obviously this is much easier than the solution of the (N  — 1 )(M  — 1) simultaneous 
equations needed in an implicit method. Consequently, the solution is advanced from 
the (n-t- l) th  to the (n +  2)th step by interchanging the treatm ent of the second-order 
derivatives.

Both explicit and implicit methods were tested towards the solution of the nonlinear 
diffusion equation and the latter turned to be more stable and efficient corresponding 
to the amount of computational work they required. As mentioned above only cylin- 
drically symmetric solutions were considered and therefore two independent variables 
were adequate for the description of transport along the quantum well plane. How­
ever, if one is interested in describing the fragmentation of the external ring in terms 
of Eq. (3.1), one has to use the most sophisticated ADI method and treat the two 
spatial dimensions independently. Although this is beyond the scope of the present 
work, it offers an interesting challenge for future use of the nonlinear diffusion equa­
tion in order to interpret and describe the intriguing and so far unexplained pattern 
formation observed in the experiments.

3 .7  S u m m a r y

In this Chapter, the spatial and spectral kinetics of excitons in the optically-induced 
trap were simulated numerically in order to reproduce the experimental observations. 
The results demonstrate a rapid loading of the trap by cold excitons on a timescale 
less than the exciton lifetime and prove the feasibility of accumulating a dense and 
cold exciton gas in optically-induced traps.





4 S p a t i a l  c o h e r e n c e  o f  

QUANTUM WELL EXCITONS

4 .1  In t r o d u c t i o n

Coherence is an essential intrinsic property of quantum  mechanical particles. A par­
ticle is called coherent if it propagates like a wave packet with well-defined phases 
for its spectral components. Such particles have the ability to produce interference 
patterns. Constructive interference leads to macroscopic coherence of an ensemble of 
particles. The coherence of such an ensemble is destroyed by phase-relaxing processes 
of its individual members.

For a system in a condensed phase all particles are considered to be in the same 
quantum state and they are described by a common wavefunction and therefore share 
a common phase, i.e., they are coherent. Excitonic coherence is spatially limited 
due to interactions within the exciton ensemble and its coupling to the environment. 
Typically, excitons are detected by their luminescence which is expected to inherit any 
coherence properties the exciton system may have. As a result, the large coherence 
lengths observed recently in experiments with quantum well excitons [168, 169] and 
microcavity polaritons [170, 171] are attributed to the appearance of a condensed 
phase and therefore build up of spontaneous coherence.

In the remainder of this chapter the spatial coherence in a system of excitons is 
investigated in terms of first-order correlation functions and analytic expressions for 
the coherence function are derived. It is argued tha t spatial coherence is inherent in

77
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systems obeying Bose statistics due to their tendency to cluster together and does 
not necessarily require the existence of a BEC. In particular, in the experiments the 
PL signal is collected only from a small angle which corresponds to a narrow region 
in the k-space and therefore the coherence is rather imposed than measured.

C o r r e l a t io n  f u n c t io n s

Let us consider excitons as a non-interacting gas of bosons with Hamiltonian

- ^  -* - & k l
=  i e*i = 2 M -

k l !

For simplicity, we describe the excitons in terms of a general bosonic field ’F(r) which 
obeys the usual commutation relations

[^ (r | |) ,  ^ ' ( r j ) ]  =  <S(r, -  r j , ) , (4 .2)

[ * ( r ( ) ,  * (rjj) l  -  [*»(r,), *»(✓ ,)]  =  0 ,  (4 .3)

where r;j and r]| are the spatial coordinates of the excitons in the QW plane. To 
avoid overloading of the nomenclature we set ry =  r  and rj| =  r ' henceforth as well 
as ky =  k, i.e., all vectors are understood to be two-dimensional since the excitons 
are confined to move along the quantum well plane.

If we choose plane waves as the basis, the creation and annihilation operators of the 
quantum field read

^ r )  =  - L V e - ikr.B*, (4 .4)
V s  k

i ( r ') =  ^ E eikr' iJ‘<’ (4-5>

The first order correlation function is equivalent to  the reduced one-particle density 
matrix which in the grand canonical ensemble is [21]

P =  2 - e - * * - * * ) , (4.6)

where /3 = l / k ^ T  is the Boltzmann factor, /i is the chemical potential (/i < 0 for
bosons) and Z q is the grand canonical partition function. The translational invariance
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of p implies that
(B lB v )  = T r[p B lB k,j =  (nk<W> ■ (4.7)

One can then calculate the first order correlation function G^(r, r') of the system as

G(1V ,r ')  =  (^ (r)^ (r '))

= T r [ p ¥ (  r)tf(r')]

=  (4.8)
k

As we are interested in spatial coherence only, we consider the correlation function 
at equal times. Alternatively, the first-order correlation can be expressed in terms of 
the Wigner function

^  = (2W Jdr’e-'Pr'/h(¥(r ~ + I))  ^
which is the quantum-mechanical equivalent of a probability distribution in phase 
space. However, the Wigner function does not satisfy all the properties of a conven­
tional probability distribution; for example it can become negative for states which 
have no classical analogue. Regions where the Wigner function takes negative val­
ues cannot extend to sizes larger than a few h , as a consequence of the uncertainty 
principle which does not allow precise location within phase-space regions smaller 
than h. Negative values of the Wigner function are related with quantum mechanical 
interference. The connection between the quantum-mechanical correlation function 
and statistical mechanics is illustrated by the Fourier transform relation

G(1)(r ,r ')  =  J d p e - ipir- r'}/hw ( p ,  ^ y ^ )  ■ (4.10)

In what follows the correlation function is calculated using Eq. (4.8) and is inde­
pendently checked with application of Eq. (4.10). In order to achieve an absolute 
agreement between the two different approaches the local density approximation is 
applied.

C o h e r e n c e  f u n c t i o n

In order to define a local measure of coherence we introduce correlation functions 
which are normalised to attain unit modulus in the case of perfect coherence. In this
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sense, the degree of first order coherence is expressed by

gm i i y )  = .... . (4 .ii)
N/G<1> (r,r)v/G<‘>(r',r')

characterises local fluctuations of the phase of the complex field amplitude and 
is related to the contrast in an interference experiment [172, 173]. In the following 
we examine both classical and quantum statistics for the mean value of the number 
operator

C l a s s ic a l  G a s

As a starting point, let us consider a 2D gas of particles obeying the Maxwell- 
Boltzmann (MB) distribution. This will serve as a reference point for further analysis. 
Substituting the MB distribution function into Eq. (4.8) and transforming the sum 
over k into an integral over the entire area in momentum space, one obtains

9c \ R )  — e~”R2^  , (4.12)

where R  is the distance between the excitons under study, R  =  jr — r'j, and Xt  is the 
thermal de Broglie wavelength:

A » = - ^ .  (4.13)
T M ^ bT  V '

Thus, for a classical gas the coherence function has the form of a Gaussian and the 
correlations decay on a lengthscale given by the therm al wavelength. The coher­
ence length defined in this way increases with decreasing tem perature as Fig. 4.1 (a) 
illustrates.

Q u a n t u m  G a s

Continuing in the same simple framework, i.e., the non-interacting case, let us now 
use the Bose-Einstein distribution to account for a degenerate gas of Bose particles 
above the critical temperature for BEC. Note tha t in our analysis the thermodynamic 
limit is considered where BEC cannot be realised at finite temperatures. In this case
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the mean number of particles in the state with wavevector k is :

■ (4-14)

where z =  is the fugacity and A2 =  A^/47r. For isotropically distributed QW
excitons the first-order coherence function takes the form:

gm (R) = 7i  /  M k R ) n k k d k ,  (4.15)
z7rn2D Jo

where R  =  |r—r'|, n 2D is the concentration of particles, n k — is the occupation
number, and Jo is the zeroth-order Bessel function of the first kind [174]. Using the 
expression for the chemical potential of a 2D gas of bosons

M2D =  fcBr i n ( l - e - :r°/7') ,  (4.16)

the occupation number can be rewritten as

1 _  e ~To/ T

=  ew  +  e - n / T  _  !  • (4 -17)

i.e., in terms of the degeneracy temperature To, which is concentration dependent
and therefore can be controlled by the external source in an actual experiment. The
coherence function of a quantum degenerate Bose gas becomes in this case

s g ' ( f i )  =  ^ ( 1  -  e - T°'T) \ 2I ( R ) , (4 .18)
To

where the integral is given by

J pOO
' Jo(kR) rib k dk (4.19)
o

and can be evaluated by expanding the occupation number in an infinite series ac­
cording to:

30
= y " ( - l ) nanx n+l, x < l ,  (4.20)

1 +  a x
n = 0

with x — e~x2k2 and a  = e~T°^T — 1. Thus the integral becomes:

J roo 00

‘ Y ] { - l ) n{e-To/T -  1 )ne - {n+l)x2k2k Jo{kR) d k . (4.21)

o 71=0
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Exchanging the order of summation and integration the integral can be calculated 
analytically [174] and the final result is :

$ ’(*> =  Y  E  (1 ~  e ~r °/ r ) " e - ^ / n 4  , (4.22)
® n— 1

or in a more compact form

9q \ R )  =  7 j ? 9 \ { z > 9 c \ R ) ) ,
J- o

where the generalised Bose function [175] was introduced

_3°_ nk-.l/k,
9o(x,y) =

1

It is already evident that for a gas which obeys quantum  statistics, coherence is 
maintained for longer distances as the Bose function decays slower than a Gaussian. 
However, the degree of correlation does not depend only on tem perature but also 
on the density of the excitons through Tq. This means tha t apart from the ther­
mal fluctuations the exciton gas is influenced by the quantum  fluctuations as well. 
Fig. 4.1(b) shows the effect of temperature on the coherence function where -  similar 
to the classical case -  an increase of the coherence length is expected at low bath 
temperatures. The asymptotic behaviour of is of major importance in the study 
of the coherence of the system and is analysed in detail in the following Section.

4 .2  A s y m p t o t i c  b e h a v i o u r  o f  t h e  c o h e r e n c e  f u n c ­

t i o n

C l a s s i c a l  L i m i t  T  >  T0

When the temperature is well-above the quantum degeneracy temperature, i.e., when 
the exciton density is sufficiently low, the coherence function approaches the Gaussian 
of the classical gas and the coherence length will be given by the de Broglie wavelength. 
Indeed if in Eq. (4.22) one keeps only the term for n  =  1 and writes the exponential

(4.24)

(4.23)
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Figure 4.1: The first-order spatial coherence function as a function of the spatial sep­
aration for (a) MB and (b) BE distributed excitons. The increase of the coherence 
length with decreasing temperature is evident. For classical statistics the lengthscale of 
correlations is set by the de Broglie wavelength and exhibits a Gaussian decay, whereas 
in the case of quantum statistics coherence is preserved for longer distances and decays 
exponentially.

as e T°/T ~  1 —T0/ T  one obtains:

As one would expect, in the limit of high temperatures the quantum expression re­
produces the classical result. Let us note however that apart from the temperature, 
what characterises the classical limit is the sum index n  since when T  is high and 
therefore At is small, the contribution of terms with n ^  1 is negligible.

Q u a n t u m  l i m i t  T  <  T0

In the opposite limit when T  —► 0 the exponential approaches unity and the coherence 
function takes the form

(4.25)

(4.26)

where we have used

(4.27)
n = l
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By definition the coherence function is equal to unity when we examine m atter waves 
originating from the same point in space or, according to our result, the system under 
investigation is highly degenerate.

A s y m p t o t i c  b e h a v io u r  a t  s h o r t  d is t a n c e s

When R  —> 0, we can approximate the Gaussian factor in the sum with

e- * * / =  t
n\j .

In this case the coherence function close to R  = 0, i.e., when the distance between 
the two excitons is very small, becomes:

=  1 “  ~ e~T°/T} ’ (4‘29) 

where the polylogarithm function is defined as:

OO fc
LU(z) =  Y i  r j  • (4.30)k ‘k=l

As a result when R  \ T the coherence function decays as

(4.31)
/\^

which is consistent with the classical limit. Excitons with small spatial separation 
inherit the coherence properties of the laser beam which generates them and as a 
consequence they tend to be coherent with each other.

A s y m p t o t i c  b e h a v io u r  a t  l a r g e  d is t a n c e s

The previous results although trivial show that the general expression (4.22) re­
produces the anticipated behaviour at various limits. However, it is less clear how 
very distant excitons are correlated. In this case, the value of the coherence func­
tion is of utmost importance for technological applications as it can provide one 
with information about the intrinsic limitations of coherence transfer in these sys­
tems. In order to analyse the coherence for large R  we substitute the sum in
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Eq. (4.22) with an integral, change variables according to x  =  1 /n  and set the upper 
limit of integration to  be equal to  infinity. This substitution is satisfied as long as 
r > R ^ )  = \ t [ -  (2/tt) ln(l - e- To' T)]1/: since then the difference between successive 
terms in the sum is small and it can be transformed into an integral. In this limit 
the coherence function reduces to

gm ( R > R {q)) ~  2 ^ r K 0 , (4.32)

where K 0 is the modified Bessel function of the second kind [176] and Ro =  At / [ —47r ln(l
e -T 0/T )J l/2 _

For R R o > R ^ \  Eq. (4.32) reduces further to the quantum limit:

gm = (R »  /Jo) =  7 .  J K e-A/fio. (4.33)
1 o V Xt

The quantum corrections given by Eq. (4.33) refer to R  > At  At,
and, therefore, to very small values of g^lh The la tter conclusion is consistent with the 
e — ir R 2/ n \ \  _ serjes on ^ e  r.h.s. of Eq. (4.22). For T  <  T0, when Bose-Einstein statistics 

is well-developed, Eq. (4.33) is valid for distances larger than A t  \/{2/tt ) e~T/2T° <C A t ,  

so that is well-approximated by g ^  for any R.

Thus, with temperature T  decreasing from T  >  T0 to T  < T0, the first-order co­
herence function g ^  changes from the n2D-independent Gaussian <7q (̂/2), to the 
n2D-dependent exponentially decaying g ^ \ R ) .  The quantum  statistical effects con­
siderably increase the correlation length £x, as illustrated in Fig. 4.1. For T  <  T0 
one has £x ~  r 0 ~  [AT/(2 vTr)]ero/2T, i.e., £x increases exponentially with increasing 
density n2D- This is due to large non-classical population of the low-energy states, in 
particular the ground-state mode k =  0: =  eT°^T — 1.

4 .3  I n c l u s io n  o f  t h e  d i p o l e - d i p o l e  i n t e r a c t i o n

Our analysis so far was restricted to the general case of two-dimensional bosons. 
Indirect excitons can be considered as such only in the dilute limit aln2D C  1. As 
the concentration increases through laser excitation the interactions which come into 
play are expected to limit the coherence in the excitonic gas. Moreover, the composite
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nature of excitons has to be taken into account when the system becomes dense 
enough. The interaction between indirect excitons changes with increasing density 
from the dipole-dipole repulsion of the aligned dipoles to Coulomb interaction between 
their constituents. In this Section we calculate within the self-consistent Hartree-Fock 
approximation the corrections to the exciton energy due to this repulsion and show 
analytically how this inclusion influences the spatial correlations. The main result 
is that the interaction induces an increase of the effective mass which now depends 
upon the parameters of the structure and the tem perature. A direct consequence 
of this increase is tha t coherence is maintained for shorter distances than in the 
non-interacting case and therefore the coherence length decreases, remaining however 
larger than tha t of the classical gas.

G r e e n ’s F u n c t i o n

In interacting systems when many-body effects are taken into account, the natural 
generalisation of a correlation function is the Green’s function between two operators. 
These propagators describe the evolution of a system from a given initial state through 
the interaction potential which induces scattering processes. The Hamiltonian of a 
two-dimensional system of interacting bosonic particles in the second quantisation 
formalism has the form

H - l i N  = -  n ) B l B k + f (q )B l+qB U qBk'Bk , (4.34)
k k,k',q

and the corresponding Green’s function of two operators A  and B  is defined as

= i  $ > < * ■  -  (4.35)
m ,n

where the orthonormal basis |ra, n) is constructed by the eigenstates of the Hermitian 
operator H  — f iN,  with corresponding energies E mjn, Z  is the partition function and 
2 is in general a complex number which is chosen with respect to the particular type 
of the Green’s function one wants to study. For the purposes of the present analysis 
we choose 2 —> iui and the resulting thermal Green’s function is related with the 
correlation function through

<BA) =  - i V e “ ' ’'G,4,B(iu;1). (4.36)
^  (
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Here, the summation is performed over the bosonic Matsubara frequencies u n = 
27m/ (3 and then the limit r] —► 0+ is taken.1 Equation (4.36) can be considered as 
a form of the fluctuation-dissipation theorem: the correlation function describes the 
spontaneous quantum fluctuations of the system in therm al equilibrium with char­
acteristic frequency u,  while the Green’s function characterises the response of the 
system to an external perturbation. In the case of a system described by the Hamil­
tonian (4.34) the Green’s function is calculated adopting a perturbative approach 
through the equation of motion written in the form:

Ga(z) = G<S\z) + G ^ ( z ) E lS \ z ) G a( z ) , (4.37)

where Ga (2 ) is the Green’s function of the corresponding non-interacting system

G»0>(2> =  * <4-38)Z  c Q \±

and the self-energy Ea (z) includes all the corrections to the single-particle Green’s 
function, i.e., all the irreducible scattering processes. Thus the Green’s function of 
the interacting system is specified by means of Dyson’s equation

=  u  \  V ( t • <4'39)z -  {sa -  n) -  T,a{z)

In general, the calculation of a single-particle Green’s function involves two-particle 
Green’s function and therefore a decoupling approximation is in order. For the pur­
poses of the present analysis the Hartree-Fock approximation is sufficient as we de­
scribe in the next subsection.

H a r t r e e - F o c k  A p p r o x im a t io n

In several physical systems the motion of single particles can be considered to take 
place in the average self-consistent field generated by all the other particles. This idea 
is behind the Hartree-Fock approximation which is characterised by a Dyson equation 
of the form

G(k, iujn) =   -—^ (4.40)
lL U n  ~  £ k  +  fl ~  E h f W

LNote that the presence of the prefactor assures that the corresponding wT1-sum converges.
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with the self-energy given by

[ _  @1
S  JL p

- 0 S HF(k , ia )  =
q ,-n

q  , ia ') e “ '0+, (4.41)
q a'

where a ' =  a  — rj. The effect of the mean field potential is a renormalization of the 
single-particle energies according to

A  =  £k +  |  +  u(|k -  k'D) (4.42)
k'

with corresponding Green’s function

G(k, icun) =   -------\ -------- . (4.43)
S'k T

In other words in the Hartree-Fock approximation a system of interacting particles 
behaves as a system of non-interacting quasi-particles with energy and infinite 
lifetime.

Note tha t an essential prerequisite for the choice of Hartree-Fock approximation for 
bosons is a high tem perature value so as to avoid any condensation in the ground state 
mode. Indeed this assumption is included in our approach where the thermodynamic 
limit is considered and the system is two-dimensional. Furthermore, in all of our 
simulations the tem perature is kept above the Berezinskii-Kosterlitz-Thouless (BKT) 
limit where superfluidity spontaneously develops.

D i p o l e  i n t e r a c t i o n  p o t e n t i a l

Let us consider the case of an ideal double quantum well without impurities and 
neglect the effect of interface roughness. In such a structure indirect excitons are 
represented by identical dipoles free to move in the x - y  plane and polarised along 
the 2  direction which coincides with the growth direction. The dominant interaction 
between these Bose particles is the dipole-dipole repulsion as long as the system is 
dilute, such th a t higher multipolar fields are weak. However, a more rigorous potential 
should include the interaction between the constituent electrons and holes, since their 
separation is finite. We can therefore exploit a phenomenological approach, where the
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interaction becomes Coulomb-like at short distances, while preserving asymptotically 
a dipolar character. In this sense the interaction can be described by means of the 
potential [177]

v(r)  =  ^-(1 -  e-r2/d2) , (4.44)

with d being the distance where excitons start to feel each other’s internal structure 
and p the magnitude of the dipole strength. A great advantage of this particular 
choice of potential is tha t it has a well-defined 2D Fourier transform, which can 
furthermore be calculated analytically:

* >  -  f  *  (. + ; > < ¥ ) ]  -  l} .  «■«>

where In is the modified Bessel function of the first kind of n th  order [176]. Equa­
tion (4.45) can be further simplified by taking the Taylor expansions of both Bessel
functions and the exponential and keeping only the leading terms, i.e., imposing the 
condition qd <C 1. This requirement is equivalent to the cancellation of the long- 
wavelength limit of the interaction potential which in tu rn  is a consequence of the 
assumption of a fixed average dipole density. The physical meaning of this constraint 
is tha t the system of indirect excitons is characterised by charge neutrality and there­
fore a local increase -  or decrease -  of the dipole density results in an effective restoring 
force allowing one to define an average density. In view of these considerations the 
interaction potential in the momentum space becomes

v{q) = Vo ( ^ q 2 -  +  1V  (4.46)

where vq — v{q —> 0) =  p2/2dyjlt, is the zeroth order term  and in numerical calcu­
lations will be chosen to agree with the experimental results. The interaction brings 
about a change in the exciton energy and chemical potential. This change is calcu­
lated self-consistently within the Hartree-Fock scheme in the following Section.

4.3.1 S e l f - C o n s i s t e n t  H a r t r e e - F o c k  T h e o r y

In the self-consistent Hartree-Fock approximation we can calculate the correlation 
function using the exciton’s Green’s function given by the Dyson equation

G(k, iiOn) — - — — ; r , (4-47)
lUJn — £ k  +  p- — ^ S C H F  ( k ,  ILUn)
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with the self-energy after the summation over the bosonic M atsubara frequencies 
being

S scH F (k ,zw „ )  =  “  k , ) ( n k')o • (4 -4 8 )
k'

The occupation number has to be calculated self-consistently using

1
(«k ')o _ I ’ (4.49)

The self-energy consists of a part which depends quadratically on the wavevector and 
a part which has no momentum dependence but is only a function of the density, 
tem perature and the parameters of the potential, namely

Up 
167r

1 f  c/2 , . . 2 d T . /T, X 4 T q

+ v  ( 2V 2( } “ T  3/2̂   ̂+ ~ T (4.50)

where T0* =  (M xjM*)T0, F =  1 — er^ T and the polylogarithm function Lia (x) was 
used. This form of the self-energy implies th a t the effects of the interaction can be 
incorporated in a renormalised effective mass and a shifted chemical potential. The 
mean occupation number of the dipole-dipole interacting excitons takes the form

^ k  T  f-i
(4.51)

where again the sum is over the bosonic M atsubara frequencies ivn = 27rn/p with

h V

and

47tA2
T r\

£k =  ------2 Mx*

+  i  ( 4 -L i2(F) -  Li3/2(F)
T  A V8A

(4.52)

(4.53)

The effective mass is determined as a single solution of the transcendental equation

(4.54)
1

AT
1 Vo d

AT +  8ttH2 A

or
u + A  u~1/2V T  Li1/2(1 -  e~Bu "2u/r) =  1 +  C n2D , (4.55)
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Figure 4.2: The change of the effective mass with decreasing temperature for two 
values of the concentration calculated within the Hartree-Fock approximation. At low 
temperatures where quantum effects are dominant the effective mass increases rapidly, 
influencing the spatial correlations which are limited.

where u =  Mx/M*, A2 =  h2/2M*kBT  and A , B  and C  are numerical factors. Figure
4.2 shows the dependence of the renormalised effective mass on the temperature 
for two values of the concentration. At temperatures below 1 K there is a large 
increase of the mass which stems from its dependence on the thermal wavelength. As 
the system enters the quantum regime the dipole-dipole interaction alters excitons 
behaviour to that of much heavier particles. The effect of the concentration is also 
evident: higher values of the concentration result in reduction of the mean distance 
between particles and therefore a stronger interaction between them which again 
increases the effective mass. This effect may be an obstacle towards the achievement 
of BEC in a system of indirect excitons as it seems that in the region of a few 
K there is an increase of the effective mass requiring lower temperatures for the 
observation of collective phenomena. However, the Hartree-Fock approximation is 
no longer valid in the critical regime where one has to consider the macroscopic 
occupation of the ground state. Furthermore, the choice of the interaction potential 
was made in phenomenological grounds and reproduces only qualitatively the studied 
physical system.
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The coherence function of the interacting system can be calculated in terms of the 
Wigner function which, as mentioned before, is employed in the local density approx­
imation. This assumes the Wigner function to be locally identical to the momentum 
distribution of a spatially homogeneous system with constant potential energy equal 
to the local value of u (r ) ,  namely

^ P , r  ̂ =  (27Th ) 2 e (&2fc2/2Mx+ tX r ) -M)/fcBr  _  1 (4 ‘5 6 )

In other words, the excitons see an effective chemical potential (i{r) =  /i — v(r) which 
varies with position. By Fourier transforming the Wigner function and using the 
definition (4.11) the coherence function of the interacting system reads

9\ n t ( R ) = ^ 9 i { z , 9c { R ) )  • (4.57)
J0

Hence, it is evident that the influence of the interactions can be incorporated in a 
renormalisation of the effective mass and shifting of the effective chemical potential.

The main motivation for the inclusion of the interaction between indirect excitons was 
to explore its consequences on the correlations between the particles. The increase 
of the mass implies that correlations should decay faster as it would be natural for 
more massive particles. Indeed, as Fig. 4.4 shows, the coherence function for the 
interacting system lies between those for the classical and non-interacting cases in 
the temperature regime where the effective mass increases. For higher temperatures 
however all three curves nearly coincide. It is also noteworthy tha t although the 
distance where correlations are maintained is limited, the exponential asymptotic 
behaviour is preserved even when the particles interact. This is illustrated in Fig. 4.3 
where both the exponential decay and the increase of the coherence function with 
decreasing temperature are clearly identified.

The corresponding coherence lengths for the two cases are presented in Fig. 4.5 as a 
function of temperature. Here the coherence length is defined as the distance where 
the coherence function drops to the half of its maximum, i.e., equals to 1/2. For 
realistic parameters the coherence length in the interacting case is less than half 
of the non-interacting one at low temperatures. As the tem perature increases the 
two curves coincide in accordance with the coincidence of the coherence functions in 
Fig. 4.4 still remaining well below 1/zm. However, the large increase of the coherence 
length observed in recent experiments in systems of indirect excitons and microcavity
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Figure 4.3: The first-order spatial coherence function for a bosonic exciton gas 
with dipole-dipole repulsion taken into account in the self-consistent Hartree-Fock 
approximation. The interactions induce an increase of the effective mass destroying 
coherence faster than in the non-interacting case. However, the increase of coherence 
length with decreasing temperature as well as the exponential decay at large spatial 
separations are maintained even in the interacting case.

non-interacting
classical
interacting

non-interacting
classical
interacting

Figure 4.4: Comparison of the coherence function for a classical, non-interacting and 
dipole-dipole interacting Bose gas at (a) T=0.1 K and (b) T=1 K. At high temperatures 
the three coherence functions nearly coincide but as the temperature is lowered the 
quantum effects become important and the coherence length increases considerably.
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Figure 4.5: The coherence length increases with decreasing temperature. The effect 
is less pronounced in the case of interacting particles as scattering processes destroy 
the coherence of excitons. Although the two cases are indistinguishable at tempera­
tures around 1K, the coherence length of interacting particles is half of that of non­
interacting particles at temperature of hundreds of mK.

polaritons is far from the values calculated here. In the next Section the reasons 
for this discrepancy are discussed, and a new expression for the coherence function 
measured in far-field experiments is derived.

4 .4  O p t ic a l  C o h e r e n c e

In the previous Sections we have treated all Bose particles in the gas as equivalent, 
ignoring our ability to measure their coherence experimentally. However, in a real 
experiment the particle coherence is transferred to the light they emit when they 
decay radiatively and can be probed by detecting the coherent photons. Optically 
inactive states do not contribute to the emitted radiation and therefore they have to 
be excluded. Thus, only those excitons whose momentum lies inside the photon cone 
contribute to the detected signal. In addition, in far-field optical experiments with 
detection angle 2a the fraction of QW excitons which contribute to the optical signal 
is further reduced to a very narrow band in k-space. In order to include this effect
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Figure 4.6: Schematic illustration of the ky -filtering effect, (a) The exciton and photon 
dispersions. Only low-energy QW excitons from the radiative zone fcy < ko can emit 
outgoing bulk photons, (b) A far-field optical experiment with detection angle 2a:
A small fraction of QW excitons with fey < kjj°̂  = (fco/v^b) sin a  contributes to the 
optical signal.

in the correlation functions the concept of k\\ -filtering is introduced and analysed. 
This modification has a huge impact on the measured coherence length as it is shown 
below.

4.4.1 R a d i a t i v e  L i f e t i m e  o f  QW e x c i t o n s

In bulk crystals, due to conservation of the crystal momentum the interaction of free 
excitons with the electromagnetic field does not give rise to radiative decay of the 
excitons, but rather to hybrid stationary states called exciton polaritons. However, in 
quantum wells the breaking of translational invariance in the growth direction allows 
the coupling of free excitons with a continuum of photon states since conservation of 
the crystal momentum is suppressed. As a result radiative decay becomes possible for 
excitons lying below the crossing with the photon line, i.e., with centre-of-mass in­
plane wavevector fty <  ko =  {y/£b/c)u>o, with £b the dielectric constant of the hosting 
material, Hujq the exciton energy at k\\ = 0 and c the in vacuo speed of light. The 
dipole interaction couples excitons with wavevector ky with bulk photons with the 
same in-plane wavevector but with all possible values of kz, where z coincides with
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the growth direction. Hence, the density of states for radiative decay is given by

^ . > = 2 (4-58)

where =  ujo +  {hk^/2Mx) is the QW exciton dispersion, k0 = uj/ c is the 
wavevector of light in the sample with volume (area) V (S) and @(x) is the Heaviside 
function [©(x) =  1 for x  > 0, 0(x) =  0 for x < 0]. One can calculate the decay 
rates of excitons with fcy =  0 into photons with longitudinal (L) and transverse (T) 
polarisation in terms of the exciton oscillator strength per unit area as f i j S 2

T ^ ) = 2i £ r . p p - ^ e { k ° - ^ ’ (4'59)

where kz =  yjk$ — k2 and e and e^) are th e exciton and photon polarisation vectors,
respectively. If we define the oscillator strength for in-plane polarisation as

f*y =  - (̂A)!2 (4-60)
A

the radiative widths for the T- and L-modes read:

r T(k,|) =  r 0- = ^ =  (4.6i)
k2

\ / % -
rL(kn) =  r 0- L - ------- . (4.62)

K o

Equations (4.61) and (4.62) imply that at ky =  0 both L- and T-modes have the 
same intrinsic radiative decay rate To =  (27re2/(y/£^m0c))( fxy/S ) .  The efficiency of 
the resonant conversion of a QW exciton in an outgoing bulk photon is given by the 
sum of T t and IY

_  . . .  2 kn — k2
r x- 7(fc||) =  -——= = = .  (4.63)

0 V 0 ^

Thus, in calculating the coherence function of decaying excitons one should multiply 
their distribution by Eq. (4.63) in order to account only for those excitons participat­
ing in the recombination process.

2For the Z polarization the oscillator strength vanishes for the heavy-hole exciton and therefore
its decay rate is zero for all fcii
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In PL experiments the light is collected within an angle a  from the normal which 
reflects the distribution of excitons in momentum space. We consider 1° < a  <  20°, a 
selection which covers all practical applications. The maximum wavevector is related 
to this angle through

sin a  , (4.64)

with kQ =  2.85 x 105cm-1 and eb =  12.9 the dielectric constant of the barrier layers. 
Therefore the maximum wavevector lies in the region 0.004 ko < kmL. < 0.09 kg. W ith 
increasing the angle of collection the coherence length decreases dramatically as it is 
shown in the following Section.

4 .4 .2  O p t i c a l  C o h e r e n c e  f u n c t i o n

As mentioned above, in order to account for the radiative exciton states tha t are the 
ones probed in an actual PL experiment we need when calculating correlation func­
tions to perform the integrations up to kmax and multiply by a /c-dependent prefactor 
which describes the proper fraction of excitons, i.e., those who have momentum inside 
the photon cone. In this case the coherence function takes the form

- , i V m  £ ‘ Gs{k)J0{kR)nk kdk
9 (R) ~  f i ° G t {k)nt kdk  ' ( 4 6 5 )

where Gf =  Q ( k ^  — fc)rx_7(fc) is the fc||-filtering function with ©(x) the step function 
and Tx- 7(^) the efficiency of the resonant conversion of a QW exciton in an outgoing 
bulk photon given by Eq. (4 .63 ) .  The function Gf reduces the integration limits on 
the right-hand side of Eq. (4 .65 )  to  a narrow band Ak — [0, k ^ }  and describes the 
ki\-filtering effect in high-quality planar nanostructures. If both the function rx_7(fc) 
and the occupation number n do not change significantly in the narrow band Ak, 
Eq. (4 .6 5 )  reduces to

9 (L =  g\l){R) = 2Jl {k{a)R ) / [ k {a)R ) , (4 .66)

where J\ is the first-order Bessel function of the first kind. From Eq. (4 .66) one 
concludes th a t the optical coherence length £7, evaluated as the half width at half 
maximum of =  ^ ^ ( i? ) ,  is given by

4 J i  (k{a)U  = fc(a)£7 -► k ia)£7 ~  2.215 . (4 .67)
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Figure 4.7: The optical coherence function for different values function of the maxi­
mum wavevector which reflects the angle of collection in a far-field experiment. The 
coherence is preserved for macroscopically large distances and the damped oscillatory 
behavior is a consequence of the sharp cutoff in k-space and the interference produced 
by the coherent excitons.

Equations (4.66)-(4.67) illustrate the net fc||-filtering effect: oc 1 / k ^  oc 1 /s in a
strongly increases with decreasing aperture angle a.

Equation (4.65) can be expressed as a function of the maximum wavevector if both 
the Bose-Einstein distribution (see Eq. (4.20)) and the Bessel function are rewritten 
in a series representation

•*>(*) =  £ i 7 y ~ .  (4.68)
fc=0 '  ■'

Substitution in Eq. (4.65) and integration of the numerator and the denominator 
yields the analytical expression

gW(R\ =  I  [ > > ( m _ y  —  y  r (m t 1., fc™*A2?.)l
9 [ ’ln [ l - e * 2 .- ^ f ]  +  a L 9 [H) L n  4 (m!)2 J

(4.69)
where T is the incomplete Gamma function.



4 .4 .  O p t i c a l  C o h e r e n c e 99

©

Figure 4.8: A real space image of the optical coherence function. The radially symmet­
ric coherence function produces an interference pattern. The red colour corresponds 
to perfect coherence then yellow and green represent decreasing values of the coher­
ence function, light and dark blue coincide with the zeros and negative values of the 
coherence function respectively.

As the angle of collection and hence the maximum wavevector decreases, the coherence 
in the exciton system is preserved for macroscopically large distances. The effect of 
temperature is also important: at temperatures ten times lower than the degeneracy 
temperature a huge increase of the coherence length is observed. Comparing to the 
case were no &u-filtering is taken into account, a rather oscillating than exponential 
decay behaviour of the coherence function is found. This feature is reminiscent of 
the Friedel oscillations in a Fermi liquid which are produced due to the sharp Fermi 
surface and the discontinuities in the dielectric function [178]. Similarly the sharp 
cutoff at k\\ = produces the damped oscillatory behavior of with k ^  akin to 
the Fermi wavevector kp. The negative values of the coherence function originate from 
the regions where the Wigner function becomes negative and reflect the interference 
of the m atter waves. In fact the two-dimensional illustration of the coherence function 
is similar to an interference pattern in a Young’s double slit experiment (see Fig. 4.8).

We conclude tha t the k\\ -filtering stems from the energy and in-plane momentum con­
servation in the resonant conversion “quasi-2D QW exciton—► outgoing bulk photon”. 
The Q-dependent narrowing of the detected states results in an effective broadening
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of the the first-order spatial coherence function. Furthermore, the sharp cutoff at 
fc|l =  k ||Q̂ yields an oscillatory behaviour for Apparently this natural optical
filter imposes an inherent coherence to the system, as light originating from a narrow 
strip in k-space will exhibit spatial coherence and produce interference patterns.

4 .5  S u m m a r y

In this Chapter the spatial coherence of quantum degenerate bosons was studied 
analytically in terms of appropriate normalised correlation functions. In particular an 
expression for the coherence function of a two-dimensional boson gas was derived and 
applied to indirect excitons in coupled quantum wells created under a non-resonant 
laser excitation. In this case the angular dependence of the exciton PL serves as an 
optical filter since only a small fraction of excitons with energies inside the photon 
cone can decay radiatively. Therefore, one should distinguish between the coherence 
function inferred from far-field experiments and the actual degree of coherence of 
the excitons. Indeed the large coherence lengths observed in systems of excitons 
and polaritons can be obtained only if such a distinction is made and the optical 
coherence function is used. The damped oscillatory behaviour of the optical coherence 
function originates from the sharp cut-off of the maximum exciton wavevector and is a 
signature of quantum mechanical interference. Thus, we conclude tha t even in the case 
were no Bose-Einstein condensation is assumed, the system of ideal bosons exhibits 
long range coherence as a combined effect of both statistics and low dimensionality.



5 C o n c l u s i o n s

This Chapter provides a brief summary of the conclusions of this dissertation and 
suggestions for possible future extension of the ideas presented in this work.

5 .1  F o r m a t io n  o f  E x c i t o n  R in g s  in  Q u a n t u m  W ells

The formation of excitonic rings around quantum well localities was described in 
Chapter 2 by means of a transport model for the free carriers and a quantum mass 
action law for the exciton formation. The influence of the effective temperature by the 
electron-phonon interaction and heating mechanisms were included in the description.
In accordance with experimental observations, excitons were found to form in the 
perim eter of transverse electric current filaments which inject hot electrons in the 
QW plane. Under excitation by a defocused laser electrons and holes are dominant 
at different in-plane regions and excitons form only in the interface between these 
regions.

The accumulation of free carriers influences the local potential which is determined 
by solving the relevant Poisson equation. The current filaments act as anti-traps for 
the excitons created around them due to the strong repulsion between free and bound 
electrons. A quantum  mass action law was introduced in order to describe the binding 
of free carriers into excitons as it proved to be necessary for the region of temperatures 
used in the experiments. W ithin this approach, the calculated exciton density reaches 
a maximum at a distance of ~  10 /im from the filament centre, in agreement with 
the experimental observations of increase of the PL signal at the same distance.

101
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Moreover, the appearance of PL rings indicates that the created excitons have low 
energies because they are created by well-thermalised carriers. This is consistent with 
the evolution of the temperature described by the thermalisation equation where both 
heating by the laser and the current filament is taken into account.

Hence, quantum well defects where an electrical breakdown occurs can serve as anti- 
traps around which a thermalised exciton cloud may form.

5 .2  O p t i c a l  T r a p p in g  o f  In d i r e c t  E x c i t o n s

In Chapter 3 the kinetics of indirect excitons in optically-induced traps is studied 
and compared with recent experimental results. Optical trapping exploits the dipolar 
character of indirect excitons in coupled quantum wells and offers a novel method 
where excitons are created by an annular laser excitation with the minimum energy 
at its centre. The migration of excitons from the ring position towards the trap  
centre is described by a quantum diffusion equation where the effects of degeneracy 
are incorporated via a generalised Einstein relation between the mobility and the 
diffusion coefficient. As in Chapter 2 the temporal evolution of the effective energy is 
governed by a thermalisation equation which now includes the possibility of heating 
or cooling due to radiative recombination of excitons.

The theoretical model is solved numerically in space and time domain to simulate 
the kinetics of excitons in the optical trap. In the presence of the laser excitation 
the trap  is loaded with a degenerate exciton gas within 40 ns, i.e., faster than their 
recombination time, and the effective temperature in its centre coincides with the 
lattice temperature. The maximum exciton density achieved for low excitation power 
is ri2D =  1-4 x 1 0 locm ~ 2 corresponding to ground state occupation number N e =o ~  

1. The system of indirect excitons reaches a steady state in approximately 50 ns. 
After removal of the confining potential excitons are free to expand in the QW plane 
and cool down very rapidly, within hundreds of picoseconds. In the simulations 
performed, the time evolution of the diffusion coefficient within a thermionic model 
approach is also recorded and found to increase with the passage of time. The latter 
behaviour is attributed to an effective screening of the long-range correlated disorder 
with increasing exciton density.

In conclusion, the hierarchy of time scales in an optically-induced trap  allows for the
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creation of a dense degenerate exciton gas at its centre, opening new routes for the 
appearance of spontaneous coherence in excitonic systems.

5 .3  S p a t ia l  C o h e r e n c e  o f  E x c i t o n s

Chapter 4 deals with the subject of exciton spatial coherence and the appropriate 
definition of the coherence length in systems of planar nanostructures. An analytic 
expression for the coherence function in a general system of two-dimensional non­
interacting bosons is derived and compared with the corresponding expression for a 
classical gas. Although in both cases there is an increase of the coherence length with 
decreasing temperature, in quantum systems the coherence function exhibits at large 
spatial separations an exponential rather than Gaussian decay. Furthermore, the 
coherence in the case of particles obeying BE statistics is maintained for larger dis­
tances than in the case of MB distributed particles. Inclusion of interactions within a 
self-consistent Hartree-Fock approximation limits the coherence but leaves unchanged 
the exponential asymptotic behaviour of the coherence function. This is due to an 
increase of the effective exciton mass which is induced by the dipole-dipole repulsion 
between excitons.

Comparison of the calculated coherence lengths with available experimental data re­
veals a significant discrepancy. In order to  find a compromise between these two 
different results the concept of k \\-filtering is introduced. In far-field experiments the 
light collected from decaying excitons originates only from a narrow band in momen­
tum  space and consequently is expected to be coherent. An expression for the optical 
coherence function of excitons is developed and associated directly with the collection 
angle in experiments. This angle corresponds to a maximum wavevector as the up­
per limit of integration and introduces a k y-filtering effect. The calculated coherence 
function in this case exhibits a damped oscillatory behaviour and the corresponding 
coherence length is of the same order as the one inferred from the observations. These 
oscillations, originating from the sharp cutoff in the wavevector reflect the interference 
fringes emerging from m atter waves with slightly different momentum.

Hence, the methods used in experiments to determine the spatial exciton coherence 
are proven to be inadequate to probe the existence of long range order in these 
systems. The analytic expressions for the coherence function presented in this Chapter 
offer a unique approach to  study the coherence of two-dimensional bosonic systems
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in the dilute limit and above the phase transition temperature, and a method for the 
calculation of the coherence length is presented for the first time. In the absence of 
any phase transitions, the system of indirect excitons in QWs exhibits coherence as 
a combined effect of both statistics and reduced dimensionality.

5 .4  F u t u r e  W o r k

In this thesis the transport and coherence properties of excitons were studied with no 
reference to a phase transition such as BEC, BCS or BKT superfluidity. However, the 
crossover to a degenerate gas was identified both in the vicinity of the QW localities 
and inside the optical traps where a sufficiently cold exciton gas was formed. This 
could be the onset of quantum degeneracy which would eventually lead to the ap­
pearance of spontaneous coherence in exciton systems. In spite of the fact tha t in the 
thermodynamic limit BEC in 2D is not possible at finite tem peratures, the possibility 
of confining the excitons system offers a unique opportunity for the realisation of a 
condensate.

As far as the spatial coherence of excitons is concerned it seems th a t more sophis­
ticated experiments should be designed to probe the emergence of long-range order, 
such as the famous Hanbury Brown-Twiss experiment for the measurement of the 
second order correlation function. From a theory point of view the calculation of 
higher order correlation functions in excitonic systems appears as a challenging task 
especially in the case of interacting particles. Finally, topological effects, such as 
Berry’s phase, seem to have huge impact in the formation of excitonic condensates 
and their study is in progress.

These problems offer a unique discipline where the quantum  nature of excitons can 
manifest itself in the macroscopic scale and places them between the most promising 
directions in fundamental solid state research.



A  D e r iv a t io n  o f  t h e  g e n e r a l i s e d  E i n ­

s t e i n  RELATION

In classical diffusion the mobility of particles scales linearly with the diffusion coeffi­
cient and is inversely proportional to their therm al energy. In the case of transport 
through a crystal lattice the effect of tem perature becomes even more pronounced as 
the interaction with the quanta of the lattice vibrations, i.e., the phonons, is sup­
pressed at low temperatures resulting in high values of the mobility. However, when 
the transport of quantum particles is considered the effect of different statistics is 
expected to alter the linear relation between the diffusion coefficient and mobility. 
Indeed, as we show below, the quantum nature of particles is reflected onto their 
generalized Einstein relation which now depends on the quantum degeneracy tem­
perature and therefore on the density. Bosons, particles which tend to occupy the 
same quantum state, exhibit exponential increase of their mobility with increasing 
density. On the contrary, fermions, particles characterized by their avoidance of states 
already occupied, show decreasing mobility as their density increases an effect which 
can be traced back to Pauli’s exclusion principle. In this Appendix the Einstein re­
lation is derived first for a classical gas and then is generalized to include quantum 
particles obeying both statistics. The analysis is performed in terms of simple ther­
modynamic arguments and the only assumption made is tha t of local equilibrium, 
an approximation completely justifiable for the phenomena described in this thesis. 
The description is restricted in two dimensions although a generalisation in 3D is 
straightforward.
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A .0 .1  T h e  E i n s t e i n  r e l a t io n

In the presence of an external field all thermodynamics potentials are shifted according 
to

AX =  AX0 +  A N  ■ u ( R ) , (A.l)

where AX 0 is the corresponding value when the external field u (R )  is zero and A N
is the number of particles inside the area A S. The vector R  defines the center of the
area A S . Thus, for Gibbs free energy

AG(R) = ijl-A N  (A.2 )

Eq. (A .l) yields
\i =  /zo(n(r),T) +  u ( r ) , (A.3)

  1 o  t  n q  r*r\ir\/
A Swhere n(R ) =  ^  is the concentration of particles in the presence of the external

field.

In the case of local inhomogeneity, a particle current occurs in order to bring the 
system back to equilibrium and flatten any local extrema in the concentration. This 
particle current is given as the gradient of the total chemical potential, namely

J t o t d  = -C V /i =  - C ^ V n  -  C V « , (A.4)
on

with n being the concentration of particles and C  a constant of proportionality which 
will be defined below. In the presence of an external field the to tal flux of particles 
includes two contributions: a diffusion current due to gradients in the concentration 
and a drift current caused by the gradient of the external potential. Thus in the most 
general case the total particle current is given by the well known formula

J to ta l  J d i f  fu s io n  ”t" J  d r i f t  ~  DxV n fJr^n^U , (A.5)

where /i* is the mobility and D x the diffusion coefficient. By direct comparison of 
Eqs. (A.4) and (A.5) one can determine the constant C  as:

C = ft^ri (A.6 )
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and the diffusion coefficient as

Dx =  c \ ^  D * =  ’ (A J )

Thus the mobility is proportional to the diffusion coefficient. Equation A.7 is rather 
general and allows one to determine the relation between the mobility and the dif­
fusion coefficient for different distributions. For a classical distribution the chemical 
potential reads

fMt =  -fcBr in [ n - 7 ( r ) ]  =  kBT ln n  + ... =*- ( (A.8 )
\  on J T n

and therefore

*  = &  (A9)
which is the Einstein relation.

A .0 .2  T h e  g e n e r a l is e d  E i n s t e in  r e l a t i o n

For low temperatures quantum degeneracy plays an im portant role and the Maxwell- 
Boltzmann distribution is no longer valid but it should be replaced by Bose-Einstein 
or Fermi-Dirac statistics for bosons and fermions, respectively. The difference in 
the two cases is manifested via the chemical potential. In this subsection Einstein’s 
relation is generalised for the two different types of quantum  particles.

B o s o n s

The chemical potential for a two-dimensional gas of N  bosons with spin s =  0 and 
mass M  confined to move in an area S  is:

2 tt^ 2

/io =  fcBT ln ( l -  e~Jo/T) ; kBT0 =  n2D , (A.10)

where Tq is the degeneracy tem perature U2d = N /S .  Differentiation with respect to 
concentration yields

dfio kBT0 1
dn 2o n 2D eT°/T -  1
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and substitution into the general expression (A.7) yields the generalized Einstein 
relation for bosons

Mb  =  f c ^ r ( e I ’0 /I ' -  ! )  • ( A -1 2 )

It is evident from Eq. (A. 12) that in the classical limit the usual Einstein relation is 
recovered.

F e r m io n s

The chemical potential for a two-dimensional gas of N  fermions with spin s =  1/2 
and mass m  confined to move in an area S  is:

7T h 2
1*0 = kBT \n (eTo/T -  1 ) ; kBT0 =   n 2D (A.13)

m

hence
d f io  k B T o  1

dn2D n2D 1 -  eT°/r  
and therefore for fermions the generalised Einstein relation reads

Ac - T o / Ty

(A.14)

MF =  tt t t tC 1 -  e ) • (A.15)kBl  o

Comparison of Eqs. (A. 12) and (A. 15) reveals a striking difference between particles 
obeying Bose and those described by Fermi statistics. For the former the mobility 
increases with increasing density as a consequence of their tendency to cluster to­
gether, whereas for the latter the effect of rise in the concentration is a phase-space 
filling and consequently the value of the mobility saturates. In conclusion, the un­
derlying quantum characteristics of diffusing particles manifest themselves in their 
macroscopic transport through Eqs. (A. 12) and (A. 15) introducing nonlinearities in 
the corresponding transport equations.



B  C a l c u l a t i o n  o f  t h e  c a p t u r e  c o e f f i ­

c i e n t

In order to describe simultaneously the equilibration kinetics of electrons, holes and 
excitons, we formulate a Boltzmann-Uhlenbeck equation taking into account all scat­
tering processes which create an exciton from an electron-hole pair and vice versa.

dtN( K)  =  ^ C / 02 {/(kc)/(kft)il + )? ( K ) ] - (;( K ) t l - / ( k e) ] [ l - / ( M }

where m e, ke, m^, k/j and Mx, K denote the effective masses and wavevectors of 
electrons, holes and excitons respectively, Eb is the exciton binding energy, and / ,  r) 
are the Fermi-Dirac and Bose-Einstein distributions, respectively.

It is convenient to change coordinate system and describe the motion of bound and 
unbound electron-hole pairs using the centre of mass and relative motion coordinates 
defined as follows:

k

(B.l)

m e +  rrih
In the new system the Boltzmann-Uhlenbeck equation takes the form:

m ere +  m hTh
r =  re +  r h . (B.2)

dtN( K)  =  ~  ^ f / o2 { / (aK + k ) / ( 0 K - k ) [ l  + 77(K)]-I7( K ) [ l - / ( a K  + k)]
k

where (3 =  m e/M x, a  =  rrih/Mx, fi =  m em h /M x and Mx =  m e +  rrifj.
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The summation over k  can be transformed into two-dimensional integration using:

r*oo r 2 i :n  r o o  pz7TJ, (B4>
Assuming tha t the dominant process is annihilation of an electron-hole pair and 
simultaneous creation of an exciton and that in the dilute limit the Fermi-Dirac 
distribution can be substituted by Boltzmann statistics, Eq. (B.3) yields:

dtN (  K) =  ~  Uq A ,A kA K j T  ( E b -  dkd.6, (B.5)

where A e and A h  are the fugacities of electrons and holes respectively:

A e =  e^ /kiiT , A h =  , (B.6 )

and
A K = e-# K 2/™«kBT (B 7)

Performing the integration with respect to 0 and changing variables we obtain:

w = f [ dxe~zs (x- &) ■ ( b -8)

The last integration is easily carried out if we use:

* ( / ( * ) )  =  E % r - r r  ; f M  =  o .  ( b .9)
t If M i

and the result is
d,N ( K ) =  - u Z S ^ A eA hA Ke - E'‘/h»T (B.10)

The temporal evolution of the exciton density will be determined by

(B' U )
K

Substituting (B.10) into (B .ll)  and using (B.4) once more gives

atnx =  - l u Z S ^ A eA he -E' /k‘‘T - A - 2 T r f °  , (B.12)
5 h6 (27t)1 J0
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which after the integration becomes:

= - U $ S ^ j p A 'A hM k BT e - E' /k°T . (B.13)

Equation (B.13) can be further simplified if we use the definition of the degeneracy 
tem perature for fermions

i rjie(h) e{h) / d  i
=   n 2D > (B -14)TTle(h)

and notice tha t
' j ' e j - ’h

AeA h =  ; fiM x =  m em h . (B.15)

Finally the evolution in time of the electron-hole pairs scattering into excitons is 
governed by:

<%nx =  -U qS n 2D ™2D e~EhlkaT , (B.16)

or

dtnx = - 7 r%D n%D ; 7  =  u oS ^ j ~ f  e Eh/kaT ■ (B-17)

B .0 .3  T h e  m a t r ix  e l e m e n t  o f  t h e  i n t e r a c t i o n

In the above discussion the matrix element of the interaction Uo was left undefined 
since we restricted ourselves in a general description of the scattering process. Let us 
now determine Uq by starting with the general scattering Hamiltonian written in the 
second quantization language:

H  =  H0 +  H \ , (B.18)

Hi = — T U o  aQK+k fr/?K-k +  H.C.], (B.19)

where B  is a bosonic operator, a, b are operators for fermions and:

=  U0 ^ U l S  = U02 ; U0 = (i\V0\ f ) . (B.20)

For the case under investigation the initial state, denoted by |z), can be considered to 
be a product of two plane waves, whereas the final state, |/ ) ,  should be described by 
the product of a plane wave and the exciton wavefunction. Finally, the interaction
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potential is taken to be of Coulomb form. Summarising all these properties we have:

l*> = - 7=eiKR-^= e'k r, (B.21)
V S  V S

|/> = <Mr)eiK'R , (B.22)
/  2 \ 1/2

•Mr) =  ( - 5 ) (B.23)
V’TOO/
e2

Vo =  — . (B.24)
£hr

Using the above definitions we axe able to determine the m atrix element of the inter­
action as follows:

U0 =  {i\V0\f)  (B.25)
,2 /  O \  1/2

1 p 2 /  2  \  Z0 0

2* i  dre ' r/a°J ^  <B-27)
1/2

-L r ;  /  z, \

= ^KK

1 e2 /  2 \ ^ 2 1 
=  fcic' - 7 = -  ( —  ) 2 t t - = = .  (B.28)

y s  V7̂ /  J h Q+k2

Finally we end up with the following expression for Uq:

A 87r
52 ( F 4 " +  1)

= CtfS =  ■ (B.29)

where ao is the excitonic Bohr radius and is given by

fr2£_b
fie2

a0 =  — ■ (B.30)

Combining Eq. (B.17) with (B.29) and considering only the limit k  —*• 0 one obtains 
the final expression for 7 :

47r2 p 4
7 =  e ~ E ^ T  . (B.31)

£bhkBT
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