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Abstract

This thesis advocates the view that traditional document clustering could be significantly
improved by representing documents at different levels of abstraction at which the similarity
between documents is considered. The improvement is with regard to the alignment of the
clustering solutions to human judgement.

The proposed methodology employs semantics with which the conceptual similarity be-
tween documents is measured. The goal is to design algorithms which implement the meth-
odology, in order to solve the following research problems: (i) how to obtain multiple deter-
ministic clustering solutions; (ii) how to produce coherent large-scale clustering solutions
across domains, regardless of the number of clusters; (iii) how to obtain clustering solutions
which align well with human judgement; and (iv) how to produce specific clustering solu-
tions from the perspective of the user’s understanding for the domain of interest.

The developed clustering methodology enhances separation between and improved coher-
ence within clusters generated across several domains by using levels of abstraction. The
methodology employs a semantically enhanced text stemmer, which is developed for the pur-
pose of producing coherent clustering, and a concept index that provides generic document
representation and reduced dimensionality of document representation. These characteristics
of the methodology enable addressing the limitations of traditional text document clustering
by employing computationally expensive similarity measures such as Earth Mover’s Distance
(EMD), which theoretically aligns the clustering solutions closer to human judgement. A
threshold for similarity between documents that employs many-to-many similarity matching
is proposed and experimentally proven to benefit the traditional clustering algorithms in pro-

ducing clustering solutions aligned closer to human judgement.



The experimental validation demonstrates the scalability of the semantically enhanced
document clustering methodology and supports the contributions: (i) multiple deterministic
clustering solutions and different viewpoints to a document collection are obtained; (ii) the
use of concept indexing as a document representation technique in the domain of document
clustering is beneficial for producing coherent clusters across domains; (ii) SETS algorithm
provides an improved text normalisation by using external knowledge; (iv) a method for
measuring similarity between documents on a large scale by using many-to-many matching;
(v) a semantically enhanced methodology that employs levels of abstraction that correspond
to a user’s background, understanding and motivation.

The achieved results will benefit the research community working in the area of document

management, information retrieval, data mining and knowledge management.
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Chapter 1 : Introduction

1.1. Motivation

The success of the World Wide Web offers people the opportunity to share knowledge via
textual documents contained in web sites, digital libraries and document re-positories. A large
number of these documents have been made freely available and acces-sible, and there is a
growing need for specific (vertical) and general document search and retrieval, which bene-
fits the document browsing and the knowledge discovery across do-mains through more ef-
fective document clustering (Huang, 2008, Grefenstette, 2009).

A problem in document clustering is the fragmentation of knowledge across do-mains,
which results in specific and topic oriented approaches to grouping documents (Grefenstette,
2009). Therefore, clustering is traditionally used to produce specific groupings within pre-
defined domains and cannot be used effectively by the search/retrieval algorithms in cross
disciplinary tasks. This conflicts with the large variety of digital content consumption across
domains (Andrews and Fox, 2007). As a result the desktop-based core search/retrieval market
has begun to experience its first declines. The total number of core searches declined by 3%
in 2012, driven primarily by a decline in searches per user (down 7%) despite growth in the
number of searchers (up 4%) (Lipsman et al., 2013). The two reasons for the decline in the
core search/retrieval intensity are (1) the shift towards vertical search/retrieval and (2) the
shift to searching (retrieving) on mobile plat-forms, where the amount of mobile data traffic,
speed and accuracy of retrieval are vital (Lipsman et al., 2013). With respect to vertical
search/retrieval, users are increasingly likely to search for a product on dedicated market plat-

forms such as Amazon or eBay, and search for people on Facebook, LinkedIn or Whitepages.
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Meanwhile, vertical searches/retrievals are up by 8%, whereas core searches/retrievals are
decreasing (Lipsman et al., 2013).

Since document clustering is focused in dealing with specific content within a domain of
interest prevents its effective use in a general document search and/or retrieval across do-
mains (Zhang et al., 2011). A vertical search/retrieval engine is distinct from a general docu-
ment search/retrieval engine by its focus on a specific segment of content relevant to a pre-
defined topic or set of topics. Therefore, document clustering needs improvement of the co-
herence of groupings produced by algorithms from documents that belong to various do-
mains. Thus, the documents within a cluster will share higher degree of similarity unlike doc-
uments that belong to other clusters.

The degree of similarity is a measure, which formally characterises or recognises, either by
processing text or through the use of ontologies, the contextual properties shared by two doc-
uments. The properties employed to measure the similarity between documents depend on the
pragmatic context of the task they are used for (Grefenstette, 2009). Documents within a clus-
ter are much more interconnected to each other and in this thesis they are considered similar.
However, this definition does not exclude the possibility for a document from one cluster to
share a certain degree of similarity with documents belonging to other clusters. Such docu-
ments are called in this work related.

Clustering algorithms can be divided into two types: model-based (Cadez et al., 2000), e.g.
hierarchical and partitional, and similarity-based (Karypis et al., 1999). Most of them use the
words in the documents as properties to measure pair-wise document similarity, ignoring
their sequence or semantic relation, i.e. a relation explicitly stated in an external knowledge
source (Li et al., 2008). However, it is proven that clustering algorithms, which incorporate

background knowledge, achieve better performance than word-based algorithms (Hotho et
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al., 2003b, Yong and Hodges, 2006). In the context of document clustering, background
knowledge represents existing connections between terms in a document which indicate vari-
ous entities, even if they do not exist literally (Hotho et al., 2003b).

Users of a document management system have certain background knowledge based on
their previous experience. However, only domain experts have objective understanding of
their domain of expertise and can actively contribute to the knowledge formalisation of that
domain by explicitly discovering abstractions and existing relationships in it (Denaux et al.,
2011). This process may result in a domain ontology, which is defined as an external repre-
sentation of experts’ subject-related knowledge (Engelbrecht and Dror, 2009). Therefore,
different domain experts would create different domain ontologies based on the different per-
spective of the domain knowledge they have or different project specifications they follow
(Wang et al., 2005, Denaux et al., 2011).

Ontologies are intended to be used by both machines and humans, yet they represent
knowledge differently. The representations employed by humans are flexible and dynamic
whereas ontologies are relatively static and contain fixed constructs. These constructs are
established mental representations, which can be accessed by using knowledge elicitation
techniques. However, evidence suggests that human internal representations of concepts are
not stable entities but are the product of a dynamic, context dependant process (Barsalou and
Neisser, 1987). Therefore, there is a mismatch between how people understand natural lan-
guage and the assumptions inherent in formal logic. This may lead to using computational
ontologies that contain contradictory statements; i.e. statements that do not comply with for-
mal logic (Engelbrecht and Dror, 2009).

Cognitive psychology addresses this problem by focusing on the representation of the hu-

man knowledge in the process of creating ontologies. It analyses how human cognitive sys-

13



tem structures and processes conceptual information and suggests that these aspects can be
used in knowledge elicitation as a model for structuring formal ontologies (Engelbrecht and
Dror, 2009).

Cognitive psychology assumes that concepts have static mental representations in the hu-
man mind and can be retrieved from the long-term memory when needed (Barsalou and
Neisser, 1987). On the other hand, concepts within text documents can encompass context-
sensitive and context-independent information. The latter is considered to be highly accessi-
ble and relatively stable whereas the former is less accessible and is subject to interpretation
(Barsalou and Neisser, 1987). Consequently, the cognitive processes that emerge during
knowledge elicitation can be very subtle (Boroditsky, 2007). Therefore, efficient document
clustering needs different perspectives for comparing objects by employing subjective criteria
that allow for a diversity of views from which to look at the clustering task (Hotho et al.,
2001).

Cognitive studies show that the comparison of similar objects makes them appear more
similar, while comparing dissimilar objects makes them appear less similar (Boroditsky,
2007). As highlighted by Engelbrecht and Dror, 2009, this implies that certain knowledge
elicitation methods may lead to the omission of identifying properties that are not shared, and
increasing the actual similarity of the acquired properties.

Moreover, a controlled experiment, conducted in 2005 with a corpus of 50 short documents
(Lee et al., 2005), reveals that existing clustering methods fail to emulate human expectations
of similarity when comparing text documents. The results show that none of the clustering
methods employed in the study could produce clustering solutions close to what the partici-
pant in the study expects. Further studies indicate that the problem might be due to the fact

that all these methods are word-based and relate documents using identical terminology
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(Hotho et al., 2003b). The evaluation of the proposed methodology employs the Reu-
ters21578 corpus, which is tagged with words by linguists. The tags are used to emulate hu-
man judgement and provide objective evaluation.

This thesis advocates the view that document clustering could be improved by employing
semantics to measure the conceptual similarity between documents. In addition to being se-
mantic-based, the approach to be developed should provide different viewpoints of the doc-
ument collection and consider the high computational complexity in large scale experiments
where large memory footprints and CPU usage are setting challenges for high-dimensional
vector space analysis (Zhang et al., 2010).

The main hypothesis of this research is that the effectiveness, which refers to the quality of
document clustering in relation to human judgement, and the algorithmic efficiency, which
refers to the speed of execution, can be improved by employing semantics. The improvement
will result in providing better separation between and improved coherence within clustering
solutions by organising large sets of documents into meaningful clusters. The clustering ef-
fectiveness, which refers to the quality of document clustering in relation to human judge-
ment, and the algorithmic efficiency, which refers to the speed of execution, will improve as
well. Producing clusters with improved coherency will enable the current state-of-the-art in-

formation retrieval algorithms to perform better across domains.

1.2. Aims and objectives

The goal of the research reported in this thesis is to develop an approach to producing co-
herent clusters from large-scale collections that provides multiple viewpoints to facilitate
navigational, browsing, knowledge discovery and knowledge management tasks. The overall

aim is to develop a semantically enhanced method, which generates multiple clusters that are
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more topically homogenous and better aligned to human judgement®. The specific objectives

of this research are as follows:

1. To develop a conceptual model that provides multiple deterministic clustering solutions
and different viewpoints to a collection of documents, and enables large scale experiments;

2. To develop a semantically enhanced text stemming algorithm that provides reduced di-
mensionality and better separation between clusters;

3. To develop a method for measuring document similarity on a large scale by using many-
to-many matching;

4. To design a methodology for semantically enhanced clustering that produces topically

homogenous clustering solutions that are better aligned to human judgement;

The methodology proposed in chapter 3 (objective 1) outlines a general overview of the
clustering and establishes a connection between the proposed functional blocks. An approach
for multiple views to a document collection is suggested. Then (objective 2, chapter 4) an
ontology driven dimensionality reduction is explored and tested on a large scale. The results
reveal that concept indexing (Setchi et al., 2009) can be employed in the domain of document
clustering and applied for all and not only pre-selected words contained in text documents
when semantically enhanced text stemmer is used to normalise text prior to clustering. In ad-
dition, the approach to dimensionality reduction by replacing a group of words with a generic

entity (Hotho et al., 2003b) is proven to work even when all words are replaced because the

1 The tags assigned to the documents of the Reuters21578 corpus by linguists are assumed to be human judgement used in
this thesis. The tags are used to cluster documents using the same algorithms as the proposed or used methodology in the
relevant chapters and the clustering solutions produced are then compared.
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concept index preserves the statistical information of word co-occurrence. The clustering so-
lutions produced by the method proposed in chapter 5 (objective 3) is compared to human
judgement on a large scale. The experimental investigation demonstrates that the methodolo-
gy proposed in the literature fails on a large scale. Therefore, chapter 6 (objective 4) proposes
a methodology for semantically enhanced clustering by using levels of abstraction which al-

leviates this problem.

1.3. Outline of the thesis

The rest of the thesis is organised as follows. Chapter 2 reviews clustering methodologies
and techniques and contrasts methods for model-based and similarity-based discriminative
clustering. A particular attention is devoted to acquiring document representation index, i.e.
the process of feature selection and extraction, and how it is used by different strategies to
measure pair-wise document similarity.

Chapter 3 addresses the first objective of this thesis, which is to develop a conceptual mod-
el that overcomes the problems and limitations of current state-of-the-art clustering algo-
rithms with regard to their scalability. The model aims to provide multiple deterministic clus-
tering solutions to the users. The chapter discusses semantic-based approaches to clustering
as a prerequisite to producing clustering solutions that are consistent with and better aligned
to human judgment. This chapter proposes a semantically enhanced document clustering
model that provides multiple deterministic clustering solutions and different viewpoints to a
document collection.

Chapter 4 addresses the second objective of the reported research by proposing a semanti-
cally enhanced text stemming algorithm. It discusses text normalisation techniques and ap-

proaches, and focuses on improving the clustering solutions produced by partitional cluster-
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ing methods in terms of coherence within and separation between the clusters. The chapter
firstly discusses approaches to document representation and techniques for document index-
ing. It then proposes a technique that improves clustering solutions by using a document in-
dex with reduced dimensionality. The proposed technique is compared to the word-based TF-
IDF weighting system (calculated after the Porter stemmer normalises the document collec-
tion) and human judgement in a generic non-domain specific environment, through an analy-
sis of the clusters’ coherence. This chapter provides evidence if concept indexing as a docu-
ment representation technique can be used to represent documents and successfully preserve
the statistical information for words’ co-occurrence on a large scale when semantically en-
hanced text stemmer is used for text normalisation prior to clustering. In addition, the cluster-
ing solutions produced will be aligned to human judgement for comparison.

Chapter 5 addresses the third objective of the thesis by proposing a method for measuring
document similarity on a large scale by using many-to-many matching. It introduces the use
of the Earth Mover’s Distance (EMD) algorithm, used in image processing as a pair-wise
document similarity measure as it offers a multidimensional approach to measuring similarity
based on content distribution. In addition, the chapter outlines inadequacies and deficiencies
of traditional document similarity measures. A comparison between the robust cosine and
enhanced EMD measures in relation to human judgement is also conducted. This chapter
proposes a method for measuring similarity between documents by using many-to-many
matching on a large scale.

Chapter 6 addresses the fourth objective of this research, which is to develop a methodolo-
gy for semantically enhanced clustering that improves the consistency and alignment of clus-
tering solutions to human judgement. The methodology introduces levels of abstraction at

which the similarity between documents is considered. The chapter firstly discusses tradition-
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al clustering approaches and identifies areas for improvement. It then introduces the devel-
oped technique and evaluates it against a traditional clustering algorithm in comparison with
human judgement. This chapter proposes a semantically enhanced methodology that employs
levels of abstraction at which similarity between documents is measured.

Chapter 7 highlights the contributions of the thesis and discusses future research.
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Chapter 2 : Literature review

This chapter reviews methods and techniques for text document clustering. First, clustering
methodologies and techniques are reviewed. Then model-based approaches are compared to
similarity-based discriminative methods. Particular attention is devoted to feature selection
and extraction from text, used for indexing documents, and the different strategies for meas-

uring similarity between documents.

2.1. Clustering methodologies and techniques

Clustering, also known as numerical taxonomy (Xu and Wunsch, 2005), is unsupervised
classification or exploratory data analysis carried out on unlabelled data (Jain and Dubes,
1988, Everitt et al., 2001). Categorisation, on the other hand, known as predictive modelling
or supervised learning, constructs models to predict the value of a dependant variable using
values of other known attributes (Zenko, 2007), i.e. it uses prior data assigned to the objects.
Since clustering is not using such data it is regarded to be different from the predictive learn-
ing problems such as vector quantisation, probability function estimation, and entropy maxi-
misation (Xu and Wunsch, 2005), even though predictive vector quantisation algorithms are
used in non-predictive clustering analysis (Cherkassky and Mulier, 2007).

The goal of clustering is rather grouping unlabeled documents into finite sets, using an in-
dex, than providing inaccurate characterisation based on unobserved samples derived from
the same probability distribution (Baraldi and Alpaydin, 2002, Cherkassky and Mulier,
2007). Document clustering is employed by many disciplines thus the approaches and as-
sumptions used vary. Information retrieval defines users need for information as a query
submitted to a search engine (Jain et al., 1999). In this scenario, which deals with text, the

choice of words used in the query is important as it pre-determines the returned result. There-
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fore, when users are not familiar with the terminology or the appropriate vocabulary in the
topic of interest, they may commit to an inappropriate choice of words, which may lead to a
poor search result. However, navigation within returned documents facilitates finding the
information needed (Cutting et al., 1992). Furthermore, document clustering has a key role in
refining the results returned from the search engines (Carpineto et al., 2009). Browsing a col-
lection of documents and organising them into clusters to find specific information (Cutting
et al., 1992, Carpineto et al., 2009) are of particular interest to the research reported in this

thesis.

2.1.1. Clustering methods

Clustering methods can be divided into generative, also known as model-based (Cadez et
al., 2000), and discriminative approaches also called similarity-based because of the use of a
similarity measure (Karypis et al., 1999). The former approaches learn generative models
from data, with each model corresponding to one particular cluster. They are driven by a pre-
defined parameter, which sets the number of clusters. The discriminative approaches rely on
a distance measure or a similarity function to determine the similarity (or dissimilarity) be-
tween documents and the most similar documents are then grouped together.

Selecting an appropriate methodology for grouping documents in a collection depends on
the adopted document representation, which includes the assumptions made on the data to
achieve certain abstraction (Jain et al., 1999). Data abstraction is a process of building a sim-
ple and compact representation of documents. The process aims simplicity from the perspec-
tive of automation analysis or/and ease of comprehension of the results from the human per-
spective. Data abstraction is purpose-oriented and subjective in nature. As a result even unsu-

pervised classification such as clustering produces subjective results and disqualifies the ab-
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solute judgment to the relative efficacy of all clustering techniques (Jain et al., 1999, Baraldi
and Alpaydin, 2002). This finding is supported by the view that objects are grouped together
into smaller homogeneous subgroups on a subjective basis, using a subjective measure of
similarity, which provides the ability to create interesting clusters (Backer and Jain, 1981, Xu
and Wunsch, 2005). However, clusters can still be described in terms of their internal homo-
geneity and external separation (Gordon, 1999), i.e. feature patterns within the same cluster
should be similar to each other, whilst in different clusters they should be not, and yet it
should be also possible to identify relation between patterns (Xu and Wunsch, 2005, Yang et
al., 2008). This indicates the need to develop methods and techniques that provide multiple
subjective views to a document collection where documents can belong to more than one
cluster.

Fuzzy clustering (Zadeh, 1965) uses a degree of membership to assign a membership coef-
ficient to a document, which belongs to more than one cluster. This coefficient satisfies cer-
tain constraints and makes every document a member of one or more clusters. However, a
study conducted by cognitive scientists (Boroditsky, 2007) show that comparing two similar
objects makes them appear more similar, while comparing dissimilar objects makes them
appear less similar. The same study indicates that human judgement as a cognitive process
during knowledge elicitation of comparing two categories leads to an increase in the per-
ceived similarity between them even when the differences are listed. This finding suggests
that certain knowledge elicitation methods which involve comparison of concepts in order to
group them, may lead to omitting the attributes that are not shared by the categories been
compared (Engelbrecht and Dror, 2009). Hence, it is difficult to define so called “gold stand-
ards” in clustering, except for document collections that belong to a narrow sub-domain (Jain

etal., 1999).
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2.1.2. Clustering techniques

Clustering techniques group documents together using similarity measures and thresholds.
Model-based approaches measure similarity using distance functions such as Euclidean dis-
tance, cosine similarity, overlap measure, relative entropy, dice measure, Jaccard measure or
itemset-based measure. In contrast, similarity-based clustering methods consider existing re-
lationships between words or the internal structure of documents to calculate similarity by
using multi-dimensional scaling and in particular OM-based (Optimal Matching) and EMD-
based (Earth Mover’s Distance) techniques (Wan and Peng, 2005a).

Xu and Wunsch (2005) state that clustering differs from multi-dimensional scaling, which
goal is to depict all evaluated objects to minimise the topological distortion using as few di-
mensions as possible. However, Wan and Peng (2005b) have proven that statement wrong by
employing EMD (Rubner et al., 2000) to measure the similarity between two documents.

Model-based clustering algorithms employ hierarchical or partitional clustering techniques
(Jain and Dubes, 1988). The former techniques organise clusters into tree structures (den-
dograms), which allow identifying relationships between documents. Each intermediate level
is either a combination of two clusters from the next lower level (agglomerative approach) or
a breakdown of a cluster from the next higher level (divisive approach). These techniques
produce nested sequences of partitions that contain an all-inclusive cluster at the top and sin-
gleton clusters at the bottom. The nodes inside the tree structure display the merging process
and the intermediate clusters, thus providing a taxonomy (hierarchical index). The latter tech-
niques create one-level (un-nested) partitioning of documents. The predefined number of
clusters into which the documents are grouped drives document partitioning. Hierarchical

clustering is considered to provide better-quality clustering. However, its implementations are
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limited because of its algorithmic complexity, which is dependent on the number of docu-
ments. On the contrary, partitional clustering has complexity, which grows linearly with the
number of considered features, but it produces inferior clusters. It has been proven that algo-
rithms, which combine both techniques (e.g. ‘bisecting’” k-means algorithm) perform better
than traditional partitional approaches and as well or better than the hierarchical approaches
(Steinbach et al., 2000).

Similarity-based techniques first measure the similarity between all pairs of data samples,
and then group similar ones together into clusters (Karypis et al., 1999). The main steps of
similarity-based techniques are: 1) calculating the distance matrix between all pairs of docu-
ments; 2) using the distance matrix to merge the two closest clusters; and 3) modifying and
rebuilding the distance matrix by treating the merged clusters as one object. The process
stops if the number of desired clusters is reached, otherwise step 2 is repeated. These tech-
niques are difficult for people to follow through due to the use of external knowledge and the

high complexity of the word dimensional space employed (Punitha et al., 2011).

2.1.3. Clustering procedure

Selecting an appropriate clustering technique or any of its variants depends on the task it is
employed for. The effectiveness and the efficiency of the selected technique depends on the
chosen feature selection, which provides indices for the documents. Clustering algorithms use
an index extracted from the documents to group them. Document indices used in document
clustering include words, phrases, concepts, and topics.

Clustering analysis typically consists of four steps with a feedback pathway (Xu and

Waunsch, 2005). The procedure is shown in figure 2.1.

24



l Feature Selection Clustering Clusters
Doc; or Extraction Algorithm "

i f
Knowledge Interpretation o Cluster Validation ¢
Results

Figure 2.1 Clustering procedures

Set of Documents

A

2.1.4. Feature selection

The first step of the clustering procedure is to distinguish subset of features from a set of
candidates (Jain et al., 1999, Jain et al., 2000). The process is called feature selection and it
differs from feature extraction as the latter utilises transformations needed to generate fea-
tures from the original ones. In document clustering, document pre-processing can vary de-
pending on the assumptions and abstractions made. Model-based algorithms normalise the
words by employing stemming. The most commonly used stemming algorithm is the Porter
stemmer (Porter, 1997). After the text is normalised, the statistical co-occurrence of words
and phrases is calculated by weighting the indices produced (Lewis, 1992). Then, similarity-
based algorithms are employed to generate an index, which takes into consideration existing
relationships in an external knowledge resource (Setchi and Tang, 2007, Xiao, 2010).

Feature selection and extraction are crucial to effective and efficient clustering. Good fea-
ture selection or extraction can result in decreased workload and simplified subsequent clus-
tering algorithm or/and improved clustering (Xu and Wunsch, 2005).

The rest of this chapter reviews methodologies for feature selection and extraction that use

words/phrases, ontologies and semantics.
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2.1.5. Clustering algorithm design and selection

The design of clustering starts with selecting a similarity measure and constructing a crite-
rion function for measuring similarity between documents (Xu and Wunsch, 2005). Feature
patterns are grouped together if they resemble each other, i.e. proximity measure over two
feature patterns is applied and if the result corresponds to a pre-defined criterion function,
they are placed in the same cluster. Therefore, the proximity measure, which can be defined
in explicit or implicit manner, affects the formation and the quality of the clusters.

Clustering addresses problems associated with high dimensionality, scalability of the algo-
rithms, measuring the accuracy and the quality of the produced clusters. The first problem is
with regard to the spectral requirements of the documents, i.e. the large number of features
used for document representation (Fung et al., 2005). The large feature set and the fact that
every feature constitutes a dimension in the feature term-based space can be addressed by
placing documents in a sub-space. However, this is a very challenging task and dimensional
spaces which include all features are not used on a large scale.

The next problem is scalability. Algorithms which produce good results on a small data set
(Fung et al., 2005) or in a specific domain (Zhang et al., 2011) fail to perform on larger scale
or across domains. The first scenario considers algorithms with very high computational
complexity which is impractical on a larger scale. The second scenario deals with the poly-
semy of words and the fact that many domains share common terms, which may contribute to

low quality in the document groupings (Steinbach et al., 2000).
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2.1.6. Evaluation of clustering solutions

The third problem refers to measuring the accuracy of the produced clusters. Following the
similarity criteria for high homogeneity inside the clusters and diversity between clusters is
used to project certain quality of the clustering structure produced by clustering algorithms
from all documents, but have no practical value in terms of human judgement. Therefore, a
methodology that aligns the produced clustering solutions to human judgement is discussed
further in this section.

The accuracy of clustering depends on the quality of the document index (Facolta et al.,

2008), which is selected in the view of a particular task (Lewis, 1992). Each index acquired

from the same documents incorporates different assumptions and leads to a different clus-

tering result. An important benefit of clustering is that it provides unseen groupings of fea-
tures, but these groupings need to be viewed and evaluated from the perspective of human
judgement. Thus, users will have a certain degree of confidence for the derived clusters and
therefore, the validation of clustering becomes a crucial part of it. The evaluation should
provide objective assessment of the derived clusters and have no preference to any algo-
rithm. In addition, the evaluation standards and criteria should provide evidence whether
the obtained clusters are meaningful to users or just a manifestation of the employed algo-

rithm (Xu and Wunsch, 2005).

Generally, model-based clustering uses testing criteria based on external, internal and rela-
tive indices (Jain and Dubes, 1988). Criteria using external indices compare the new clusters
to a pre-defined structure of the clustering data. This method for validation is used by parti-
tional methods. Criteria using internal indices on the other hand, test the data without any

prior knowledge by examining the clustering structure directly from the original data (used
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by hierarchical methods). Relative criteria compare different clustering structures and provide
a reference to decide which one is best (Xu and Wunsch, 2005).

Conversely, as reported by Wan (2007), there is no standard dataset for evaluation of doc-
ument similarity, which can be used to validate the clustering structure produced. However,
researchers adopt text classification experimentation corpora to validate their approaches
(Hotho et al., 2003b, Hotho et al., 2003c, Wan, 2007, Wan et al., 2007) and the following two

sections discuss similar approaches.

2.1.6.1. Evaluation methodology in information retrieval and cognitive psychology

In the domain of cognitive psychology the evaluation methodology usually involves people
who participate in a study in which different algorithms or approaches are used to acquire or
compare results with human judgement (Goldsmith et al., 1991, Lee et al., 2005). In 1991 a
study assesses the cognitive representation of the structural knowledge of students by com-
paring it with that of their instructor for the purpose of constructing a predictive model
(Goldsmith et al., 1991). This approach employs extensive analysis, which uses all features
pre-defined by the researchers. Therefore, the study is comprehensive and accurate but re-
quires a long time to manually analyse the results. This makes it impractical for large scale
experiments.

Another study in the domain of information science evaluates existing document similarity
methods in terms of their ability to emulate human judgement (Lee et al., 2005). This study
reveals that existing similarity methods fail to emulate human expectations of similarity when
comparing text documents. However, it presents very detailed analysis of the quality of the
similarity measures on a small scale, where a small number of documents are manually ana-

lysed by the researchers. The analysis involves the researchers’ subjective decision whether
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the documents within the clusters are correctly grouped. It is noted that the similarity measure
is an essential part of any clustering model. Therefore, these similarity measures if employed
by clustering should perform similarly and the clustering solutions produced should have
similar alignment to human judgement. However, the produced clustering solutions need to
be compared for all documents in all clusters independently and then aligned to human
judgement. A methodology which provides such comparison is discussed in the next section.

The quality of the similarity measures are further investigated with respect to the infor-
mation retrieval domain. The measures employed by the evaluation methodology in this do-
main are divided into two groups. The first group includes measures of single-value metrics
such as precision, recall, P@N (which considers precision and recall of the topmost results)
and f-measure (Blair, 1979), which also involves precision and recall. These measures are
based on the complete list of documents returned by the algorithms. However, in this case all
relevant and retrieved documents must be known prior to execution for every query upon
which documents are retrieved. The corpora used for evaluation must have a list of prede-
fined and analysed queries against which the comparison of the results is evaluated.

The second group includes measures which return a ranked sequence of documents. These
measures consider the order in which the returned documents are presented. By computing a
precision and recall at every position in the ranked sequence of documents, the precision-
recall curve can be plotted, where the precision is a function of the recall. In information re-
trieval the average precision measure is widely used (Voorhees, 1998). It computes the aver-
age precision of the retrieval as a value in the interval from 0 to 1. The positive predictive
value or precision of the results is used to indicate the retrieval accuracy. Mean average pre-
cision (MAP) measures the retrieval performance of algorithms for a set of queries, where the

mean is the average precision scores for each query. The second group of measures evaluates
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the retrieval value for a given number of the top ranked documents. Document (web) search
engines retrieve a certain number of documents, which are sorted in descending order of their
rank. Hence, the algorithms can be evaluated by the quality of their retrieval based on a pre-
selected number N from the top ranked documents. Then, for N number of documents is

measured as the number of correctly retrieved documents using the following equation:

k=1(P(k)x rel(k))

AveP =
number of relevant documents

where rel(K) is an indicator function, which equals to 1, if the item at rank k is a relevant
document, or zero otherwise. The average is calculated for all relevant documents and the
relevant documents not retrieved get a precision score of zero.

The mean average precision (MAP) is calculated using the equation below:

Ya-1 AveP(q)

MAP =
Q

where Q is the number of queries.

The aforementioned methods for measuring correctness of retrieval are useful for testing
similarity functions or retrieval power of information retrieval algorithms. However, it is not
enough to address the overall performance of clustering algorithms because (i) it is impracti-
cal for large scale experiments (ii) to consider the quality of all groupings for the entire col-
lection. Therefore, a comprehensive evaluation approach to a clustering is obtained if the en-
tire structure of the clustering solutions produced is explored. This approach is similar to the

method for evaluation of clustering solutions with silhouettes.
2.1.6.2. Evaluation methodology employed

It is important to note, that there are no gold standards (Jain et al., 1999) for evaluation of
clustering solutions and researchers use different corpora and methods. The evaluation meth-
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odology used in this thesis targets objective evaluation of the structure of the clustering solu-
tions produced with all the documents from a collection. The evaluation needs to represent
the alignment of the produced results to human judgements. A condition to the methodology
is to carry out the evaluation on a large scale.

The selected corpus for the evaluation is Reuters21578. This collection consists of 21578
news articles on different economic subjects published in 1987. An important property of the
corpus is the presence of tags (the total number of which is 445) manually assigned to every
article (up to 29 tags per article) by linguists. The tags are separated in different categories.
The tags that indicate the topics of the documents are 140 and a few additional sets of total
305 unique tags are used to indicate properties that articles convey with regard to entities
such as people, places, dates, orgs, exchanges and companies. Since the tags are morphologi-
cal words or named entities provided by the linguists (not necessarily contained in the text)
they are all used in the evaluation of the document groupings to provide a perspective of hu-
man judgement. All tags are used to cluster the corpus and compare the results against other
methods. The evaluation demonstrates how the clusters produced by different clustering
techniques align to human judgement (i.e. clusters produced by using the Reuters collection’s
tags). The tags are considered by the reported research as a judgement provided by humans.
This is as a consequence of the fact that the linguists have the same background and motiva-
tions. Therefore, the assigned to the documents tags are consistent in representing the content
of articles. There are no constraints applied for the choice of tags. All tags are assigned man-
ually. In addition, the motivation of the task the linguists are assigned with is to represent an
article with words. They were not given the task to group similar documents. Therefore, the

clustering results obtained by using the tags are not manipulated by the task.
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In figure 2.2 is shown a comparison between clustering solutions. Clustering approach T
employs the tags of the Reuqters21578 collection to cluster all or a pre-defined set of articles.
This clustering solution represents how the linguists would have clustered the articles by em-
ploying the selected clustering algorithm. Then, the same collection (the same set of articles)
is clustered two more times by clustering approaches A and B. Documents X, Y and Z are
used as centroids for the clusters in the relevant clustering solutions. Then, the evaluation
measures the number of similarly grouped documents for the individual clusters in per-cents
[%]. The clusters build up around document X by clustering approach A and B are compared
with the cluster X produced by the clustering approach T. The number of documents, which
are clustered the same by clustering approaches A and B in comparison to T are calculated.
Finally, when the same procedure is applied for every cluster (X, Y and Z) the calculated re-
sults are summed up. The equation below explains the procedure:

l n m
comparison (A | T) —l_l_n_l_mloozak + Zaj+ Zal, %]

k=1 j=1 i=1

where, comparison (A | T) is the result of similarly clustered documents by clustering so-
lutions A and T [%], |, n and m are the total number of documents respectively in clusters X,
Y and Z and ay,;;; is an article from the relevant cluster. The total number of documents in
the collection is I+n+m. Thus, in fig. 2.2 are presented clustering solutions of 3 clusters pro-
duced by clustering approaches T, A and B. The higher number of documents is clustered
similarly to the clustering solution produced by approach T, the better alignment of the clus-
tering results to human judgement.

An objective evaluation of different document representational techniques in relation to
human judgement, for example, is obtained by firstly, producing a clustering solution using
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the tags, and then compare that solutions with the clustering solution produced by the same
clustering algorithm but using other document representation techniques (such as vector
space model and concept indexing). Then, the comparison will demonstrate the difference of

the document representation techniques in clustering in relation to human judgement.
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Section 2.2 reviews approaches which employ words and phrases as features used to index
documents and acquire model-based patterns of the features to calculate the similarity be-
tween documents. In section 2.3 similarity-based approaches, which rely on external

knowledge, are discussed and reviewed.

2.2. Model-based document clustering

Model-based algorithms use various document representations, such as the vector space
model (VSM), that treat documents as a bag of words (BOW) (Salton and Mcgill, 1986), set
of repetitive words (Wang et al., 1999, Beil et al., 2002) or word-sequences (Li et al., 2008).
Syntactic and semantic information (Yun et al., 2010) including word senses (Peng and Choi,
2005) is outside the scope of model-based clustering. This section reviews partitional and
hierarchical clustering, which are the two main types of model-based approaches used. Doc-

ument grammar is outside the scope of this research and is not reviewed.

2.2.1. Partitional approach to clustering

Partitional clustering, also known as hard partitioning, creates flat, non-hierarchical clus-
ters, whose number is controlled by a value given to the algorithms prior to execution. As
highlighted by Fung et al. (2005), the number of clusters k drives the process of partitioning
documents in k clusters by employing the standard k-means algorithm or any of its variants.
However, selecting the number of clusters without any domain knowledge in the area of in-
terest may worsen the results. In addition, if documents cover a broader thematic area, the
clusters produced would be inferior. Kernel-based partitional methods such as kernel k-means

algorithms, which consider mapping of the input prior to clustering (Karatzoglou and
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Feinerer, 2006) using string kernels (Huma et al., 2002) or word-sequence kernels (Cancedda
et al., 2003), perform better than the standard k-mean partitional algorithms.

Partitional algorithms use VSM document representation. They have two main disad-
vantages. Firstly, they do not consider semantic relations between words. Not only words
with similar meaning (Yun et al., 2010) but also relationships between words, which share
similar semantic context, are treated as irrelevant features (Hotho et al., 2003b, Hotho et al.,
2003a). Secondly, same words with different meaning in different context are not considered
either (Yun et al., 2010). Furthermore, the number of dimensions has to be of the same length
for all vectors, i.e. short and long text documents should have the same number of words rep-
resenting them in the vocabulary space of the document collection (Steinbach et al., 2000).

VSM represents each document d as a vector D in the vocabulary space. It represents a

document using terms co-occurrence (TF-term frequency) within a document so that D, =

(tfi, tfo, tfs, ..., tfy), Where tf; is the frequency of the i term contained in the document.
However, not all terms have the same discriminative power, and determining what the dis-
criminative power of the words is can be considered as a two-stage process. Firstly, stop
words are removed and then words that are used often in the documents within the collection
are given less discriminative power. The second stage employs the common practice of
weighting the words’ significance within the document collection. This is achieved by calcu-
lating IDF (inverse document frequency) for every word, or classifying words with eliteness
(Robertson, 2004). Words that are very frequent in the collection gain less discriminative
power (less IDF weight) than the more unique words. The presumption is that words with
higher statistical value are more relevant to the topic of a document. Before IDF is calculated,
words that occur in different grammatical forms are normalised to their canonical form using

a stemming algorithm (Porter, 1997). Then the weights of the document indices are calculat-
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ed by multiplying TF and IDF. However, computing the weight of all words within all docu-
ments leads to high computational complexity (Beil et al., 2002), which motivates considera-
ble interest in low-dimensional document representation that overcomes this particular issue
(Matveeva, 2006).

The k-means algorithm uses the robust cosine measure to compute the similarity between

documents. It is defined as cosine(dy,d,) = (dy * d1)/|Id41| |Id21|, where « indicates the

vector dot product and ||d|| is the length of the vector. The k-means algorithm computes ran-
domly a k number of vectors in the feature space to identify the closest documents to the cen-
troids and then uses these vectors to form clusters. The algorithm iteratively refines the ran-
domly chosen initial k centroids, minimising the average distance (homogenising the clusters
by increasing the similarity within clusters).

Improvement of the standard k-means algorithm is the “bisecting” k-means algorithm pro-
posed by Steinbach et al. (2000). It randomly selects k documents and creates k initial clus-
ters, which are incrementally updated with every consecutive document rather than at the end
of the assignment pass. The basic “bisecting” step is when a cluster is selected, using basic k-
means algorithm, to find two sub-clusters and to repeat that step until the k number of clus-
ters is reached. The “bisecting” approach produces better overall similarity and lower entropy
and has better accuracy and efficiency (Zhao and Karypis, 2002). However, both algorithms
are found to be not only relatively efficient and scalable but also sensitive to noise (Fung et
al., 2005). The authors state that not only the noise, which can be easily introduced in the
preparation step and will influence the construction of centroids, can cause poor performance
but also if the number of k clusters is incorrectly estimated. Although, the noise problem is

addressed by the k-medoids algorithm (Krishnapuram et al., 1999), its computational cost
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makes it impractical. In addition, these algorithms are considered not suitable for discovering
clusters of varying sizes, which is the case with document clustering.

Alternative strategy for achieving better performance and scalability of the k-means family
of algorithms is addressed by the dimensionality reduction techniques (Xiao, 2010). Latent
Semantic Analysis (LSA) is one of the best known dimensionally reduction algorithms in
information retrieval (Deerwester et al., 1990, Zhang et al., 2011). It is an algebraic indexing
method, which provides a mechanism for low dimensional document representation. The al-
gorithm uses statistical data of word co-occurrence (TF-1DF), but it further employs a higher-
order document- term (semantic) structure. This approach aims to find the best sub-space ap-
proximation to the original space in terms of minimising the global reconstruction error. Us-
ing singular vector decomposition, LSA projects the representing vectors into an approximate
sub-space. The sub-space represents the original feature space with fewer dimensionality,
which enables the cosine similarity to compute semantic similarity between documents accu-
rately. The semantic structure is acquired from external knowledge and is used to improve the
detection of relevant documents (Zhang et al., 2011). This is necessary because word-based
document representation is challenged by word polysemy and the fact that in information
retrieval, relevant documents might be indexed with words that users with perspective differ-
ent to the encoded knowledge would not use in their retrieval queries. Semantic-based ap-
proaches to clustering that address this shortcoming are reviewed in section 2.3.

The kernel-based technique is another method for dimensionality reduction. It is success-
fully used for document ranking and filtering in information retrieval and text classification
when dealing with large collections. Exploring kernel methods such as kernel k-means and
spectral clustering (Ng et al., 2001) in the area of document clustering is needed due to the

inadequacy of the standard k-means algorithms to separate clusters that are not linearly sepa-
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rable in the input space. Kernel algorithms first map the input data into a high dimensional
non-linear space and then a kernel function places the result of the mapping implicitly into a
pre-selected feature space. Then Euclidian distance is used to measure the distance between
the properties. The spectral clustering uses affinity matrix and leads to easier to solve cluster-
ing problems since points tend to form tight clusters in the eigenvector subspace
(Karatzoglou and Feinerer, 2006). However, this is an application oriented (specific) ap-
proach and therefore, full string kernel is considered as a more general technique for cluster-
ing. The comparison between spectral clustering with string matrix, kernel k-means with full
string matrix, and simple k-means with term matrix demonstrates that spectral clustering with
string kernel performs better than all other methods (Ng et al., 2001). Computing the kernel
matrix is a very time consuming task and the performance of the kernel-based algorithms

strongly depends on the length of the string.

2.2.2. Hierarchical approach to clustering

There are two types of hierarchical approaches: agglomerative and divisive. The first fami-
ly of algorithms builds the cluster hierarchy bottom-up by computing iteratively the similarity
between every two pairs of clusters and merging the most similar pair (Kaufman and
Rousseeuw, 2005). The difference in the variants of this family of algorithms is in the select-
ed function for calculating similarity between documents (Zhao and Karypis, 2001). The sec-
ond family of algorithms builds the hierarchy top-down starting from the top with all docu-
ments in one cluster, as the similarity measure considers the global distribution of the docu-
ment representation (Manning et al., 2008). The cluster is split by using a flat clustering algo-
rithm with a certain similarity measure. This procedure is applied recursively until each doc-

ument is in its own singleton cluster.
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Although top-down clustering is conceptually more complex, it can be more efficient if the
complete hierarchy of the tree structure is not generated. In addition to that, the evaluation of
the results carried out by Steinbach et al. (2000) using the f-measure shows that the divisive
approach produces more accurate hierarchies when combined with partitional clustering. The
main disadvantage of both approaches is their high computational complexity in similarity
calculation. In addition, early decisions cannot be undone, i.e. previous splitting or merging
of clusters cannot be adjusted, which lowers their clustering accuracy (Fung et al., 2005).

The algorithms that implement the agglomerative techniques maintain very high homoge-
neity within the clusters. Alternatively, the intra-cluster similarity technique (IST) uses the
agglomerative approach to merge a pair of clusters that results in slight decrease of the ho-
mogeneity within the merged cluster. This technique measures the homogeneity by compar-
ing all members of a cluster; it has a quadratic complexity to the number of documents. An-
other technique, the centroid similarity technique (CST), reduces the complexity by measur-
ing the similarity between clusters based only on their centroids. It uses cosine similarity
measure and is faster than the IST. UPGMA (Unweighted Pair Group Method with Arithme-
tic Mean) is another technique, which is similar to IST, but it uses altered cosine measure for
calculating the similarity. Steinbach et al. (2000) prove that UPGMA and IST perform equal-
ly, although UPGMA’s performance is better when the number of clusters is high. UPGMA
is later proven not scalable and unsuitable for large data sets because of its complexity (Fung
et al., 2003).

The same study (Fung et al., 2003) compares the standard k-means algorithm, “bisecting”
k-means approach (partitional approach, which produces hierarchies) and UPGMA, which is
the best agglomerating hierarchical technique. The results indicate that “bisecting” k-means is

better that the standard k-means algorithm and as good as or even better than UPGMA. The
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comparison is according to the entropy and the overall similarity measures of the cluster qual-
ity. The authors indicate that the time needed to execute the partitional approaches is signifi-
cantly shorter, which suggests that these algorithms are scalable and can be used in large data
sets.

Besides pair-wise similarity, which is document-centred distance measure (Fung et al.,
2005), documents can be grouped using clustering transactions based on frequent itemsets
(Wang et al., 1999). This similarity measure places documents in the same cluster if they
share many frequently repeating items and sustain homogeneity. This approach treats a word
as an item and a document as a transaction. The authors argue that for transactions made of
sparsely distributed items, pair-wise similarity is neither necessary nor sufficient for a cluster
of transactions to be similar. This approach does not meet the spectral clustering requirements
but offers a mechanism for dynamic clustering with substantial influence on efficient and
quality clustering, which achieves good consistency with human judgement.

Hierarchical frequent term-based clustering (HFTC) (Beil et al., 2002) and frequent item-
set-based hierarchical clustering (FIHC) (Fung et al., 2003) address the clustering spectral
requirements by using the notion of frequent itemsets. HFTC considers the low-dimensional
frequent term sets only, whilst FIHC uses the global frequent itemsets that appear in more
than minimum fractions of the document, which drastically reduces dimensionality. The for-
mer algorithm forms clusters by minimising the overlap between them in terms of shared
documents. The latter creates a cluster for each itemset and if a document belongs to more
than one cluster it is placed in the cluster, which is the best match. HFTC produces accuracy
comparable to the “bisecting” k-means, but is experimentally proven to be not scalable,

whilst FIHC besides proven to be scalable, fast and very accurate, generates a tree, a.k.a.
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pruning tree, which is easy to browse and navigate among the documents (Fung et al., 2003).
The pruning tree is based on inter-cluster similarity.

Subspace text clustering is another methodology for reducing dimensionality by discover-
ing clusters embedded in the subspaces of a high dimensional data such as text documents
(Jing, 2008), through bottom-up or iterative top-down search. The main difference between
the searches is how the locality measure used is determined in the evaluation of the subspaces
(Parsons et al., 2004). The simultaneous keyword identification and clustering of text docu-
ments (SKWIC) algorithm (Frigui and O. Nasraoui, 2004) is associated with the bottom-up
methods whilst the adaptive subspace iteration (ASI) (Li et al., 2004) employs top-down
search.

SKWIC is a unsupervised clustering algorithm based on cluster-dependent keywords
weighting. The algorithm automatically identifies clusters that are the most dissimilar in their
best keyword sets and assigns different weights to the keywords used in each cluster
(Fountain et al., 1991). The algorithm locates clusters by using a special keyword set rather
than the entire keyword space. Furthermore, it benefits from richer feature relevance repre-
sentation by not tolerating the terms equally, which means that a term can have different
weights in different clusters. The experiments conducted demonstrate that the feature rele-
vance of SKWIC is very high and reflects the general theme of the category (Frigui and O.
Nasraoui, 2004).

ASI allows explicit modelling of the subspace structure associated with each cluster. It
achieves data reduction by assigning data points to a cluster and conducts simultaneous sub-
space identification by identifying the subspace structure associated with each cluster. How-
ever, the data points and their attributes are utilised in an iterative optimisation manner for

achieving canonical duality contained in the point-by-data representation. ASI performs bet-
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ter than the k-means algorithm by achieving high clustering accuracy and meaningful de-

scription of each cluster.

2.3. Similarity-based document clustering

In this section clustering methods and techniques that employ words context and/or rely on
external knowledge for feature extraction and aggregation are reviewed. The overall aim is to
exclude from document representations those words that are irrelevant to their theme by em-
ploying word sense disambiguation (WSD) or enriching their representation with concepts
providing more abstract indexing (Peng and Choi, 2005). Once the features are selected, the
algorithms use hierarchical or partitional approaches, or simple heuristics (Hotho and Staab,

2003).

2.3.1. Word Sense Disambiguation (WSD)

Identification of the words relevant to the document theme can be achieved by employing
WSD, which addresses the issue of words polysemy (lIde and Veronis, 1998). Disambiguation
algorithms use a variety of resources such as external knowledge resources and supervised or
unsupervised techniques (Dwivedi and Parul, 2009). Supervised WSD methods utilise a la-
belled training set by training the sense detection model on a sense-tagged corpora. By link-
ing contextual features to the word’s sense, WSD is reduced to a classification problem.
These methods need prior tagged corpus or interaction with an operator and are therefore ex-
cluded from the scope of this thesis. On the other hand, unsupervised methods identify pat-
terns in large data sets, without the benefit of using manually tagged data. They group pat-
terns together, so that patterns within one group have more in common than patterns in other
groups. Unsupervised approaches are very powerful and scalable as they require little compu-
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ting time. The Latent Semantic Analysis (LSA) employed by the Latent Semantic Indexing
(LSI) in the area of document retrieval is one of the unsupervised methods of particular inter-
est to this research.

The knowledge-based approach to WSD uses machine readable dictionaries (Lesk, 1986,
Cowie et al., 1992), thesauri (Yarowsky, 1992), ontologies (Hotho and Staab, 2003), lexicons
(Leacock and Chodorow, 1998) or heuristics. These methods capture words’ meaning by
matching their context to external sources. Some techniques, such as those based on machine
readable dictionaries, are impractical (Cowie et al., 1992) due to their high complexity. Since
words are typically replaced with their definitions in the document representation this ap-
proach is suitable for disambiguating single words only.

The thesauri-based approaches have practical scalability and high accuracy. They over-
come the knowledge acquisition bottleneck by using the semantic structure of thesauri
(Yarowsky, 1992) and exploiting the explicit synonymy relations between words’ meanings,
which allows dealing with polysemy. Other research using thesauri is based on the observa-
tion that polysemous words that appear more than once in text share the same meaning (Gale
et al., 1992), although that is not always true (Wan, 2007). The similarity measure between
words is based on their distance in the semantic structure of the thesaurus used and is there-
fore called semantic distance (Jarmasz and Szpakowicz, 2003b).

Lexicons organise the mental vocabulary in the speaker’s mind. Lexicon-based word sense
disambiguation algorithms use semantic similarity resemblance between concepts that words
in text belong to. Then, they acquire the semantic relatedness between them. This approach is
scalable and achieves high precision (Dwivedi and Parul, 2009). The semantic similarity

measure used is based on path length (Wu and Palmer, 1994), the shortest path between two
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concepts (Leacock and Chodorow, 1998), or on the information content relatedness (Resnik,
1995).

An heuristic approach to WSD that uses “all concepts” is proposed by Hotho et al. (2003a).
Instead of discriminating words’ senses, this approach generates alternative document repre-
sentations based on words’ meaning (Hotho and Staab, 2003). As a result of using a back-
ground knowledge encoded into a domain specific ontology, this method provides multiple
output views and a very specific perspective to documents. A similar approach, which uses
both a general and a domain-specific ontologies, is used for large scale concept indexing of
web pages (Setchi and Tang, 2007). It considers all possible meanings of the words whereas a
word with multiple meanings shares its weight (significance) equally among the concepts it
belongs to. In the end, the weight of every possible concept is calculated and the highest-
ranked ones are used in a concept index. Similarly, a method that employs ontology to “en-
rich the term vector with concepts” is proposed by Hotho et al. (2003a). The approach signif-
icantly reduces dimensionality and computational complexity; it provides better scalability
and improved clustering by using concepts in VSM representation (Hotho et al., 2003b,
Hotho et al., 2003a). It also provides a generic perspective in establishing the similarity be-

tween topics.

2.3.2. Document representations

Different assumptions made lead to different approaches to feature selection and extrac-
tion, which result in different document representations and different preparation processes.
Well-selected features contribute to reduced dimensionality and noise in the final document

representation. They also allow easy browsing and navigation of document collections. Re-
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duced dimensionality diminishes the computational requirements, whilst reduced noise im-
proves clustering efficiency (Fung et al., 2005, Li et al., 2008, Mugunthadevi et al., 2011).

Document representation can employ either external information source or rely on heuristic
rules for feature extraction from the documents’ context to represent them. The multi-word
approach to document representation captures words context using statistics or linguistics
approaches (Zhang et al., 2009), but the algorithms do not employ external knowledge. The
idea is that a word is characterised by “the company it keeps” (Firth, 1957). Any method that
uses a sequence of two or more words with meaningful content is a multi-word approach
(Chen et al., 2006). Zhang et al. (2011) use syntactic rules to extract the context (as 2 to 6
word sequences) that resembles a predefined regular expression, and count its co-occurrence
in the document. Then a similarity function uses multi-word representations of the documents
and seeks through the collection counting the occurrences of these sequences in the docu-
ments. The study concludes that multi-word performance is strongly dependent on the type of
genre, and the approach is effective in narrow sub-domains, where fixed expressions and
terminology are used. This indicates the robustness of the approach when proper heuristics or
rules are used. However, this method is dependent on the wording of documents.

LSI is another method for capturing words context and reducing the document representa-
tion dimensionality by using word co-occurrences (Deerwester et al., 1990). It uses the LSA
technique, which is developed to retrieve documents on the basis of their conceptual content
instead of their meanings and is successfully used in WSD (Katz and Pinkham, 2006). In con-
trast to the multi-word approach, LSI uses external knowledge, which provides an implicit
higher-order structure and relations between terms (“a semantic structure”) within the docu-
ments aiming to find its best subspace approximation. The use of semantic structures allows

users in different contexts or with different needs, knowledge or linguistic habits to retrieve
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relevant information using different terms (Berry et al., 1995, Dwivedi and Parul, 2009). LSI
resolves synonymy and polysemy but at high computational cost.

A comparative study conducted by Zhang et al. (2011) on text representation achieved by
TF-IDF, LSI and multi-word approaches claims that the multi-word approach and LSI have
better semantic quality, while TF-IDF has better statistical quality. The evaluation of text rep-
resentation in term of semantic and statistical quality is conducted by intuition rather than
systematically, using measures. The reason is the lack of standard data set or suitable
measures for evaluation. LSI produces index, which achieves better discriminative power and
performance over the index produced by TF-IDF. The authors evaluate the performance and
the robustness of the techniques and conclude that LSI and the multi-word approach outper-

form TF-IDF (Zhang et al., 2011).

2.3.3. Similarity measures

Several document similarity measures have been proposed in the literature. They include
the cosine measure (Salton and Buckley, 1998), the dice measure, Jaccard measure, the over-
lap measure (Blair, 1979, Baeza-Yates and Ribeiro-Neto, 1999) and the information-theoretic
measure (Aslam and Frost, 2003). However, cosine similarity is very robust (Dhillon and
Modha, 2001) and used most (Wan and Peng, 2005b). All these similarity measures define
similarity between two documents as they are positively related to their commonality and
negatively related to their differences in a common feature space (Lin, 1998b). The similari-
ty-based approach seeks commonality in the shared context and themes of the documents,
taking advantage of their structure and subtopic distribution (Wan and Peng, 2005b, Wan,

2007).
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A method called TextTiling is proposed for capturing the document structure by subdivid-
ing texts into multi-paragraph units that represent subtopics (Hearst, 1993). Text tiles are
used to capture the lexical pattern distribution of subtopics contained in the text. The ap-
proach uses three algorithms: (i) lexical analyses based on TF-IDF, (ii) information retrieval
measurement to determine the extent of the tiles, and (iii) a statistical disambiguation algo-
rithm which relies on thesaural information. This method provides segmentation that is
aligned well to human judgments (Hearst, 1997).

A document similarity search algorithm that employs the TextTiling technique to capture
the document subtopic structure in plain text, find documents similar to a given query docu-
ment and return a ranked list of similar documents, is proposed by Wan and Peng (2005b).
The similarity model takes into consideration the structure of the document subtopics and
computes the similarities between different pairs of text segments. Then the overall similarity
between the documents is measured by combining the similarities of different pairs with the
optimal matching (OM) method. Experimental results show that TextTiling is effective and
performs better than the cosine measure, which also reveals that the OM-based matching is
appropriately applied.

Wan (2007) argues that a subtopic can be matched to more than one topic but with differ-
ent weight and the one-to-one matching is limiting compared to many-to-many matching.
Such matching is proposed by Wan and Peng (2005b) in response to the need for measuring
the semantic similarity between any two words based on a lexical database. The semantic
distances between words measured by a context vector using WordNet establishes relatedness
between the words by calculating the angle between the vectors (Patwardhan, 2003). The au-
thor further states that the semantic distance measured by combining statistical information of

the words derived from a large corpus and external knowledge produce clusters close to hu-
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man judgement, because, unlike other methods, this method considers the context of the
words. This approach can be applied to any domain and number of documents and has no
constraints on the kind of words processed (houns, verbs etc), which is a problem for some
other approaches (Resnik, 1995). The context vector approach considers words with the most
similar senses. The more similar two senses are, the smaller the semantic distance between
the words is. Thus, the semantic similarity between two documents relies on measuring the
distribution of the semantic distance between the words containing them.

Wan and Peng (2005a) propose using the Earth Mover’s Distance (EMD) (Rubner et al.,
2000) for measuring similarity between documents using “many-to-many” matching. The
matching computes dissimilarity between two multi-dimensional distributions in a feature
space (words). EMD uses a distance measure between every two single features called
ground distance and defined by a function or matrix, to measure the distance between two
multi-dimensional distributions. Wan and Peng (2005a) use a function to measure the seman-
tic relatedness between words based on the WordNet structure. However, a thesaurus-based
matrix distance (Jarmasz and Szpakowicz, 2003b) or ontology-based concept tree distance
function (Lakkaraju et al., 2008) can be utilised instead. Furthermore, a custom similarity
function can be used to measure the distance between any two features using an external in-
formation resource and the semantic distance quality will depend on the quality of the exter-
nal source.

A comparison study evaluates similarity measures based on words and phrases, such as the
cosine, dice, and Jaccard similarities, overlap and information-theoretic measures, and com-
pares them to context-based similarity measures such as those based on OM and EMD (Wan,
2007). The OM-based and the EMD-based approaches in the study use the TextTiling algo-

rithm to decompose documents into subtopics (a.k.a. tiles). The author adopts non-
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interpolated Mean Average Precision (MAP) and the precision (P) at the top N results (P@N)
to evaluate the different measures. According to the study, the context-based similarity
measures provide better accuracy than those using statistical measures, with EMD outper-
forming OM.

The same (Wan et al., 2007) study further analyses the context-based approaches since
they rely on the subtopic structure of the documents. The author investigates how documents
structure influences their performance. A hierarchical agglomerative clustering algorithm,
which groups sentences with similar subtopics together to form a document, is employed to
produce structurally different sets of documents. The empirical results show that the execu-
tion time of the cosine measure is 3.49 times shorter than the OM-based and 3.68 times short-
er than the EMD-based approaches. This is explained by the complexity of the structure-
dependant algorithms where a graph structure has to be built and mathematical computations
to be completed. Deeper analysis reveals that the EMD approach performs more accurately
than the OM approach in all cluster sets. This experimental evidence supports the independ-
ence of the EMD approach from the employed text decomposition technique (Wan, 2007).
However, the fact that the OM approach produces close results to human judgement by tak-
ing advantage of the words’ context (Wan and Peng, 2005b) leads to the conclusion that the
results produced by the EMD-based approach are similar. Moreover, the EMD-based algo-
rithms rely on measuring the similarity between two multi-dimensional distributions of sub-
topics to calculate the similarity between two documents (Wan, 2007). Therefore, employing
EMD as a similarity measure in clustering may be the key to improving the clustering solu-
tions in terms of their coherence with human judgement. A similar hypothesis was discussed

by Patwardhan (2003).
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Another technique that considers document context to measure similarity relies on ontolo-
gy. The similarity measure uses a variety of methods such as: (1) similarity between the
properties of concepts; (2) semantic distance between concepts; (3) hierarchy depth of the
concepts; and (4) domain dependant adjustment of weights (Yang et al., 2008). The first
method computes the number of properties every two concepts share. The more properties
they share the closer they are. The second method computes the distance based on the short-
est distance between two concepts using thesauri or lexicons (Jarmasz and Szpakowicz,
2003b). The hierarchy depth factor considers the depth of the ontology tree. Hence, the short-
er the distance between two concepts, the greater the semantic similarity between them. This
method for measuring similarity is considered to represent how abstract the measured similar-
ity between the concepts is. Finally, the last method considers domain-dependant adjustment
of words or concepts weights. This method enables increase of the semantic similarity of
concepts that occur in an auxiliary ontology. This method is used by Setchi et al. (2009) to
increase the weight of concepts that occur in a domain-specific ontology used along side a
general ontology. The relations between concepts in the specific ontology augment the simi-

larity measured with the help of the general ontology.

2.3.4. Clustering techniques

Clustering relies on a document representation, a similarity measure and a clustering tech-
nique to group documents in clusters. Clustering methodology faces the practical problems of
dealing with a high computational cost causing implications on a large scale, high dimension-
ality, and complex similarity measures (Yang et al., 2008).

Distributional clustering techniques address the aforementioned problems by considering

the distributions of the words in documents and in a collection. Distributional clustering is
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rather addressing the high dimensionality problem by reducing the dimensions than seeking
different feature extraction approach. It provides a mechanism for feature reduction of the
original feature space, transforming it into a space of new features represented by word clus-
ters (Baker and Mccallum, 1998). The typical similarity measure employed by the distribu-
tional techniques is based on the information theoretical divergence criteria (Lin, 1991). Dis-
tributional clustering techniques, such as the information bottleneck, aim to provide a more
compact representation of the data by maintaining maximum mutual information between the
joint probability distribution of two variables by “compressing” one of the variables (Slonim
and Tishby, 2000, Slonim et al., 2002). The results of using the information bottleneck algo-
rithm demonstrate that the produced clusters are inferior unless word clustering is employed
(Slonim and Tishby, 2000).

Contextual document clustering (CDC) is a clustering technique, which uses the context
words to address the problem of complex similarity measures. Word context is a term, which
describes the probability distribution of a set of words that co-occur with a given word in a
document. The approach is based on distributional clustering and identifies documents, which
belong to highly specific contexts (Mcdonald et al., 2004). It relies on the distribution of the
subject related words, with a narrow context, and uses them as meta-tags for that subject.
These words, called contextual words, form the basis for creating thematic clusters of docu-
ments (Baker and Mccallum, 1998) by providing a mechanism for grouping semantically re-
lated documents together (Mcdonald et al., 2004).

The purpose of the contextual document clustering is not to provide a compact representa-
tion of the documents but a mechanism that automatically, in unsupervised manner, discovers
contextual words of narrow scope. Then documents are partitioned by using the context

words without any use of pre-defined categories or labels into a large number of relatively
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small thematic homogeneous clusters. Clustering is completed regardless of the clustering
criteria used (Mcdonald et al., 2004). The large number of clusters is a reflection of the com-
plex thematic structure of the text documents, which cannot be adequately expressed by clas-
sifying documents into a small number of categories or topics. Contextual document cluster-
ing has lower complexity and experimentally is proven to be applicable on a large scale. It
demonstrates high quality of clustering and coherency over time (Rooney et al., 2006). The
algorithm organises documents into a minimum spanning tree enabling their topical similarity
to be assessed. In addition, the contextual document clustering technique is proven to be suit-
able for identifying important and stable themes.

In the literature, specific ontologies are created automatically from text to capture relations
between words and their context (Lin, 1998a, Lin, 1998b, Khan and Luo, 2002, Khan et al.,
2003, Lee et al., 2007). The established relations in an automatically created ontology are
specific for the collection of documents that is used to create the ontology. Since an ontology
defines basic classes of words in the domain of knowledge, it also outlines their semantic
structure (Gruber, 1993). Therefore, a connection exists between the concept meaning of a
word and its semantic structure. The relations between words in an ontology are used by
Hotho et al. (2001) to enrich the original term vector with concepts before employing a mod-
el-based clustering algorithm. The ontology-based approach performs better than a baseline
approach when WSD and feature weighting are used. For that reason, there are different
strategies for compiling ontology into text representation focusing on concepts, disambigua-
tion and hypernyms (Jing, 2008). The concept-based strategies for using ontology in docu-
ment representation include adding related concepts into the term vector, replacing terms
with more general concepts or replacing terms with concepts only. The problem with the last

strategy is that all statistical data for terms co-occurrence is discarded. However, Setchi et al.
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(2009) suggest a document indexing approach that uses a concept vector and relevant con-
cepts weight, which is computed using statistical term co-occurrence data. This approach has
never been tested for document clustering, but demonstrates good retrieval results.

Other algorithms employ words polysemy by providing alternative document representa-
tions. These algorithms use different words meanings in document representations and ex-
ploit various relationships that exist between word senses (Hotho and Staab, 2003, Yang et
al., 2008). This alternative representation is supported by the view that a document refers to
multiple topics and it is important to avoid confining it to a single cluster (Hearst, 1999). An
algorithm that uses ontology-based heuristics rules in feature selection and aggregation is
proposed by Staab and Hotho (2003). In addition to suffix stripping, the authors group the
words into sets of synonyms and calculate their similarity. The pre-processing allows users to
select between the results, whereas the selection constructs alternative text representations,
using different background knowledge. This method is also known as COSA (Concept Selec-
tion and Aggregation). Once a group of synonyms is selected, a corresponding text represen-
tation is aggregated. The k-means algorithm is employed then to conduct clustering. Thus,
different clustering results are explained by using different selections of words meanings, i.e.
different concept relations from the used ontology. As a result, the proposed method performs
better than the k-means algorithm without word groupings in the index aggregation step.

Another approach in support of Hearst’s (1999) idea of different perspectives, i.e. multiple
views, to a document collection is proposed by Yang et al. (2008). It is based on Slonim and
Tishby’s (2000) technique of pre-clustering of the words in the collection and then the clus-
ters formed to guide document clustering. The authors use words relations explicitly defined
in an ontology to compute word similarities and by using the measured similarities to group

words in clusters. Unlike the algorithm proposed by Slonim and Tishby (2000), where words
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are grouped by their properties, Yang et al. (2008) group words using their relations in the
ontology. The experiments demonstrate that the ontology-based method has better precision
and F-score, whilst the term-based method has higher recall. The authors explain the results
with the type of corpus used by them, where the words are semantically related to each other.
They conclude that if a general corpus with a large variety of topics is used, the recall of the

term-based approach will significantly deteriorate.

2.3.5. External semantic source

In this section, the hierarchical structure of the ontology used in this thesis namely OntoRo
is presented. The semantically enhanced feature extraction algorithm, which originated from
concept indexing (Setchi et al., 2009) and is discussed in detail in chapter 4, employs the
same lexical knowledge source. In addition, the algorithms for text normalisation and docu-
ment representation proposed in chapter 4 employ the same ontology for the reasons outlined
in this section.

The most commonly used general lexical sources, which in the context of the research pre-
sented in this paper are called lexical ontologies, are WordNet and various thesauri. WordNet
is a large lexical database of English words (Miller et al., 1990), which groups words into sets
of cognitive synonyms called synsets. Every synset expresses a distinct concept. Concepts
can be interlinked by means of a conceptually established semantic link, or defined lexical
relation. The resulting structure is a network of meaningfully related words and concepts that
superficially resemble a thesaurus.

WordNet and the thesauri group words together, based on pre-defined criteria, and have
important distinctions. Firstly, WordNet interlinks not just the word forms, but also their spe-

cific senses. As a result, the words that are found in close proximity to each other in the net-
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work structure are semantically disambiguated. Secondly, the semantic relations between
words in WordNet are labelled, whereas the groupings of the words in the thesauri follow the
explicit pattern of being grouped by the similarity of the ideas they express. The words in the
thesauri are grouped into concepts (fig. 2.2). In this context, the concepts represent entities
that refer to broad ideas, which are used to group the words together. Therefore, the concepts
and the pattern followed to group words in WordNet and in the thesauri are different, as the
thesauri’s concepts have a more generic structure.

Therefore, by taking the thesaurus structure into account, we see (i) a tree such that every
class is a root of a separate tree (ii) that provides a very rigid and robust structural organisa-
tion and (iii) the generic nature of the conceptual organisation of the words. Therefore, the
OntoRo is selected as an external knowledge source. It must be noted that the thesaurus struc-
ture provides tree organisation of the concepts it contains, whilst words might be linked to
concepts that belong to different trees. Concept indexing takes into account the tree-based
structural organisation of the concepts. In addition, the reduced number of concepts in the
OntoRo will address the spectral requirement of the clustering. The hierarchal structure of the

thesaurus is shown in figure 2.2.
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Figure 2.3 . The hierarchical structure of a thesaurus is resembled by the OntoRo

In the context of this research, and as a result of analysing the differences between Word-
Net and the thesauri, it is concluded that the thesauri are the lexical source of more generic
knowledge in terms of grouping words by ideas, and not by synonymy-based semantic rela-
tions. The specific conceptual interconnectivity of WordNet pre-defines specific relations
between the words represented in the semantic-based network structure. Any other

knowledge source used manifests different word organisation and hence, different result.

2.4.  Summary

This chapter has reviewed model-based and similarity-based document clustering methods
and techniques as well as similarity measures. It has also outlined different feature extraction
and aggregation methods used in document representation. The review has highlighted the

following points:

57



1) Clustering solutions, produced by clustering algorithms that employ cosine measure
in a collection of documents with various topics, are found to be inconsistent and poorly
aligned to human judgment. This limitation can be overcome by using words’ context and
words’ meaning in measuring document similarity.

2) Document index aggregated by using ontology enables semantic relations between
words to be considered. The aggregated index reduces dimensionality of document represen-
tation and clustering solutions produced with it are closer to human judgement. A change of
the ontology used to aggregate document index, changes clustering solutions towards the
specificity of the newly used ontology.

3) The Document clustering domain currently lacks a methodology that employs docu-
ment structure for measuring document similarity and many-to-many similarity measure on a
large scale.

4) In order to improve the quality of the clustering solutions and make them consistent
with human judgment, traditional clustering algorithms need to provide multiple views to
document collection, i.e. multiple clustering solutions.

5) A clustering methodology that incorporates reduced dimensionality of document rep-
resentation, provides multiple views to document collection, produces clustering solutions

close to human judgment, and is scalable for a large scale clustering is needed.
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Chapter 3 : Conceptual model of semantically enhanced document clustering

This chapter presents problems and limitations of the current state-of-the-art clustering
methods and techniques. Then, semantic-based approaches to clustering are discussed as pre-
requisites for obtaining clustering solutions that align well to human judgment. Particular
attention is devoted to methods and approaches that overcome limitations of the current algo-
rithms. Finally, an enhanced semantic-based conceptual model for document clustering is

proposed.

3. 1. Limitations of traditional document clustering

Traditional document clustering has the limitations to produce clustering solutions that are
inconsistent and poorly aligned to human judgement, as a result of not considering user’s in-
formation needs, and to use computationally expensive and restrictive similarity measures in

order to improve that alignment of the results across domains.

3.1.1. Clustering solutions generated are inconsistent and poorly aligned to hu-

man judgement

The main task of document clustering is to discover groups of documents, which represent
topics contained in a document collection. The main limitation of the current state-of-the-art
methods is that the most meaningful grouping is not always produced (Andrews and Fox,
2007). Clustering solutions produced by the traditional approaches do not meet the expecta-
tions of users who retrieve documents, search document collections, and explore different
domains of interest. This thesis considers the main reason for these limitations to be that users

do not have control over behind-the-scene grouping process, which forms the clusters, e.g.
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the centroids in clustering solutions produced by the k-means algorithm are randomly select-
ed (Andrews and Fox, 2007).

Traditional clustering algorithms provide clustering solutions closer to human judgment
when they are used to group documents belonging to the same domain of knowledge. How-
ever, knowledge cannot be limited to a domain of strictly pre-defined number of documents
(Burkey and Kuechler, 2003). Often, the information users seek is scarce and is found in var-
ious information sources and domains (Sanchez et al., 2011). Therefore, clustering algorithms
need to produce well aligned to human judgment clustering solutions from documents with
various topics belonging to different domains. The fast growing number of documents freely
available to users emphasise the importance of finding a solution to that problem.

Current research investigating different similarity measures, which are used to enhance
clustering performance in cross-domain environment (Wan and Peng, 2005b, Wan, 2007),
indicate that the clustering improves when a similarity measure able to identify relations be-
tween documents that are otherwise omitted by the traditional measures, is used (Andrews

and Fox, 2007).

3.1.2. Document similarity across domains

The effectiveness of the clustering algorithms in the context of the reported research is
measured through the consistency of the automatic clustering solutions generated in relation
to human judgement. Clustering effectiveness is impeded by the limitation that results ob-
tained on one corpus are not necessarily reproduced on different corpora. Therefore, cluster-
ing algorithms experience difficulties across domains or in a collection of documents with
various topics (Steinbach et al., 2000, Andrews and Fox, 2007, Sanchez et al., 2011). As stat-

ed in the above studies, this problem can be explained with the specific requirements every
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domain has on the number of clusters, properties and relations between documents. For ex-
ample, the properties of a document are used by similarity functions to measure similarity
between documents prior to clustering. On the other hand, properties utilised by a document
representation technique on one corpus may be irrelevant when applied to different corpora.
The requirements towards the solutions change across domains and for that reason the clus-
tering produced for different collections differ from each other in their alignment to human
judgement. This limitation outlines a need for a clustering methodology that can perform
equally well on different document repositories.

Similarity measures that considers words’ meaning (Hotho et al., 2003b) and documents’
context (Hearst, 1997) compute closer to human judgement similarity between documents.
These similarity measures overcome the limitations of the traditional ones since words’
meaning acquired is relevant for the context of document the words occur. Therefore, the
change of domain is captured and relevant similarity between documents is measure. Howev-
er, these algorithms are computationally expensive and restrictive because they require use of
external knowledge source. As a result of these constraints these similarity measures are not
used on a large scale.

The quality of the labels assigned to clusters by the current state-of-the—art algorithms
needs improvement. Current labels generated set limitations to neither facilitate document
browsing nor provide acceptable description of the clusters (Andrews and Fox, 2007). As a
consequence of the poor labelling, users cannot navigate efficiently between clusters. This
indicates a need for better organisation of the clustering solutions that help users to under-
stand document groupings better and provides ease of browsing. The poor labelling is in the
focus of several research studies investigating different ways of computing the similarity be-

tween documents, which is otherwise undetected by traditional approaches (Hotho et al.,
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2003b, Wan and Peng, 2005a, Andrews and Fox, 2007). Traditional similarity measures typi-
cally consider words’ order and frequency to measure similarity (Hammouda and Kamel,
2004, Eissen et al., 2005). An improvement in accuracy is achieved by utilising word synon-
ymy (Hotho et al., 2003a). Nevertheless, clustering solutions obtained using traditional simi-
larity measures achieve alignment to human judgement, which does not exceed 40% (Lee et
al., 2005). Therefore, improving this alignment is considered in this research a key to a more

efficient clustering.

3.1.3. Meaningful clustering solutions

A meaningful grouping of documents is a clustering solution that matches user’s infor-
mation needs and is easy to comprehend. Instead these needs to be taken into account by the
clustering, documents are grouped together by algorithms, which follow a certain model of
knowledge. The model followed is relevant for a domain and therefore, a limitation of the
clustering solutions produced across domains by traditional algorithms is that they are not
well aligned to human judgement. The limitation of poorly aligned clusters to human judg-
ment is explained in the literature with the fact that users with greater understanding, i.e. rich-
ly structured knowledge, have the characteristics of more experienced users, e.g. domain ex-
perts, whilst inexperienced users have the characteristics of a novice (Chi et al., 1981, Chi et
al., 1988, Glaser, 1991). The domain experts can foresee relations between concepts, e.g.
facts, event, and objects. On the other hand, the less experienced and/or knowledgeable users
struggle to establish such relations (Novak, 1990, Wandersee, 1990). This yields a need for
multiple viewpoints to clustering, which to consider different relations between facts, events

and objects. This thesis advocates the view that more comprehensive clustering solutions will
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be provided by assigning more control to users in clustering. The involvement of user in the
clustering is a step forward to satisfying user’s personal information need (Wan et al., 2010).

Clusters produced by the current state-of-the-art algorithms, which do not consider users
need, are inferior compared to human judgement (Lee et al., 2005). This inconsistency of
grouping documents can be explained by the observation that “clustering is ultimately in the
eye of the beholder” (Estivill-Castro, 2002), i.e. the individual understanding of users
(Norvig, 1987, Mccarthy, 2009). Therefore, document clustering needs to consider the under-
standing of users in order to improve clustering accuracy and effectiveness (Sanchez et al.,
2011). This thesis considers efficient clustering to be the one that provides clustering solu-
tions consistent with those produced manually by people using their judgement.

Traditional partitional clustering approaches produce a pre-defined number of clusters,
which are unlikely to be meaningful to the users. The effectiveness of the produced clustering
solutions depends on the aggregated document index and the similarity measure used (Fung
et al., 2005, Li et al., 2008, Mugunthadevi et al., 2011). Different clustering solutions are
produced when the index representing the document collection is modified or different simi-
larity measure is employed. An index is aggregated following a certain model of text repre-
sentation (Salton and Mcgill, 1986) and/or assumptions made for the text (Hotho et al.,
2003b). Therefore, acquiring a different/modified index is a time consuming and goal-

oriented task.

3. 2. Requirements towards the methodology

This section discusses requirements towards techniques and approaches in document clus-

tering that inform the development of a methodology that will provide meaningful document
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groupings and intuitive browsing through multiple viewpoints and deterministic clustering

solutions positioned in reduced number of dimensions.

3.2.1. Reduced Dimensionality

The approaches used by search engines and partitional clustering to organise documents
are considered by this thesis similar in terms of grouping documents around a string of words.
The information retrieval algorithms organise documents around a query of words, i.e. short
and ambiguous text (Belkin, 2000, Jansen et al., 2000, Kelly and Fu, 2007). The clustering
algorithms, on the other hand, organise documents around other documents. In contrast to the
information retrieval approaches, the document clustering algorithms do not rank documents
in clustering solutions by their similarity to the centre of the cluster (Craswell et al., 2006).
However, a central document of a cluster can be considered as a word query since the query
and the central document are used by relevant algorithms to organise documents around them
by similarity. Therefore, if a central document is used instead of a query the returned docu-
ments will represent a cluster from the perspective of the search algorithm employed. The
difference between a query and a document is that the latter is topically less ambiguous since
it represents a complete idea.

The information retrieval algorithms benefit from low dimensionality of queries, i.e. a que-
ry contains a few keywords. Thus, the retrieval algorithms benefit from computationally more
expensive algorithms. Reduced dimensionality is a step forward for clustering to employ
more sophisticated algorithms for measuring similarity and partitioning documents into clus-
ters. Dimensionality reduction techniques elaborate document representation and discard cer-
tain amount of statistical information by minimising the restoration error. The reduction of

dimension is empirically modified and depends on the quality of the documents, i.e. words
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used in the documents, domain of knowledge, and particular task. Therefore, a document in-
dex that represents documents in full feature space but still enables computationally expen-

sive algorithms to be employed is required.

3.2.2. Multiple viewpoints to clustering solutions

The research presented in this thesis acknowledges the fact that there are many correct
ways to group documents (Vladimir, 2002). This section considers that a clustering method-
ology, which produce multiple clustering solutions and offers to a user a choice to select a
solution that meets her/his expectations of document groupings, will enable clustering solu-
tions in close relation to human judgement (i.e. document groupings close to how a person
would cluster the documents).

It is possible a document to belong to more than one cluster. In a scenario when different
but close by meaning queries are submitted to a search engine, some documents are returned
for more than once. This resembles to a certain extend the fuzzy clustering approach (Zadeh,
1965) where one document is likely to be a member of more than one cluster. Documents
clustered by fuzzy clustering algorithms have a different degree of membership assigned to
them for any particular cluster they are a member of. The degree of membership is considered
to be the similarity of the document to the cluster. This indicates how close a document is to
the centre of a cluster. As a result, if a document has higher ranking to one cluster than to
another, then this ranked value represents its closeness to the particular cluster. Therefore, a
document that causes least change in the cluster’s coherence (silhouette value) (Kaufman and
Rousseeuw, 2005), i.e. introduces least noise and distortion to the cluster, becomes a member
of that cluster. A threshold for noise is an optional parameter used to increase the efficiency

of clustering. However, in contrast to the information retrieval, clustering algorithms form
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clusters using all documents from document repositories. In that cases, even when a docu-
ment has very low similarity to any of the clusters it is added to the one, which has highest
similarity to it. Thus, the newly added document introduces noise and reduces cluster coher-
ency.

Introducing the notion of documents that introduce noise can extend the similarity between
the in-formation retrieval and the clustering algorithms. Documents that introduce noise are
not returned by the information retrieval algorithm since they do not share concepts with the
sub-mitted query. On the other hand, partitional clustering algorithms have no technique or
mechanism to recognise documents that introduce noise and they have to place documents in
the clusters in which they introduce least noise. The hierarchical clustering would produce
separate clusters for these documents and those algorithms have a mechanism in place to
handle such documents, although they do not have specific name for them. Nevertheless, the
coherency of that cluster is yet disrupted. The notion of documents that introduce noise in
clustering solutions is introduced in this thesis to explain the poor consistency of clusters with
human judgement and impeded document browsing across domains. The explanation is that
these documents are not removed from the clusters and they introduce noise in the clustering
solutions.

The notion of documents that introduce noise to a clustering solution could further provide
an explanation why clustering solutions produced by traditional partitional algorithms per-
form better on documents from narrow and specialised domains than from domains with a
wider variety of topics. The explanation is that such domains contain fewer documents,
which introduce noise. Therefore, it is believed that if these documents are removed from the
representation of a document collection, the clustering solutions will align better to human

judgement, i.e. documents that share uncommon concepts with the rest of the documents in
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the collection will be not considered and will be excluded from the clustering. The documents
that introduce noise to a clustering solution are believed to be positioned far away from the
centre of the cluster (together with other documents with low ranking in terms of their simi-
larity to the centroids of the clusters). The documents that are not close enough to the seed
documents introduce noise and a decrease in the silhouette value of the clusters. The concep-
tual model presented in section 3.4 employs semantics to detect the documents that introduce
noise to a collection and remove them from the collection representation.

The practical problem of identifying documents that introduce noise is approached by this
thesis from the perspective of different users, i.e. different groupings of documents are mean-
ingful to different users. Users (“beholder’s eye”) recognise many meaningful groupings of
documents according to their understanding, motivation and background (Chi et al., 1981,
Chi et al., 1988, Glaser, 1991). Therefore, a threshold, which defines how close a document
needs to be to the centre of a cluster to become its member, can be used. When a distance
between a document and a cluster is greater than this threshold, then the document will be
considered to introduce noise in to the groupings.

This threshold is further assumed to improve the alignment of clustering solutions to hu-
man judgement. The greater value the threshold has, the greater number of documents would
be considered to introduce noise and excluded from the clustering solution. Thus, the docu-
ments left for clustering share more conceptual similarities, i.e. they are positioned closer to
the centre of the clusters. As a result, the clusters produced would be better aligned to human
judgement. On the other hand, a threshold with a low value, would lead to more files being
clustered. In this case, the clusters generated should provide broader, less consistent, cluster-
ing solutions, which differ substantially from human judgment. The average distance of doc-

uments to the centre of a cluster measures its coherence. Therefore, small threshold values
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will refer to clustering solutions that contain more noise. This will make these solutions infe-

rior to human judgement.

3.2.3. Consistent to human judgement clustering solutions

This section reports techniques and approaches in both document clustering and infor-
mation retrieval. The algorithms in both domains automatically acquire information encoded
in documents and retrieve or group them together. A successfully completed task is consid-
ered the one which groups documents in close relation to human judgement.

The information retrieval algorithms retrieve documents by comparing their similarity to a
query of words. In contrast, the clustering algorithms group documents in clusters by measur-
ing their similarity to central documents. These central documents are called centroids or me-
doids as the name depends whether the algorithms employed are deterministic (i.e. PAM and
its variant) or non-deterministic (k-means and it variants). The process of measuring the simi-
larity between documents yields a distance matrix (i.e. O(n?) complexity) for all documents
in a collection. Clustering algorithms follow the procedure of adding a document to the clus-
ter in which the least distortion of its coherence is introduced. Nevertheless, the use of tradi-
tional one-to-one similarity measure proves ineffective in terms of their alignment with hu-
man judgment (Lee et al., 2005) and alternative methods for measuring document similarity
on a large scale are required.

This thesis considers a problem the fact that partitional clustering algorithms split all doc-
uments from a collection into a pre-defined number of clusters. Therefore, the alignment of
the clustering solutions to human judgement depends on k and on the user’s understanding,
motivation, background and experience. As a result, the algorithms performance deteriorates

if the number k is not properly selected (Steinbach et al., 2000). Although there are methods
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which estimate the most appropriate number of clusters via indirect measures such as silhou-
ettes (Rousseeuw, 1987), they do not remove the documents that make the clustering solu-
tions worse from the representation of the collection that has to be clustered. In case these
documents are removed from the collection’s representation, which is used to generate clus-
tering solutions, the quality of the results will improve. Information retrieval algorithms do
not return documents that do not resemble enough similarity with a query submitted. This
benefits the scalability of the algorithms, since they work with fewer documents. In addition,
the information retrieval algorithms benefit from reduced dimensionality of the queries, i.e. a
query usually contains a few keywords.

This thesis presents work towards identifying documents that introduce noise to clustering
solutions and recognises the fact that many correct ways exist to organise documents into
clusters. Therefore, any grouping of documents could be better or less well aligned to user’s
judgement. This fact is addressed by introducing the notion a level of abstraction, which is a
conceptual organisation of cognitive structures that enables a knowledge representation in a
wide range of data granularity. It is aimed to provide insights of how clustering results
change when the level of abstraction, used to identify heterogeneous documents, is modified.
The level of abstraction defines the perspective from which users perceive/understand the
clustering solutions. A low level of abstraction refers to narrow and very specific clusters, i.e.
a high-threshold value is needed to identify documents that would worsen clusters prior to
clustering. A high level of abstraction is defined by a small value for the threshold, which
allows more documents with a higher variety of topics to be used in the clustering. The use of
a greater number of documents will include, to certain extend, more documents that would
spoil the produced solutions. Then the resulting documents in the clusters would be topically

more diversified and the clusters produced would be more inferior.
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3.2.4. Meaningful clustering solutions and intuitive browsing

Although traditional clustering algorithms produce clusters, which demonstrate good re-
sults according to the typical measures of quality used, clustering solutions generated are nei-
ther intuitive nor clear (Andrews and Fox, 2007). Clustering systems need to enable users to
browse and to navigate between documents and clusters efficiently (Wan et al., 2010). For
that reason, a requirement to clustering systems is to facilitate users in selecting the clustering
solution, which is useful to them. The selected solution is considered a meaningful grouping
for that user, who will be able to browse the documents and the clusters more intuitively.

The use of levels of abstraction that aligns clustering solutions well to human judgement
will also help users control the process of creating meaningful clusters. The threshold value,
i.e. the level of abstraction, will be adjusted until document groupings produced by traditional
clustering algorithms align well to user’s judgement. The level of abstraction supports the
first requirement (3.2.1) to a methodology by enabling traditional algorithms to produce mul-
tiple clustering solutions for different levels of abstraction. In this process user’s personal
background, motivation and understanding will be important. In addition, this technique re-
quires no preliminary information such as profile preferences that pre-defines a certain level
of abstraction. Users will modify clustering solutions via increase or decrease of the threshold
value until document groupings start being understandable to them. Thus, users will be pro-
vided with a mechanism to produce different groupings using the same index aggregated in
the document representation stage. Each grouping will differ from the others by the number
of documents removed from the collection, because they are considered to introduce noise to
the clustering solutions. This technique will enhance document browsing between and within

clusters making the navigation in the document collections more intuitive and efficient. The
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clustering effectiveness will improve as a consequence from better understanding of docu-
ment groupings and the reduced number of documents in the clusters. Once a suitable level of
abstraction for a particular user is achieved, the centroids of the clusters can be used as their
labels. These documents will then provide more detailed labelling on the clusters since they
are not as ambiguous as the keywords contained in labels.

The notion ‘levels of abstraction’ is explained in this thesis from the perspective of the
cognitive science with different relations between documents. They can be established by
using various associations that exist between objects, events and facts. A combination of
these associations is considered to represent users’ personal understanding for these objects,
events and facts that are conveyed in documents. Therefore, it is important to acquire various
knowledge structures from documents, which to be used to measuring the pair-wise similarity
between them (Hearst, 1997, Xia and Lewis, 2007). Different levels of abstraction allow es-
tablishing relations between documents that can change over time. This is important charac-
teristic since the understanding of the user also changes in time. A change in the relations
between objects, events and facts leads to a change in the measured pair-wise document simi-
larity (Barsalou and Neisser, 1987). Therefore, the change of the user’s understanding trig-
gers a need to change the document groupings. In the same way in the domain of information
retrieval the query submitted to a document retrieval system changes over time until docu-
ments returned to the user contain the needed information (Lin et al., 2006). Replacing, add-
ing or removing words from it until the documents advance to a meaningful grouping that
suits user’s needs changes. Thus, the users have control over the results and they are involved
in the process of producing meaningful (Hotho et al., 2003c, Shih et al., 2011) document

groupings.
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3.2.5. Deterministic clustering solutions on a large scale

A disadvantage of the fast partitional clustering algorithms, e.g. the k-means algorithm and
its modifications (Steinbach et al., 2000), is that they are non deterministic and provide mul-
tiple clustering solution by creating clusters around randomly selected documents, i.e. the
centroids. On the other hand, the deterministic partitional algorithms such as PAM (clustering
around medoids) (Kaufman and Rousseeuw, 1990), have high computational complexity and
are impeded to perform on a large scale due to high dimensionality of text. Both partitional
approaches need in advance the number of clusters, which reveals the underlying knowledge
structure of the domain of interest. Nevertheless, one of the main tasks that clustering has to
accomplish is to find unseen before relations between documents by grouping them together.
Deterministic algorithms provide clustering solutions, which can be reproduced retrospective-
ly for known k. On the contrary, non deterministic partitional clustering algorithms produce
non deterministic clustering solutions and reveal existing relation between documents, but
they perform poorly when k is selected regardless of the knowledge in the domain of interest.
Both approaches produce clusters that do not demonstrate good alignment with human
judgement (Lee et al., 2005). Therefore, a requirement to the model is to produce determin-
istic clustering solutions aligned well to human judgement on a large scale for a wide range
of numbers of clusters.

For that purpose the model is required to reduce dimensionality of document representation
and employ deterministic clustering algorithms. The advantage of deterministic algorithms
such as PAM is that they are more robust than the standard k-means algorithm since they
minimise a sum of dissimilarities in clustering instead of a sum of squared Euclidean distanc-

es. The reduced dimensionality will address the main disadvantage of the deterministic clus-
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tering algorithms which is slow performance in high number of dimensions (Kaufman and

Rousseeuw, 1990).

3.3. Towards advanced document clustering

Clustering analysis employs various techniques and methods to group documents in clus-
ters. This section aims to explore the first and the second steps of the four-step clustering
model (see fig. 2.1) (Xu and Wunsch, 2005). The former addresses document representation
techniques and the latter approaches to measuring pair-wise document similarity. The cluster-
ing process is presented from the view point from which the limitations of the traditional

clustering algorithms discussed in the previous section are overcome.

3.3.1. Advanced document representation

Documents are represented from features acquired in the feature extraction and selection
processes. The used features are taken from a pool of candidates. The candidates are words
selected or extracted from a document collection. A document is presented with a subset of
all candidates only acquired from within the document. A weighting system in place indicates
which words are the most representative ones (Lewis, 1992). There are no restrictions on the
number of words that to be considered per document or what the minimal weight of a word
needs to be in case not to be ignored by the feature selection algorithm. Therefore, all words
in a document are usually used in its representation. Since, document are likely to contain
large number of words dimensionality reduction techniques are employed to reduce the fea-
tures (dimensions) to adjacent feature space with minimal lost of accuracy. The selected fea-
tures (or components when projected in reduced feature space) represent documents (Jain et
al., 1999, Jain et al., 2000).
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The features (words or components) with the highest weight are very commonly selected to
represent the documents (Xu and Wunsch, 2005). However, there are more advanced docu-
ment representation techniques in the literature that improve clustering (Hotho et al., 2001,
Yang et al., 2008, Zheng et al., 2009). These techniques use external knowledge such as on-
tologies (Hotho et al., 2003b) to acquire relationships between words that do not exist explic-
itly. The established relationships through the external knowledge source represent the back-
ground knowledge of a user (Hotho et al., 2003c). Thus, the semantic relations between
words are used to cluster a document collection from the perspective of a potential user.
Therefore, in document clustering an ontology reflects a particular viewpoint, which origi-
nates from the knowledge structure in the user’s mind (Chi et al., 1981, Chi et al., 1988, Gla-
ser, 1991) and is represented by the relations established in the ontology. For that reason, es-
tablished relations in different ontology provides different perspectives to the clustering re-
sults in terms of user’s understanding.

Researchers agree that document representation that employs external knowledge and ex-
ploits established relationships between words and phrases uses words meaning(s). Since an
ontology represents a specific conceptualisation of a domain knowledge, the understanding of
the ontology creator for the words” meaning is used in the clustering. Therefore, clustering
algorithms are employed to cluster documents from the perspective of the user who has creat-
ed the ontology.

The ontology used by Hotho et al. (2003c) is WordNet. It is a knowledge source built over
a few years by a group of experts. A creation of a personal ontology is limited in terms of
amount of information used to build and organise it. The process of building ontologies fur-
ther set more constrains for the accuracy of the external source. The first reason is that ontol-

ogy creation is challenging and time consuming process. The second reason is that such
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knowledge sources, even as general as WordNet, are used to achieve particular result, i.e. the
algorithms that use them are designed for a specific task and exploit specific relations be-
tween words. The third reason is that users’ understanding is very complex and they experi-
ence difficulties to reproduce it in a formal conceptual manner (Goldsmith et al., 1991,
Hsien-Hsun et al., 2005). The clustering algorithms that rely on external knowledge have a
task to group similar documents by using common relations between words. The produced
clustering solutions by ontology enhanced algorithms obtain better aligned results with hu-
man judgement (Hotho et al., 2003b). A different grouping of documents is produced once a
different set of relationships, corresponding to different user’s understanding, is provided.

User’s understanding, which is defined by relations between concepts (Goldsmith et al.,
1991), is an associative model of memory (Shavelson, 1974). The model outlines a network
of concepts connected by relations that exist between them. Some of the concepts are con-
nected via a direct relation whilst others are linked together via associative relation through
one or more concepts. This model explains why experts, who possess richly structured cogni-
tive structure, foresee relations between entities such as objects, events, and fact, whilst the
inexperienced users do not. The memory structure is characterised by a distance between any
two concepts. Therefore, user’s formal conceptual understanding, i.e. represented by an on-
tology, can be used to produce a personal (ontology-based) distance function or a distance
matrix that measures the distance between concepts (from within an ontology) (Jarmasz and
Szpakowicz, 2003a).

In the document clustering domain concepts, i.e. generic entities that unite word terms un-
der common criteria, are used to enhance clustering results by enriching document-term rep-
resentative vectors with concepts (Hotho et al., 2003c) or to create a diversity of views from

which to look at the clustering task (Hotho et al., 2001). The first approach targets improved
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effectiveness by using fewer and more generic features in representing documents. The sec-
ond approach targets better efficiency by reduced dimensionality and improved effectiveness
by introducing subjective criteria which enable a diversity of views onto the produced clus-
tering solutions.

The first approach for enhancing clustering employs adding concepts, replacing terms and
concepts only techniques to achieve improved effectiveness. The first technique extends each
term vector by adding new entries (concepts), which are relevant topics and appear in the
document collection. Then documents are represented by concepts and terms simultaneously.
The technique which replaces terms with concepts expels all terms from the representation
vector for which at least one corresponding concept exists. This technique mixes concepts
and terms in the representation vector, since terms that do not appear in the used external
knowledge source are not discarded. The third technique uses only concepts and terms that do
not appear in the external knowledge source. These techniques slightly improve clustering
efficiency and effectiveness. The evaluation is carried out on the pre-categorised Reu-
ters21578 corpus using standard measures such as purity and F-measure.

The second approach improves clustering efficiency by reducing dimensionality similarly
to the first approach by replacing terms with concepts. The difference is that the latter reduces
the dimensions in two steps and employs a simple, core ontology for restricting the set of rel-
evant document features. The core ontology defines the background knowledge used for pre-
processing and selection of relevant views (i.e. aggregations) onto the set of texts (Hotho et
al., 2001). The first step in dimensionality reduction replaces all terms with concepts. The
second step uses an “agenda”, which describes pre-selected features used in the concept vec-
tors that represent a part/section of the core ontology. Thus automatic aggregations of fea-

tures are generated by modifying the “agenda”. The experimental results of this approach
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show that a structure in the clustering solutions can be found in a low dimensional space. In
addition, the “agenda” provides the user with an explanation to a certain extent for the pro-
cess of forming the groupings.

Another document representation approach which replaces some of the words with con-
cepts in VSM representation is proposed by Peng and Choi (2005). The purpose of this repre-
sentation is to remove words irrelevant to the meaning of the documents. This technique uses
words and concepts simultaneously. It enriches document representation with generic con-
cepts and thus, provides a more abstract indexing method. However, all statistical infor-
mation of concept co-occurrence is lost and even if only concepts are used to measure dis-
tance, the document representation will be binary (e.g. 0 — concept is not present for the doc-
ument and 1 — concept is present for the document).

The problem with the aforementioned representational technique is that statistical in-
formation is lost once a word is replaced by a concept. This problem is overcome by docu-
ment representational technique called concept indexing (Setchi et al., 2011). Concept index-
ing is an analytical process of identifying document entities and relations between them that
represent the knowledge conveyed in documents. It is a machine understandable index of en-
tities and concepts, where a concept is defined as “abstract or physical information about en-
tities or relations between them”. Concept indexing is designed to be used in the document
retrieval domain. It relies on generic concepts to represent documents. The representation of
each concept within a document is a statistically computed real number. Therefore, a distance
function or a distance matrix acquired from an external knowledge source can be used along
with concept indexing.

This method has restrictions on the terms that are replaced with concepts. The terms are

pre-selected and all other terms are discarded. The concepts from the representative vectors
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however, are given a relevant representative value, which is calculated by using the TF-IDF
value. This method demonstrates good retrieval results, but has never been tested in the do-
main of document clustering. Nevertheless, concept indexing follows approaches similar to
Hotho et al. (2001, 2003c) and Peng and Choi (2005). Therefore, the clustering solutions pro-
duced should be generic and provide structural information for the clustering solutions in re-
duced dimensionality. The restriction on the used terms needs to be removed. Then, concept
indexing has to be calculated for all terms, which appears in the external lexical source.

The advantage of the concept indexing over the other approaches is that it employs an on-
tology which resembles the structure of a thesaurus, where all words in the English language
(~230.000) are grouped by the ideas they express in 990 concepts (see section 2.3.5). Thus,
the dimensionality of the produced index is limited and there is no need of further restrictions
or assumptions for reduction. A challenge to the use of concept indexing in the domain of
clustering though, would be to produce multiple groups of documents from which to look at
the clustering task as a personal view.

A benefit of using concept indexing in document driven tasks is that it supports automatic
knowledge extraction, efficient reasoning, rich lexical and semantic representation, good
scalability is necessary for large document collections, flexibility in conducting queries, and
automatic content categorisation. This support cannot be provided by the conventional text
representation approaches (Setchi and Tang, 2007). In addition, the concept indexing meets
all of the requirements for knowledge representation of explicit knowledge such as the one
encoded in text documents. Concept indexing provides good scalability needed to perform on
a large scale and automated routines for text representation and categorisation. In addition,
this technique has the flexibility necessary to conduct querying and to provide fast clustering

solutions since it works in reduced dimensionality. The improved speed of the clustering al-
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gorithms makes it possible to use measures, which are too computationally expensive other-

wise.

3.3.2. Advanced document similarity

The use of concept indexing to represent documents enables a pair-wise similarity between
documents to be measured by analysing commonly shared concepts between documents. The
relations that are likely to exist between concepts can vary in terms of abstractions and this
corresponds to certain level of abstraction which two documents share. The concept indexing
requires an external lexical source using which to identify the concepts for every document in
the collection.

Document representation with concept indexing keeps statistical data for word co-
occurrence, which is a prerequisite for employing a many-to-many similarity matching be-
tween two multi-dimensional distributions (Patwardhan, 2003). The semantic distances be-
tween two multi-dimensional distributions of concepts can be measured by context vector and
a many-to-many matching that uses an external knowledge source. The distance establishes
relatedness between documents by measuring the angle between two concept vectors (Pat-
wardhan, 2003). The many-to-many semantically measured distance is proven more accurate
when statistical information for words co-occurrence is derived from a large corpus and a
generic external knowledge source is used. In addition, it aligns clustering solutions close to
human judgement and can be applied across domains, to any number of documents and has
no restrictions on the kind of words calculations based on their relations as long as they exist
in the external knowledge source.

The many-to-many similarity measure is semantic since it relies on external knowledge

source for measuring the similarity between documents. It considers document structure at
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concept level by measuring similarity between distributions of concepts. An algorithm of a
particular interests that implements many-to-many matching is the Earth Mover’s Distance
(EMD) (Rubner et al. 2000). It implements many-to-many comparison to evaluate the dis-
similarity between two multi-dimensional distributions in a feature space and needs a dis-
tance measure between every two single features. The similarity of two documents is equal to
1 minus the dissimilarity (distance). The EMD algorithm is computationally expensive and

has never been tested in the domain of document clustering neither on a large scale.

3. 4. Conceptual model

This section presents a conceptual model of a system that enables semantically enhanced
document clustering. Firstly, a general overview of the model is presented. Next, a text repre-
sentation that enables reduced computational complexity of the entire model is introduced. It
then describes the use of an external lexical knowledge source and its utilisation in the text
normalisation. Finally, a mechanism for using multiple viewpoints, i.e. different clustering

solutions, by employing levels of abstraction is presented.
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Figure 3.1 Conceptual model of a semantically enhanced document clustering system




The proposed conceptual model, shown in fig 3.1, improves the generic model for
document clustering with a feedback pathway presented by Xu and Wunsch (2005)
(see fig. 2.1). The improvement is introduced by linking the feedback pathway back
to the similarity measure and not the clustering, which allows multiple clustering so-
lutions to be produced. Multiple viewpoints are produced by measuring similarity
between documents at a different (modified) level of abstraction. Two clustering solu-
tions differ from each other by the level of abstraction used to measure a pair-wise
document similarity. The proposed model consists of four main functional blocks: (i)
semantic-based stemming, (ii) semantic indexing, (iiif) semantic-based similarity, and
(iv) traditional clustering. The input to the system that implements the model is a col-
lection of unstructured documents, i.e. documents, which have no pre-defined struc-
tural organisation.

The feedback mechanism in the traditional model allows the users to alter the clus-
tering solutions by changing the number of produced clusters (Fung et al., 2005). The
conceptual model for semantically enhanced document clustering (shown in fig. 3.1)
also implements similar feedback mechanism for altering the document groupings.
However, in contrast to the generic model, the semantic clustering model implements
a feedback pathway between the similarity measure and the clustering results. Then,
the alteration of the document groupings involves measuring similarity between doc-
uments from different prospective (abstraction). The purpose of this computationally
expensive feedback pathway is to enable multiple deterministic clustering solutions
closely aligned to human judgement. Thus, users will be provided with a mechanism
to alter the document groupings not only by changing the number of clusters, but also

by providing limitations to the similarity measure, i.e. below a threshold documents
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are considered not similar. The threshold will be with regard to certain extend to their

judgement. In the next section the mechanism of setting the limitations is explained.

3.4.1. Pair-wise similarity measure

The traditional similarity techniques explored in the literature for measuring simi-
larity between documents employ VSM to represent documents. These techniques use
one-to-one approach to measure similarity between documents (Blair, 1979, Salton
and Buckley, 1998, Aslam and Frost, 2003). The technique that has the most robust
performance of all one-to-one techniques is the cosine similarity (Dhillon and Modha,
2001). Therefore, when a many-to-many similarity technique is proposed (Wan and
Peng, 2005b) based on the text-tiling algorithm (Hearst, 1993) it is compared to the
cosine measure (Wan, 2007). The results, theoretically predicted by Patwardhan
(2003), are supported by the experiments conducted on a small scale by Wan (2007).
Scientific evidence support the conclusion that many-to-many approach to measuring
pair-wise similarity between documents aligns clustering solutions better to human
judgment than one-to-one measures. However, that is never proved on a large scale

due to the high computational complexity of the algorithm.
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A main objective of this thesis is to develop an algorithm, which produces cluster-
ing solutions consistent and well aligned to human judgement. Therefore, the first
step towards achieving that is to use many-to-many similarity measure. The selected
measure is based on the Earth Mover’s Distance (EMD) (Rubner et al., 2000) and
evaluates dissimilarity between two multi-dimensional distributions in the feature
space of words or concepts. This algorithm considers the structure of the documents
in measuring the distance between any two documents. An illustrative example is
shown in figure 3.2. Similarly to the TextTiling algorithm document similarity is
measure by matching structural blocks from within the documents. The granularity of
these blocks varies from words and phrases to paragraphs. A change in the level of
abstraction modifies this granularity of the blocks. Thus, multiple clustering solutions

are generated.

3.4.2. Concept indexing in clustering

The complexity of the EMD algorithm has a quadratic (O complexity. Therefore,
the traditional document representation techniques will be irrelevant on a large scale.
An alternative document representation is concept indexing (Setchi et al., 2009). It
represents documents in smaller number of dimensions. The total number of concepts
is defined by externally used knowledge source employed by the concept indexing.
As a result of the reduced dimensionality, the text representational model will have
good scalability needed to perform on a large scale. In addition, concept indexing

provides flexibility on running queries on a large scale. Flexibility and reduced di-
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mensionality are features needed by the presented model, since similarity measured
between documents needs to be re-calculated for different levels of abstraction.

The EMD similarity technique requires a ground distance between any two features
to measure the distance between a pair of their multi-dimensional distributions.
Therefore, a distance measure between any two concepts is needed. A distance matrix
can be acquired from the external knowledge source. Fig. 2.2 shows the structure of a
knowledge source used by Setchi and Tang (2009) to acquire index for representing
web pages. It is called OntoRo and is based on the “Roget’s Thesaurus of the English
Words”. The OntoRo structure will be used to create a distance matrix for features
contained in the knowledge source. Similar matrix is created by exploiting the tree
structure of a thesaurus for the purpose of producing semantic chain of words (Jar-
masz and Szpakowicz, 2003). The same idea will be used to acquire a distance matrix

from OntoRo.

3.4.3. Text normalisation

The accuracy of the distance measured between a pair of documents is defined by
the quality of the index, i.e. the precision of computing the concept indices. Setchi
and Tang (2009) use the suffix stripping algorithm of Porter (Porter, 1997) to normal-
ise words. However, the quality of the index they need is based on 132 semantic ad-
jectives and not all the words occurred in documents. Therefore, the acquired concept
indices for representing documents will be ambiguous if their approach is used (Table
3.1). The quality of the indices will increase when less ambiguous concept infor-

mation is acquired from the OntoRo. Therefore, the first step of the conceptual model
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IS to provide a text normalisation algorithm, which alleviates the problem with ambi-

guity of the concept indexing.

Table 3.1 Occurrence of a word in OntoRo after stemming

Stem OntoRo Occurrence
Word
Struggle struggl 7 concepts; (6Vv); (5n); 11 occurrences
Struggled struggl none
Struggles struggl none
Struggling struggl 2 concepts; (2 adverbs); 2 occurrences

The conceptual model will addresses that problem by introducing semantically op-
timised word normalisation algorithm. The algorithm is presented as a semantically
enhanced text stemmer, which will capture as much disambiguated semantic infor-
mation from text as possible. In view of the fact that different word forms have differ-
ent positions in the OntoRo structure they respectively have different meanings.
Therefore, certain position of a word in the OntoRo structure defines a particular se-
mantic meaning for it. The semantic distance between a pair of words, within the On-
toRo tree structure, is measured with the path between two meanings of these words.
The approach of measuring a pair—wise distance between words will be extrapolated
to measure document pair-wise similarity by using the words’ meaning.

The words “studying” and “student” give an example of measuring word pair-wise
similarity. After the porter stemmer processes the words their stemmed forms are
“studi” and “student” as the latter one remains unchanged. The word “studi” can ei-
ther originate from the word “studying” or the word “study”. In OntoRo the word
“study” occurs in 20 concepts whilst the word “studying” refers to 3 concepts. In to-

tal, the root word “studi” is more ambiguous than “student” since it refers to 23 con-
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cepts (similarly to the example shown in Table 3.1). This example shows that Porter
stemmer makes the words simpler and more consistent, but it introduces a semantic
distortion, which makes words stems more ambiguous. Therefore, the Porter stemmer
needs to be semantically enhanced to capture as much clear semantic information

contained in text as possible.

3.5. Summary

This chapter proposes a conceptual model that allows multiple viewpoints, i.e. clus-
tering solutions, of a document collection to be produced. The model employs seman-
tics to acquire generic and abstract document index. The acquired index will be used
to measure similarity between documents by using computationally expensive many-
to-many matching. The design of the conceptual model proposes innovative approach
to clustering by employing semantics in every step, which enable a feedback from
clustering to be re-used as an input to the system to enhance the grouping results. The
feedback represents an increase or decrease in the level of abstraction for which a
similarity between documents is measured. Thus, levels of abstraction will be used to
produce clustering solutions that meet the expectations of the user for existing rela-

tions between documents.

88



Chapter 4 : Semantically enhanced text normalisation

This chapter presents a semantically enhanced text stemming algorithm (SETS) that
provides reduced dimensionality and better separation between clusters. Discussion
on text normalisation techniques considered promising for obtaining clustering solu-

tions with improved separation between and coherence within clusters is presented.

4.1. Improvement of clusters coherency

Cluster analysis solves the general problem of forming groups of similar objects,
called clusters. The properties employed to measure pair-wise object similarity are
defined by the domain of application and the pragmatic context of the task they are
used for (Grefenstette 2009). The objects within a cluster are more similar to each
other than the objects belonging to other clusters (Karypis et al. 1999; Cadez et al.
2000). The quality of the produced clustering solutions is measured by the separation
between clusters and the similarity of documents within the clusters (Rousseeuw,
1987, Kaufman and Rousseeuw, 2005). Rousseeuw (1987) suggests this quality of
clusters to be measured by a number between 0 and 1 and calls it a silhouette of a
clustering solution. The higher the silhouette value is, the higher the cluster’s coher-
ency (quality) is. In the scope of document clustering particular attention is devoted to
the coherency of the clusters produced across domains. Text normalization (stem-
ming), is used to reduce inconsistency in text introduced by the different inflections of

words and to improve the silhouettes of the produced clusters.
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4.1.1. Document normalisation — text stemmers

Document clustering is employed in various domains such as information retrieval
and data mining, to group a set of similar documents that resemble a query of words
to certain extent (Jain et al., 1999). Research carried out in recent years in these do-
mains indicates a growing need for more effective document search and retrieval as
well as document browsing and knowledge discovery through more efficient cluster-
ing (Huang 2008; Grefenstette 2009). Users who interact with information retrieval
systems, e.g. document search engines, submit queries of words to retrieve the infor-
mation required. The search engine returns a set of documents that resemble the query
to certain extent (Jain et al. 1999). In this scenario the choice of words used in the
query is crucial as it determines the quality of the returned documents. Users who are
unfamiliar with the domain terminology are likely to formulate inadequate queries.
Their choice of words leads to poor search results. One method to alleviate this diffi-
culty is to enable users to find information through effective navigation and browsing
within clusters of documents (Cutting et al. 1992; Carpineto et al. 2009). This can be
achieved with more abstract indexing of text document, which can be obtained by
employing a semantic text normalisation technique and semantic hierarchies in text
representation (Peng and Choi, 2005, Setchi et al., 2011). This section is focused on
methods and techniques that increase the homogeneity of documents within clusters,
i.e. providing document groupings with better silhouettes.

Document clustering relies on features acquired from texts to measure pair-wise
document similarity. The features, called word stems, are obtained from documents

after text normalisation. The traditional approaches to text normalisation achieve text
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consistency by employing affix stemming, statistical approaches or mixed techniques
(Jongejan and Dalianis 2009). Affix stemming achieves normalisation via rule-based
transformations, which aim to remove known prefixes or suffixes from words by rely-
ing on language morphology. Statistical stemming is independent from language
knowledge. This stemming technique analyses distribution of root morphological el-
ements in corpus. A set of various techniques used to obtain the root elements of
words can be combined into so-called ‘mixed approaches’. The efficiency of the
stemming algorithms depends on their computational complexity, as well as on the
quality of the corpus. The computationally expensive stemming algorithms are brute
force, lemmatisation and production technique. These algorithms output real words.
However, the algorithms that are of particular interest to the research presented in this
thesis are those with shorter execution time, such as affix stemming, stochastic algo-
rithms, n-gram analysis, hybrid approaches and matching stemming algorithms. These
algorithms do not necessarily output real words. They belong to the family of rule-
based stemming algorithms and their output aims to provide basic text consistency.
The rule-based normalisation recognises as similar those words that share a common
grammatical root. These algorithms also produce errors as a result of over- and under-
stemming. The former refers to words from which the morphological ending is too far
removed, whilst the latter refers to words that are not reduced to their root elements
(Xu and Croft 1998). As a base line algorithm for all stemmers is used the suffix-
stripping algorithm of Porter (Porter 1980). The Porter stemmer provides a good
trade-off between speed, reliability and accuracy, and is usually used as a base-line
algorithm for comparison purposes. State-of-the-art algorithms, which perform slight-

ly better and provide a small advantage over the Porter stemmer, are also slower and
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more difficult to implement (Smirnov 2008). The stemming efficiency, by means of
separation between clusters, depends on the computational complexity and the quality
of the corpus. The SETS algorithm that is investigated in this chaper is an alternative
to the Porter stemmer, which is used as a base line stemmer in the evaluation.

The Porter stemmer achieves text normalisation by employing suffix stemming
(Porter, 1980). It involves rule-based transformations, which remove known suffixes
of words by relying on morphological rules of the language. The words are stemmed
to their morphological root form. Rule-based normalisation recognises as similar
those words that share a common grammatical root form. However, rule-based stem-
ming may produce errors as a result of over- or under-stemming. Stemming is used to
reduce inconsistency in the text introduced by different inflections of a word with the

same stem.

4.1.2. Document representation in reduced dimensionality

Model-based clustering employs various document representations such as the vec-
tor space model (VSM), a set of repetitive words (Wang et al. 1999; Beil et al. 2002)
or word-sequences (Li et al. 2008). The VSM representation extracts a bag of words
(BOW) (Salton and McGill 1986) from documents and treats them as representative
features for these documents. Each document in the collection is then represented as a
vector of certain weighted word frequencies. The weight of the words stands for their
representativeness for the document in the context of the collection (Robertson 2004).
In addition, VSM representation, when used in conjunction with higher level index-
ing, i.e. semantic hierarchy, provides better coherency for the clusters (Peng and Choi

2005). The VSM outperforms the other document representative methods by speed
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(Patwardhan 2003) and therefore, the VSM approach is selected to represent docu-
ments in this chapter twice: firstly, documents are represented in VSM by using the
Porter stemmer, and secondly, by using the proposed algorithm. The evaluation sec-
tion 4.5 provides a comparison between the proposed semantic algorithm and the tra-
ditional approach. Both algorithms use the spherical k-means partitional algorithm
(Dhillon et al. 2002) to cluster the documents. The quality of the clusters produced by
both algorithms is evaluated with silhouettes, which is a graph-based technique for
interpretation and validation of clusters (Rousseeuw 1987).

This chapter focuses on increasing the homogeneity of documents within of clusters
and providing better document groupings by developing a semantic-based text nor-
malisation algorithm. The normalisation is achieved by using semantic hierarchies,
contained in ontologies. Semantically normalised text allows more abstract features to
be used in document indexing. The produced clustering solutions are evaluated

against human judgement.

4. 2. Document representation — challenges, limitations and advantages

This section firstly discusses the feature extraction of word stems from text docu-
ments using the Porter stemmer. Then the traditional vector space model representa-
tion is analysed. Finally, the standard k-means algorithm with cosine similarity meas-

ure, i.e. spherical k-means algorithm, used in the evaluation, is described.

4.2.1. Feature selection and feature extraction

The first step of a clustering procedure is to distinguish a subset of features from a
set of candidates (Jain et al. 1999; Jain et al. 2000). This process is called feature se-
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lection and it differs from feature extraction, as the latter utilises transformations
needed to generate features from the original ones. In clustering, documents are pre-
processed by employing stemming algorithms like the Porter stemmer. After text
normalisation, a statistical co-occurrence of all words is calculated (Lewis 1992). The
index that represents the documents in a collection is then aggregated. A document
index comprises of sets of pairs of word stems and weights, <s, w>. By contrast, se-
mantic-based algorithms take into consideration pre-established relations in an exter-
nal knowledge source. The relationships used to aggregate the index (Setchi and Tang
2007; Xiao 2010) are established between the word stems and a higher order structure
of entities in the structural organisation of the lexical source. The relationships estab-
lished in the external knowledge source pre-determine the index and the document
groupings, respectively. Feature selection and extraction are crucial to efficient clus-
tering. The aggregation of good quality features leads to decreased workloads and
simplified subsequent clustering or/and improved document groupings (Xu and Wun-

sch 2005).

Porter stemmer

The Porter stemming algorithm is the word normalisation technique used most
widely in the information retrieval community (Smirnov 2008). It provides normalisa-
tion at document level by removing common morphological and inflectional endings
of words. In other words, the technique resembles the suffix stemming used to pro-
duce root elements (Porter 1980). The stemmer improves the precision and the recall
of the information retrieval systems for two reasons. Firstly, the stemmer produces a

reduced number of root elements (reduced dimensionality) by conflating a group of
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words into a single root element, through the removal of various suffixes like “—en”,
“-ing”, “-ion”, “-ions”. An example is shown in table 4.1. Secondly, the root elements
are believed to convey the same topic. Although the morphological forms of the

words produced are not necessarily real words, the documents retrieved indicate good

quality (Wessel et al. 1996).

Table 4.1 Suffix stripping algorithm by the Porter Stemmer

Word Porter (root) form
connect connect
connected connect
connection connect
connecting connect
connections connect

The Porter stemmer employs various suffix-stripping rules and does not rely on ex-
ternal lexical sources. As a result, the accuracy of the stemmed words will never be
absolutely accurate, irrespective of the evaluation. In addition, there are cases of word
stemming that demonstrate the inadequacy of the algorithm to cope with the words
that follow no morphological rules of inflection, such as the irregular verbs and the
words that shift from their root form when suffix is added — for example, the words
‘sand’ and ‘wand’. The words ‘sand’ and ‘sand-er’ are correctly stemmed to ‘sand’, as
they share a common syntax stem. However, in the case of the words ‘wand’ and
‘wander’, as well as the words ‘experience’ and ‘experiment’, the algorithm wrongly
conflates the words to ‘wand’ and ‘experi’. The problem with the ending “-er” of the
word ‘wander’ is that it is considered a suffix and is stripped off. As a consequence,
the meaning of the word is changed. Instead, the algorithm should leave the ending
and consider the whole word as a part of the stem. In the case of ‘experience’ and

‘experiment’, the change in the meaning of the words occurs as a result of ambiguity,
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rather than because of a wrong meaning. According to the Porter stemmer rules, both
words conflate to the syntax stem ‘experi’, without considering the fact that both
words have different meanings. Nevertheless, when the words are gathered together
by meaning, the word ‘experiment’ is placed in the group of words ‘experiential’,
‘experimental’, ‘experimentation’ and ‘experimenter’, whilst ‘experience’ and ‘expe-
rienced’ share a common meaning. Any attempt to improve the performance of the
suffix stripping in one area of the vocabulary causes deterioration of the performance
in another area. This problem also reveals the challenge in the clustering across do-
mains. In particular, it is difficult to foresee rules that cope with a rare change of the
root form of a word when a suffix is added, as in the case of ‘prescribe/prescription’,
‘deceive/deception’ and ‘resume/resumption’. Therefore, the approach that resolves
inconsistent stemming behaviour and performs well on one corpus, fails when applied
to a different corpus.

The Porter stemmer uses a set of transformation rules applied in a sequence of
steps, namely 60 rules in 6 steps. The implementation of the classical Porter stemmer
needs no recursion and the individual steps of the algorithm are as follows:

Step 1: Remove plural of known suffixes, e.g. “—s”, and “-ed” or “-ing”;
Example: possesses = possess; ponies = poni; interesting => interest

Step 2: Replace terminal “-y”” with “-i” when there is another vowel in the stem;

Example: coolly = coolli; furry = furri; fly = fly;
Step 3: Map double suffixes to single ones: “-isation”, “-ational”, etc.

Example: optional option; possibly = possibli => possible; playfulness = playful

Step 4: Remove suffixes of the words, e.g. such as “-ful” and “-ness” etc.

96



Example: largeness = large; playful = play; practical = practice; felicity = feliciti =*fe-
lic
Step 5: Take off suffixes such as “-ant”, “-ence”, etc.
Example: precedent = preced; operational = operate; controllable = controll
Step 6: Remove the final “—” and “-1”
Example: controllable =>controll = control; deflate = deflat

An example of three words reduced to their root forms by the Porter stemmer
is shown in table 4.2: ‘semantically’, ‘destructiveness’ and ‘recognizing’. The exam-
ple follows the stemming process through the six steps of the stemmer. Finally, at step

6, the words are in their root forms.

Table 4.2 Illustrative example through the porter steps

Step # Word 1 Word 2 Word 3
Step 1 Semantically Destructiveness Recognizing
Step 2 Semantically Destructiveness Recogniz
Step 3 Semanticalli Destructiveness Recogniz
Step 4 Semantical Destructive Recogniz
Step 5 Semantic Destructive Recogniz
Step 6 Semant Destruct Recogn

4.2.2. Improvement of the suffix stripping stemming

These shortcomings of the Porter stemmer illustrate how rudimentary it is and state
the need for improvement. Stripping words’ suffixes without using word sense dis-
ambiguation and/or part of speech disambiguation, introduces the problem of shifting
the meaning of the words after stemming. In addition, the stemmer needs to handle or
avoid the rare inflected irregular forms of the words produced using conjunctions.
This paper aims to improve text normalisation by considering the words’ grammatical

structure, which affects their semantic representation, or the meaning of the words, in
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corpus-based stemming. Therefore, approaches where stemming is corrected by
searching in a dictionary (Krovetz, 1993) or using statistical properties of the corpus
(Xu and Croft, 1998) are proposed. These approaches resolve the inconsistent behav-
iour of stemming on a small scale, where algorithms perform well on one corpus but
fail when applied on a corpus from a different domain. The statistical properties of a
new corpus need to be acquired. Therefore, this approach is not suitable for large
scale document collections.

This context-sensitive stemming (Lee, 1999) is used for document searches. The
corpus is analysed prior to clustering, to establish the distributional similarity of
words. The next step is to apply the Porter stemmer to the candidates acquired from
the documents, that is to say word similarity by distribution, to remove all possible
grammatical inflections of pluralisation. The stems obtained from the words are used
in query expansion on non-transformed indices to retrieve documents. For example,
the words ‘experiment’, ‘experiments’, ‘experimental’, ‘experimentation’ and ‘exper-
imenter’ are produced, but only ‘experiments’ is retained for pluralisation purposes,
which allows query expansion of ‘experiment’ to ‘experiments’.

The derivational and the inflectional stemmers improve Porter's algorithm by add-
ing a dictionary check after each iteration (Krovetz, 1993). The aim is to stop further
stemming if forms of the words are found, as well as enabling the processing of irreg-
ular forms. The resulting stemmer, however, performs worse than the original Porter
stemmer at an additional computational cost. The semantically enhanced text stemmer
(SETS) aims to acquire disambiguated semantic information by searching every stem

in a dictionary, without the need to produce real words.
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4.2.3. Document representation

This section is focused on the document representation that uses the TF-IDF
weights in the document vectors.

Partitional clustering employs the vector space model (VSM), which treats docu-
ments as a bag of words (BOW) (Salton and Mcgill, 1986). The documents in a col-
lection are transformed into VSM by using TF-IDF weighting, to build the document-
term matrix. The weight of stems that do not occur in a document (the row in the ma-
trix) is 0. This trans-formation into VSM yields a matrix, where each row is the vector
representation of a document from the corpus in the TF-IDF vector space. The dimen-
sionality of the matrix is usually very high and makes the scalability of clustering al-
gorithms difficult (Fung et al., 2005). The scalability problem is typical for algorithms
that produce good results on a small dataset (Fung et al., 2005) or in a specific domain
(Zhang et al., 2011), but which fail to perform on a larger scale or across domains.
The first case considers algorithms with very high computational complexity, which
is impractical on a larger scale. The second refers to word ambiguity and the fact that
many domains share common terms, which may contribute to low quality in grouping
documents (Gliozzo et al., 2004) and poor separation between the produced clusters,
resulting in a low value for the clusters’ silhouettes.

A strategy for achieving better performance and scalability of the clustering is
achieved by applying traditional feature selection, enhanced by a semantic-based ap-
proach for dimensionality reduction. A semantic approach, which relies on a general
ontology, is employed for large-scale indexing of web pages with concepts. It uses a

higher order semantic hierarchy in the document representative vectors and is regard-
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ed as concept indexing (Setchi et al., 2011). Concept indexing considers all possible
meanings of words. A word with multiple meanings shares its weight (significance)
equally among the concepts to which it belongs. Eventually, an accumulated scoring
result for every possible concept is calculated (see equation 1) and a document-
concept matrix is produced.

we(dy) =T, (Wtf—idf(ti' d;) L) (1)

Cep

where n is the number of terms in the document that contains a concept C,
while wi.igr denotes the significance of a stem. The coefficient 1/C yrepresents the
idea, based on empirical observations, that monosemic words are more domain-
oriented than polysemic ones, and provide a greater amount of domain information
(Setchi et al., 2011). The index aggregated for the document representation comprises
of sets of pairs of concepts and weights, <c,w> for every document. The size of the
vectors does not exceed 990, which is the number of concepts in the ontology used
(see section 3.4.2 in chapter 3).

A discussion on the representation of the external knowledge source OntoRo, men-
tioned in chapter 3 section 3.3.1, is extended towards concepts coverage and their dis-
criminative power in terms of the concepts that do not appear in the ontology. In addi-
tion, the ad-vantages and disadvantages of the OntoRo are covered and how the re-
sults of the document representation will be affected by a change in the ontology used
in document representation.

Similarly, a method which employs an ontology to enrich the term vector with con-
cepts by partially or entirely replacing terms with concepts is proposed by Hotho et al.

(Hotho et al., 2001, Hotho et al., 2003b). The use of a higher order topic structure to
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replace the words in the representative vectors with concepts significantly reduces the
dimensionality of document representation and the computational complexity (Hotho
et al., 2001) on a small scale. In addition, the higher order hierarchy used to reduce
dimensionality provides better scalability and improved clustering as well as a generic
perspective in measuring similarity between documents when used in clustering. The
produced clusters are reported to have better homogeneity of documents represented
by higher silhouette values.

A significant difference between the approaches proposed by Setchi et al. (2009)
and Hotho et al. (2001) is that respectively the former employs general (large) ontolo-
gy, while the latter relies on a specific core ontology. In addition, the approach of
Setchi et al. (2009) is shown to be scalable and is successfully used on a large scale in
the domain of information retrieval. In contrast, in 2003 Hotho et al. (2003c) propose
a modified version of the same algorithm, which is applied on a larger in comparison
to the corpus used in 2001. The modification consists of a use of an additional specif-
ic ontology, namely ‘Agenda’, which is used to produce specific and profiled results.
Therefore, the approach which employs a general ontology (Setchi et al. 2009) needs
to be tested in the domain of document clustering. The evaluation parameter that will
be of specific interest is the separation between the produced clusters (i.e. silhouette
values). Hotho et al.’s (2001, 2003c) approaches obtain better separation in compari-
son to base line algorithms, which use VSM and BOW document representation.
Therefore, the evaluation has to compare the clustering solutions produced with dif-
ferent document representation, i.e. concept indexing that relies on a general ontology

and BOW.
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4.2.4. Traditional approach to document clustering

Partitional clustering, also known as hard partitioning, creates a flat, non-
hierarchical structure of clusters, the number of which is controlled by a value given
to the clustering algorithm prior to execution. The number of clusters k drives the
process of partitioning all documents from a collection into k clusters (Fung et al.,
2005). However, selecting the number of clusters without initialising the domain
knowledge in the area of interest may worsen the results. Also, if documents cover a
broader thematic area, the clusters produced would be inferior.

Kernel-based partitional methods such as the kernel k-means algorithms, which
consider mapping of the input prior to clustering (Karatzoglou and Feinerer, 2006)
using string kernels (Huma et al., 2002) or word-sequence kernels (Cancedda et al.,
2003), perform better than the standard k-means. Nevertheless, the standard k-means
algorithm is selected in the presented evaluation (section 4.5) because of its good
trade-off between the speed of execution and the quality of clusters produced.

In order to apply a partitional clustering algorithm, like sk-means, the document
collection used needs to be represented in a document-term matrix, by using VSM.
Each document is then represented as a vector d in the vocabulary space. The position
of the vectors in the multidimensional space is defined by the co-occurrence of every
term from the collection within the documents, the TF—term frequency, multiplied by
the inverse document frequency (IDF) of the terms. Thus, TF-IDF defines the repre-

sentative weight of each term encountered in the collection within each document:

Dep = (tfr, tho tfz, oo tf)
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where tf — idf; is the weight of the token with index i. However, not all terms have
the same discriminative power, and determining the discriminative power of the
words can be considered as a two-stage process. Firstly, stop words, such as words
that are common and would make no difference if they are considered or not in the
clustering, are removed. The second stage employs weighting of the word’s signifi-
cance within the document collection, or calculating word’s IDF weight. Thus, those
words that are frequent in the collection are given less discriminative power, or less
IDF weight, which classifies them with less eliteness (Robertson, 2004) in the collec-
tion than the rarer words. A word that is a representative token of the collection but
not representative in a particular document is represented with weight equal to 0 for
that document. Before the TF-IDF value is calculated, words that occur in different
grammatical forms are normalised to their canonical form (Porter, 1997), thus reduc-
ing text inconsistency. The weights of the document indices are calculated by multi-
plying TF and IDF. However, computing the weight of all words across all documents
leads to high computational complexity (Beil et al., 2002), which motivates consider-
able interest in low-dimensional document representation that overcomes this particu-
lar issues (Matveeva, 2006). The SETS algorithm addresses this problem by reducing
the dimensions in the document-term matrix, but it still relies on TF-IDF values to
measure a word’s eliteness.

The position of the vectors in the multidimensional space is defined by the co-
occurrence of every term from the collection within the documents, i.e. TF-term fre-
quency, multiplied by the inverse document frequency (IDF) of the terms. Thus, TF-
IDF defines the representative weight of each term encountered in the collection with-

in each document in the collection:
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dis_iap = (tf —idfy, tf —idfy, tf —idfs, .., tf —idfy) (2)

where tf — idf; is the weight of the token with index i. Words, which are frequent
in the collection, are granted with less discriminative power (less IDF weight) than
the more rare words. A word that is a representative token of the collection but is not
in a specific document is represented with a weight of 0. However, computing the
weight of all words across all documents leads to high computational complexity.

Selecting the number of clusters without a priori domain knowledge in the area of
interest may worsen the results. In addition, if documents cover a broader thematic
area, the cluster can be inferior (Steinbach et al., 2000). The spherical k-means algo-
rithm uses the robust cosine measure to measure the similarity between documents. It

is defined as

dl'dl
||d1||

|Ida| (3)

cosine(d,,d,) =

where - denotes the vector dot product and |(|d)| is the length of the vector. The sk-
means algorithm randomly selects k centroid vectors to identify the closest documents
to the centroids and forms clusters around them. The algorithm iteratively refines the
randomly chosen initial k centroids, minimising the average distance between them.
In other words, it performs homogenisation of the clusters by increasing the similarity

within clusters.

4. 3. Semantically enhanced stemming

This section firstly discusses the hierarchical structure of the used ontology in this
research (OntoRo). Then, the semantically enhanced feature extraction algorithm is

introduced. Finally, a document representation with reduced dimensionality is dis-
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cussed. Syntactic and semantic information (Yun et al. 2010) including word senses
(Peng and Choi 2005), which are outside the scope of the Porter stemmer, are consid-

ered by the proposed in this section SETS stemmer.

4.3.1. External knowledge source (OntoRo0)

An external knowledge source is selected according to the task it is employed to
complete. In many scenarios external knowledge source is domain specific, i.e. it de-
pends on the input data and is used for achieving certain output. The output of the
proposed algorithm aims to group documents with various topics in coherent clusters
by placing documents that share common or similar topics in the same cluster. As a
consequence of topic diversity, the proposed algorithm needs a general ontology. It
needs to provide a generic perspective to the relations between concepts (i.e. prede-
fined topics).

The organisation of the words in concepts according to OntoRo as per the discus-
sion presented in section 2.5 is generic and can be used to provide a general perspec-
tive to document similarity. The organisation of words and phrases in OntoRo can be
used to measure the distance between concepts and respectively between text docu-
ments, when employed by a similarity measure. It is assumed that the use of generic
relations established between the words (i.e. the ideas around which words are
grouped together) in OntoRo will enable the similarity measure used to establish rela-
tions between documents which are more similar to human judgement. It is important
to point out that in OntoRo a concept is a virtual entity which groups together words
expressing similar ideas. Unlike WordNet or other ontologies, where a concept is un-

derstood as a word or a meaning of an entity, the concepts in OntoRo are established
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around designated ideas which can change over time. Respectively, the number of
concepts which outline a particular word organisation may vary in different versions
of the thesaurus. For instance, Roget’s thesaurus from 2003 contains 990 concepts
(organising 230.000 words) and the thesaurus from 1911 contains 1000 concepts,
which organise ~40.000 words. On the other hand, the thesaurus from 1985 has 1185
concepts, which organise ~56.000 words. However, the total number of concepts in
OntoRo, which is 990, organise ~170.000 words and ~60.000 phrases. Therefore,
concepts in OntoRo are assumed to have organised all common words in the English
language. For a reference the latest version of Oxford dictionary contains 171,476
words and according to the Global Language Monitor (GLM), which analyses and
tracks trends in language over the world, with a particular emphasis upon global Eng-
lish and is supported by Google, recognises ~ 1,022,000 words. A distinct difference
(and the first reason for selecting OntoRo as an external knowledge source) of the
thesaurus from 2003 year is its high number of words and phrases organised in its
structure in comparison to the other available thesauri.

A document similarity measure which relies on a thesaurus to compute a similarity
between documents will measure different values between the same documents when
a different version of a thesaurus is used. The difference is in the different organisa-
tions of the words and the phrases in the thesaurus. The second reason for selecting
Roget’s thesaurus of 2003 for an external knowledge source in this chapter is due to
its associative nature of organisation of the words and the phrases. The structure of
the other thesauri also group together words and phrase that express similar idea, but
the thesaurus from 2003 is built around associations and extends that characteristic

even further. Therefore, a similarity measure which employs OntoRo to compute sim-
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ilarity between documents is assumed to align the similarity between text documents
better to human judgement.

Despite the rich vocabulary of OntoRo, it contains no named entities. This disad-
vantage of the lexical source can be overcome by merging OntoRo with other availa-
ble ontologies which contain named entities such as ontologies used in the automobile
industry or ontologies from the bio-science domain. However, this is outside the
scope of the presented research and is outlined in chapter 7 as a future work which
needs to be thoroughly investigated. In addition, the pure lexical nature of OntoRo
allows an objective comparison between the BOW document representation, which
uses named entities alongside other words, and entirely semantic document represen-
tation. Thus, the evaluation will reveal the positive change in the quality of semantic
representation and will outline a future need for combining both approaches for a new
kind of document representation.

The proposed algorithm employs concept indexing as a text representation tech-
nique and OntoRo as an external lexical source. For the purpose of the stemming On-
toRo is stemmed using the Porter stemmer. Thus, all words in OntoRo are stemmed to
produce a second lexical source regarded as stemmed OntoRo. An example for the
word “connect” is shown in Table 4.3. The column ‘Word’ contains inflectional
forms of connect as they exist in OntoRo by design (Setchi et al., 2009). The column
‘Root Form’ contains the relevant root forms of the words from column ‘Word’ pro-
duced by the Porter stemmer. The column ‘Word’ represents OntoRo whilst the col-
umn ‘Root Form’ represents its stemmed alternative.

The column “Semantic Meanings” demonstrates the semantic polysemy of words

represented with OntoRo. Since the words in column “Word” conflate to the morpho-
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logical root “connect”, stemmed OntoRo source will only contain the word “connect”.
The semantic ambiguity refers to 12 unique meanings for all forms of connect. For
that reason, the semantic stemming proposed in the next section aims to conflate

words in the stemming to less ambiguous morphological forms.

Table 4.3 Semantic representations of word stems in OntoRo

Word Root Form Semantic Representation? Senses

connect connect Cy, Cys, Ce2, C71, C202, C305 6
connected connect Co, Cys, Csg 3
connection connect Co, C11, Cas(2), Ca7, Cag, C06 7
connecting connect Cys 1
connective connect Cus,Cyr 2

4.3.2. Semantically Enhanced Text Stemming (SETS) algorithm

This section proposes a stemming algorithm, which relies on semantics to achieve
text consistency. It is called a Semantically Enhanced Text Stemmer (SETS). A se-
mantic approach is used to address the problem of words, which are conflated to the
same morphological stem, but which have different semantic representations. The
stems produced by the Porter stemmer are more semantically polysemy and when
used in clustering the clusters produced are inferior. The proposed algorithm aims to

improve cluster coherency by keeping the words less semantically polysemy.

2 The semantic representation Cenumber1>(<number2>) Stands for concept (C), concept number in OntoRo
(< numberl >) and the number of senses in the concept (< number2 >) (in case of one senses the number is
omitted), i.e. Cq— relation, C;; — consanguinity, C45 — union, C4; — bond, C4g — coherence , Cso —
combination, Ce, — arrangement, C,4 — continuity, Cyo, — contiguity, C3g5 — passage, C796 —

cooperation,
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The errors from stemming described above can be minimised by using a semantic
approach with external knowledge, i.e. such as OntoRo. The approach is similar to
using a dictionary for searching words’ stems after every step of the Porter stemmer
(Krovetz, 1993). The difference with the algorithm proposed by Krovetz (1993) is
that not the form of the word is important, but the semantic information acquired from
the external knowledge source. Before a rule-based stemming to be applied on the
words, the semantic meaning of words is considered. Thus, the words in the examples
given for under-stemming (“experiment” and “experience”) and over-stemming (“ad-
here” and “adhesion”) will be stemmed by their meaning, which will alleviate these
problems.

The proposed algorithm (fig. 4.1.) relies on semantics to achieve text consistency
with the words’ meaning. The semantics is used to address the problems regarding
words, which conflate to a different semantic stem. Additionally, semantics is used to
obtain the grammatical structure of the words and acquire the necessary information,
which will conflate the words by meaning. Therefore, the algorithm recognises as
similar those words that share common meaning. The algorithm implements the six
steps of the Porter stemmer and after every step the produced stem is searched in the
OntoRo. In the end if the stem is not found, the stem is searched in the stemmed On-

toRo. If the stem does not occur in the stemmed OntoRo it is considered a named enti-

ty.

109



in: W ... word
out: s ... set of semantic meanings
s = ontoro search for occurrence (w)
for(step = 1; s is {} and step <= 6; step = step + 1)
w = porter (w, step)
s = ontoro search for occurrence (w)
end
if s is {}
s = ontoro stemmed search for occurrence (w)
end
# if s 1is {}, w is a named entity
# otherwise s contains the semantic meanings of W

return s

Figure 4.1 Semantically enhanced text stemming algorithm

The proposed algorithm implements the six steps of the Porter stemmer with se-
mantic enhancement by searching first for every word in every document in the On-
toRo for occurrence of the morphological forms of the words. If a word is found in
OntoRo it is considered for semantically stemmed and the algorithm proceeds to the
next word. If the word does not occur in the lexical source, the algorithm proceeds
with the first step of the Porter stemmer. After a stem is produced by the first step of
the Porter stemmer it is sought for occurrence in OntoRo. If the stem is found in On-
toRo, the word is semantically stemmed. This process is repeated for each of the six
steps of the Porter stemming algorithm. Note that at this point, if the word is not
found in OntoRo, it is in a Porter stemmed form. This form of the word is checked for
occurrence in stemmed OntoRo. Finally, if the algorithm does not find any of the

forms of the word in the lexical sources, it is considered for a named entity. Other-
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wise, the algorithm returns the concepts with which the word is associated (the senses
of the word).

The next stage is to use the semantic stems produced by the SETS algorithm to rep-
resent the documents in the VSM. For this purpose, the weights (TF-IDF) for all
stems in the collection are calculated for every document. Then, using equation (1)
the documents are represented in the higher order hierarchy of concepts yielding a
matrix of concept indices < concept, weight > (Setchi et al., 2011). The concept
indexing reduces dimensionality, since the concept number is limited to the number of
concepts in OntoRo.

This approach is similar to using a dictionary for searching the word stem after eve-
ry step of the Porter stemmer (Krovetz, 1993). However, the aim of the proposed al-
gorithm is to acquire less ambiguous semantic information and not real words. This is
achieved by considering the senses of the words before applying rule-based stem-
ming. The errors from under- and over-stemming are thus alleviated. The proposed

algorithm still relies on TF-IDF to measure the discriminative power of words.

4. 4. lllustrative example

This section presents an illustrative example, which is part of the preliminary ex-
periments conducted on the Wikipedia collection in the process of testing the SETS
algorithm. The number of Wikipedia articles analysed to acquire statistical data of co-

occurrence is 2,694,787. For illustrative purposes, the stemming example does not
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contain a full article, but only the first sentence of two articles: Transport® and Cargo®.
The first sentence of article “Transport” is shown in table 4.4. The results of stem-
ming the sentence (document) with the Porter stemmer are shown in the next column
of the same table. The sentence is stemmed one more time by the SETS algorithm
(see table 4.4 third column). A representative weight value (respectively TF-IDF and
concept indexing values) for each word/concept in the sentence is calculated by con-
sidering the sentence as a whole document (see table 4.5 and table 4.7). Then, the
words are placed in a document-term matrix (see table 4.6). The document-term ma-

trix produced by the Porter stemming algorithm is sparse.

Table 4.4 Article “Transport” from Wikipedia

Stemmed with the Por- Stemmed with the SETS
Article “Transport” ter stemmer algorithm

Transport Transport trans-
Transport or transpor-

. ] h transport move- portation movement
t:tlon is t e.mm{emenz ment peopl anim people animal
°© pe?p €, anima:is an good locat goods location an-
goods’ from one loca- other

tion to another.

Table 4.5 Words co-occurrence in article “Transport” stemmed with the Porter
stemmer (see Table 4.4)

Word Occurrence TF-IDF TF IDF
transport 2 1.15121 0.28571 4.02925
movement 1 0.49085 0.14286 3.43595

peopl 1 1.50040 0.14286 10.5028

anim 1 0.63437 0.14286 4.44055

good 1 0.43355 0.14286 3.03486
locat 1 0.61941 0.14286 4.33584

% http://en.wikipedia.org/wiki/Transport
* http://en.wikipedia.org/wiki/Cargo
> The word goods is hyperlinked to the article Cargo — http://en.wikipedia.org/wiki/Cargo
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Table 4.6 Document-term matrix for article “Transport” stemmed with the Porter
stemmer

transport movement peopl anim good locat .

Doc | ..° 115121  0.49085 1.5004 0.6344 0.4336 0.6194 .7 |

Table 4.7 Words co-occurrence in article “Transport” stemmed with the SETS algo-

rithm
Word Occurrence TF-IDF TF IDF
transport 1 0.50366 0.125 4.02925
transportation 1 0.55868 0.125 4.46942
movement 1 0.42949 0.125 3.43595
people 1 0.26619 0.125 10.5028
animal 1 0.57115 0.125 4.44055
goods 1 0.60051 0.125 3.03486
location 1 0.43393 0.125 4.33584
Table 4.8 Morphological forms of the word good
word porter
good good
goodness good
goods good

The statistical data of co-occurrence, i.e. TF-IDF, calculated after the SETS algo-
rithm is processed text, differs from the same data calculated after the Porter stemmer
normalises the text. The first difference is that ‘transportation’ remains the same word
and it is not conflated to ‘transport’. The word ‘transportation’ is less ambiguous
since it refers to 4 concepts only. On the other hand, the word ‘transport’ refers to 35
concepts. Every concept represents a different meaning or idea a word represents or is

associated with. Hence, the SETS algorithm preserves less ambiguous word mean-

Other words, which occur in documents from the same collection
Other words, which occur in documents from the same collection
Relevant weight of the words that occur in other documents
Relevant weight of the words that occur in other documents

© © N o
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ings. The rest of the words people, animal, and location remain words and are not re-
placed with corresponding concepts. The word ‘goods’ is not stemmed to ‘good’,
which otherwise would be a wrong conflation and would result in a shift of meaning.
Similarly, table 4.7 shows all morphological forms of the word transport to demon-
strate the ambiguity of that word. The Porter stemmer conflates any of the variants of
these words to the same root stem transport. However, table 4.8 shows the semantic
ambiguity of the grammatically conflated forms from table 4.7. The shift in meaning
for the words good, goods, and goodness are displayed in table 4.9. The concept index
for the same document yields another matrix, where the row represents the same arti-

cle but presented by concepts — document-concept matrix.

114



Table 4.9 Semantic ambiguity of grammatically inflected forms of the word good

N concept word porter
1 34 goodness good
2 164 goods good
3 272 goods good
4 390 good good
5 575 good good
6 615 good good
7 615 good good
8 638 goodness good
9 640 goodness good
10 640 good good
11 640 good good
12 640 good good
13 644 goodness good
14 644 good good
15 650 goodness good
16 660 good good
17 680 good good
18 694 good good
19 730 good good
20 739 goodness good
21 739 good good
22 777 goods good
23 795 goods good
24 826 good good
25 884 good good
26 897 good good
27 901 good good
28 913 good good
29 929 goodness good
30 929 good good
31 933 goodness good
32 933 good good
33 933 good good
34 950 good good
35 965 goodness good
36 979 goodness good
37 979 goodness good
38 979 good good

The semantic ambiguity of the word good is shown in table 4.9. According to On-

toRo good, goods and goodness have 38 meanings together, i.e. the meanings are de-

fined by the number of concepts. The Porter stemmer conflates these words from Ta-

ble 4.9 to good (see Table 4.8) and makes the stem more ambiguous since it refers to
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all 38 semantic meanings. Nevertheless, the SETS reduces the ambiguity for goods
(to 4 — concepts 164, 272, 777, 795) and yet, it does not explicitly state which mean-
ing should be used in the context of the document. Instead, the concept index is calcu-
lated to represent documents by following equation (1), i.e. the TF-IDF value for the
word goods (0, 0.6005) from table 4.6 is divided by the number of semantic meanings
for the same word (goods has 4 meanings see table 4.9). Then, the result (0, 6005 + 4
=0, 1501) represents the statistical representation of the concepts (equally) acquired
for this particular word. The concept index for the document is calculated in the end
by accumulating the statistical representation for every concept acquired from all
words. Then, the statistical co-occurrence for all concepts is shown in table 4.10. The
concepts are sorted in descending order of their representation to the document.

The normalisation even of a sentence demonstrates the differences in the document
representation. The practical difference in both approaches is that the Porter stemmer
normalises documents and a TF-IDF weighting represents them in VSM (see table
4.5) by a sparse matrix (document-term matrix). On the other hand, the use of the
SETS and concept indexing to represent documents outputs a dense compressed by
design matrix (document-concept matrix). The matrix is compressed since the number
of concepts is pre-defined by the OntoRo. In addition, short documents contain a few
words and their representation is limited to the use of these words only. Therefore,
clustering algorithms are limited to group them in clustering solutions with higher
density, i.e. clusters with prevailing number of documents. On the contrary, even the
short document represented by concept index produce a dense row in the document-

concept matrix allowing better separation of the documents.
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Table 4.10 Concept indexing of the first sentence of article “Transport” (only the first
11 out of all 51 concepts shown)

N Concept Number Concept Name Occur SETS
1 272 transference 4 0.34576
2 265 motion 4 0.24335
3 365 animality 3 0.15578
4 371 humankind 2 0.05324
5 191 dweller 2 0.05325
6 38 addition 2 0.15374
7 186 situation 2 0.10848
8 963 punishment 2 0.16765
9 944 sensualism 2 0.10385
10 187 location 2 0.08086
11 305 passage 2 0.16765
51 722 combatant 1 0.02798

Article “Cargo” from Wikipedia:

Cargo (or freight) is goods or produce transported, generally
for commercial gain, by ship or aircraft, although the term is

now extended to intermodal train, wvan or truck

A demonstration of stemming two documents (sentences) and measuring similarity
is presented in table 4.11. The article “Cargo” from Wikipedia is not selected ran-
domly. The first sentence of article “Transport” is hyperlinked to article “Cargo” via
the word “goods”. This states a logical link between the two articles and yields certain
similarity. The two articles, according to the traditional approach, are similar only by
the word “good”, i.e. the Porter stemmer produces that word after stemming the arti-
cles. However, for article “Cargo” this stemming yields shift in the meaning of the

word.
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http://en.wikipedia.org/wiki/Good_(economics)
http://en.wikipedia.org/wiki/Produce
http://en.wikipedia.org/wiki/Commerce
http://en.wikipedia.org/wiki/Cargo_ship
http://en.wikipedia.org/wiki/Cargo_airline
http://en.wikipedia.org/wiki/Train#Freight_trains
http://en.wikipedia.org/wiki/Van
http://en.wikipedia.org/wiki/Truck

Table 4.11 Semantic ambiguity and similarity of the words goods, transport, cargo,

and ship
N concept goods' "a"Port transport' ™" cargo“®® ship®®"®
1 32 [] [] X L]
2 164 X [] [] L]
3 193 ] ] X X
4 272 X Occurs 2 times [X] X Occurs 2 times [X]
5 777 X [] X L]
6 795 X ] X L]

X - has an occurrence in OntoRo for the particular concept (sense)
[] - lacks an occurrence in OntoRo for the particular concept (sense)
aword is likely to have more than one occurrence in OntoRo, i.e. occurrences represent dif-
ferent part of speech (POS) words (verb, noun, adjective etc.) and/or different meanings
within the same POS

In table 4.11 is shown the mechanism of detecting similarities by using the concept
indexing. Both articles “Transport” and “Cargo” share the word “goods” (which has
semantic meanings referring to concepts 164, 272, 777, and 795). The word
“transport” (a word from the first article) contributes to the scoring results of concept
272 for the same article. On the other hand, from the second article words “cargo” and
“ship” contribute to the scoring result for representing the article by concept 272, 777
and 795. Thus, both articles are similar by three concepts 272, 777, and 795 repre-
sented by different weight and thus, the logical connection through the word “goods”
is revealed, i.e. a combination of three concepts with relevant weight. The weight of
the concepts can be considered as a context for the article. The traditional stemming
approach and representation by chance manage to relate both documents through the
word stem “good”. However, the word good occurs in documents with different
meaning such as “good” and “goodness”, which as a result makes the clustering infe-

rior.
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4.5. Evaluation of clustering solutions with silhouettes

The evaluation of the proposed SETS algorithm is performed on the Reuters-21578
text categorization test collection. For the purpose of the evaluation, the corpus was
transformed into VSM three times. Firstly by using the proposed SETS normalisation,
secondly by using the classical approach of TF-IDF weights, where tokens are trans-
formed into normalised forms (stems) by using the Porter stemming algorithm, and
thirdly by using the tags of the articles'®. The implementation used in the evaluation is
the Common Lisp version of the algorithm made available by Porter. This transfor-
mation into VSM vyields three matrices where each row is the vector representation of
a Reuters news article in TF-IDF or respectively OntoRo vector space or tags space.
The TF-IDF matrix is a sparse matrix with 18457 rows and 44293 columns — one for
each unique word in the corpus. The SETS matrix has 18457 rows and 990 columns,
one for each concept in OntoRo and this matrix is dense. The matrix used for the hu-
man judgement contains 18457 rows (observations) and 445 columns (attributes).
The former TF-IDF matrix was produced for 8.25 minutes and the later (SETS) for
43.03 minutes. The matrix that represents the Reuters tags is used only for quality

measure of the clustering and no time measures are collected. The same matrix is pro-

duced by weighting the tags using E— 0; concents

1= [weight per concept] for-

mula. Thus, the matrix represents the 18457 observations into 445 dimensions, and

every dimension does not have a binary presence but a continuous one.

101862 articles in the Reuters21578 corpus have no tags. These articles are removed from the collection. In addi-
tion, 1259 articles have no concept index. Therefore, they are also removed from the collection, which number
of articles for the experiments is reduced to 18457.
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The three matrices are clustered using the spherical k-means algorithm (Dhillon et
al., 2002), which is available in the CRAN repository. This version of the algorithm is
fast and requires as input the number of clusters. Experiments are performed to split
the data in 5, 10, 15, 20, 25, 30, 35, 40, 45, and 50 clusters. The quality of the clusters
is assessed with the silhouette measure proposed by Rousseeuw (1987). This measure

is defined as

~ _ bd-a()
s(®) = max{a(i),b(i)} @

where a(1) is the average dissimilarity of the object (row) i to all other objects of a
cluster A and b (i) is the average dissimilarity of the object i element A to all objects
in the cluster nearest to i. To assess the overall quality of a clustering model (M), the

measure p (M) was averaged over all objects:
1 .
p(M) = 257 5(i) ©

where n is the total number of news articles. The measure is a number between 0

and 1 with higher number suggesting stronger cluster coherence.

The first evaluation of the clustering solutions produced on the three matrices use
natural dimensionality of the document representation, i.e. no dimensionality reduc-
tion techniques are used. The SETS represents documents in reduced dimensionality
by design (990 is the number of concepts in OntoRo). Although, the dense matrix
produced after text normalisation with the SETS algorithm and represented by con-
cept index is a thin matrix with reduced dimensionality s-kmeans performs faster
(time-wise) clustering on the sparse document-term matrix, produced after the Porter

stemmer normalises text and TF-IDF weighting is used, where 99.99% of it is popu-
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lated with zero values. In addition, to produce the dense document-concept matrix the
SETS algorithm requires 5.11 times more time than the standard Porter stemmer to
normalise text. This is as a consequence of searching the stems in OntoRo after every
step of the Porter’s algorithm. The memory footprint of the dense matrix is 7.02MB,
whilst the other TF-IDF-weighted matrix in dense representation is 1.7GB and 25MB

in sparse representation.
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Figure 4.2 Performance evaluation of the Porter stemmer, SETS, and Human Judge-
ment (full-feature space)

The first of a few series of experimental results are summarised in Fig. 4.2. The
evaluation of the performance demonstrated by SETS shows that the algorithm is out-
performed by the Porter when the number of clusters is 10 — the reduced representa-
tion provided by SETS cannot separate clusters in this particular solution. However,
the separation provided by SETS for 10 clusters is closer to human judgement. For all
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series of clustering SETS normalises the documents in closer relation to human
judgement than the Porter does. In figure 4.2 can be noted that a clustering solution
for all 18.578 document clustered in 45 clusters do not separate clusters well, alt-
hough the documents normalised by the Porter stemmer and by the SETS algorithm
provide good results in terms of clustering silhouettes. This clustering is the only one
for which document normalised by the Porter stemmer align better to human judge-
ment than the SETS’s. The overall performance of the SETS document normalisation
is better than the Porter’s and thus, the separation of the clustering solutions is im-
proved. Therefore, the conclusion that semantic stemming of the words, i.e. semantic-
based word disambiguation, provides clustering solutions with better coherence,

which aligns better to human judgement, can be made.
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Silhouettes of Clustering Solutions with various
SVD decopositions
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Figure 4.3 An example of clustering silhouettes

Clustering solutions in reduced dimensionality theoretically should produce similar
results with minimal reconstruction error. Therefore, series of experiments of the
same data but with reduced dimensionality are conducted. The two most commonly
used techniques for dimensionality reduction are Principal Component Analysis
(PCA) and Singular Vector Decomposition (SVD). In the presented evaluation is used
the SVD approach. The reason is because the three matrices are different as the matri-
ces of SETS (i.e. 18,578x990) and TAGS (18,578x445) are “thin” whilst the Porter
produces a “fat” matrix (i.e. 18,578x44,134). PCA employs different component
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analysis techniques to reduce dimensionality of “thin” and “fat* matrices whilst the
SVD approach uses the same techniques. Therefore, the latter is the more consistent
choice for dimensionality reduction. In fig. 4.3 is shown that s-kmeans performance is
relatively consistent over matrices produced by the Porter stemmer for various dimen-
sions, i.e. reducing dimension is relatively stable and the loss of information is insig-
nificant. Exception is only clustering solutions that split the data into 15 and 40 clus-
ters. The inconsistent performance is only for reduced dimensionality above 300
components. The usual dimensionality reduction considers between 100 and 300

components (Berry et al., 1995).

125



Silhoutte

0.2 0.3 0.4 0.5 0.6

0.1

0.0

Silhouettes of Clustering Solutions

with reduced dimentionality of features (SVD=100)

B Porter
B SETS
O Human Judgment

20 25 30 35

Number of clusters
Figure 4.4 Clustering silhouettes (one hundred dimensions)

5 10 15 40 45

50

126



Silhoutte

0.1 0.2 0.3 0.4 0.5 0.6

0.0

Silhouettes of Clustering Solutions

with reduced feature dimentionality (SVD=200)

B Porter
B SETS
0 Human Judgment

5 10 15 20 25 30 35

Number of clusters
Figure 4.5 Clustering silhouettes (two hundred dimensions)

40 45

50

127



Silhouettes of Clustering Solutions
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Figure 4.6 Clustering silhouettes (three hundred dimensions)

Figures 4.4 to 4.6 demonstrate that the silhouette values for all clustering solutions
produced by using the SETS document normalisation always align better to human
judgement than the Porter stemmer’s normalisation. However, the only exception for
that alignment is when more components (300) are considered. Therefore, if the di-
mensionality is reduced to less than 300 components, document representation with

the SETS algorithm will always provide better clusters.
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This evaluation clearly shows that the proposed document representation based on
concept indexing, which employs general ontology, provides better separation be-
tween clusters than the traditional BOW representation. The results support the view
stated by Hotho et al. (2001, 2003a) that an ontology improves document clustering.
In contrast to the literature, though, the evaluation in this chapter proves that better
separation between clusters can also be achieved by using a general ontology. A sig-
nificant difference between the proposed clustering approach and the clustering sug-
gested by Hotho et al. (2001, 2003a) is that the former produces objective and generic
clustering solutions and is not biased towards the specificity of the used ontology
(core). Concept indexing relies on no further dimensionality reduction and is success-

fully deployed on a large scale.

4.6. Summary

This chapter presents a comparison of the Porter and the proposed SETS stemmers
when employed in document clustering. The performance of stemmers is compared
against human judgement. In addition, the chapter provides evaluation of the concept
indexing as a document representation approach in the domain of clustering.

The proposed stemmer has the advantage to work well across domains. In collec-
tions, where documents are topically grouped based on named entities, the algorithm
is expected to perform worse. The performance can be improved by using a domain
specific ontology. Clustering solutions obtained by the partitional clustering algorithm
k-means demonstrate, according to the results, better separation between and im-

proved coherency within the clusters generated. The clustering solutions generated
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with document normalised by SETS are better aligned to human judgment than those
normalised by traditional stemmers (e.g. the Porter stemmer).

The number of clusters throughout the clustering solutions is made with the pur-
pose to explore a broad range of the parameter space without considering the optimal
number of clusters for the Reuters21578 data. Thus, the experiments demonstrate that
the SETS algorithm enhances better separation between and improved coherence
within clusters, even when the best number of clusters is unknown.

The presented evaluation demonstrates that SETS in conjunction with concept in-
dexing provides reduced dimensionality in document representation, which allows
more advanced clustering algorithms that are impeded by the high dimensionality of
documents, to be used to produce clustering solutions on a large scale. In addition, the
approach can employ a domain specific ontology in conjunction with OntoRo to pro-
duce clustering solutions from the perspective of the domain knowledge. The scalabil-
ity and the flexibility of the approach in terms of number of documents and different
perspectives to a collection of documents will enable the document clustering domain
to seek new approaches to grouping documents and discovering relationships between

them.
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Chapter 5 : Evaluation of document similarity measures to human judgement

This chapter presents a method for measuring document similarity on a large scale
by using many-to-many matching. Firstly, a discussion is presented on inadequacies
and deficiencies of the traditional similarity measures used for measuring pair-wise
similarities between documents. Secondly, approaches which alleviate the limitations
of the traditional measures are presented. Finally, a multidimensional approach for
measuring document similarity based on content distribution is proposed to be used

for clustering.

5.1. Similarity measure and consistency with human judgement

Similarity measures such as the cosine measure (Salton and Buckley, 1998), the
Dice measure (Zobel and Moffat, 1998), the Jaccard measure (Jones and Furnas,
1987), the Overlap measure (Blair, 1979, Baeza-Yates and Ribeiro-Neto, 1999) and
the information-theoretic measure (Aslam and Frost, 2003) proposed in the literature
do not consider the contextual meaning of documents when measuring their pair-wise
similarity. The traditional techniques use collectively identified sets of keywords to

represent the content of the documents in a given dimensional term space.

5.1.1. Document representation towards human judgment

The vector space model (VSM), which is the most commonly used document repre-
sentation technique, positions every document in a multidimensional term space. The

purpose of using such a complex and sophisticated dimensional space is that any spa-
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tial proximity also stands for a relevant semantic proximity. Therefore, documents
positioned close to each other are assumed to share certain commonality.

Documents are positioned in a multidimensional term space by algorithms that use
VVSM to represent documents. Therefore, the accuracy of the document position in the
term-space depends on the quality of the coordinates. The coordinates (words and/or
concepts) are acquired from the documents by using statistical term weighting tech-
niques. The most common weighting techniques used for identifying the representa-
tive values of the term sets are TF-IDF, LSI and sets of multi-words (Zhang et al.,
2011). The LSI technique performs generally better than both the TF-IDF and the
multi-words approaches and provides good statistical and semantic discrimination
power for the representative sets (Zhang et al., 2011). In the previous chapter it is
shown that semantically enhanced text stemmer, which enables concept indexing to
be used for document representation performs better than the Porter stemmer and TF-
IDF weighting document representation in the domain of document clustering. The
performance of concept indexing over other document representation techniques is
measured in terms of the separation of clusters and the similarity between documents
within clusters. The clustering solutions obtained by employing concept indexing as a
document representation technique is more consistent with human judgement. In other
words, semantically enhanced text normalisation and concept indexing provide better
silhouette values than the text normalisation provided by the Porter stemmer and rep-

resented by the TF-IDF weighting.
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5.1.2. Similarity measure towards human judgment

The similarity measures establishes the similarity between two documents. The
similarity increases with greater commonality and decreases with greater differences
in a common feature space (Lin, 1998b). However, the aforementioned traditional
similarity measures do not seek commonality in either a shared document context or
in the structural similarity between documents (Wan and Peng, 2005b). Nevertheless,
the cosine similarity measure is robust with good quality even across domains to cer-
tain extend (Dhillon and Modha, 2001) and is used in the domains of data mining and
document retrieval as a base-line similarity measure (Wan and Peng, 2005b).

The TextTiling technique (Hearst, 1993) measures similarity by capturing docu-
ment structures. This technique subdivides a text document into multi-paragraph units
that represent passages or subtopics called text tiles. This approach considers that one
document contains more than one topic from a generic topic set, which is to assign
topics to documents. Thus, a set of subtopics identified by the algorithm constitutes a
context that can be associated with the document. This approach is recognised by the
research reported in this thesis as more scalable. The trade-off made in favour of
scalability is to represent a document with a subset of topics. Approaches that consid-
er one document to constitute one topic (Witten, 2010) are disregarded by this thesis.

The identified text tiles are used to capture patterns of subtopics contained in text
and their distribution across documents of a collection is used for measuring similari-
ty. The approach uses three algorithms: (i) lexical analysis based on TF-IDF, (ii) in-
formation retrieval measurement to determine the extent of the tiles, and (iii) a statis-

tical disambiguation algorithm which relies on information from a thesaurus. The au-
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thor of this technique reports good text segmentation, which is consistent with human
judgments (Hearst, 1997).

The TextTiling technique is employed by a document similarity search algorithm to
capture document subtopic structure in plain text and find documents similar to a que-
ry document. Then it returns a ranked list of similar documents (Wan and Peng,
2005b). The similarity model considers the outlined subtopics from the document
structure and calculates the similarities for different pairs of text segments. Finally,
the overall similarity between the documents is measured by combining the similari-

ties of different pairs with the optimal matching method (OM-based method).

5.1.3. Matching of features for measuring similarity

The optimal matching (OM) and maximal matching (MM) are graph theoretic prob-
lems. These matching approaches are suitable for measuring dissimilarities between
documents because two documents can always be represented as a bipartite graph (or
bigraph) with its vertices divided into two disjoint sets. As shown in Fig. 5.1 the dis-
joint sets are document X = {x;, x5, x3, x4} and document y = {y,, y,, y3}. Both doc-
uments consist of segments, i.e. text tiles. Every edge shown in Fig. 5.1 and Fig. 5.2
connects a vertex in X to one inY and X and Y are independent. Bigraphs are often
denoted as G = {X,Y,E}, where E = {e;;} is a set of edges connecting X and Y. A
matching M in G is defined as an independent pair-wise and non-adjacent set of edg-

es, which shares no common vertices.
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Figure 5.1 Maximal matching
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Figure 5.2 Optimal matching

Optimal matching (Fig. 5.2) is an extension of the maximum matching (Fig. 5.1).
The latter is usually used on an un-weighted bigraph (Fig 5.1) with the goal to find the
matching M with the maximum number of edges. Optimal matching on the other hand
is used to assess dissimilarities between two independent sets X and Y, which repre-
sent a weighted bigraph (Fig. 5.2 weights W = {W,, W,, W5 ...} are assigned to the
edges). The task of OM is to find a matching, which calculates the maximal weight.
Both measures are used successfully in measuring the similarity between documents
in context-based retrieval.

Experimental results in the domains of document search and document retrieval
demonstrate that the TextTiling approach in conjunction with the OM technique for
measuring pair-wise document similarity is a very effective approach. This approach
outperforms other state-of-the-art retrieval models such as Okapi's BM25 model,
Smart's vector space model with length normalisation as well as the cosine measure

(Wan and Peng, 2005b). As a result the OM-based pair-wise similarity approach with
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TextTiling decomposition of the text documents is a prominent method for improving
the consistency of the current state-of-the-art document retrieval and document clus-

tering algorithms with human judgement.

5. 2. Multi-dimensional approach to pair-wise document similarity

This section discusses a multi-dimensional approach — the Earth Mover’s Distance
(EMD) algorithm — to measuring similarity between documents. The EMD-based
similarity measure demonstrates better document retrieval results when compared
with human judgement than the traditional similarity measures such as the cosine
measure, the Jaccard measure, the Dice measure, the overlap measure, and the IT-slim

measure (Wan and Peng, 2005a).

5.2.1. Similarity between documents using distributions

The advantage of the EMD-based measure over the traditional similarity measures
is that it considers the documents as multi-dimensional distributions. Therefore, a
pair-wise similarity between documents is computed as a similarity between two dis-
tributions. The process is regarded as many-to-many matching and includes matching
between a pair of words (features) contained in separate documents (distributions). A
pair of documents is regarded as two sets U and V (see Fig 5.1 and 5.2), where the
members of the sets are the words from the relevant document. Wan and Peng
(2005a) suggest WordNet as a knowledge source for a ground distance needed by the
EMD to measure the similarity between words. Then the algorithm scales up the indi-
vidual distances between the words to full distributions by means of documents. The
knowledge source provides semantic information that is used by the algorithm to dis-
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ambiguate the words and measure the distance between them. This distance is regard-
ed as a semantic distance. The EMD calculates similarity (sim = 1 — EMD) between
any two words regardless of their context. In related literature (Wan and Peng, 2005b,
Yang et al., 2008) it has been demonstrated that pair-wise similarity between docu-
ments improves when the context of the words is used.

Concept indexing (Setchi et al., 2009) considers the context of the documents in
their representation. In addition, it provides a statistical relevance of the document
context with respect to the other documents in the collection. A methodology for
measuring document similarity based on EMD and concept indexing is suggested in

section 5.5 and is evaluated in section 5.7.

5.2.2. Advantages of distributional similarity

Many-to-many matching overcomes the limitations of the traditional one-to-one
matching provided by the VSM representation. The semantic distance between a pair
of words is measured with a context vector by using a semantic knowledge source.
The distance measured with a context vector establishes relatedness between words
by measuring the angle between vectors. This approach of measuring semantic dis-
tances combines statistical information about the words derived from a large corpus
and external knowledge. The results reported by Patwardhan (2003) demonstrate very
close word similarities to human judgement. Since the approach is not domain specif-
ic it can be used for measuring similarity on any number of documents with no re-
strictions on the words, i.e. nouns, verbs etc, which are a problem in other approaches

(Resnik, 1995).
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The properties of the EMD-based metric are investigated in the literature for the
purpose of content-based document retrieval (Patwardhan, 2003, Wan, 2007). The
EMD algorithm is based on a solution to the transportation problem from linear opti-
misation. It calculates the minimal amount of work that must be done to transform
one distribution into another in a precise sense. Therefore, it enables natural partial
matching. The algorithm successfully operates on representations that vary in length.
It provides a true metric when distributions with the same overall mass (significance
in the representation) are compared. The algorithm constructs a weighted graph
G = {A,B,D} of two documents A = {(t 1, Wa1), (tazs Wa2), - (tams Wam)}, Where
t,i 1S a unique word for document A and w; is the relevant statistical weight. Analog-
ically, document B is presented as B = {(tp1, Wp1), (tp2, Wp32), «oor (tpm, Wpn)}, Where
tp; is a unique word for document B and wy; is the relevant statistical weight. Then a

distance matrix D = {d;;} or a function that returns the distance between words i and

j is employed. The graph G has vertices V = AU B and edges D = {dij}. The trans-
portation problem is defined as the minimal flow problem (minimal overall cost or
work that needs to be done to equalise two distributions) F = {f;;}, where f;; is the
flow between features i and j. The constraints on the flow are:
fij =z0for v 1<i<m 1 <j<n
T fij < wa 1<i<m
Sifiy Swyy 1<) <m

And the goal function which is to be minimised is:

n m m n
> ity =i Yo 3o
i=1j=1 i=1 j=1
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The distance EMD is defined as EMD(A, B) = X, X}~ fijdij. The final result
may need normalisation in order to avoid favouring shorter documents in case of par-
tial matching. Finally, the similarity between documents is defined as SIM(A,B) =

1 — EMD(A, B). The more similar two documents are, the shorter the distance is.

5.3. Analysis of EMD, OM, and cosine similarity measures

The similarity measures based on words and phrases such as the cosine, the Dice
and the Jaccard similarities as well as the overlap and the information-theoretic
measures are compared to the context-based similarity measures such as the OM-
based and the EMD-based (Wan, 2007). The OM-based and the EMD-based ap-
proaches use the TextTiling algorithm to decompose the documents into subtopics.
The evaluation adopts the non-interpolated Mean Average Precision (MAP) and the

precision (P) at the top N results (P@N) to compare different similarities.

5.3.1. Performance of similarity measures

The results demonstrate that the EMD-based measure outperforms the others in-
cluding the OM-based measure. An observation, pointed out by Wan (2007), is that
from all VSM-based measures, the cosine measure achieves the highest result on the
MAP value and comparable values to the Jaccard and the Dice measures at the P@5
and the P@10. This supports the Wan and Peng’s (2005a) conclusion that the cosine
measure performs better than the other VSM-based measures in relation to human
judgement. In addition, Wan (2007) analyses the context-based approaches, which

outperform the other similarity measures. Since these approaches rely on the subtopic
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structure of documents, Wan (2007) investigates the influence of the different docu-
ment structures to the performance of the similarity measures. A hierarchical agglom-
erative clustering algorithm is used to group sentences with similar subtopics together
and to produce separate documents with different structure. Another set of documents,
for the same purpose, is produced by a sentence clustering algorithm. The difference
in processing documents from the different sets is that the TextTiling approach pro-
cesses consecutive sentences, which makes it suitable for the first set of documents. In
the second set of documents the sentences may not be consecutive. The sentence clus-
tering algorithm, at the beginning, considers each sentence for an individual cluster.
Then, a cluster with the largest similarity value to another cluster is both merged to
form a new cluster until. This iteration continues until the similarity values measured
between clusters are all under a pre-defined threshold. The different sets of documents
are produced using a different threshold similarity value. A sentence clustering algo-
rithm then derives a subtopic structure for the document. However, Wan (2007) omits
that this approach can be considered as a subtopic summarisation and the result of it is
a document with higher density of similarly closed subtopics. Also skipping sentences
from text, i.e. sentences that are insignificant in the context of the other sentences can
be interpreted as noise reduction in the documents. Sentences, which contain insignif-
icant or less information to the subtopics of the document, are ignored. Furthermore,
the threshold (P@5 and P@10) modifies the measure of importance to noise ratio. A
higher value for the threshold contributes to less noise in the clustering solutions. The
analysis of the described approach support the manifested in chapter 3 idea that dif-
ferent thresholds can correspond to different abstraction levels in the view of docu-

ments. Therefore, a given level of abstraction corresponds to certain data granularity.
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5.3.2. Complexity of similarity measures

The time complexity of the Cosine, OM-based, and EMD-based measures is empir-
ically evaluated (Wan, 2007). The execution time of the cosine measure is 3.49 times
less than the OM-based measure and 3.68 times less than the EMD-based measure.
This result is explained with the complexity of the algorithms, which need to build a
graph structure for the OM and EMD based measures and solve optimisation prob-
lems, i.e. to measure similarity between two distributions EMD builds matrix and
solves the transportation problem. There are two strategies for reducing the time com-
plexity and computation times for EMD, which improve the retrieval effectiveness
and provide users with a real-time response to their queries.

The analysed results demonstrate that the EMD approach outperforms the OM ap-
proach in all cluster sets produced by the sentence clustering algorithm and also show
the high dependency of the latter on the TextTiling decomposition. This concludes
that the EMD approach is very robust because the results are independent from the
text decomposition technique employed. However, the fact that the OM approach em-
ploys TextTiling (Wan and Peng, 2005b), which uses a context vector for measuring
word similarity and produces good results into human judgement (Patwardhan, 2003),
and the fact the OM-based approach with optimal matching outperforms the other
similarity measures in document retrieval (Wan and Peng, 2005b) leads to the conclu-
sion that the OM-based approach is the best approach in measuring document similar-
ity. In addition, it could perform well into human judgement by taking advantage of
the context of words (Patwardhan, 2003). On the other hand, the fact that the EMD

approach outperforms the OM-based approach leads to the conclusion that EMD

141



could also produce results closer to human judgement. Moreover, the EMD-based
algorithms does not rely on the TextTiling technique, but on measuring the similarity
between two multi-dimensional distributions of subtopics to calculate the similarity
between two documents (Wan, 2007). This technique considers the context of the
words in emerging subtopics of documents and therefore, the produced clustering re-

sults are closer to human judgement.

5.4. A Similarity measure based on external knowledge structure

This section explains an approach for creating a distance matrix from an ontology
with a tree structure. A distance matrix is created in the domain of semantics for the
purpose of producing semantic chains (Jarmasz and Szpakowicz, 2003a). A semantic
chain relies on a distance matrix to provide a semantic reference. The semantic refer-
ence is used to measure similarity between words topologically located next to each
other in a chain.

An ontology provides an explicit conceptualisation and taxonomy for knowledge
model of a domain. Therefore, by considering the introduced ontology OntoRo, the
established relationships between classes (see Fig 2.2) in the ontology can be used to
measure the similarity between any two concepts (see Table 5.1). The process of
computing this similarity depends on factors such as (1) similarity of the properties
between concepts; (2) semantic distance between concepts; (3) hierarchy depth of the
concepts; and (4) regulatory parameters (Yang et al., 2008).

The first factor computes how many similar properties every two concepts share.
The more properties they share the closer topologically in the ontology structure they

are. The second factor computes the distance based on the shortest edge path between
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every two concepts. This kind of semantic similarity can also be computed on thesauri
or ontologies with a hierarchical tree structure(Jarmasz and Szpakowicz,
2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz
and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz,
2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz
and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz,
2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz
and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz,
2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz
and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz,
2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz
and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz,
2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz
and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz,
2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz and Szpakowicz, 2003a)(Jarmasz
and Szpakowicz, 2003b)(Jarmasz and Szpakowicz, 2003b)(Jarmasz and Szpakowicz,
2003b). The factor with regard to the hierarchy depth considers the depth of the on-
tology tree structure so that the semantic similarity of a concept increases by the total
of its hierarchy. This factor represents how abstract the concept in the ontology is
with regard to other concepts. The last factor considered is a specific parameter. This
parameter allows a given semantic similarity to be increased over others. A regulatory
factor is used by Setchi and Tang (2011) when a specific and general ontology are
employed in parallel to provide more discriminative power to the domain specific

concepts contained in the specific ontology. The relations contained in the domain
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specific ontology magnify the measured similarity towards the domain specific

knowledge.
Table 5.1 Concept distance matrix produced using the OntoRo’s structure
C(990) 1 2 3 4 5 990
1 0 0.12 0.25 0.5 1 1
2 0.12 0 0.12 0.25 0.5 1
3 0.25 0.12 0 0.12 0.25 1
4 0.5 0.25 0.12 0 0.12 1
990 1 1 1 1 1 0

The distance matrix in Fig. 5.1 is built from the OntoRo’s structure (see Fig. 2.2) by
following the semantic distance between concepts (factor 2) and hierarchy depth of
the concepts (factor 3). Factor 1 is considered in the selected document representation
SETS, where the words in the documents are replaced with related concepts. On the
other hand, factor 4 is reserved for future work to augment the approach proposed in
the next section for measuring similarity between multi-dimensional distributions in a
specific domain. Hence, a general approach to measuring pair-wise document similar-
ity is proposed. It relies on a distance matrix acquired from a generic ontology (e.g.
OntoRo) to measure similarity between documents. The method employs the same
ontology used in the stages of document normalisation and document representation
to produce concept index. Factors 2 and 3 are used to produce table 5.1 by using a
distance between a pair of concepts from a tree structure in the OntoRo. The longer

the path connecting two concepts on a tree branch, the grater is the distance between
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the concepts. Two concepts have distance 1, i.e. they are unreachable, when they be-

long to different classes (see Fig. 2.2).

5.5. Adistributional approach for measuring document similarity

This section proposes a multi-dimensional approach to measuring similarity be-
tween documents based on the EMD algorithm, i.e. optimal matching — OM, that em-
ploys SETS document normalisation and concept indexing for representing docu-
ments. The document similarity measured by the proposed multi-dimensional similar-
ity approach is used to produce a distance matrix for the documents in a collection
(Table 5.2). A distance matrix represents a document collection before clustering.
Then, the matrix is clustered by a deterministic version of the standard k-means algo-
rithm called PAM, a.k.a. Partitioning Around Medoids (Kaufman and Rousseeuw,
1990). The clustering solutions produced by PAM using the document distance matrix
are evaluated against documents normalised by SETS and represented by concept in-
dexing and clustered by the same PAM algorithm but by using cosine similarity
measure. Thus, the difference in the produced two clustering solutions is a result of
the difference in the similarity measures only used by the clustering algorithm. An
evaluation on both similarity measures, i.e. the EMD-based with semantic distance
matrix (many-to-many) and the cosine (one-to-one) measures, is presented in section
5.7.

A cognitive study (Lee et al., 2005) outlines the performance of retrieval of similar
documents by the cosine measure to be poorly aligned to human judgement when
compared to similar documents retrieved by the EMD measure (Wan and Peng,

2005a, Wan, 2007). Since the proposed method uses the EMD similarity measure in

145



the clustering, then the clustering solutions produced with the same similarity meas-
ure should theoretically align the same to human judgement. Therefore, the results
produced by both approaches are compared with human judgement. The results of this

comparison are presented in the evaluation section 5.7 of this chapter.

Table 5.2 Distance matrix

D1 D2 D3 D4 D5 D6
D2 1.1554
D3 1.0309 1.0297
D4 1.2360 1.0554 1.2449
D5 1.0811 1.0283 1.0104 1.0240
D6 1.3066 1.0891 1.1104 1.0736 1.4494
D7 1.090 1.0923 1.1243 1.0474 1.7990 1.4641

The use of concept indexing, which is never tested in the domain of document clus-
tering, for representing text documents, benefits the measuring of pair-wise document
similarity in two ways: First, the documents are represented in fewer dimensions. The
dimensionality is defined by the number of concepts in the external knowledge source
employed for the task. Setchi and Tang (2009) use a general ontology (OntoRo),
which contains 990 concepts. Thus, the dimensionality of the concept indexing repre-
sentation is limited to 990. In comparison, the Reuters21578 corpus contains 44261
words (dimensions of representation). Second, the ground distance needed by the
EMD algorithm, which measures any two features members of multi-dimensional
distributions, can be measured by a distance matrix produced from the OntoRo’s

structure (Table. 5.1).
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Similarly to Wan and Peng’s (2005b) semantic approach, where WordNet is used to
measure the distance between a pair of words, the proposed approach relies on the
general ontology OntoRo to measure the distance between two concepts. Therefore,
the proposed algorithm is also semantic-based. In contrast to the EMD-based ap-
proach, the proposed semantic approach uses semantic information in two different
stages. First, semantics is used to represent documents with concept indexing in com-
bination with statistical data of word co-occurrence (SETS). Since, it was shown in
the previous chapter that SETS provides better separation between clusters, in this
chapter only SETS is used as a document representation technique. Second, semantics
is used in measuring the distance between concepts by relying on the structure of the
ontology (Fig. 2.2) to acquire a concept distance matrix (5.2). Thus, similarity be-
tween documents is semantically measured by using the commonly shared concept
that represents the context of documents. The EMD algorithm use optimal matching
of many-to-many similarity. Therefore, the similarity measure returns a similarity
value even if concepts are not the same, i.e. which is a limitation of one-to-one simi-
larity matching. Therefore, the approach aims to improve the similarity measure be-
tween documents based on their internal structure and subtopic distribution, which
both are proven consistent to human judgement (Wan and Peng, 2005b, Wan, 2007).

In theory, using of OM-based similarity principle in EMD must outperform the co-
sine similarity measure. In addition, since the matching is many-to-many and is opti-
mal not all 990 dimensions need to be considered. Instead, the concept indexing,
which represents an array of pairs < concept, weight > (see section 4.2.3), is sorted
in descending order by the weight. Thus, only a predefined number of concepts can be

considered instead. Experimentally it was established that clustering solutions are im-
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proved with up to 75 concepts. The experiment presented in the evaluation uses 40
concepts. This number is chosen with the purpose of producing results within a feasi-

ble computation time.

5.6. lllustrative example

This section presents an illustrative example, which is a part of preliminary experi-
ments conducted on the Wikipedia collection in the process of developing and im-
plementing the EMD many-to-many matching algorithm. The example demonstrates
the ambiguous (with respect to the author’s judgement) pair-wise document similarity
produced by the many-to-many matching. Since Wikipedia does not have the charac-
teristics of the Reuters21578 corpus (i.e. manually assigned tags to every article,
which are used in section 5.7 to evaluate the EMD measure for consistency with hu-
man judgement), the evaluation presented in table 5.4 might be biased towards the
author’s understanding and motivation. The evaluation of document similarity pro-
duced by the EMD measure into author’s judgement is conducted on forty documents
as described in the following.

The Wikipedia collection contains 2,694,787*" articles. The collection is split into
27 folders so that each folder contains up to 99,997 articles (see table 5.3). Statistical
data of co-occurrence (TF-IDF values for every word) is calculated from the entire
corpus. However, for illustrative purposes the experimental results presented in this

section (see table 5.4) show the pair-wise document similarity of one document (AY-

11 A Wikipedia archive dump, used in the preliminary experiments, was downloaded on 06 / March / 2009
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wiki00011.html) to the top 40 most similar of all 99.997 documents from folder AY
(see table 5.3). All articles from this folder are accessible online*?. The full list of the
pair-wise document similarity of article AYwiki00011.html to all other documents in
the same folder is also available online®®. The Wikipedia collection is normalised by
the SETS algorithm and two one dimensional arrays, as described in Chapter 4, are
printed to produce a concept index for all files from that folder'. Statistical data simi-
lar to the data presented in the illustrative example from chapter 4 is not included.
Section 5.7 presented at the end of this chapter compares clustering solutions pro-
duced on the same corpus by using the same index and the same deterministic cluster-
ing algorithm (PAM). The difference between the clustering solutions is established
by different similarity measures used to group similar documents. Therefore, the illus-
trative example presented in the current section aims to demonstrate how the EMD
similarity measure used in section 5.7 works with real documents. Assumptions need-

ed to be made on the data are also explained.

12 http://kescrunch.engin.cf.ac.uk/keswiki/AY/

¥ http://kescrunch.engin.cf.ac.uk/ch5/illustrative_exmpl_AYwiki00011.csv

1 The processed files are accessible at http://kescrunch.engin.cf.ac.uk/keswikiprocessed/AY/, i.e. individual files
are addressed as wiki<five digits [00000, 99998]>.html
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Table 5.3 Concept indexing of the Wikipedia collection

No Folder Numof Numof Num of Files Concepts Avg num
Name filesnot concepts concepts in Total in Total used of concepts
indexed Min Max per file

1 AA 1 2 979 99,997 49,386,589 493
2 AB 2 1 984 99,997 47,118,084 471
3 AC 1 1 971 99,997 41,766,453 417
4 AD 4 1 974 99,997 39,119,877 391
5 AE 4 1 977 99,997 37,700,868 377
6 AF 1 1 986 99,997 36,274,838 362
7 AG 1 1 981 99,997 33,973,032 339
8 AH 4 1 978 99,997 32,970,629 329
9 Al 2 1 985 99,997 31,183,810 311
10 Al 3 1 983 99,997 30,906,153 309
11 AK 1 1 974 99,997 29,996,397 299
12 AL 6 1 976 99,997 27,528,901 275
13 AM 4 1 979 99,997 26,928,452 269
14 AN 5 1 979 99,997 27,906,753 279
15 AO 2 1 979 99,997 27,587,020 275
16 AP 3 1 975 99,997 26,206,691 262
17 AQ 9 1 980 99,997 25,432,158 254
18 AR 6 1 980 99,997 20,450,714 204
19 AS 13 1 972 99,997 20,528,811 205
20 AT 6 1 973 99,997 23,036,802 230
21 AU 2 1 976 99,997 18,849,623 188
22 AV 24 1 971 99,997 17,671,467 176
23 AW 5 1 979 99,997 22,000,543 220
24 AX 20 1 982 99,997 18,178,203 181
25 AY 2 1 980 99,997 19,063,664 190
26 AZ 11 1 977 99,997 20,898,513 208
27 BA 10 1 978 94,812 17,587,104 185
In Total | 152 2,694,734 770,252,149 285

The first column of table 5.4 contains observation number; the second column con-

tains information with regard to the files for which an EMD distance is measured, i.e.

number of concepts assigned to documents and number of words contained in docu-

ments, which will provide information on how the EMD measure copes with measur-

ing similarity of documents with different length; the third column displays the actual

distance measured between files in the interval [0 (similar),1 (not similar at all)]; and

the last column contains the author’s judgement for the similarity of the documents.
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Table 5.4 Document similarity measured for AYwiki00011 (top 40%)

N Files EMD distance  Evaluation
1> — hum of concepts for document % [asc |] by
Wy, — num of words for document Y4 the author
1 AYwiki00011(c1=90-w1=156) > AYwiki00011(c2=90-w2=156): 0 calibration
2  AYwiki00011(c1=90-w1=156) >  AYwiki74450(c2=58-w2=12): 0.055046 bad
3  AYwiki00011(c1=90-w1=156) ->  AYwiki97072(c2=65-w2=10): 0.055785 good
4  AYwiki00011(c1=90-w1=156) ->  AYwiki01800(c2=90-w2=221): 0.061834 excellent
5 AYwiki00011(c1=90-w1=156) >  AYwiki56672(c2=90-w2=89): 0.064348 excellent
6 AYwiki00011(c1=90-w1=156) —->  AYwiki45194(c2=90-w2=79): 0.067633 excellent
7 AYwiki00011(c1=90-w1=156) > AYwikil7349(c2=90-w2=136): 0.070313 excellent
8 AYwiki00011(c1=90-w1=156) >  AYwiki37929(c2=90-w2=100): 0.072193 excellent
9 AYwiki00011(c1=90-w1=156) >  AYwiki35697(c2=62-w2=14): 0.075228 bad
10 AYwiki00011(c1=90-w1=156) >  AYwiki42562(c2=41-w2=14): 0.076466 bad
11 AYwiki00011(c1=90-w1=156) >  AYwiki33493(c2=90-w2=103): 0.076743 excellent
12 AYwiki00011(c1=90-w1=156) ->  AYwiki49753(c2=90-w2=38): 0.076842 excellent
13 AYwiki00011(c1=90-w1=156) >  AYwiki53968(c2=75-w2=33): 0.077769 excellent
14 AYwiki00011(c1=90-w1=156) >  AYwikil7299(c2=90-w2=103): 0.082038 excellent
15 AYwiki00011(c1=90-w1=156) >  AYwiki61621(c2=58-w2=16): 0.085056 not too bad
16 AYwiki00011(c1=90-w1=156) >  AYwiki41362(c2=90-w2=109): 0.086535 excellent
17 AYwiki00011(c1=90-w1=156) >  AYwiki49572(c2=90-w2=24): 0.087078 excellent
18 AYwiki00011(c1=90-w1=156) >  AYwiki76183(c2=63-w2=24): 0.088543 bad
19 AYwiki00011(c1=90-w1=156) >  AYwiki88595(c2=90-w2=142): 0.088902 excellent
20 AYwiki00011(c1=90-w1=156) >  AYwiki31628(c2=90-w2=42): 0.089882 excellent
21 AYwiki00011(c1=90-w1=156) >  AYwiki55901(c2=77-w2=25): 0.090664 good
22 AYwiki00011(c1=90-w1=156) > AYwiki22311(c2=90-w2=146): 0.091427 very good
23 AYwiki00011(c1=90-w1=156) >  AYwiki88591(c2=90-w2=107): 0.09222 excellent
24 AYwiki00011(c1=90-w1=156) > AYwiki47675(c2=90-w2=118): 0.092289 excellent
25 AYwiki00011(c1=90-w1=156) >  AYwiki40937(c2=90-w2=29): 0.092745 good
26 AYwiki00011(c1=90-w1=156) >  AYwiki61065(c2=90-w2=37): 0.094005 very good
27 AYwiki00011(c1=90-w1=156) >  AYwiki29206(c2=71-w2=13): 0.094137 not too bad
28 AYwiki00011(c1=90-w1=156) >  AYwiki06090(c2=41-w2=10): 0.096664 excellent!!!
29 AYwiki00011(c1=90-w1=156) >  AYwiki04783(c2=51-w2=24): 0.096989 good
30 AYwiki00011(c1=90-w1=156) >  AYwikil6648(c2=80-w2=12): 0.097372 very bad
31 AYwiki00011(c1=90-w1=156) >  AYwiki90818(c2=90-w2=72): 0.099062 good
32 AYwiki00011(c1=90-w1=156) >  AYwiki53698(c2=74-w2=31): 0.099277 very poor!!
33 AYwiki00011(c1=90-w1=156) >  AYWwiki36547(c2=90-w2=22): 0.100201 very good
34 AYwiki00011(c1=90-w1=156) >  AYwiki38975(c2=90-w2=119): 0.100352 good
35 AYwiki00011(c1=90-w1=156) >  AYwiki32856(c2=62-w2=13): 0.100568 Very poor
36 AYwiki00011(c1=90-w1=156) > AYwiki56708(c2=90-w2=139): 0.101164 excellent
37 AYwiki00011(c1=90-w1=156) >  AYwiki61613(c2=70-w2=10): 0.105201 Very poor
38 AYwiki00011(c1=90-w1=156) >  AYwiki40850(c2=90-w2=52): 0.105474 very good
39 AYwiki00011(c1=90-w1=156) >  AYwiki24422(c2=56-w2=10): 0.105914 very poor
40 AYwiki00011(c1=90-w1=156) > AYwiki49472(c2=90-w2=137): 0.106308 excellent

5 The content of all files are shown in Appendix A
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The evaluation shown in table 5.4 represents similarity that documents have to doc-
ument AYwikiO0011 according to the EMD measure. The author’s understanding of
the document is that it refers to a person who is a politician and is affiliated with the
United Nations. Therefore, documents that convey political topics or refer to policy
making, politics, or activity of the United Nations are regarded as similar. It is ob-
served that documents with few words (up to 25 or 30) are often wrongly classified as
similar. An exception is document AYwiki06090 (c2=41-w2=10). It is correctly re-
garded as similar and yet contains only 10 words. This indicates the importance of the
quality of the words used to convey an idea.

The experimental results shown in table 5.4 comply with two constraints: The first
constraint regards the difference (gap) between two sequential weight values for the
assigned concepts. Table 5.5 shows the top 10 concepts that the relevant files in the
table are indexed with. It is established experimentally that the gap can be unlimited
(i.e. no constrains at all). However, the clustering solutions are slightly improved
when a gap valueis used. The results presented in table 5.4 are produced using an un-
limited gap. The file AYwiki52756 is ranked in 15916 place by similarity to AY-
wiki00011 whilst AYwiki29756 is in 15320 place for similarity to the same docu-

ment.
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Table 5.5 Concept index and relevance of concepts

AYWwiki52756(c2=90-w2=74) AYwiki29756(c2=90-w2=172)
465 1.6114888 465 1.6977179
524 0.45973605 106 0.45834875
551 0.4443297 579 0.44807023
590 0.3343826 590 0.44807023
548 0.2717258 635 1390/3807

32 0.23153867 54 0.35110027
505 100/469 981 0.33604532
586 100/469 693 0.33172125

The second constraint considered on the experimental data is the minimum number
of concepts that a document needs to be tagged with in order to be considered for
measuring pair-wise similarity to any other document from the collection. Experimen-
tally it is established that documents with at least 30 assigned concepts produce good
results when used in measuring pair-wise document similarity. On the other hand,
pair-wise document similarity measured with 75 or more concepts does not change
considerably, and yet the complexity of the EMD algorithm considerably slows down
the performance in terms of processing speed. The experimental results presented in
Table 5.4 are conducted with a fixed number of concepts of up to 90 with the mini-
mum number of concepts set to 40. Thus the original number of documents in folder
AY is reduced from 99,997 to 71,793 documents.

The presented illustrative example demonstrates that similarity measured with the
EMD similarity measure is poorly aligned to the author’s judgement. As a result of
this the clustering solutions produced by using the EMD as a similarity measure are

expected to be inferior.
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5.7. Evaluation

This section presents an evaluation of clustering solutions produced by the same al-
gorithm but once groupings are produced with clustering algorithm which employs
the standard cosine similarity measure and the other time with the distributional simi-
larity measure enhanced by semantic optimal matching. The evaluation is performed
on the Reuters21578 corpus. The main objective of this evaluation is to compare the
alignment of the produced document groupings to human judgement. Another objec-
tive is to analyse the separation between the clustering solutions produced by both
measures. The document representation used to produce the cluster solutions is con-
cept indexing. The clustering solutions are produced by a modified version of the
standard k-means partitional clustering algorithm, which builds the clusters around
medoids (Kaufman and Rousseeuw, 1990).

This section presents experimental results on the separation between clusters ob-
tained by the PAM clustering algorithm. This algorithm is used to produce three of
clustering solutions as follows: series 1 — documents are represented by concept in-
dexing and cosine similarity measure is employed to compute similarity between doc-
uments; series 2 — documents are represented by concept indexing and EMD similari-
ty measure is employed to compute similarity between documents; series 3 — docu-
ments are represented by the documents tags from the Reuters21578 corpus and co-
sine similarity measure is used to compute similarity between documents. Once the
clustering solutions are produced separation between clusters is measured.

Another set of experiments demonstrates patterns of similarly grouped documents

obtained by the aforementioned series of clustering solutions. These experimental
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results are obtained by following the evaluation methodology discussed in section
2.1.6.2. In the end, a percentage is presented of similarly grouped documents.

The evaluation carried out in the chapter 4 employs all 445 tags of the Reu-
ters21578 corpus to establish and represent the objectivity of human judgement. The
prerequisites for the human judgement are the same as in the previous chapter, i.e.
linguists with similar background, motivation and understanding of the task are em-
ployed to assign tags to every document in the test collection. Their experience is dis-
regarded as a factor for objectivity. The used corpus is a sub-set of the Reuters21578
corpus and consists of 18,457 articles. The reduction of the corpus is explained in the
evaluation section of chapter 4.

The evaluation is conducted in two stages. In the first stage the separation that the
EMD-based and the cosine similarity measures provide to clustering solutions is eval-
uated. Since the clustering algorithm and the document representation are the same
for both series, the separation between the clusters, which is measured with silhou-
ettes (Rousseeuw, 1987), is a function of the quality of the similarity measures. The
results of this evaluation are presented in table 5.6. The last column in that table,
which is named “HJ & Cosine”, provides a reference to the quality of the clustering
solutions in terms of silhouettes to human judgement. Negative values for the silhou-
ettes of the clustering solutions address documents that are placed in a wrong cluster.
The negative values are explained with documents scattered far away from the centre
of the clusters. Therefore, the topological representations of the clusters overlap each
other (Rousseeuw, 1987).

The presented in table 5.6 clustering results are obtained by the PAM algorithm,

which was selected over the standard k-means approach because (i) it accepts a dis-
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similarity matrix which is clustered with the k-means clustering algorithm performed
around medoids, i.e. the medoids make the PAM algorithm a deterministic version of
the k-means approach; and (ii) it also provides robustness since it minimizes a sum of
dissimilarities instead of a sum of squared Euclidean distances and (iii) the determin-
istic solutions of PAM’s enable the evaluation to be conducted in simulated cross-
domain environment. The PAM algorithm searches for a set of good initial medoids
so that there is no other single medoid, which will provide better objectiveness. The
medoids represent the internal structure of the collection. The deterministic nature of
PAM and the robust performance enable the evaluation to focus on clustering across
domains. This cross-domain clustering is simulated by randomly selecting 20 sub-
collections, where each sub-collection consists of 1.000 documents. That is the reason
for using mean and standard deviation in the experimental series presented in table

5.6.
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Table 5.6 Silhouette values obtained with different document representations and
similarity measures

. SETS & EMD SETS & Cosine HJ & Cosine
Mean SD Mean SD Mean SD
5 -0.14982 0.04613 0.88605 0.03495 0.03036 0.01771
10 -0.17731 0.02072 0.84877 0.03496 0.07993 0.01691
15 -0.20210 0.02331 0.80332 0.05678 0.11610 0.01778
20 -0.22030 0.02047 0.76699 0.06213 0.14710 0.02153
25 -0.23671 0.02508 0.71357 0.06770 0.18231 0.02522
30 -0.24260 0.02370 0.66602 0.08644 0.21330 0.02693
35 -0.24758 0.02529 0.62423 0.09947 0.24408 0.02937
40 -0.24640 0.02307 0.60567 0.08601 0.27533 0.03221
45 -0.24899 0.02207 0.56894 0.08920 0.30633 0.03482
50 -0.24922 0.01862 0.56262 0.09181 0.33795 0.03585
Total -0.22210 0.02485 0.70462 0.07095 0.19328 0.02583

EMD - Earth Mover's Distance (in conjunction with SETS)

SETS - Semantically Enhanced Text Stemmer

HJ - Human Judgment (Reuters Corpora onTopics tags)

The first step of the evaluation is to initialise the clustering medoids by using the
human judgement from the Reuters21578 corpus. The human judgement is used to
identify the underlying structure of the sub-collections. Then, the series of clustering
solutions, i.e. the rows of Table 5.3, are created by using the objectiveness of the hu-
man judgement in minimised sum of dissimilarities of the observations, i.e. the out-
lined medoids are passed as parameters to the other clustering solutions. Once a clus-
tering solution of human judgement is completed, the sub-collection is clustered two
more times by employing the SETS & EMD, i.e. concept indexing and EMD as a
similarity measure, and the SETS & Cosine, i.e. concept indexing and cosine similari-
ty measure. The difference in the latter two clustering solutions is that they use the
“identified” by the human judgement structure of the clustered sub-collection, i.e.

they use the medoids initialised by human judgement to cluster a sub-collection.

157




However, the specified order of the medoids is irrelevant in general, since PAM is
designed not to depend on the order of the observations.

The results shown in figure 5.3.b demonstrate that the SETS & EMD series of ex-
periments place documents in wrong clusters (indicated by the negative values — Ta-
ble 5.6). The wrong clustering provided by the EMD similarity measure is a result of
similarity returned for any two distributions. On the other hand, the silhouette values
produced by SETS & Cosine demonstrate very high separation between the clusters
and at the same time very high coherence inside the clusters. However, the silhouette
values consistently degrade when the number of clusters increases. In contrast to hu-
man judgement the silhouette values consistently provide larger values when the
number of clusters increases. It is noted that the overall performances of the SETS &
EMD and HJ & Cosine medoids are comparably similar whilst the base-line ap-
proach, i.e. SETS & Cosine, is 3.5 times more inconsistent (see Table 5.6 — Total val-
ue for SD). This fact prompts a further investigation of the clustering results.

A detailed analysis of the clustering solutions produced by the PAM algorithm is
presented in figures 5.3 - 5.5. The extended analysis includes a visualisation of the
clusters and an investigation of the number of files in every clustering solution. Fig-

ures 5.3 through 5.5 show the clustering solution from the first sub-collection.
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Figure 5.3 Plot of a clustering solution of 5 clusters with 1000 files
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These two components explain 15.01 % of the point variabdlity.
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Figure 5.4 Plot of a clustering solution of 5 clusters with 1000 files
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161



Figures 5.3.a - 5.5.a visualise topologically produced clustering solutions. For sim-
plicity of the visualisation, the figures present solutions for 5 clusters. The first obser-
vation is the topological visualisation of the base-line similarity measure, i.e. the co-
sine similarity, which creates 4 clusters that consist of only one document. The rest of
the documents are placed in one huge cluster. Therefore, the silhouette values of these
solutions indicate very good separation of the clusters (silhouette values close to 1)
(Fig. 5.4.b). In comparison, the distribution of the documents per clusters according to
the human judgement is more balanced (Fig. 5.5.b).

A commonality shared by both clustering solutions, produced with the Cosine and
the EMD measures, is that both produce one significantly larger than the others clus-
ter. And yet, the EMD is remedied since it reduces the size of this large structure by
10% and no clusters that consist of one document exist. At the same time, the conclu-
sion that silhouette values cannot be a distinct characteristic for the quality of the re-
sults, since the silhouette values for the human judgement are surprisingly low is
made (Fig. 5.5.b).

The other objective of the evaluation is to the question whether the human judge-
ment indeed produces clusters with poor separation. For that purpose, the document
clustering solutions produced in the first stage of the presented evaluation is further
evaluated in the second stage. In the second stage the produced document groupings
are compared against the groupings produced by the human judgement. This is
achieved by establishing the percentages of documents clustered in one clusters, i.e.
percentage of overlapping clustering solutions. The second stage of the evaluation is
to run this evaluation over the same 20 sub-collections of 1.000 files each. The com-

plete results are presented by using average mean and standard deviation.
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Table 5.7 Values in percentages of overlapping clustering solutions

HJ & Cosine HJ & Cosine
OVERLAP OVERLAP
SETS & EMD SETS & Cosine
Mean SD Mean SD
5 17.27% 1.20% 38.81% 2.16%
10 10.96% 1.01% 32.68% 1.95%
15 8.49% 0.89% 28.37% 1.49%
20 7.20% 0.95% 25.66% 1.36%
25 6.29% 0.88% 23.38% 1.30%
30 5.67% 0.82% 21.59% 1.07%
35 5.23% 0.78% 19.85% 0.95%
40 4.84% 0.70% 18.32% 0.89%
45 4.53% 0.62% 17.18% 0.91%
50 4.28% 0.60% 16.32% 0.91%
Total 7.48% 24.22%

Although, the EMD similarity measure produces extremely incoherent clusters,
which is explained by the negative values of the first column in Table 5.6, the docu-
ment groupings for 5 clusters recover 16% to 18.5% of the groupings obtained by us-
ing human judgement. On the other hand, the robust cosine measure reaches ~41%
recovery of these groupings. Therefore, the cosine similarity measure performs better
in relation to human judgement. An interesting fact is that Lee et. al (2005) present
the same consistency of the cosine measure with human judgment, i.e. consistency of
40%. The results in Table 5.7 support the experimental observations obtained by the
cognitive researchers although a different document representation technique is used
and a different evaluation technique is designed to evaluate the clustering solutions.

The results in Table 5.7 yield an increase of the consistency of the cosine similarity
measure with human judgement of 1% + 1.5%, which can be assumed as a result of
the different evaluation method used to conduct the experiments. However, the 40%

consistency of the cosine similarity measure is not realistic result since 99% of the
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documents are in one large cluster and the other 4 clusters contain only a document.
Therefore, considering the large cluster of 548 files (Fig. 5.5.b), produced by the clus-
tering algorithm with the Reuters21578’s tags, it can be concluded that the consisten-
cy of the cosine similarity measure is defined by the size of the largest cluster in the
clustering solution produced with human judgment. This observation can provide an
explanation for the continuous deterioration of the clustering results produced with
the cosine measure in relation to human judgement. The explanation is that with the
increase of the number of clusters causes fewer documents to be placed in a large
cluster. On the other hand, the EMD similarity measure demonstrates 1.5 to 2 times

better consistency (SD value) in cross-domain clustering.

5.8. Summary

This chapter proposes a methodology to measuring pair-wise document similarity,
where documents are presented as multi-dimensional distributions. The evaluation of
this approach is conducted against the robust cosine similarity measure, which is used
as a base-line algorithm. The clustering solutions obtained with both measures are
evaluated for consistency with human judgement with the purpose to explore a broad
range of clusters without considering the optimal number of cluster for the Reu-
ters21578 collection.

The clustering silhouette values obtained demonstrate better separation of the clus-
ters enhanced by the robust cosine measure than the EMD-based measure. This sepa-
ration is a valid observation across domains. However, this result is not objective
since most of the documents are placed in a large cluster, which is the reason for the

high silhouette value. Besides, tags assigned to every document by linguists, which
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are supposed to be better quality than the others, produce low silhouette values when
used to cluster documents. On the other hand, all silhouette values obtained on clus-
ters produced by the PAM algorithm with EMD similarity measure produce only neg-
ative values. The negative values indicate that documents are placed in wrong clus-
ters, i.e. documents within the clusters are positioned far away from each other, which
makes clusters topologically very wide and they overlap each other.

The second evaluation of the clustering, conducted on groupings produced by both
similarity measures, demonstrated that the EMD similarity measure performs 2.25
times worse in consistency with human judgement than the cosine measure. On the
other hand, the EMD measure performs 1.8 times more consistent across all experi-
mental clustering series. The consistency of the clustering results achieved by the co-
sine measure and the k-means algorithm with human judgement is ~41%, which is a
repetition of the experimental results obtained by Lee et. al (2005). Then, in a cogni-
tive study is concluded that none of the traditional clustering methods achieves more
than 40% consistency of the produced clustering solutions with human judgement.
Although, concept indexing provides better separation between clusters it provides a
slight improvement of the results to human judgement, i.e. the improvement is within
the range of 1+1.5%.

A significant achievement, supported by the repeated results from the cognitive
study, demonstrates that the assumptions with regard to the role of the linguists’
background, motivation, and understanding of the task that is made in the evaluation
process are correct. In addition, the linguists’ experience is correctly disregarded as a

prerequisite for objectiveness of the evaluation.
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The evaluation section of this chapter disproves the theory (Wan and Peng, 2005a)
that suggests better alignment of document similarity, which is measured based on the
feature distributions, to human judgement. This conclusion is motivated by the exper-
imental evidence obtained on a large scale from sets of real articles. In comparison,
Wan and Peng (2005) use a small corpus of 132 sentences, where each sentence is
considered for a separate document.

In addition, the experimental results yield no existing correlation of the alignment
of clustering solutions and their silhouette values to human judgement. After a thor-
ough analysis of the clustering solutions, it is noted that the good separation between
clusters, i.e. high silhouette values of clustering solutions, is due to a bad clustering
decision of the algorithm, which forms clusters containing only one document. In 19
out of 20 cases, the PAM algorithm creates four clusters (in a five-cluster clustering
solution) that contain only a single document each and the rest of the documents
(99%) are placed in one large inferior cluster. Therefore, chapter 6 discusses a meth-
odology of identifying heterogeneous for the separate clusters documents which alle-
viates this problem. The main objective of this methodology is to improve the align-
ment of clustering solutions produced with cosine similarity measure to human

judgement by excluding clusters consisting of a single document.
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Chapter 6 : Methodology for semantically enhanced clustering

This chapter proposes a semantically enhanced methodology to clustering that im-
proves the alignment of clustering solutions to human judgment. Firstly, traditional
clustering approaches are discussed to identify areas for improvement. Then a tech-
nique is proposed that improves the alignment of clustering results to human judge-
ment by reducing the introduced noise caused by clusters that contain only one docu-
ment. For that purpose, the entire corpus is scanned and a pair-wise document similar-
ity for all documents is measured. A document, that has a similarity for all documents
below a predefined threshold value namely a level of abstraction, is not considered in
the produced clustering solution. Finally, the alignment of the clustering solutions
produced by an algorithm that implements that methodology and a base-line algo-

rithm are compared to human judgement.

6. 1. Evaluation of traditional clustering approach

A disadvantage of the partitional clustering algorithms is that they produce finite
number of clusters to reveal existing relations between documents. The relations are
limited to the extent of commonly shared between documents features used by docu-
ment similarity measures. The quality of the established relationships defines the ef-
fectiveness of clustering. Nevertheless, any grouping of documents can be meaningful
to users (Estivill-Castro, 2002) but will not exceed 40% consistency with human
judgement (Lee et al., 2005).

The partitional clustering model produces pre-defined number of clusters and typi-

cally comprises of four compulsory functional blocks (see Fig. 3.1). First, a (i) docu-
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ment representation technique is selected with the purpose (I1) to index all documents
in a collection. However, not necessarily the more information document index con-
tains the better quality clusters algorithms produce (see section 4.5). Fig. 4.3 shows
that partitional clustering algorithms produce clusters that are inconsistent with hu-
man judgment regardless of the number of dimensions. The document index em-
ployed to represent documents is dependent on the size of the collection, and the di-
mensionality reduction technique used. A typical clustering model provides insights
referring to documents with regard to their similarity to each other. The pair-wise
document similarity measured by (iii) the employed similarity function is used (iv) to
cluster the documents in fewer than the number of documents clusters. The result of
clustering represents a clustering solution that is usually evaluated by the internal ho-
mogeneity and external separation of the clusters. However, this measure is proven to
be irrelevant when clustering solutions are evaluated for consistency with human
judgment. The aim of this chapter is to develop and evaluate a methodology that im-

proves the alignment of clustering solutions generated with human judgement.

6. 2. Improvement of clustering algorithms

Clustering algorithms employ document representation techniques, which distin-
guish a subset of features from a set of candidates. Chapter 4 provides evidence that
concept indexing when used as a document representation technique by traditional
clustering algorithms provides better separation between clusters and simultaneously
improves the consistency of clustering solutions produced with human judgement.
Since concept indexing provides reduced dimensionality by design, this simplifies the

document representation and as a consequence more advanced and sophisticated clus-
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tering algorithms can be employed for clustering large document collections. Compu-
tationally expensive similarity measures are traditionally explored with the purpose to
improve clustering solutions in relation to human judgement (Wan and Peng, 2005a,

Wan, 2007).

6.2.1. Strategies to improve model-based clustering

Model-based clustering approach traditionally employs scalable stemming algo-
rithms such as the Porter stemmer, which is dependant only on morphological lan-
guage rules. The obtained text normalisation acquires word stems to represent docu-
ments in large collections. Then, clustering algorithms calculate a statistical co-
occurrence of words and phrases. This information is used to produce a weighted in-
dex and construct a document-term matrix (VSM representation), where rows are ob-
servations, i.e. every row represents a document, and every column is a stemmed
word from the documents. VSM is highly restrictive representational model, since it
relies on a high dimensional matrix. As a result of using a matrix, algorithms that im-
plement VSM have quadratic complexity. The high complexity is not suitable for
large number of documents and therefore, documents are never represented in a natu-
ral feature space of words, but in a reduced adjacent space. The reduced space is pro-
duced by dimensionality reduction techniques (such as PCA or SVD) with the inten-
tion to discard least meaningful information and achieve least restoration error. Then,
clustering solutions are produced from a reduced document-term matrix by employing
clustering algorithms. This approach to clustering is simple and scalable but is proven

inefficient to produce consistent with human judgement clusters (see section 4.5).
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Partitional clustering algorithms group similar documents by organising them in a
flat, non-hierarchical, and restrictive structure of clusters. The main restriction of this
clustering is due to a pre-defined number k, which controls the clustering. Thus, con-
straints on the document groupings are imposed in terms of establishing similarity
driven relations between documents. As a result, clustering algorithms produce inac-
curate and/or inferior clustering solutions. The number of clusters k pre-defines the
quality of relations established within clustering solutions. This limits the diversity of
relations that can be established between documents. Chapters 4 and 5 demonstrate
that clustering solutions can be improved for a wide range of values for parameter k,

i.e. even when k is not the most favourable for a document collection.

6.2.1.1. Kernel-based clustering

Kernel-based clustering approaches alleviate to certain extend the limitations in es-
tablishing relations between documents. A kernel represents a sequence of words that
are considered by the representational technique as a single feature. Thus, words
along with their context of occurrence are taken into consideration by the document
representation techniques (Lee, 1999). Kernel-based techniques acquire certain
amount of documents context. Capturing context of text brings information to the rep-
resentation of documents with regard to their meaning and not only statistical infor-
mation of co-occurrence. The kernel-based clustering algorithms map the document
index to a sub-space of the original features prior to clustering (Karatzoglou and
Feinerer, 2006) using string kernels (Huma et al., 2002) or word-sequence kernels
(Cancedda et al., 2003). Since these algorithms rely on the context of the words they

provide better clustering than the traditional partitional algorithms according to the
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typical measures. Nevertheless, all partitional algorithms do not consider semantic
relations between words and words with different meaning are not considered as such.
This causes words with similar meaning and/or similar semantic context to be treated
as irrelevant features by the clustering process. In addition, chapter 5 provides evi-
dence (see section 5.7) that not all clustering approaches, which consider the context
of words or the structure of documents, produce clusters that align well to human

judgement, although, theoretically they should (Wan and Peng, 2005a, Wan, 2007).

6.2.1.2. Computationally expensive similarity measure

Clustering solutions produced by the partitional clustering are enhanced besides by
improving document index and similarity measure, but also by improving the process
of partitioning documents. An improvement of the standard k-means algorithm is
demonstrated by the “bisecting” k-means algorithm (Steinbach et al., 2000). The im-
provement of the partitioning process consists of random selection of k documents
and incremental update of the initial k clusters with every consecutive document. The
“bisecting” approach produces better overall similarity and lower entropy and has
better accuracy and improved efficiency (Zhao and Karypis, 2002). However, the “bi-
secting” partitioning is relatively effective and scalable and sensitive to noise (Fung et

al., 2005).

6.2.1.3. Noise reduction

Document indexing is the stage of clustering in which noise is usually introduced
and often influences clustering solutions. The partitional approach is improved by

addressing the noise problem with the PAM (k-medoids) algorithm (Krishnapuram et
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al., 1999). However, its computational cost makes the algorithm impractical for large
collections, unless dimensionality of their representation is reduced. Chapter 5,
though, presents experimental results of clustering a few thousands files with the al-
gorithm in reasonable time. However, the evaluation provides evidence that partition-
al clustering is not suitable for discovering clusters of varying sizes that align well to

human judgement (see Fig. 5.5).

6.2.1.4. Context-aware dimensionality reduction

A strategy for achieving better speed performance and scalability of the k-means
family of algorithms is obtained by the dimensionality reduction techniques such as
the Latent Semantic Indexing (LSI). This algebraic indexing method enables a mech-
anism for low dimensional document representation based on word co-occurrence.
This approach relies on a higher-order structure of the words (Deerwester et al.,
1990). This structure is referred to as semantic although, no external knowledge
source is used. Semantic structure is derived from a document-term matrix on the en-
tire collection by considering the top 100 to 300 components. In the evaluation sec-
tion of chapter 4 is shown that SETS normalisation with concept indexing document
representation provides better clustering solutions than the Porter stemmer and TF-
IDF weighting in VSM representation. In addition, concept indexing not necessary
needs dimensions reduction due to its design. And yet, concept indexing outperforms
the base-line method with k-means clustering algorithm for selected series of 100,
200, and 300 component sub-spaces. The achieved approximation with SVD on doc-

ument normalisation obtained with concept indexing to the original document space is
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better than the base-line since algorithm since the clustering solutions deviate less

across dimension reductions.

6.2.1.5. Kernel-based document representation

The dimensionality reduction is further improved by the kernel-based document
representation techniques. This representation is successfully used for document rank-
ing and filtering. It is particularly useful for partitioning large collections. The kernel
methods such as kernel k-means and spectral clustering (Ng et al., 2001) are used to
deal with the inadequacy of the standard k-means algorithms to separate clusters that
are not linearly separable in the input space. Kernel algorithms first map the input
data into a high dimensional non-linear space and then a kernel function places the
result of the mapping implicitly into a pre-selected feature space. Then, the Euclidian
distance measures the distance in the projected results. The spectral clustering forms
tight clusters in an eigenvector subspace (Karatzoglou and Feinerer, 2006). The ker-
nel-based approaches are application-oriented. Nevertheless, the full string kernel
technique is usually used to construct the matrix prior to partitioning, since this tech-
nique is more generic than the other kernel-based techniques. The evaluation of the
spectral clustering with string kernel demonstrates very strong time performance and
produces better clustering solutions than the standard k-means algorithm (Ng et al.,
2001). However, to compute the kernel matrix requires long execution time, which
makes the performance of the kernel-based algorithms strongly dependable on the
length of the string. The shorter string kernel, the better speed and the poorer perfor-
mance. Therefore, it is difficult to find a good trade-off between these characteristics

for a specific collection for a particular task.
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6.2.1.6. High number of clusters

Hierarchical clustering approach alleviates the restrictive similarity driven relations
between documents produced by the partitional clustering. Hierarchical clustering
algorithms produce as many clusters as necessary to separate documents with unique
context. The hierarchical clustering employs agglomerative and divisive algorithms to
cluster documents. The former builds a hierarchy of clusters bottom-up. It measures
iteratively the similarity between every two pairs of clusters and merging the most
similar (Kaufman and Rousseeuw, 2005). The latter builds a hierarchy of clusters top-
down. It starts from the top with all documents in one large cluster. The variants of
this family of algorithms differ from each other by the similarity measure (Zhao and
Karypis, 2001). The similarity measure considers the global distribution of the docu-
ment representation and splits recursively the cluster by using a flat clustering algo-
rithm until each document is in its own singleton cluster (Manning et al., 2008). The
latter approach can be considered as a variant of the partitional clustering, which does
not consider pre-defined number of clusters. Clustering completes when documents
are clustered together by similarity without any restrictions imposed on the relations
between documents, i.e. number of clusters.

The top-down approach is more efficient than the bottom-up when the complete hi-
erarchy of the tree structure is not generated. The approach of not considering parts of
the clustering algorithm is later utilised in an improved clustering methodology pre-
sented in section 6.3. The divisive approach produces more accurate hierarchies ac-
cording to the typical f-measure when is used in combination with partitional cluster-

ing (Steinbach et al., 2000). The agglomerative algorithms maintain high homogenei-
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ty within the clusters by employing different techniques for measuring similarity be-
tween documents that rely on typical hierarchical clustering algorithms. Therefore, a
good trade-off between the complexity of the similarity measure and the homogeneity

of the produced clustering solutions is important for the clustering solutions.

6.2.1.7. Transactional clustering

A clustering approach, which is not document centric, but provides substantial in-
fluence on effectiveness is transactional clustering. This clustering is based on fre-
quent itemsets (Wang et al., 1999). Clustering solution produced by itemset-based
algorithms produce close to human judgement clustering solutions. The transaction-
based similarity approach groups documents together if they share many frequently
repeating items, which provide sustainable homogeneity, i.e. cluster-centred similari-
ty. This approach does not perform well if itemsets are sparsely scattered and do not
satisfy spectral clustering requirements. However, it provides mechanism towards
dynamic transactional clustering, which is a foundation for multiple viewpoint per-

spective to document clustering.

6.2.1.8. Itemset clustering

The itemsets approach provides better clustering and meets the spectral require-
ments of the clustering, e.g. HFTC (Beil et al., 2002) and FIHC (Fung et al., 2003) by
using the simple frequency of co-occurrence. The difference in co-occurrence is that
the HFTC considers low-dimensional frequent term sets, whilst the FIHC uses the
global frequent itemsets that appears in more than minimum fractions of the docu-

ment. The multiple viewpoint perspective to document clustering uses the co-
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occurrence of the itemsets locally or globally to create a particular single-view, i.e.
one clustering solution. HFTC is not suitable for large document collections but pro-
duces accuracy comparable to the “bisecting” k-means. On the other hand, the FIHC
is proven to be scalable, fast and very accurate, and eases browsing and navigation
among documents (Fung et al., 2003) based on inter-cluster similarity. A change in
global and local distribution trade-off would provide different clustering solutions.
The itemsets approach is used to discover clusters embedded in sub-spaces of a
high dimensional data (Jing, 2008). This methodology includes bottom-up, e.g. simul-
taneous keyword identification and clustering of text documents (Frigui and O.
Nasraoui, 2004), and iterative top-down, e.g. adaptive subspace iteration (Li et al.,
2004), search approaches. The difference between the methods is in the local measure
that determines the evaluation of the subspaces. The SKWIC is unsupervised algo-
rithm that uses cluster-dependent keywords weighting to identify clusters that are the
most dissimilar in particular keyword sets, i.e. the terms are not tolerated equally
(Fountain et al., 1991). The algorithm allows clusters to be located by a special key-
word set, therefore, if the keywords change the clusters will change and depending on
the perspective defined by the keywords a different clustering solution will be pro-
duced. The flexibility of the algorithm is benefitted from richer feature relevance rep-
resentation. SKWIC demonstrates that the feature relevance corresponds to a generic
cluster theme (Frigui and O. Nasraoui, 2004). Therefore, every cluster is not identi-
fied only by unique terms but is defined also by the degree of representation of the
terms. This characteristic is used by the ASI, which allows explicit modelling of the

subspace structure associated with each cluster.
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6.2.1.9. Strategies for improvement of clustering

A comparison of different clustering solutions according to entropy and overall
quality of the similarity measures is conducted on the results presented in chapter 5.
These clustering solutions (see Fig. 5.5) can be improved if there are no clusters that
contain only one document, i.e. excluding these documents from clustering solutions
should alleviate the problem. This approach of excluding documents from clustering
solutions is similar to the hierarchical top-down approach. The similarity between
both approaches is that hierarchical algorithms with top-down approach will place
such documents in separate clusters, i.e. clustering will complete when certain coher-
ence is obtained. Then, the produced clusters will have high internal homogeneity and
external separation.

The overall performance of the hierarchical clustering is better than the partitional
clustering but the high computing complexity in measuring similarity between docu-
ments makes it the second choice for large collections. The standard k-means algo-
rithm is a good starting point for further development of the partitional algorithms,
but all enhancement of this algorithm reported in the literature achieve no more than

5% improvement of the clustering solutions at very high computational complexity.

6.2.2. Similarity-based Clustering

The model-based document clustering is challenged by word polysemy. The fact
that in information retrieval the relevant documents might be indexed with words that
a user with a perspective different from the domain knowledge would not use in re-

trieval queries pushes clustering to explore more advanced clustering techniques. The
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similarity-based clustering is more advanced approach to clustering than the model-
based. The reason is that it take into consideration relationships, which exist in an
external knowledge resource to aggregate index and/or use it in the similarity measure
(Setchi and Tang, 2007, Xiao, 2010). And yet, the similarity-based clustering employs

model-based algorithms to produce clustering solutions.

6.2.2.1. Word sense disambiguation improves clustering

A step towards improved clustering is using the words’ meaning. Therefore, exter-
nal knowledge sources such as ontologies, lexicons and dictionaries, are employed by
algorithms for disambiguating words’ sense (WSD). This will enable algorithms to
deal with word polysemy (Ide and Veronis, 1998). The purpose of WSD is to acquire
index using the context of the documents that is relevant to the document theme (lde
and Veronis, 1998). The unsupervised WSD algorithms are of a particular interest to
this thesis. They identify text-based repetitive patterns in a large data set, without the
benefit of using pre-tagged data, to acquire meaning for the words contained in text.
The algorithms then grouped together similar patterns. Document index is aggregated
using the acquired patterns. Documents that share common patterns are grouped to-
gether in clusters by maintaining as high coherence as possible. The unsupervised
approach to WSD is powerful and scalable.

The concept indexing is considered by this thesis to disambiguate the words mean-
ing on concept level. SETS employs concept indexing, which is a thesauri-based ap-
proach to document representation. SETS is scalable approach, which demonstrates
improved clustering coherence and consistency to human judgment on a large scale.

In addition, it overcomes the knowledge acquisition bottleneck by using the semantic
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structure of a thesaurus (Yarowsky, 1992) and by exploiting the explicit synonymy
relations between words’ meanings allows dealing with polysemy. The similarity be-
tween words is measured by their distance in the semantic structure of an external
knowledge source (Jarmasz and Szpakowicz, 2003b). Thus, a concept distance is
measured on the distance between two concepts in the thesaurus structure (Wu and
Palmer, 1994). Chapter 5 shows clustering results obtained with a distance matrix and
a many-to-many similarity matching based on an optimal matching for two multi-
dimensional distributions. This clustering approach produces worse clustering solu-
tions according to human judgement than the base-line algorithm. The reason for this
poor consistency to human judgement is that the used many-to-many matching
measures the distance between any two distributions, i.e. to much finely granulated
information is considered. However, it performs very consistently for a wide range of
k. In addition, it is observed that document distributions across different clustering
solutions are closer to the distribution of documents according to human judgement
(see Fig. 5.3 and Fig 5.5).

The evaluation presented in chapter 5 demonstrates the inadequacy of the typical
one-to-one similarity matching proposed in the literature (Blair, 1979, Salton and
Buckley, 1998, Baeza-Yates and Ribeiro-Neto, 1999, Aslam and Frost, 2003) to
measure the distance between any two documents with various topics (Wan, 2007),
i.e. poor performance of one-to-one measure across domains. The EMD-based simi-
larity measure overcomes the disadvantages of the one-to-one measure by seeking
document commonality in shared by the documents common context. This approach
provides more scalable distance measure that performs better in a collection of docu-

ments with various topics (Wan and Peng, 2005b, Wan, 2007). Although, this meas-
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ure provides segmentation that is aligned well to human judgments (Hearst, 1997) the
base-line algorithm produces clusters that align better to human judgement than clus-
tering solutions produced by clustering algorithms that employs the EMD-based simi-
larity measure. Even statistical information derived from a large corpus used in con-
junction with external knowledge, which mixture theoretically should align clustering
solutions close to human judgement (Patwardhan, 2003), demonstrates poor results

(see section 5.7).

6.2.2.2. Reduced number of observations simplifies clustering

Similarity-based and model-based clustering methodologies face a practical prob-
lem to dealing with high dimensional data, i.e. large document-term matrices. There-
fore, clustering solutions cannot rely on complex similarity measures that produce
consistent with human judgement clusters (Yang et al., 2008) which are used and test-
ed on a small scale. The distributional approach to document clustering, which is
based on word/concept distributions over the documents, provides a more compact
representation of the data by maintaining maximum mutual information between the
probability distribution (Slonim and Tishby, 2000, Slonim et al., 2002). Important
observation is that clustering solutions produced by distributional clustering are infe-
rior if word clustering is not performed prior to document clustering (Slonim and
Tishby, 2000).

The Contextual Document Clustering (CDC) describes the probability distribution
of a set of words that co-occur with a given word in a document. It is based on distri-
butional clustering and identifies documents, which belong to highly specific contexts

(Mcdonald et al., 2004). Since CDC relies on a distribution of subjects related to
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words they are used to form the basis for creating thematic clusters of documents
(Baker and Mccallum, 1998). In contrast to the literature, this thesis uses the idea of
this method not to group semantically related documents together (Mcdonald et al.,
2004), but to identify documents that do not share enough similarity with the rest of
the documents in a collection, i.e. document that form one-document cluster (see Fig.
6.1). The purpose of using this idea is not to provide a compact representation of doc-
uments but to provide a mechanism that automatically, in unsupervised manner, dis-
covers one-document-clusters and removes these documents from the document col-
lection prior to clustering. Thus, the dimensionality remains the same, but the number

of observations, i.e. the rows in document-term matrix, decrease.
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This task is completed without any use of pre-defined categories or labels, regard-
less of the clustering criteria. Thus, this approach to clustering will alleviates the
problem of partitional clustering, which partitions documents in a pre-defined number
of clusters. The thematic complexity of document will be reduced since documents
left in the representation of the collection will topically vary less. This complexity
cannot be adequately expressed by the traditional partitional algorithms. The aim of
suggested approach is to produce low complexity mechanism, which to be suitable for

large scale clustering.

6.2.2.3. Semantic relations between words improve clustering

An important requirement to the methodology proposed in the next section is to
consider a document representation that uses various relationships between words to
measure pair-wise document similarity (Hotho and Staab, 2003, Yang et al., 2008).
Thus, documents that refer to various topics can be re-grouped in many meaningful
clusters. Therefore, it is important to avoid placing large number of documents into a
single cluster (see section 5.7). Nevertheless, the experimental results shown in chap-
ter 5 of this thesis, demonstrate that the traditional clustering algorithms cluster large
number of documents in one cluster for small values of k (see Fig. 5.4.b). Alternative
document groupings can be produced by employing a similarity measure that commits
to different relations between words/concepts established in the ontology employed
by the algorithm. Since, the relations between words are explicitly defined in the on-
tology, a different clustering perspective can be produced by using a different set of

relations. Theoretically, the proposed approach should demonstrate higher precision,
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whilst the term-based method higher recall and yet, the results are dependent on the

collection used to evaluate.

6. 3. Methodology for improved clustering solutions

This section proposes a methodology, which will enable clustering solutions gener-
ated by traditional algorithms to be consistent and well aligned to human judgement.
The methodology will achieve that by excluding from the collection representation
documents that do not share enough similarity with the rest of the documents for a
given level of abstraction documents (see Fig. 6.1). The excluded documents are as-
sumed to introduce noise to clustering solutions. Therefore, a clustering solution pro-
duced from the representation of a collection that has fewer of these documents in it is
believed to be better aligned to human judgement. Different levels of abstraction de-
rive different representations of the same collection. Every representation of a collec-
tion provides different perspective to the relations between the documents within the

collection and thus, multiple viewpoints are generated.

6.3.1. Document concept similarity

Chapter 5 provides evidence in support of the poorly aligned clustering solutions
produced by the optimal-matching similarity measures from the view point of human
judgement. Therefore, an alternative mechanism for measuring the document similari-
ty is proposed in this section.

The similarity measured between two documents is likely to be greater than zero in
relation to human judgment, i.e. human judgment, according to the cognitive science,
always finds certain resemblance between two objects when the comparison task is to
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establish similarities between them. Therefore, theoretically any two documents could
share features that will enable establishing a relation of similarity between them. In
figure 6.2 is shown an algorithm for measuring document concept similarity between
two documents represented by the concept indexing. Both documents are represented
with concept indexing so that C,; > Cg4, , which represents documents that have
different length by means of words. A concept similarity function is proposed to
measure similarity between two documents using the algorithm shown in Fig. 6.2 by
using equation (6).
Doc 1 DocC 2

Ca1
Cuz2
Cez3

(-____C ______ ~ Com-1

C.,gm

——._)
Document Symmetry

Figure 6.2 Presentation of documents with concept indexing: a - same concepts differ-
ent place (SCDP); b - same concepts same place (SCSP); ¢ - different concept most ap-
propriate place (DCMAP)

The document concept similarity uses equation (6) to calculate similarity produced
by the separate matching of the presented in Fig. 6.2 concept index. A detailed expla-
nation of the matching is presented below.

DCS =(3*SCSP + 2*SCDP + DCMAP )/m (6)
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The proposed document concept similarity (DCS) measures similarity between two
documents by considering matching relations a to ¢ from Fig. 6.2. The equation is
shown to take into consideration the concepts’ number and position from the docu-
ment representation structure. Relations between documents based on Fig 6.2.b, i.e.
same concept same place — SCSP, contribute to the similarity between documents
most. The number of concepts that are shared by the two documents through SCSP
relation is multiplied by 3. On the other hand, the number of concepts that are shared
by the two documents through relation SCDP (see Fig. 6.2.a) is multiplied by 2. The
last relation that documents are related through is DCDP, i.e. these concepts are not
shared by the two documents, but their similarity to each other is calculated through
the distance matrix from Table 5.1. The optimal matching is used to measure similari-
ty between these concepts. One concept is used only once in the matching and the
concepts with a higher rank, i.e. a grater representative weight, are considered by the
optimal matching with priority over the others. The similarities measured for concepts
that establish relations between the documents through DCDP are added up. In the
end, similarity measured through SCSP, SCDP, and DCDP relations are summed and
added to the total score of DCS. To avoid documents with greater number of concepts
in their representative index to have advantage over the shorter documents, the final
result is normalised by min(m,n), i.e. the smaller number of concepts in the repre-

sentative index for the two documents.
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6.3.2. Levels of abstraction

The DCS measures the concept similarity between documents by using the many-
to-many matching technique. Nevertheless, the evaluation section in chapter 5 shows
that EMD similarity measure, which is based on the many-to-many matching, produc-
es inconsistent to human judgement clustering solutions. According to the summary
section 5.8 in chapter 5, the many-to-many matching needs a limitation for which a
similarity between two documents to be measured. Since, the DCS matching com-
pares similarities between concepts; the limitation for which a similarity is returned is
called level of abstraction (concepts organise words in higher order of knowledge
structure and provide abstract representation of documents). The level of abstraction
is marked with LoA so that a high value of this parameter corresponds to low level of
abstraction and vice versa. A restriction manifested by the LoA is considered to im-
pose limitations on the pair-wise document similarities used by clustering algorithms
to produce clustering solutions (Fig. 6.3). In case DCS value is greater than LoA, the
EMD-based similarity between documents is returned, otherwise, the similarity re-
turned is 0, i.e. the distance between the two documents is set to 1 (see Table. 6.1).
The difference between the distance matrix used in chapter 5 and the matrix built by

using the algorithm in Fig. 6.3 is shown in Table 6.1.

If DCS > LoA then
Pair-wise Document Similarity

EMD
Else

Il
o

Pair-wise Document Similarity
Figure 6.3 LoA and matching limitation
LoA defines abstraction through which two documents are considered similar. A

discrete LOA value set prior to clustering, enables a level of abstraction to be used in
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measuring similarity between documents. Clustering firstly measures a similarity be-
tween a central for a cluster document and a candidate document, and places the latter
in the closest by similarity to the central document cluster. If a similarity measured
between two documents is 0, i.e. the distance between them is 1, then the document
that is not central for a cluster is considered not similar enough with the rest of the
documents in that cluster for the pre-selected level of abstraction. In case a document
is considered not similar enough with the rest of the documents from all other clus-
ters, then this document is excluded from the entire clustering solution for the pre-
selected level of abstraction.

Thus, a user is enabled to set a level of abstraction for which a similarity between a
pair of documents is measured. Table 6.1 shows the distance matrix updated from
chapter 5 (see Table 5.2.). A row and a column in red illustrate one-document-
clusters, i.e. a document, which is found to introduce noise to a clustering solution.
Therefore, if rows and columns coloured only in red are excluded from a clustering
solution, then clusters produced by traditional algorithms should be consistent and
well aligned to human judgement. The consistency of the produced clustering solu-
tions with human judgement is for a LoA value selected prior to clustering. A modifi-
cation of the level of abstraction produces different clustering solutions, respectively

with lower or higher level of abstraction.
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Table 6.1 Distance matrix with level of abstraction

D1 D2 D3 D4 DS D6

D2 1.1554

D3 1 1

D4 1.2360 1 1.2449

DS 1 1 1 1

D6 1.3066 1 1.1104 1 1.4494

D7 1.090 1 1.1243 1 1.7990 1.4641

An objective for the evaluation of the proposed methodology is to observe the con-
sistency of clustering solutions with human judgement for different levels of abstrac-
tion. The evaluation presented in section 6.5 repeats methodologically the evaluation
from chapter 5. The evaluation of the proposed methodology investigates whether a
clustering solution produced by clustering algorithms with a larger value for LOA, i.e.

low level of abstraction, aligns better to human judgement.

6. 4. lllustrative example

This section presents an illustrative example, which is part of preliminary experi-
ments conducted on the Wikipedia collection in the process of developing the pre-
sented in this chapter clustering methodology. The methodology aims to produce
clustering solutions in closer relation to human judgement. The presented example
demonstrates how the ambiguous pair-wise document similarity produced by the
many-to-many matching (i.e. the EMD similarity measure) has improved the con-
sistency of similarity measured between documents with author’s judgement by using
a document concept similarity (DCS), i.e. a level of abstraction for which a similarity
between two documents is measured. The level of abstraction (LoA) used for the ex-
ample in table 6.2 is 1.5 and above, whilst for the example shown in table 6.3 the LoA

is less than 1.5. The former removes documents that introduce noise. The latter
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demonstrates the inconsistency of the similarity measured between documents that are
believed to introduce noise to a collection. Similarly to the illustrative example in
chapter 5, the author of this thesis evaluates the similarity measured between docu-
ments. Therefore, the evaluation presented in tables 6.2 and 6.3 might be biased to-
wards author’s understanding and motivation.

The illustrative examples shown in tables 6.2 and 6.3 represent similarity that doc-
uments from folder AY*® have to document AYwiki00011 (only the top 40 docu-
ments are displayed). The author’s understanding of the document is that it refers to a
person who is a politician, affiliated with the United Nations. Therefore, documents
that convey political topics and refer to policy making, activity of the United Nations
etc, are regarded as similar. Respectively, documents are considered to introduce
noise if they do not convey these topics. It is observed that documents with fewer
words are likely to be wrongly classified as similar.

The first column of table 6.2 contains observation number; the second column con-
tains information with regard to the documents for which an EMD distance (forth col-
umn) and DCS (fifth column) are measured, i.e. number of concepts assigned to doc-
uments and number of words contained in documents, which will provide information
of how the two measures cope with measuring similarity between documents with
different length; the last column contains the author’s judgement for the similarity

between documents.

16 All files from folder AY are available online at http://kescrunch.engin.cf.ac.uk/keswiki/AY/
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The constraints applied on the documents are the same as those in the presented il-
lustrative example in chapter 5. The minimum number of concepts per document is
40, the maximum is 90, and the gap between concepts is set to unlimited. All docu-
ments in table 6.2 are sorted in descending order by DCS value. It can be observed
that all 40 documents in table 6.2 have 90 concepts. The number of concepts is im-
portant for measuring similarity when LoA is employed. The numbers of documents
that comply with all of the described constraints reduce the original number of files in
folder AY from 99,997 to 220, i.e. 220 documents have DCS > 1.5. After the results
are analysed by author’s judgement, all 40 documents are found to be relevant to the
document AYwiki00011, which is a significant improvement in comparison to the
example presented in chapter 5.

The constraints on the document presented in table 6.3 are the same as those ap-
plied on the documents in table 6.2 with the only difference that the LoA is set to less
than 1.5. The number of documents is reduced from 99,997 to 71,571. The EMD and
DCS measures perform inconsistently with author’s judgement. This manual evalua-
tion provides evidence that LoA adequately removes documents that reduce the con-
sistency of clustering solutions with authors’ judgement. Section 6.5 provides objec-
tive evaluation of the same approach but conducted independently from the author’s

understanding and motivation.
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Table 6.2 Document similarity measured (LoA > 1.5, top 40)

N Files EMD DCS Similar-
Cip— UM of concepts; Wap —NUM of words ity
1 | AYwiki00011(c1=90-w1=156) -> AYwiki00011(c2=90-w2=156): 0 3 calibration
2 | AYwiki00011(c1=90-w1=156) —-> AYwiki88537(c2=90-w2=117): (.1241 1.811 excellent
3 | AYwiki00011(c1=90-w1=156) > AYwikil7349(c2=90-w2=136): (.0703 1.7667 excellent
4 | AYwiki00011(c1=90-w1=156) >  AYwiki56672(c2=90-w2=89): 00644 1.711 excellent
5 | AYwiki00011(c1=90-w1=156) —-> AYwiki01800(c2=90-w2=221): 0.0618 1.7 excellent
6 | AYwiki00011(c1=90-w1=156) > AYwiki37929(c2=90-w2=100): 0.0722 1.7 excellent
7 | AYwiki00011(c1=90-w1=156) > AYwiki04013(c2=90-w2=133): 0.1119 1.7 excellent
8 | AYwiki00011(c1=90-w1=156) > AYwiki02748(c2=90-w2=181): (.2048 1.7 excellent
9 | AYwiki00011(c1=90-w1=156) > AYwiki40347(c2=90-w2=120): 0.1473 1.689 excellent
10 | AYwiki00011(c1=90-w1=156) -> AYwiki88591(c2=90-w2=107): (.0922 1.678 excellent
11 | AYwiki00011(c1=90-w1=156) ->  AYwiki46929(c2=90-w2=63): 0.1642 1.667 excellent
12 | AYwiki00011(c1=90-w1=156) —-> AYwiki88514(c2=90-w2=101): (.1174 1.656 excellent
13 | AYwiki00011(c1=90-w1=156) ->  AYwiki88603(c2=90-w2=98): (0.1207 1.656 excellent
14 | AYwiki00011(c1=90-w1=156) >  AYwiki37567(c2=90-w2=97): (0.1417 1.644 excellent
15 | AYwiki00011(c1=90-w1=156) ->  AYwiki33109(c2=90-w2=72): 0.1601 1.644 excellent
16 | AYwiki00011(c1=90-w1=156) > AYwiki69411(c2=90-w2=145): (0.2012 1.644 excellent
17 | AYwiki00011(c1=90-w1=156) > AYwiki63598(c2=90-w2=116): (3855 1.644 excellent
18 | AYwiki00011(c1=90-w1=156) -> AYwiki88595(c2=90-w2=142): 0.0889 1.633 excellent
19 | AYwiki00011(c1=90-w1=156) >  AYwiki47225(c2=90-w2=99): (0.1195 1.633 excellent
20 | AYwiki00011(c1=90-w1=156) > AYwiki88619(c2=90-w2=144): 0.1689 1.633 excellent
21 | AYwiki00011(c1=90-w1=156) > AYwiki48318(c2=90-w2=159): (2171 1.633 excellent
22 | AYwiki00011(c1=90-w1=156) > AYwiki47608(c2=90-w2=130): (0.2288 1.633 excellent
23 | AYwiki00011(c1=90-w1=156) >  AYwiki33154(c2=90-w2=94): (04717 1.633 excellent
24 | AYwiki00011(c1=90-w1=156) > AYwiki33493(c2=90-w2=103): 0.0767 1.622 excellent
25 | AYwiki00011(c1=90-w1=156) > AYwiki49472(c2=90-w2=137): 0.1063 1.622 excellent
26 | AYwiki00011(c1=90-w1=156) >  AYwiki86367(c2=90-w2=95): (.1382 1.622 excellent
27 | AYwiki00011(c1=90-w1=156) > AYwiki37788(c2=90-w2=166): (1387 1.622 excellent
28 | AYwiki00011(c1=90-w1=156) > AYwiki47559(c2=90-w2=103): 0.1705 1.622 excellent
29 | AYwiki00011(c1=90-w1=156) > AYwikil7486(c2=90-w2=131): 0.1750 1.622 excellent
30 | AYwiki00011(c1=90-w1=156) >  AYwiki38614(c2=90-w2=78): (.1782 1.622 excellent
31 | AYwiki00011(c1=90-w1=156) > AYwiki02605(c2=90-w2=121): (3725 1.622 excellent
32 | AYwiki00011(c1=90-w1=156) > AYwiki56708(c2=90-w2=139): 0.1012 1.611 excellent
33 | AYwiki00011(c1=90-w1=156) > AYwiki24175(c2=90-w2=179): 0.1460 1.611 excellent
34 | AYwiki00011(c1=90-w1=156) >  AYwiki52137(c2=90-w2=79): 0.1464 1.611 excellent
35 | AYwiki00011(c1=90-w1=156) > AYwiki56683(c2=90-w2=160): 0.1532 1.611 excellent
36 | AYwiki00011(c1=90-w1=156) > AYwiki45167(c2=90-w2=139): (.1556 1.611 excellent
37 | AYwiki00011(c1=90-w1=156) >  AYwiki60119(c2=90-w2=61): 0.1620 1.611 excellent
38 | AYwiki00011(c1=90-w1=156) > AYwiki88523(c2=90-w2=127): (0.2099 1.611 excellent
39 | AYwiki00011(c1=90-w1=156) > AYwiki01669(c2=90-w2=114): (02668 1.611 excellent
40 | AYwiki00011(c1=90-w1=156) AYwiki58368(c2=90-w2=101): (02984 1.611 excellent
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Table 6.3 Document similarity measured (LoA < 1.5, top 40)

N Files EMD DCS Similarity
Cyp—NUM of concepts; Wap —NUM of words

AYwiki00011(c1=90- > not bad

1 w1=156) AYwiki09439(c2=77-w2=15): 0.1335 1.493506
AYwiki00011(c1=90- > bad

2 w1=156) AYwiki78585(c2=75-w2=20): 0.2785 1.493333
AYwiki00011(c1=90- > bad

3 w1=156) AYwikid3743(c2=73-w2=16): 0.2842 1.493151
AYwiki00011(c1=90- > bad

4 w1=156) AYWwiki56864(c2=69-w2=18): 0.3258 1.492754
AYwiki00011(c1=90- > bad

5 w1=156) AYwiki71198(c2=55-w2=14): 0.3058 1.490909
AYwiki00011(c1=90- > bad

6 w1=156) AYwiki71215(c2=55-w2=14): 0.3058  1.490909
AYwiki00011(c1=90- > bad

7 w1=156) AYwiki71216(c2=55-w2=14): 0.3058 1.490909
AYwiki00011(c1=90- > bad

8 w1=156) AYwiki71218(c2=55-w2=14): 0.3058  1.490909
AYwiki00011(c1=90- > bad

9 w1=156) AYwiki71223(c2=55-w2=14): 0.3058 1.490909
AYwiki00011(c1=90- > bad

10 w1=156) AYwiki71224(c2=55-w2=14): 0.3058  1.490909
AYwiki00011(c1=90- > bad

11 w1=156) AYwiki71228(c2=55-w2=14): 0.3058 1.490909
AYwiki00011(c1=90- > bad

12 w1=156) AYwiki71229(c2=55-w2=14): 0.3058  1.490909
AYwiki00011(c1=90- > not too

13 w1=156) AYwiki40861(c2=49-w2=20): 0.1606 1.489796 bad
AYwiki00011(c1=90- > bad

14 w1=156) AYWwiki21592(c2=49-w2=17): 0.2289 1.489796
AYwiki00011(c1=90- > excellent

15 w1=156) AYwiki30283(c2=47-w2=9): 0.3122 1.489362
AYwiki00011(c1=90- > bad

16 w1=156) AYwiki43325(c2=47-w2=9):  0.4675 1.489362
AYwiki00011(c1=90- > good

17 w1=156) AYWwiki49572(c2=90-w2=24): 0.0871 1.488889
AYwiki00011(c1=90- > very good

18 w1=156) AYwiki61065(c2=90-w2=37): 0.0940  1.488889
AYwiki00011(c1=90- > very good

19 w1=156) AYwiki46990(c2=90-w2=58): 0.1354  1.488889
AYwiki00011(c1=90- > good

20 w1=156) AYwiki26551(c2=90-w2=65): 0.1574 1.488889
AYwiki00011(c1=90- > very good

21 w1=156) AYwiki65344(c2=90-w2=68): 0.1697 1.488889
AYwiki00011(c1=90- > not too

22 w1=156) AYWwiki47945(c2=90-w2=64): 0.1736 1.488889 bad
AYwiki00011(c1=90- > not bad

23 w1=156) AYwiki06377(c2=90-w2=74): 0.1754 1.488889

24 AYwiki00011(c1=90- 2 AYWiki57510(c2=90- 0.1762 1.488889  Very good
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26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

W1=156)

AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-
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AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-
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AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-

w1=156)

AYwiki00011(c1=90-

w1=156)

w2=138):
AYwiki57308(c2=90-
w2=133):

AYWwiki89695(c2=90-w2=55):

AYwiki21282(c2=90-
w2=235):
AYwiki07675(c2=90-
w2=128):
AYwiki41990(c2=90-
w2=122):
AYwiki23714(c2=90-
w2=177):

AYwiki44234(c2=90-w2=53):
AYwiki46912(c2=90-w2=79):
AYwiki54659(c2=90-w2=99):
AYwiki58447(c2=45-w2=10):
AYwiki50662(c2=90-w2=26):
AYwiki60132(c2=90-w2=41):
AYwiki36033(c2=90-w2=44):
AYWwiki29912(c2=90-w2=32):

AYWwiki79569(c2=90-w2=92):

AYwiki97312(c2=90-
w2=430):

0.1772

0.1776

0.1905

0.2008

0.2019

0.2030

0.2040

0.2101

0.2149

0.2181

0.2284

0.2449

0.2635

0.2645

0.2774

0.2817

1.488889

1.488889

1.488889

1.488889

1.488889

1.488889

1.488889

1.488889

1.488889

1.488889

1.488889

1.488889

1.488889

1.488889

1.488889

1.488889

very good
not bad
not bad
very good
good
good
good
good
good
not too
bad
very bad
excellent
not too

bad
interest-

ing
very good

very good

The presented illustrative example demonstrates that documents that introduce

noise for a given LoA value can be detected and excluded from a clustering solution

when pair-wise document similarity is measured. As a result, the similarity measured

between documents improves. Therefore, the clustering solutions produced after em-

ploying the methodology proposed in this chapter are expected to have relevant to a

given level of abstraction consistency with human judgement.
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6. 5. Evaluation

This section presents an evaluation of the proposed in this chapter clustering meth-
odology. Clustering solutions presented in this section are produced by the PAM algo-
rithm and they include experiments on clustering solutions produced with different
levels of abstraction. The purpose of the experiments is to prove that clusters pro-
duced with a greater value for the LoA (a lower level of abstraction); will align better
to human judgement than vice versa. In addition, silhouette values of clustering solu-
tions obtained for the two series of experiments (each series is produced with a differ-
ent value for LoA) are analysed. A conclusion for the performance of the PAM algo-
rithm is analysed with regard to human judgement and silhouette values.

The Reuters21578 corpus benefits from manually assigned tags to documents. The
tags are used in the evaluation under the consideration that they represent an expert
opinion. The expert opinion is believed to be objective since there is no restriction
imposed on the tags. They can be any word(s) that represents the content of docu-
ments. An assumption is made that document tags in the Reuters21578 corpus are
accurate and objective. Since these tags do not change over time, human judgement
for the meaning of the documents does not change as well. In the conducted experi-

ments only the level of abstraction changes.
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Table 6.4 Comparison of silhouette values of clustering solutions (LoA > 1.5)

# SETS & EMD SETS & Cosine HJ & Cosine
Mean SD Mean SD Mean SD
5 0.14991 0.03054 0.82259 0.03916 0.62223 0.23924
10 0.15224 0.02844 0.75836 0.04212 0.55877 0.19984
15 0.16907 0.02920 0.68598 0.09119 0.61894 0.15447
20 0.17107 0.03512 0.62659 0.07123 0.69031 0.13809
25 0.18996 0.03150 0.61175 0.06955 0.74755 0.14460
30 0.21655 0.03711 0.54613 0.09686 0.72535 0.19856
35 0.23813 0.03808 0.51042 0.08195 0.75643 0.22058
40 0.26093 0.03461 0.42050 0.09910 0.69930 0.25483
45 0.27739 0.03553 0.34644 0.08825 0.51211 0.30740
50 0.29232 0.03396 0.33963 0.09695 0.38727 0.25976
Total 0.21176 0.03341 0.56684 0.07764 0.63183 0.21174

EMD - Earth Mover's Distance (in conjunction with SETS)

SETS - Semantically Enhanced Text Stemmer

HJ - Human Judgment (Reuters Corpora onTopics tags)

The experimental results shown in Table 6.4 are conducted with a LoA value equal
to 1.5 or above. The silhouette values for the SETS & EMD are still very low in com-
parison to the SETS & Cosine that is used as a base-line algorithm. The deviation in
total of the base-line results is more than twice larger than the total value for SETS &
EMD. The last column of Table 6.4 shows that the silhouette values obtained for HJ
& Cosine significantly increase in comparison to the experimental values presented in
Chapter 5 Table 5.6 (in Total from 0.19328 to 0.63183). This suggests that documents
excluded from the clustering solutions for the relevant LoA value introduce noise to
the clustering solutions analysed in chapter 5. After the documents, which are found
to introduce noise, are excluded from the clustering solutions they are better separat-
ed, more consistent and better aligned to human judgement. The improvement of the
clusters coherency and their consistency with human judgment is for a wide range of

values for k. This concludes that by modifying the levels of abstraction clustering so-
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lutions well aligned to human judgment can be produced. The overall coherence of

the clusters produced with human judgment is higher than the other two series of clus-

tering. Table 6.4 provides evidence that after documents that are found to introduce

noise are removed from clustering solutions clustering silhouette values are an ade-

quate measure for the quality of the clustering results in relation to human judgement.

Table 6.5 Consistency of clustering solutions with human judgement (LoA > 1.5)

HJ & Cosine HJ & Cosine

OVERLAP OVERLAP
# SETS & EMD SETS & Cosine

Mean SD Mean SD
5 33.99% 8.03% 64.56% 18.64%
10 20.03% 3.54% 46.61% 12.93%
15 15.52% 1.90% 39.69% 9.00%
20 12.63% 1.41% 34.91% 5.00%
25 11.12% 1.23% 32.99% 4.65%
30 10.10% 1.22% 29.89% 4.20%
35 9.49% 1.38% 27.19% 3.79%
40 9.15% 1.58% 24.18% 3.27%
45 8.75% 1.65% 21.81% 3.11%
50 8.21% 1.68% 20.32% 3.20%
Total 13.90% 34.22%
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b)
a) topological groupings: document representation — SETS; similarity measure - EMD
b) silhouettes of the clusters and distribution of files per cluster

Figure 6.4 A clustering solution according to the proposed algorithm - LoA > 1.5
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clusplot(pam(x =tagsMat, k =i))
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b)
topological groupings: document representation — Human Judgement (tags from the Reu-
ters21578); similarity measure - cosine
silhouettes of the clusters and distribution of files per cluster

Figure 6.5 A clustering solution according to Human Judgment - LoA > 1.5:
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These two components explain 29.65 % of the point varability.
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b)
a) topological groupings: document representation — SETS; similarity measure - cosine
b) silhouettes of the clusters and distribution of files per cluster

Figure 6.6 A clustering solution according to a base line algorithm - LoA > 1.5
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The second part of the evaluation is shown in Table 6.5. It presents evidence that
documents clustered by human judgement and the base-line method and SETS &
EMD improve in comparison to the evaluation results in chapter 5. The experimental
results demonstrate that a large number of documents are grouped together by the
base-line approach similarly to human judgement (Figures 6.5.b and 6.6.b). The per-
centage reported in the literature and repeated in Chapter 5 of 40% is improved more
than twice for one of the sub-collections (see Table 6.5). The improvement is obtained
for all 20 sub-collections of the Reuters21578 corpus. The best clustering solutions
out of the twenty clusters exceeds a little 83%. On the other hand, the worst clustering
solution is 45.92% of the documents grouped similarly to human judgement. In addi-
tion, clusters produced with the k-means algorithm that uses SETS & EMD have in-
creased their consistency with human judgement almost twice compared to the results
presented in chapter 5. Therefore, excluding documents that introduce noise from the
representation of a document collection improves the consistency of clustering solu-
tions with human judgement.

Evaluation with lower level of abstraction (LoA >1.9)

An experiment is conducted to evaluate how clustering solutions generated with a
lower level of abstraction (larger value for LoA) influence the clustering solutions in
relation with human judgement. A suggestion is made that by increasing the value of
the LoA threshold, the results should be closer to human judgement. The increase of
LoA (from > 1.5 to >1.9) means that documents must be more similar to each other
according to the DCS value. Therefore, a value for LoA of >1.9 will include only
documents in clustering solutions that have similarity value of DCS higher than 1.9,

otherwise documents will be ignore and marked that introduce noise to the clustering
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solution. Larger value for the LoA threshold defines closer similarity relations be-
tween documents. Therefore, the abstraction of the clustering solutions will decrease

and relations between documents will increase.

Table 6.6 Comparison of silhouette values of clustering solutions (LoA > 1.9)

SETS & EMD SETS & Cosine HJ & Cosine
# Mean SD Mean SD Mean SD
5 0.23171 0.05766 0.79892 0.03754 0.83457 0.17183
10 0.23242 0.06130 0.65571 0.10831 0.81714 0.21416
15 0.25083 0.05086 0.57296 0.11473 0.61793 0.35399
20 0.26419 0.05861 0.48256 0.12807 0.29213 0.21830
25 0.29000 0.07063 0.42014 0.12493 0.20791 0.06640
30 0.28705 0.05698 0.39606 0.10202 0.19576 0.10289
35 0.28071 0.05658 0.33276 0.09147 0.19305 0.12723
40 0.26577 0.04926 0.29173 0.06475 0.18560 0.15927
45 0.23914 0.05740 0.25571 0.05767 0.17635 0.17255
50 0.21223 0.05981 0.24847 0.05422 0.15898 0.19658
Total 0.25540 0.05791 0.44550 0.08837 0.36794 0.17832

EMD - Earth