
 

 

 

 

 

Knowledge Management in the Great China Region 

An Exploration of Knowledge Creation and Knowledge 

Sharing in the Big Data Context 

 

 

2021 

 

YASI TU 

Department of Mechanical, Aerospace and Civil Engineering 

School of Engineering 

Faculty of Science & Engineering 

 



2 

CONTENT 

CONTENT ......................................................................................................... 2 

LIST OF FIGURES .......................................................................................... 9 

LIST OF TABLES .......................................................................................... 11 

LIST OF ABBREVIATIONS ........................................................................ 13 

ABSTRACT ..................................................................................................... 15 

DECLARATION ............................................................................................. 16 

COPYRIGHT STATEMENT ........................................................................ 17 

ACKNOWLEDGEMENTS ........................................................................... 18 

Chapter 1. Introduction .................................................................................. 19 

1.1 Chapter Introduction .......................................................................................... 19 

1.2 Research Background ........................................................................................ 19 

1.3 Research Questions ............................................................................................ 28 

1.4 Research Aims and Objectives .......................................................................... 30 

1.5 Research Scope .................................................................................................. 31 

1.6 Structure of the Report ....................................................................................... 32 

Chapter 2. Literature Review ........................................................................ 34 

2.1 Chapter Introduction .......................................................................................... 34 

2.2 Big Data Phenomenon ....................................................................................... 34 

2.2.1 China Background ................................................................................................ 35 

2.3 Big Data Context ................................................................................................ 37 

2.3.1 Big Data Analytics ............................................................................................... 39 

2.3.2 The Rise of Internet of Things ............................................................................. 43 

2.3.3 The Rejuvenation of Artificial Intelligence ......................................................... 45 

2.4 Data-information-knowledge Hierarchy ............................................................ 46 

2.4.1 Data and Information ........................................................................................... 48 



3 

2.4.2 Knowledge ........................................................................................................... 49 

2.4.3 Taxonomies of Knowledge .................................................................................. 51 

2.4.3.1 Characteristic Segmentation ................................................................................ 51 

2.4.3.2 Knowledge Tangibility ........................................................................................ 52 

2.4.3.3 Extra Taxonomies ................................................................................................ 55 

2.5 Knowledge Management ................................................................................... 55 

2.5.1 Structural Analysis on Knowledge Management ................................................. 56 

2.5.2 Theoretical Roots Underlying Knowledge Management ..................................... 59 

2.5.2.1 Knowledge Management Strategies .................................................................... 61 

2.5.3 Knowledge Management Processes ..................................................................... 65 

2.5.3.1 Knowledge Sharing and Transfer ........................................................................ 67 

2.5.3.2 Knowledge Creation ............................................................................................ 70 

2.5.4 Introducing KMS into Organisations ................................................................... 73 

2.5.4.1 KMS in Big Data Context ................................................................................... 76 

2.5.4.2 Other Linkages .................................................................................................... 78 

2.5.5 Summary .............................................................................................................. 79 

2.6 Conclusion ......................................................................................................... 81 

Chapter 3. Research Methodology ................................................................ 82 

3.1 Chapter Introduction .......................................................................................... 82 

3.2 Research Hierarchy ............................................................................................ 82 

3.3 Philosophical Orientations ................................................................................. 84 

3.4 Typology of Research Methodology ................................................................. 87 

3.4.1 Classification by Purpose ..................................................................................... 87 

3.4.1.1 Exploratory Methodology ................................................................................... 88 

3.4.1.2 Descriptive Methodology .................................................................................... 88 

3.4.1.3 Explanative Methodology ................................................................................... 89 

3.4.2 Inductive and Deductive Reasoning Approaches ................................................. 89 

3.4.2.1 Inductive Approach ............................................................................................. 90 



4 

3.4.2.2 Deductive Approach ............................................................................................ 90 

3.4.2.3 Abductive Approach ............................................................................................ 90 

3.4.3 Qualitative and Quantitative Methodologies ........................................................ 91 

3.4.3.1 Qualitative Methodology .................................................................................... 92 

3.4.3.2 Quantitative Methodology .................................................................................. 93 

3.4.3.3 Mixed Methods Methodology ............................................................................. 93 

3.5 Research Methods .............................................................................................. 95 

3.5.1 Qualitative Methods and Techniques ................................................................... 95 

3.5.2 Quantitative Methods and Techniques ................................................................. 99 

3.5.3 Research Design and Chosen Methods .............................................................. 102 

3.6 Conclusion ....................................................................................................... 106 

Chapter 4. Qualitative Data Collection and Analysis ................................ 109 

4.1 Chapter Introduction ........................................................................................ 109 

4.2 Data Collection and Sampling ......................................................................... 109 

4.2.1 Access Negotiation and Research Ethical Justification ..................................... 110 

4.2.2 Data Collection Methods and Techniques ......................................................... 111 

4.2.3 Qualitative Sampling .......................................................................................... 116 

4.2.4 Details of Data Collection Process ..................................................................... 117 

4.3 Overview of Coding and Analysing Procedure ............................................... 120 

4.3.1 Coding Procedures ............................................................................................. 121 

4.4 Dimension: Perception of Causality ................................................................ 123 

4.4.1 Theme: Conditions of Perception ....................................................................... 124 

4.4.1.1 Category: Data as Fuel ...................................................................................... 125 

4.4.1.2 Category: Computing as Engine ....................................................................... 126 

4.4.1.3 Category: Algorithm as Brain ........................................................................... 128 

4.4.2 Theme: Revelation of Correlation ...................................................................... 129 

4.4.2.1 Category: Ontology ........................................................................................... 130 

4.4.3 Theme: Development of Causation .................................................................... 131 



5 

4.4.3.1 Category: Decision-making............................................................................... 132 

4.4.3.2 Category: Autonomy ......................................................................................... 132 

4.4.3.3 Category: Prediction .......................................................................................... 133 

4.5 Dimension: Digitalization of the “Ba” ............................................................. 133 

4.5.1 Theme: Data Ecosystem Thinking ..................................................................... 134 

4.5.2 Theme: Virtual Community of Practice ............................................................. 135 

4.5.2.1 Category: Anonymity ........................................................................................ 135 

4.5.2.2 Category: Compatibility .................................................................................... 136 

4.5.2.3 Category: Aggregation Effect ............................................................................ 137 

4.5.3 Theme: BDC infrastructure improvement .......................................................... 137 

4.5.3.1 Category: Big Data Context .............................................................................. 138 

4.5.3.2 Category: The advantages of digital management ............................................ 142 

4.5.4 Theme: Phronesis and Techne Quantification ................................................... 145 

4.5.4.1 Category: Humanoid Services ........................................................................... 146 

4.5.5 Theme: Massive Human-Machine Collaboration .............................................. 147 

4.5.5.1 Category: Collaborative Working...................................................................... 147 

4.5.5.2 Category: Scale Effect ....................................................................................... 148 

4.6 Dimension: Expansion of Knowledge Sharing Social Channels ............................... 151 

4.6.1 Theme: Deconstruction of Knowledge Hoarding .............................................. 151 

4.6.1.1 Category: Willingness to Share Knowledge ...................................................... 152 

4.6.1.2 Category: Knowledge Asymmetry Breaking .................................................... 157 

4.6.2 Theme: Psychological Improvement by New Technology Assistance .............. 158 

4.6.2.1 Category: User Acceptance ............................................................................... 158 

4.6.2.2 Category: Scene Stimulation ............................................................................. 159 

4.7 Dimension: Data-Oriented Culture .................................................................. 161 

4.7.1 Theme: Culture Roots ........................................................................................ 162 

4.7.1.1 Category: Attitude to Intellectual Property ....................................................... 163 

4.7.1.2 Category: Data Culture ..................................................................................... 163 



6 

4.7.2 Theme: Culture Variations ................................................................................. 164 

4.7.2.1 Category: Variations to The Knowledge Worker Role ...................................... 164 

4.8 Default Dimensions ......................................................................................... 166 

4.8.1 Knowledge Sharing ............................................................................................ 166 

4.8.1.1 Category: Knowledge Sharing and Transfer ..................................................... 169 

4.8.1.2 Category: Training ............................................................................................ 169 

4.8.1.3 Category: Clusters and Networks ...................................................................... 170 

4.8.2 Knowledge Creation ........................................................................................... 171 

4.8.2.1 Category: Body of Knowledge .......................................................................... 171 

4.8.2.2 Category: Changes Create Opportunities .......................................................... 171 

4.8.3 Overall Organisational Efficiency ...................................................................... 173 

4.9 Conceptual Model ............................................................................................ 174 

4.10 Discussion on the Conceptual Model ............................................................ 175 

4.11 Qualitative Reliability and Validity Confirmation ........................................ 178 

4.12 Conclusion ..................................................................................................... 179 

Chapter 5. Transition Phase ........................................................................ 180 

5.1 Chapter Introduction ........................................................................................ 180 

5.2 Hypotheses Proposal ........................................................................................ 181 

5.3 Questionnaire Design ....................................................................................... 188 

5.3.1 Common Method Variance (CMV) in Ex Ante Control .................................... 189 

5.3.2 Quantitative Sampling ........................................................................................ 195 

5.4 Model Construction ......................................................................................... 197 

5.4.1 Model Parameters ............................................................................................... 199 

5.4.2 Model Specification ........................................................................................... 201 

5.4.3 Model Identification ........................................................................................... 201 

5.4.4 Model Estimation ............................................................................................... 202 

5.4.5 Model Verification ............................................................................................. 202 



7 

5.4.6 Model Modification ........................................................................................... 203 

5.4.7 Model Fitness Index ........................................................................................... 203 

5.5 Pre-testing ........................................................................................................ 204 

5.5.1 Item Analysis ..................................................................................................... 205 

5.5.2 Pre-testing Reliability ......................................................................................... 208 

5.6 Conclusion ....................................................................................................... 209 

Chapter 6. Quantitative Data Processing and Analysis ............................ 210 

6.1 Chapter Introduction ........................................................................................ 210 

6.2 Data Screen: Description Analysis .................................................................. 210 

6.2.1 Questionnaire Response and Validness Analysis ............................................... 210 

6.2.2 Demographic Profile and Frequency Analysis ................................................... 211 

6.2.3 Multiple Response Question Analysis ............................................................... 213 

6.2.4 Cross Analysis .................................................................................................... 214 

6.2.5 Non-response Bias Analysis .............................................................................. 215 

6.2.6 Normality Analysis ............................................................................................ 216 

6.3 Data Screen: Factor Analysis ........................................................................... 220 

6.3.1 Exploratory Factor Analysis .............................................................................. 221 

6.3.1.1 Measure of Sampling Adequacy (MSA) ........................................................... 221 

6.3.1.2 Dimensionality Reduction Verification ............................................................. 222 

6.3.1.3 Dimensionality Convergence ............................................................................ 222 

6.3.1.4 Measurement Reliability ................................................................................... 224 

6.3.2 Confirmatory Factor Analysis ............................................................................ 226 

6.3.2.1 Two-step Modelling Approach .......................................................................... 230 

6.3.2.2 CMV in Post Hoc Analysis ............................................................................... 232 

6.3.2.3 Offending Estimates .......................................................................................... 234 

6.3.2.4 Composite Reliability ........................................................................................ 236 

6.3.2.5 Average Variance Extracted (AVE) ................................................................... 236 

6.3.2.6 Convergent Validity ........................................................................................... 237 



8 

6.3.2.7 Discriminant Validity ........................................................................................ 237 

6.4 Model Evaluation: Model Fitness .................................................................... 239 

6.4.1 Model Modification ........................................................................................... 240 

6.5 Model Evaluation: Cross Validation Analysis ................................................. 245 

6.6 Model Evaluation: Statistical Power Analysis ................................................. 246 

6.7 Model Evaluation: Hypothesis Testing ............................................................ 247 

6.8 Discussion on the Hypothesis Testing ............................................................. 251 

6.9 Conclusion ....................................................................................................... 259 

Chapter 7. Conclusion .................................................................................. 260 

7.1 Chapter Introduction ........................................................................................ 260 

7.2 Discussion ........................................................................................................ 260 

7.3 Summary of The Research Findings ................................................................ 265 

7.4 Research Implications ...................................................................................... 268 

7.4.1 Theoretical Implications ..................................................................................... 268 

7.4.2 Practical Implications ......................................................................................... 269 

7.5 Research Limitation ......................................................................................... 270 

7.6 Recommendation for Future Research ............................................................. 273 

Reference ........................................................................................................ 275 

Appendix 1. Consent Form .......................................................................... 314 

Appendix 2. Ethic Decision Tool Result ...................................................... 319 

Appendix 3. Company and Informant Profiles .......................................... 320 

Appendix 4. Semi-structured Questions ..................................................... 336 

Appendix 5. Questionnaire ........................................................................... 337 

Appendix 6. Cross Analysis .......................................................................... 344 

Appendix 7. Covariance Matrix .................................................................. 346 



9 

LIST OF FIGURES 

Figure 1.1 The Gartner’s hype cycle in 2012 .............................................................. 23 

Figure 1.2 Research process ........................................................................................ 31 

Figure 2.1 Big Data Context schematic diagram ......................................................... 39 

Figure 2.2 Supply chain data distribution .................................................................... 40 

Figure 2.3 The hierarchical stage of data, information, knowledge and wisdom (DIKW)

...................................................................................................................................... 49 

Figure 2.4 Degrees of tacit knowledge articulation ..................................................... 53 

Figure 2.5 Layer upon layer of knowledge management ............................................ 58 

Figure 2.6 The knowledge management strategy hypercube ....................................... 62 

Figure 2.7 KM cycle model ......................................................................................... 67 

Figure 2.8 Determinants of knowledge sharing ........................................................... 69 

Figure 2.9 The SECI Model: Spiral Evolution of Knowledge Creation ...................... 71 

Figure 2.10 “Ba” and Knowledge Conversion ............................................................ 72 

Figure 2.11 Perspectives for modelling in knowledge management ........................... 74 

Figure 2.12 The magnet model between technological roots and KMS ...................... 75 

Figure 2.13 The steps constituting the KDD process .................................................. 77 

Figure 3.1 Research onion (or detailed research hierarchy) ........................................ 83 

Figure 3.2 Methodological choice ............................................................................... 94 

Figure 3.3 Graphic overview of qualitative research types ......................................... 98 

Figure 3.4 Relationships among Multivariate Methods ............................................. 101 

Figure 3.5 Fully mixed sequential dominant status design ........................................ 107 

Figure 3.6 The QUAL-MM-QUAN continuum ........................................................ 108 

Figure 4.1 Research design typology conceptual overview ....................................... 113 

Figure 4.2 Grounded theory method procedure ......................................................... 115 

Figure 4.3 Companies and interviewees distribution ................................................. 120 

Figure 4.4 Brief information about interviewees ....................................................... 120 

Figure 4.5 BDC/KM conceptual function model ....................................................... 175 

Figure 5.1 Sequential steps in quantitative modelling analysis ................................. 180 

Figure 5.2 Conceptual structural model of SEM for quantitative analysis ................ 182 

Figure 5.3 Procedures of CMV Post hoc analysis ..................................................... 194 

Figure 5.4 An example of a complete SEM model .................................................... 199 



10 

Figure 5.5 A complete SEM with measurement and structural models and residuals

.................................................................................................................................... 200 

Figure 6.1 Questionnaire ratio ................................................................................... 211 

Figure 6.2 Unidimensional CFA: Perception of Causality ........................................ 227 

Figure 6.3 Unidimensional CFA: Expansion of Channels......................................... 227 

Figure 6.4 Unidimensional CFA: Digitalization of the “Ba” .................................... 228 

Figure 6.5 Unidimensional CFA: Data-Oriented Culture .......................................... 229 

Figure 6.6 Unidimensional CFA: Knowledge Sharing .............................................. 229 

Figure 6.7 Unidimensional CFA: Knowledge Creation ............................................ 230 

Figure 6.8 Unidimensional CFA: Overall Organisational Efficiency ....................... 230 

Figure 6.9 First-order with correlation CFA .............................................................. 231 

Figure 6.10 Unstandardised estimate model .............................................................. 241 

Figure 6.11 Standardised estimate model .................................................................. 242 

 



11 

LIST OF TABLES 

Table 1.1 Digital Economy Strategy Announcement and Policies .............................. 22 

Table 2.1 Digital achievement and future plan in China ............................................. 36 

Table 2.2 Views of data, information, knowledge, and wisdom ................................. 48 

Table 2.3 Tangibility typologies of knowledge ........................................................... 54 

Table 2.4 The manifestation of explicit and tacit knowledge ...................................... 55 

Table 2.5 Other taxonomies of knowledge .................................................................. 55 

Table 2.6 Theoretical roots underlying KM ................................................................ 60 

Table 2.7 Codification and personalisation knowledge strategies ............................... 63 

Table 2.8 Seven schools of KM ................................................................................... 63 

Table 2.9 Six KM strategy dichotomy ......................................................................... 64 

Table 2.10 Clarification of Knowledge Management Formula ................................... 65 

Table 2.11 Studies on knowledge management processes .......................................... 66 

Table 2.12 Barriers on Knowledge Sharing ................................................................. 69 

Table 3.1 Continua of Philosophy Claim ..................................................................... 84 

Table 3.2 Major paradigms in social science ............................................................... 86 

Table 3.3 Typology of research purpose ...................................................................... 88 

Table 3.4 Research approach in reasoning .................................................................. 90 

Table 3.5 Contrast among qualitative, mixed method and quantitative aspects .......... 92 

Table 3.6 Distinctions among the major qualitative methods ...................................... 97 

Table 3.7 Methods portfolio ...................................................................................... 106 

Table 4.1 Brief information of organisations and numbers of interviewees .............. 119 

Table 4.2 Participant categories ................................................................................. 123 

Table 4.3 Qualitative research reliability and validity criteria .................................. 179 

Table 5.1 Operational definitions of constructs and questionnaire design ................ 192 

Table 5.2 Distinction between formative and reflective models ............................... 198 

Table 5.3 Goodness-of-fit Indices of SEM ................................................................ 204 

Table 5.4 Item analysis report .................................................................................... 208 

Table 5.5 Pre-testing reliability analysis .................................................................... 209 

Table 6.1 Demographic profile and frequency analysis ............................................ 213 

Table 6.2 Multiple response question analysis .......................................................... 214 

Table 6.3 Homogeneity test ....................................................................................... 216 



12 

Table 6.4 Comparison test ......................................................................................... 216 

Table 6.5 Observed variates description analysis ...................................................... 218 

Table 6.6 Latent variates description analysis ........................................................... 218 

Table 6.7 Bootstrap bias report .................................................................................. 220 

Table 6.8 KMO and Bartlett’s Test............................................................................ 222 

Table 6.9 Total Variance Explained .......................................................................... 222 

Table 6.10 Result of Exploratory Factor Analysis ..................................................... 223 

Table 6.11 Measurement reliability analysis ............................................................. 225 

Table 6.12 Covariances and correlations of first-order with correlation CFA .......... 232 

Table 6.13 Harman’s one single factor approach ...................................................... 233 

Table 6.14 Comparison result between single factor CMV and multifactor CMV ... 234 

Table 6.15 Offending estimates test ........................................................................... 235 

Table 6.16 Bootstrap method for discriminant validity ............................................. 238 

Table 6.17 Model comparison method for discriminant validity .............................. 239 

Table 6.18 AVE method for discriminant validity .................................................... 239 

Table 6.19 Model fitness report ................................................................................. 240 

Table 6.20 Measurement reliability and convergent validity report .......................... 244 

Table 6.21 Forms of model cross-validation ............................................................. 245 

Table 6.22 Model comparison for cross validation ................................................... 245 

Table 6.23 Hypothesis testing report ......................................................................... 248 

 



13 

LIST OF ABBREVIATIONS 

3/4/5G 3rd/4th/5th generation mobile networks 

ADF Asymptotically Distribution-Free 

AGFI Adjusted-goodness-of-fit index 

AI Artificial Intelligence 

AMOS Analysis of Moment Structure  

AVE Average Variance Extracted 

BDA Big Data Analytics 

BDC Big Data Context 

C.R. Critical Ratio, t-value 

CFA Confirmatory Factor Analysis 

CFI Comparative Fit Index 

CMIN/DF Normed Chi-square 

CMV Common Method Variance 

CR Composite reliability 

DoB Digitalization of the “Ba” 

DOC Data-Oriented Culture 

EFA Exploratory Factor Analysis  

EoC Expansion of Channels 

GFI Goodness of Fit Index 

GLS Generalized Least Squares  

HCN Hoelter’s critical N 

ICT Information, communication technology 

IFI Incremental Fit Index 

IoTs Internet of Things 

KC Knowledge Creation 

KDD Knowledge Discovery in Database 

KM Knowledge Management 

KMS Knowledge Management System 

KS Knowledge Sharing 

MIT Media Information Technology  

ML Maximum Likelihood  



14 

MSA Measure of Sampling Adequacy  

NFI Normed-fit index 

OOE Overall Organisational Efficiency 

PGFI Parsimonious Goodness-Fit-Index 

PLS Partial Least Square  

PoC Perception of Causality 

QR code Quick Response code 

RMR Root Mean square Residual 

RMSEA Root Mean Square Error of Approximation 

SEM Structural Equation Modelling 

SPSS Statistical Package for the Social Sciences 

SRMR Standardised Root Mean Square Residual 

TLI/NNFI Tucker-Lewis Index 

VCoP Virtual Community of Practice 

 



15 

ABSTRACT 

This study focuses on the variation of knowledge management activities, knowledge 

sharing and knowledge creation, in various sectors in the Greater China region against 

the backdrop of the enabling context of several emerging technologies, led by Big Data. 

For research purpose, Big data Context (BDC), as a short expression of the specific 

enabling context, is coined. This research manages to initiate an in-depth exploration 

of organisational knowledge creation and knowledge sharing in the Big Data Context 

with mixed methods. In this research, a mixed methodology has been applied. First, a 

conceptual model of substantive theory, BDC/KM model, with synergies, reciprocity, 

and peripheral forms, based on the constructs mainly developed through the grounded 

theory, was created during the qualitative research phase. 24 informants were 

interviewed in a semi-structured way and memos in the field were logged. Secondly, to 

validate the reliability of the main structure of the model, a quantitative approach, 

structural equation modelling (SEM), was carried out via a comprehensive industry 

scale of survey. Data were collected from 436 valid units covering from large 

conglomerates to small and medium enterprises (SMEs) in the subsequent phase. The 

qualitative model generated by qualitative methods expounds that the knowledge 

sharing and creation in the BDC/KM context are subtly but comprehensively affected 

by the constructs as factors in a principally positive way. As variables in the SEM 

process, the constructs were consolidated by the SEM process, which verified Core 

mediators for Knowledge Creation and Peripheral Contributors on Knowledge Sharing 

as the substantive factors. The substantive theory at this stage is that, the Big Data 

Context in the region of China, which is shaped by a variety of emerging technologies 

with Big Data as their fundamental core, has a significant impact on knowledge sharing 

and knowledge creation. The findings imply that the potential of BDC should not be 

neglected as a player in the KM ecosystem. The impact of BDC on the knowledge 

ecosystem covers the comprehensive spectrum, inducing changes in the knowledge 

management framework from the outside in via four constructs, where knowledge 

sharing and creation are influenced significantly by different constructs, both positive 

and negative.  

Keywords: Big data context, Knowledge management, BDC/KM model, Knowledge 

sharing, Knowledge creation, Grounded theory, Structural equation modelling.
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Chapter 1. Introduction 

1.1 Chapter Introduction 

In this initial chapter, a comprehensive overview, consisting of the research background 

and motivations, the identification of the research questions, the establishment of 

research aim and objectives, methods and approaches, scope and limitations, will be 

introduced. In addition, a research structure tree listing each section synopsis has been 

designed at the end of this chapter. This chapter provides a brief overview of the rise of 

Big Data and its impact over time, the worldwide response and, for the first time, forges 

the term Big Data Context (BDC) to describe a Big Data-centric technology-enabling 

environment. In order to explore its impact on knowledge management, especially on 

knowledge sharing and creation, in the Greater China region, a series of related research 

questions are put forward. 

1.2 Research Background 

Over the past few years, the overwhelming trend of data revolution (Economist, 2011) 

subtly transforms the Knowledge Management (KM) ecosystem, progressively 

attracting attention (Pauleen & Wang, 2017). During the rise of Big Data, people 

expected to obtain more insightful managerial philosophy through more comprehensive 

and accurate measurements from a large number of data, so as to guide knowledge to 

be converted into decision-makings more efficiently or directly to higher performance 

(McAfee et al., 2012). The new changes were propelled by a mixture of social and 

technological developmental factors that took shape both in the Big Data revolution 

and in the venue where KM took place.  

In this decade, data seems to be rising from the commonplace into a buzzword all of a 

sudden. The impression regarding Big data from the outside observers could retrospect 

to the hype of a technology advance at the outset around 2012. In a number of exciting 

examples of big data applications, it is possible to learn that big data collection and 

analysis can reveal hidden facts from which customers can get better knowledge than 

practitioners, and practitioners can even use those technologies to discover novel 

promotional models. To take one anecdote based on the use of big data, the technology 
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revealed that two seemingly unrelated products, diapers and beer, were actually 

positively correlated in the light of the massive sale data analysis(Chen et al., 2006). 

After a follow-up investigation, it turned out that housewives, busy taking care of their 

babies, would often dispatch their husbands to purchase diapers, while the husbands 

often buy beer along with the diapers. Independent observers would be hard pressed to 

discover such a unique connection between the two commodities on their own, but 

massive sales data would automatically reveal some interesting connections by showing 

analysts this correlation. New patterns of sale modes are discovered by Big Data 

Analytics (BDA) applications, such as recommendation system (Davenport & Dalle, 

2011; Verma et al., 2015), which have already helped to transform traditional business 

activities (Kabir & Carayannis, 2013). This phenomenon breeds more new topics to be 

explored.  

The climate for data and knowledge has changed, and because the Big Data Context is 

taking shape, this phenomenon breeds more new topics to explore. One of these is the 

impact on the knowledge management ecosystem. Big data, and the new context 

formed by the big data seem to bring new breakthrough ideas to the downturn of 

contemporary knowledge management. This is because big data is one of the most 

widespread and fundamental technologies that has proliferated into other technological 

domains, and has become pervasive from industrial use to civilian use (Senthilkumar 

et al., 2018). Not only has the public accepted this new concept in an extremely short 

period of time, but also Big Data and related emerging technologies have delivered 

unprecedented results that have surprised the public. While over the decades, KM has 

experienced dramatic rise and fall so much that some dissenters claim that KM has been 

severely hyped (Rus & Lindvall, 2002a). Part of the reason for this can be attributed to 

the fact that it has been bottlenecked by obsolete technology, which has left KM itself 

in a state of relative stagnation (Wagner, 2006). With the emergence of the new engine, 

KM, particularly in the components of knowledge creation and sharing, will be 

empowered in a number of specific ways. These ways are the focus of what should be 

explored. If in-depth exploration unlocks the potential of big data and related emerging 

technologies to contribute to knowledge management, human intelligence capital will 

rise to a higher level, and healthy competition in the industry and marketplace will 

become more intense. 
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The momentum of new technologies led to a rapid influx of industries, and the swift 

market response and updates were in stark contrast to the belated academic debate, a 

marked difference from the past when new technologies were first published in 

academic publications and then led to industrial development (Gandomi & Haider, 

2015). Afterwards, governments around the world started to formulate strategic policies 

as responses, again drawing public attention. Since the Big Data has been proposed as 

a part of digital economy of national strategic targets and has been declared 

significantly valuable by every supreme decision maker of the ambitious countries (see 

Table 1.1), participants in this revolution have been strongly promoting the Big Data 

industry development. Among those players experiencing this major transformation, 

China, the second largest economic entity, has already seen the data-driven momentum 

as a swift and powerful response (Chinese Academy of Cyberspace Studies, 2019). This 

revolution is reflected not only in the straightforward numbers of various development 

growth indices, but also in the way China actually work and lives (Shen & Li, 2018).  

Country/ 

Region 

Related Strategies 

Announcement/ Digital 

Economy Agenda: 

Specific policies 

United 

States 

AMP (Anderson, 2011); 

Big Data Research and 

Development Initiative 

(Kalil, 2012), 

AMP2.0 (National Science 

& Technology Council, 

2018). 

AMP (Advanced Manufacturing Partnership); 

The Federal Big Data Research and Development 

Strategic Plan (NITRD/NCO, 2016); 

Federal Cloud Computing Strategy (Kundra, 

2011); 

Data Innovation 101 (Castro & Korte, 2013); 

Report on Securing and Growing the Digital 

Economy (Commission on Enhancing National 

Cybersecurity, 2016). 

China Made in China 2025 

(Wang, 2015) 

Notice of the State Council on Issuing the Action 

Outline for Promoting the Development of Big 

Data (State Council, 2015b);  

Guiding Opinions on Vigorously Advancing the 

“Internet Plus” Action (State Council, 2015a);  

Guiding Opinions on Deepening the Integrated 

Development of the Manufacturing Industry and 

the Internet (State Council, 2016). 

United 

Kingdom 

UK Digital Strategy 

(Bradley, 2017),  

Digital Economy Strategy 

2015–2018 (Innovate UK, 

2015),  

High Value Manufacturing 2012-2015 (Innovate 

UK, 2014); 

Strategy for UK Data Capability (Department for 

Business‚ Innovation & Skills, 2013); 
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The Digital Economy Act 

(Digital Economy Act 

2010) 

Digital Britain (Department for Business‚ 

Innovation & Skills, 2009) 

Japan Open Government Data 

Strategy (Japan 

Government, 2012), 

e-Japan and i-Japan 

Strategy (IT Strategy 

Headquarters, 2001, 2009) 

The Integrated ICT Strategy by 2020 (Japan 

Government, 2010) 

Declaration to be the World’s Most Advanced IT 

Nation (Japan Government, 2013, 2016, 2017) 

Germany Industry 4.0 (Merkel, 

2015) 

 

Digital Agenda 2014-2017 (Federal Ministry for 

Economic Affairs and Energy, 2014) 

Digital Strategy 2025 (Federal Ministry for 

Economic Affairs and Energy, 2016) 

Australia 

 

 

 

Australia Digital Economy 

Update (Department of 

Industry‚ Innovation and 

Science, 2016),  

National Digital Economy 

Strategy (Department of 

Broadband‚ 

Communications and the 

Digital Economy, 2011) 

The Australian Public Service Big Data 

Strategy (Australian Government Information 

Management Office, 2013); 

The National Cloud Computing Strategy 

(Department of Broadband‚ Communications 

and the Digital Economy, 2013). 

EU Digital Agenda for Europe 

(European Commission, 

2014a),  

Digitising European 

Industry (Rouhana, 2016) 

European Big Data Value Strategic Research & 

Innovation Agenda (European Big Data Value 

PPP, 2014); 

Horizon 2020 (European Commission, 2014b). 

Table 1.1 Digital Economy Strategy Announcement and Policies 

Source: Developed by Chinese Academy of Cyberspace Studies (2019). 

“Big Data seems to be a short-lived technology hype”, some questioned. While the 

public was expecting more wonders from BDA, the voice of BDA faded away(Gartner, 

2014). The rise of Internet of Things (IoT) and the renaissance of Artificial Intelligence 

(AI) took over the attention. In the wake of the BDA hype, the public seldom hear Big 

Data from media and show less interest to its whereabouts. Because hype does not help 

human understand what Big Data actually is but leaves illusion. This technology hype 

cycle started merely few years ago, which also vanished in the plateau of productivity 

faster than the Gartner (2012)’s hype cycle prediction (see Figure 1.1). Though it was 

not shown on the subsequent Gartner cycle charts, a remarkable fact is that, as the 

Gartner (2014) Group claimed, the Big Data does not vanish at all, on which one cannot 

turn a blind eye as it generates over 2.5 exabytes data per day, with 90% of the data in 

the world being produced in only two years prior to 2012 (McAfee et al., 2012). And 
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this number is increasing at an exponential rate. Not only that, but they also realised 

that the Big Data has become a fundamental yet essential part of other emerging 

technologies (Chen et al., 2012) and has already been in the Plateau of Productivity 

phase for years (in Figure 1.1).  

 

Figure 1.1 The Gartner’s hype cycle in 2012 

Source: Adapted from Gartner (2012) 

Big data potential has been noticed by the authorities as listed in Table 1.1. Of particular 

note is the fact that the big data utilisation in China are growing at an astonishing rate. 

In China, the Global Internet Development Index rose to the second place with a score 

of 41.80 following the US with a dominant score of 57.66, and by 2020, the big data 

industry scale would reach approximately 150 billion dollars (Chinese Academy of 

Cyberspace Studies, 2019). The magnitude of data produced and distributed by Internet 

companies, public administrations, industrial, academic, and non-profit organisations 

has increased to a new level simply in China. For example, China has skipped the 

development of credit card payments and replaced them with digital cashless payment 

systems with QR codes scanning and NFC contactless systems, a traceability that dates 

back to 1993 when China decided to explore a coding system. (Chen & Thomas, 1999; 

Shim & Shin, 2016).  
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The concept formation of Big Data Context is inspired by the combination of ICT or 

technological progress as a climate factor in the knowledge management model referred 

from Maier (2007). This technological progress infuses the model and profoundly 

influence human actors, processing behaviours (Stein et al., 2013). People were unable 

to use data effectively or lack data literacy until the barriers to processing data are 

reduced where, for example, BDA technology provides more room for generating 

increasingly valuable insights (Klous & Wielaard, 2016). In essence, big data is a 

phenomenological product of qualitative changes caused by quantitative changes. Such 

qualitative changes are caused by the quantitative changes of social and commercial 

networks, popularity of the Internet, rapid development of telecommunications, 

ubiquitous access to data and information, reduction of hardware costs related to data 

creation, transmission and storage, improvement of production capacity and other 

factors (Kabir & Carayannis, 2013; OECD, 2013). Because of the emergence of the 

“nascent” area, they are going through constant exploration from trial-and-error to form 

their own management theoretical frame. The nascent area is a technology-enabled 

environment centred on big data, which together with cloud computing, the Internet of 

Things and Artificial Intelligence is coined as the Big Data Context (BDC). However, 

this area is led by business giants with abundant technology chain for gaining the 

efficiency in decision support and thus better performance. Small medium enterprises 

(SMEs) are trying to attach the proper technological updates, yet a full-scale revolution 

for them means significant costs. This dynamic is prone to the formation of market 

monopolies and oligopolies. While competing within enterprises, governments were 

also updating the governance system to support administrative decision making 

(Chinese Academy of Cyberspace Studies, 2019). Though each has different strategies 

to achieve BDC upgrades, it is likely successful BDC implementation will be born out 

of this trend.  

Big data itself was initially recognised as a special knowledge resource (Kabir & 

Carayannis, 2013), but in later developments its technological positioning was 

considered in its own right, as a basis for technological enablement. In knowledge 

economy, knowledge intensity is the key driving force and core element of innovative 

economic model (Stehr, 1988; Smith, 2002). There are countless obstacles in the 

practical operation of knowledge management, and no enterprise claim that it has 

achieved perfection (Chua & Lam, 2005; Storey & Barnett, 2000). It is the formation 
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of big data context that addresses and alleviates many of the technical barriers. Not only 

does it generate knowledge density, for example, providing insights that are no longer 

scarce to help make informed decisions, but it is the basis for other technologies that in 

turn provide additional knowledge value (Kabir & Carayannis, 2013). Simply put, they 

argue that big data provides organisations with two intuitive values: inspiration to 

promote innovation, and knowledge and insight to aid decision-making (Provost & 

Fawcett, 2013). This intense change has brought about a phenomenon that seems to 

help evolve the management model while solving problems, and when problems are 

intractable, the incentive to realise the value of emerging technologies would be greatly 

diminished (Günther et al., 2017). Because everyone is on the same page for this change, 

no one has the proven experience of digital transformation with deep involvement of 

emerging technologies. 

Knowledge management, as a vertical management area that may directly benefit from 

digital reform, also shares a similar heat curve as the topic of Big Data. A consensus 

has been achieved that this is the era of knowledge economy (Drucker, 2001; Davenport 

& Prusak, 1998). The ecosystem managing knowledge matters in this era. In the past 

few decades, like the Big Data fad, KM research has swept the globe (McInerney, 2002). 

Currently again, like the state of Big Data, its academic and practical enthusiasm has 

experienced its booms and busts. Negative cases and failures of KM have emerged one 

after another in the academic introspection and have indeed occurred in practice (Chua 

& Lam, 2005; Storey & Barnett, 2000). Scholars are concerned about its continued 

existence. Countless reasons make KM lose its attraction: 1. too much information, hard 

to identify knowledge (Earl, 2001b); 2. experts are busy, few knowledge precipitation 

and sharing (Ling, 2011); 3. financial problem (Marshall et al., 1996); 4. hard to 

measure effect (Gupta et al., 2000); 5. System isolation (Alavi & Leidner, 2001); 6. 

Departmentalism (Höner & Mohe, 2009); 7. Lack of participation (Ardichvili et al., 

2003); 8. Lack of motivation (Goh, 2002); 9. Lack of KM embedment in process 

(Baporikar, 2014); 10. Lack of employee skill and time to use (Riege, 2005); 11. Low 

priority of KM in high management level understanding (De Long & Fahey, 2000); 12. 

Difficulty to manage tacit understanding across the members (von Krogh et al., 2000); 

13. Difficulty to highly embed in the organisational structure and culture, so that KM 

is hard to implement (Dalkir, 2011). 
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Big data has always existed in different forms as a fundamental element of the 

technological context and is embedded in other technologies, such as in the form of 

training sets in Artificial Intelligence (AI) (Gani et al., 2016), captured by Internet of 

Things (IoT) terminals in the form of metadata (Sun et al., 2016) and in Cloud 

Computing in the form of computational objects (Ji et al., 2012). In the past, data 

scientist simply needed to be able to make the best of data collection and analysis to 

produce information and knowledge, and inevitably, these talents shift towards versatile 

knowledge workers as they entered the Big Data era (Alavi & Leidner, 2001; Davenport 

& Patil, 2012). From the observation in the field, in the area of knowledge management, 

there is also an onslaught from emerging technologies, which is not only technical but 

systemic in nature. As explained by chaos theory, the subtle changes brought about by 

external factors to pluralistic knowledge framework can evolve into disruptive ones 

(Boisot, 1998). Regardless of how one names this era, the big data era, the information 

era or the knowledge economy era, they are not mutually exclusive, to some extent, but 

mutually reinforcing, in turn contributing to some extent to the robustness of a data-

oriented KM ecosystem. Given this historical context, some up-to-date researches 

should be carried out necessarily in response to the proper times and conditions, 

elaborating what Big Data mean to the other technologies, whether or not these 

technologies form a complete technology chain fit for organisations, what kind of 

impact the Big Data Context brings to the KM area, which new management theoretical 

framework can cope with the deluge of Big Data, and how these areas with new forms 

integrate together to promote the KM creation and sharing specifically. These questions 

should be part of new type KM research. 

China did not have firms in the sense of a traditional western capitalist system until 

after the reform and opening up in 1988. Despite the glamour of China, modern 

management concepts for Western companies have hitherto been easily out of place in 

the Chinese market (Peng et al., 2010). Knowledge management in China is unique 

because in the past, the Chinese had their own unique understanding of knowledge with 

Chinese characteristics that is embedded in the culture, purely but not in the form of a 

management system (Burrows et al., 2005). Burrows et al. (2005) also argued that the 

modern meaning of knowledge management, or knowledge management in the 

capitalist understanding, only began to be introduced into China in the late 1990s, 

constrained in part by technology, but more importantly by community and social level 
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factors. China’s high growth following its accession to the WTO in 2001 is largely 

attributed to its willingness to learn from advanced Western technologies, management, 

and practices. However, in the area of knowledge management, China is experiencing 

its rise and fall when it comes to learning, and with the pessimistic practical results of 

knowledge management, China seems to be somewhat deterred from further practice 

of knowledge management. This is because knowledge management was gamed within 

a capitalist framework by multiple parties, some of which gravitated towards a 

corporate culture of knowledge hoarding and others towards a corporate culture of 

knowledge sharing, both of which are libertarian, except that one serves the free market 

and the other humanism (Boisot, 1998). Given the technical difficulties and perceived 

barriers, even though Chinese companies were aware of the importance of knowledge 

for historical and cultural reasons, not many had a knowledge management strategy or 

systematically implement knowledge management in 2000s (Peng et al., 2010). During 

the 2010s, the Internet in China was in full swing, giving rise to many large Internet 

conglomerates like Tencent, Alibaba, Huawei, etc. At the same time, the development 

of Big Data, based on China’s large Internet population, also took off, as did other 

technologies based on Big Data applications. These technologies were focused on 

solving real business and lifestyle needs during this time and the whole data market was 

enlivened. But the topic of using related technologies to reform the system has rarely 

been raised. This requires a break with the established paradigm of business, 

management and governance, and there can be more than just a few obstacles to 

completing this paradigm. 

The reality of coping with the Big Data context as a realistic obstacle has preliminarily 

trickled down to many Chinese companies. Every organisation involved has been 

constantly asking itself how to find an edge in this new trend. BDC will be combined 

with the aspects of the enterprise. In accordance with their own strategic direction, 

development direction, adaptability and problem-solving needs, enterprises need to 

make digital transformation in continuous attempts and investments, so as to create a 

BDC implementation strategy that suits their sustainable development. One of their 

ways is to attach the KM process and culture in the Big Data Context, or the other way 

around. Either way, it is defined as organic integration.  
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1.3 Research Questions 

Knowledge Management has been studied for decades. After some classic theories such 

as the SECI (Socialization, Externalization, Combination and Internalization) model 

(Nonaka & Takeuchi, 1995), Personalization and Codification strategies (Hansen et al., 

1999), remarkable generalisation and bottleneck breakthroughs occurs infrequently. 

KM relates nothing more than knowledge creation and acquisition, knowledge 

refinement, knowledge storage, knowledge transfer and sharing, and knowledge 

utilization (King et al., 2008). KM as an entirety, it though has been fulfilled by the 

classic theories, each part of KM could be studied in depth and further developed as an 

isolated and independent subject. These parts could not be developed without the 

support of theories and technologies from other fields. For example, as precursor 

disciplines for acquiring knowledge, data acquisition, database management systems, 

data mining (Hey et al., 2009; Chen et al., 2012), data warehousing are the methods for 

extracting knowledge and information from data; as for internal operation, knowledge 

hoarding (Holten et al., 2016), knowledge recommendation (Zhen et al., 2010), 

knowledge creation and sharing (King et al., 2008) are yet other most discussed topics.  

The vigorous development of big data and other emerging technologies might be a 

spark of the next data and knowledge revolution. In 2012, the White House (Podesta et 

al., 2014) announced Big Data Research and Development Initiative, and its primary 

aim is to raise the capacity of acquiring knowledge and insight. Before pondering the 

meaning in the aim of this announce, people need to know there is another place called 

the hidden world. People are aware that there is a great deal of unknown knowledge in 

the hidden world, but they do not know the way to explore these unknowns. Access to 

unknown knowledge is now being enhanced by the solutions that emerging 

technologies offer, most notably big data at current stage. For the example mentioned 

above, the classic big data case “Beer and Diaper” reveals a positive relation between 

two simple things that seem to have nothing related. The case is simple and 

uncomplicated, and the explanation that tells people about this positive relationship is 

that in the field of sales, mothers who stay at home with their children usually ask their 

fathers to buy diapers, and the fathers often buy beer along with them at the same time. 

For sales and marketing this is valuable information, which is also regarded as 

knowledge (Davenport & Prusak, 1998), and since people did not discover it before but 
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now get it with the help of big data analysis, it also belongs to a knowledge of the hidden 

world. Data analysis generates valuable information for the people, the managers, the 

decision-makers, as well as inspires them how to achieve profit by the entire analysis 

process. However, people suspect what big data could provide, valuable data or 

systematic knowledge. People research the technology of big data and enjoy making 

decision from the result of big data, but this kind of knowledge creation and sharing is 

premature as this is only a stand-alone use of big data, the decision-support information 

generated is not systematic knowledge. In the new technological environment, a 

preliminary question before managers is how to involve big data and other technologies 

in knowledge creation and sharing. Big data is now good at predicting the future, but 

so far there have been no compelling advances in knowledge creation and sharing. 

Questions like how to make big data create knowledge more efficiently and predictably 

and share data straightway unimpeded like currency or commodity circulation will be 

new areas of research long into the future. 

In general, knowledge is a new type of asset for organisations. More knowledge 

creation means more intangible assets, and freer or packaged for sale knowledge 

sharing means more capable human assets and financial assets. Embedding big data 

into the phase of knowledge creation and sharing would boost the KM operation, which 

is promisingly potential. Against this backdrop, the core questions proposed in this 

project are:  

• How do these two areas, the core knowledge management components and the 

big data context, combine in the China region?  

• What are the factors of BDC that impact Knowledge Creation and Knowledge 

Sharing at this stage? 

In order to conduct an in-depth exploratory study around these two core questions, a 

series of research objectives that can help to clarify the research structure and research 

logic are raised under a pragmatism-based research paradigm. In light of the research 

context and current state of affairs, the Big Data Context needs to be defined and an in-

depth current analysis of the industries it affects needs to be carried out. Concurrently, 

this study uses appropriate methods to document and investigate the ways in which 

those involved have responded to the new changes. The new mechanisms they have 
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explored for coping with change, the new frameworks and their core elements are 

uncovered. Since phenomenologically BDC has had an impact on all aspects of the 

world, the new order, new mechanisms, and new frameworks that have emerged at the 

core of knowledge management after the impact of BDC need to be identified through 

a mixed method of qualitative and quantitative approaches, which is the main central 

contribution of this study. The specific ways in which the research logic has been 

achieved have been presented in the form of disaggregated objectives under the 

Research Objectives. 

1.4 Research Aims and Objectives 

Knowledge management, a branch of project management, is currently facing the 

impact of the emerging technology enabling context. Big Data is one of the most high-

profile components of that environment at the time. The various enablers of the new 

environment, their impact and the elements of knowledge management that are being 

influenced are not well understood. This research presents two of the most important 

elements of knowledge management as the objects of study, one is knowledge sharing, 

the other is knowledge creation. At the venues where KM activities take place, Big Data 

is more than just producing startlingly insightful results and predictions by 

manipulating the massive inanimate data or discovering ingenious analytical patterns. 

By penetrating the way how data to knowledge is processed in BDC, this study seeks 

to discover the ways in which knowledge creation and knowledge sharing can interact 

with new types of enabling context.  

Overall, the project aims to investigate the direct and indirect contribution and 

the impact of Big Data Context and its technology clusters on important structures 

of Knowledge Management in the Greater China. The specific focus of this research 

will be on the applicability and usability of Big Data for knowledge creation and 

knowledge sharing within Chinese organisations, as China has a natural advantage in 

Big Data, i.e., demographic bonus. For detailed objectives, they are listed as follows: 

1. To introduce BDC and KM and their components and to sort out the relevant 

literature and theories. To identify the differences between traditional data-to-

knowledge processing and specific knowledge creation and sharing in BDC. 

2. To explore research methods applicable to this exploratory research topic. 
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3. To investigate the novel relationship between BDC and KM through qualitative 

research methods to find the factors of their interaction in China.  

4. To develop substantive theories and a conceptual model of BDC/KM through 

the induction of the factors. 

5. To determine the validity and reliability of BDC/KM theories and models 

through quantitative research methods in China.  

6. To summarise the opportunities, challenges, and new findings that BDC brings 

to KM. 

1.5 Research Scope 

This study is qualitative and quantitative, and for this reason the study has relied on an 

in-depth investigation in multiple stages. The main objective of this research is to 

demonstrate the effect of KM with big data and its independent sub-variables to the 

enhancement of competitiveness, which few studies have been undertaken as yet. This 

aim can be practically fulfilled by focusing on a comprehensive field research.  

Step 1 Research Aims and 

Objectives

Step 2 Comprehensive 

Literature Review

Step 5 Grounded theory: 

Triangulation

Step 6 Grounded theory: 

Thematic Analysis

Step 7 Conceptual Model 

building 

Step 8 Formulating Hypotheses

Step 9 SEM: Model and 

Questionnaire Design

Step 10 SEM: Pretesting and 

Pilot Study 

Step 14  Conclusion

Step 3 Research methodology 

Identification

Step 4 Grounded theory: Semi-

structured Interviews

Step 11 SEM: Data Collection 

and Screen 

Step 12 SEM: Model 

Evaluation and Hypotheses 

Testing

Step 13 Findings and 

Discussion

 

Figure 1.2 Research process 
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The grounded studies have considered contextual analysis of a limited number of events 

or conditions and their relationships, since it helps to examine contemporary real-life 

situations and provide the basis for the application of ideas and the extension of 

methods. The other phase reinforces the previous one by subscribing an empirical 

research. To validate the model generated in the previous phase, a cross-section 

positivist research was undertaken. The general research process is shown in Figure 1.2. 

More details will be shown at the commence of the chapter when reaching a new phase. 

1.6 Structure of the Report 

This section briefly introduces the structure of the thesis. It forms into 7-chapter 

divisions showed as below: 

Chapter 1: Introduction 

This chapter presents the research overview and background, explains the research 

motivations and the reason why this topic need focused concern, sets up the research 

aims and objectives, defines the research scope and shows the structure of the report. 

Chapter 2: Literature Review 

This chapter discusses regarding the logical and critical literature review of the KM, 

Big Data, and related fields. Views from other scholars would be reviewed to support 

this research perspective. The first focus is about the nascent area of big data, where it 

offers the definition and characteristic of big data, and many questions due to its 

premature. The second focus provides the conspectus, comparison of the history and 

status quo about KM, and bases on one of the popular KM theory, the KM cycle model 

(King et al., 2008), to expand the details of the KM components. This chapter will cover 

the multiphase of knowledge, the position of KM, organisational learning, knowledge 

creation, knowledge sharing, and KM strategies are discussed. KM systems are 

evaluated, and the instruments and techniques embedded in such systems are assessed, 

as well as the KM gap and knowledge inflexibility. The third portion is discussing the 

relevance between synergistic effect of KM and big data, and organisational 

performance. Arguments about the relevance would be presented in detail in this part. 

And at last it presents the chapter conclusion. 
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Chapter 3: Research Methodology 

In this chapter, it holds the overall situation by staying at the research pyramid to 

analyse from the paradigms, methodologies, methods and techniques, which could lead 

the research to collect, classify and analyse data collected during the research (Pennink, 

2010). It also provides the explanation of the reason why apply the specific research 

methodology, and the research design and process in detail that how to manage and 

analyse the collected data by following certain paradigm. 

Chapter 4: Qualitative Data Collection and Analysis 

This chapter discusses the process of the data collection and the origin and description 

of the collected data in the qualitative research.  

Chapter 5: Transition Phase 

This chapter collates the constructs and a brief discussion of the conceptual model 

generated in the qualitative phase and the transition from the qualitative model into a 

model that can be practically and operably quantified in the quantitative phase. 

Chapter 6: Quantitative Data Processing and Analysis 

This chapter stands on a positivism perspective by using a quantitative method to 

validate the model generated in the qualitative phase. It has two parts: data screen and 

model evaluation. 

Chapter 7: Discussion and Conclusion  

This chapter comprehensively discusses the findings from the mixed methods and 

presents conclusion for this research including the research limitation and future works. 
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Chapter 2. Literature Review 

2.1 Chapter Introduction 

In this chapter, a comprehensive literature review will be undertaken on the subject of 

knowledge management and its components, in particular knowledge creation and 

sharing, as well as other emerging phenomena known as Big Data revolution and its 

context (BDC) impact on the KM. Notably, this chapter provide frameworks of Big 

Data and knowledge management theories instead of a specific dimension review. It is 

in view of the nature of data-oriented research, which will be introduced in the chapter 

of Research Methodology. This holistic literature review covers both subjects from 

historical experience to futuristic trends, from theoretical fundamentals to practical 

cases, from past managerial models to cutting-edge techniques, and from strategic 

thinking to operational tactics. It shows what previous research has already provided us 

with theories on knowledge management and big data, and the extent to which the 

findings and expectations of these studies differ and overlap (Saunders et al., 2012). 

Gaps and boundaries in the research will then become apparent as more data is collected 

and analysed. The limited research on the framework and potential links between KM 

and BDC in this chapter is the basis for moving into the qualitative empirical phase of 

the substantive modelling process. 

2.2 Big Data Phenomenon 

We are at the dawn of a new era in this ongoing digital revolution which carries more 

disruptive power than the last Three Great Industrial Revolution combined (Schwab, 

2017). Steam engine liberated labour productivity at scale, bringing about scale 

production that marked the first industrial revolution; the second industrial revolution 

saw the development of electricity at scale, bringing about a boom in cheap energy and 

transport; and in the third industrial revolution, computing capability propelled 

humanity into the modern society we are now experiencing. Although the current stage 

is part of the Third Industrial Revolution, it looks like another unprecedented outburst 

of liberating brainwork (Rifkin, 2014). A growing number of scholars like Minelli et al. 

(2012) and Schwab (2017) affirm a new generation of data revolution has already begun, 

along with other emerging areas like new material, new energy sources, and genetic 
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engineering, etc. As a result of the data revolution, productivity growth has increased 

by orders of magnitude, exceeding the growth in the history of mankind combined. 

Along these lines, Schwab further rooted a conviction that the Fourth Industrial 

Revolution is underway, yet Minelli and others argued that this big data phenomenon 

is the third epoch of the information age, following the computational epoch and the 

Internet epoch. The revolution has been defined as a technological revolution driven by 

data-oriented processing and application and people start to name this period as the big 

data era (Boyd & Crawford, 2012). As Rowley (2007) showed the well-developed 

knowledge hierarchy, of which the original frame was proposed by Ackoff (1989), one 

believes in the paradigm of collecting data from the noise, extracting information from 

the data, learning knowledge from the information and forming wisdom from the 

knowledge. This paradigm was significantly enhanced with the advent of the data 

revolution (Batra, 2014). Disruptive ideas, trends and products based on the data 

production have rapidly been blossoming in the market, especially in China, where 

many budding high-tech unicorns have risen (Chinese Academy of Cyberspace Studies, 

2019). This dramatic change has triggered to a rethinking of the data-information-

knowledge transformation paradigm. One of Tuomi (1999) early representative works 

was noted the importance of data rather than of knowledge. That might reasonably 

explain the phenomenon of the incoming data fad in 2010s. The chain from data to 

knowledge will be a never-ending theme in the future. 

2.2.1 China Background 

This section would like to clarify that the focus of this empirical study is the Great 

China Region (Mainland China and Hongkong Special Administrative Region, 

hereafter China). Thus, the basic information like cultural, political, social differences 

would be introduced in order to avoid preconceived ideological distractions. Along with 

the new phenomena and challenges, this research carries out by focusing on the rapid 

and subtle transformation of the data revolution in China. China, a unique country 

which has two systems in one, has transformed itself from a toddler to a robust 

adolescent on economy after decades of the great reform and opening up. China is one 

of the countries that has cultivated the most active participants, practitioners and 

contributors to the data revolution (Chinese Academy of Cyberspace Studies, 2019). 

China, a unique one-party state, is the largest developing country with a population of 
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1.4 billion. Tentatively, moderate authoritarian rule with combination of capitalist and 

socialist characters best describes the current form of China’s political system, as the 

Chinese regime is yet exploring a more appropriate political form and is constantly to 

carry out reforms. Since the introduction of the reform and opening-up policies in the 

1980s, China has transitioned to market-preserving federalism with economic 

construction at its centre (Qian & Weingast, 1996). When people live in undeveloped 

region seek for development, the first thing they need consider is how to construct a 

robust economy. As a result, a series of long-term strategies and open-door policies 

have been put in place. Despite drawbacks inherent in in one-party authoritarianism, 

one of its advantages is that, compared with other multi-party nations the unique 

authority has fewer challenges from other groups in pursuing a policy once it gains a 

party-wide consensus, and has little risk on the long-term strategic plan. Thereafter, it 

has more flexibility of adjustment according to the direction to the goal they expect to 

achieve, and more sustainability without hinderance by alternation of ruling parties 

(Kurlantzick, 2013). Thus, the political environment provided by the state is conducive 

to the development of the big data industry after defining the big data development 

strategy. 

TARGET 2015 2020 

IT Industry revenue (RMB trillion) 17.1 26.2 

Mobile broadband user penetration (%) 57 85 

Online retail sales (RMB ’trillion) 3.88 10 

Internet users (’00 million) 6.88 >10 

Basic public service online processing rate (%) 20 80 

Table 2.1 Digital achievement and future plan in China 

Source: Retrieved from ICAEW (2016) 

As to the Big Data strategy implementation, signs could be interpreted in ICAEW (2016) 

research. They statistically summarised the digital achievement and future plan in 

China (see Table 2.1). Meanwhile, it endeavours to the theory and practice of KM, 

demanding a formulation of systematization. Since economy is of great importance to 

China, big data has been applied in aspects of economy in line with industrial policies. 

China enjoys unique advantages in the development of its big data industry. One is the 

gigantic scale of the user base (Huang et al., 2017), and the other one is the unique 

inclusiveness and acceptability with regards to novelty (Venkatesh et al., 2012). As 
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demonstrated in Chapter 1, a comprehensive strategic vision and plan for Big Data has 

been put in place by the Chinese government. Chinese companies sensed the Big Data 

impetus with a deluge of capital between markets. They are the forerunners on the 

world’s largest Big Data testing ground. 

The emergence of Big Data has successfully led to the rapid development of other 

industries, such as Cloud Technology (Hashem et al., 2015), 5G technology (5th 

generation mobile networks) (Han et al., 2015; de Prato & Simon, 2016), Internet of 

Things (IoTs) (Rathore et al., 2016) and Artificial Intelligence (AI) (Buhl et al., 2013; 

Dilsizian & Siegel, 2014; Chiang & Zhang, 2016). Their complementary technological 

strengths make this new climate promising. In China, the phenomenon has a proprietary 

name called “Internet +” or “Internet plus”, which differs from traditional Web 2.0 

technologies, but involves the aforementioned emerging technologies. Due to its 

potentially strong compatibility with traditional industries, people use “Internet + 

industry” to express that a certain industry has been involved in this data revolution, for 

example, Internet + agriculture, Internet + finance, etc. (Wang et al., 2016; Li, 2018). 

The new combination causes this phenomenon is therefore known as activities in the 

Big Data Context, leading to new and radical business models, service styles, 

managerial changes across and within organisations.  

2.3 Big Data Context 

The Big Data Context (BDC) is a technological environment that includes Big Data as 

the core foundation, as well as a range of supporting technologies that benefit from the 

Big Data, such as cloud computing, the Internet of Things, artificial intelligence, etc. 

The term was coined as a result of the researchers’ first-hand experience of technology 

immersion environments during two and a half months of fieldwork. As the concept is 

relatively new, direct support from other theories is limited. However, indirect support 

can be found in other theories. 

In this day and age, data is more intensely interwoven into human life and work than 

ever before. Terrifying waves of data and information are produced on a daily basis, 

and the disposal of them has reached a higher level (Gao et al., 2013). First appearing 

in the book The Third Wave, edited by Toffler et al. (1981), and was first applied in the 

Nutch Project of the Apache organisation to describe large content captured from web 
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in 2002, Big Data was treated as a new and important chapter in the information age. 

Clearly, changes from big data benefit have brought momentum and a blaze of publicity. 

Entrepreneurs have shown great interests and even the governments regard it as a new 

source equivalent to oil (Podesta et al., 2014). This new technology does not emerge 

overnight, but does have many antecedent deep roots and branches that shape the 

phenomenon of big data (Minelli et al., 2012; Kabir & Carayannis, 2013). Briefly, 

explanations for the enabler factors that contribute big data phenomenon could be 

divided into three perfect storms, meaning that events are not phenomena when they 

occur individually, but rather when they occur together. The first is about the perfect 

storm of data. Decades of data deposits have created a substantial volume of data in 

some large companies, with more to come, and the technology of data collection, 

storage, processing, and transmission is shifting to new levels, which can facilitate the 

use of data. The second is computing perfect storm, which encompasses dramatic cost 

reduction in computing technology that can be explained by the Moore’s Law effect, 

followed by the benefits of new trends such as cloud computing, social and business 

networking, and mobile computing utility. The third one is convergence storm, which 

includes the experience of traditional information and knowledge management, 

software and hardware of analytics such as machine to machine communication, smart 

ICT technology for software and increasing sensor placement for hardware (Minelli et 

al., 2012; Kabir & Carayannis, 2013; OECD, 2013). Big data is often not engaging 

alone in projects. The context represented by big data, cloud computing, artificial 

intelligence and the Internet of things continue to unleash energy. In BDC, phenomenal 

intergenerational industrial breakthroughs occur when it comes to bottlenecks in 

various industries, and value chains are being reshaped in the wake of these disruptive 

breakthroughs.  

With the involvement of BDC, traditional industries from R&D to production, 

operation to management are advancing in quality and efficiency. The components of 

the BDC and their interaction with the various industries are illustrated in Figure 2.1 

below. Besides BDA itself, the Internet of Things, high performance computing and AI 

and are the core elements therein. The Internet of Things serves as a distributed data 

creation and transmission, with more types of data being computed by BDA engines, 

various computing capacities, processed by algorithms and software services with 

specialised AI functions, resulting in a wide variety of Big Data applications that have 
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changed the traditional physical environment and correspond to a more digitally 

enabling context. In this context, even if only one of the technologies is used, it is an 

application extension and derivative within the BDC. It is therefore important to look 

at the BDC from a holistic point of view, rather than only speculating on it from a few 

cases or individual examples, because in the current BDC, all the supporting 

technologies are still in the development stage, each has their own specialisation. When 

they are complementary and mutually supportive, the BDC will constitute a relatively 

well-established environment, which will be ideally important in shaping the future of 

human life and production. 

 

Figure 2.1 Big Data Context schematic diagram 

2.3.1 Big Data Analytics 

With the proliferation of data size, knowledge workers have different feelings when 

dealing with traditional data and big data. It is nothing new that data is endless. What 

is new is the ability to process increasingly large data sets and to create a growing 

amount of value from them today (Mayer-Schönberger & Cukier, 2013; Brown, 2014; 

Fredriksson, 2015). According to the report from International Data Corporation (IDC), 

the amount of data in the digital world will grow by 35 trillion gigabytes, which is 

almost equivalent to the number of stars in the physical universe (Turner et al., 2014). 

This situation leads to a new path for the study of social and scientific reflections.  

First and foremost, studies on how to deal with massive data are in front of people. 

Dealing with large amounts of data has been a challenge since the ancient times. The 
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earliest big data use dates back to 1890, when Hollerith (1890) realised his invention, a 

population census tabulator, which collected data by identifying punched cards and did 

a remarkable eight years of work in one year. However, that could only be referred to 

its high workload, but without any advanced analysis. In recent times, data acquisition 

by smartphones, sensors, RFID (radio frequency identification devices), wearable 

devices and so on have created and stored a large amount of accumulated data, a 

prerequisite for the start of big data era. Even, some simple data analysis techniques in 

the post-2000s like Relational Data Base Management Systems (RDBMS) and 

Structured Query Language (SQL) are gradually unable to keep up with the iterative 

nature of the demand (Turner et al., 2014). All the prerequisites force a step up on a 

higher stage in the ordinary data and knowledge management, process methods and 

instruments (Jacobs, 2009). Taking the Supply Chain industry in Figure 2.2 as an 

example, organisations related to supply chain are always inundated with data (Rozados 

& Tjahjono, 2014). As with the general practice, data is normally classified into three 

categories: Structured data, Semi-structured data, and Unstructured data. Due to the 

technology limitations, these data have been set with priorities of the transaction level, 

divided into three types as well: Core transactional data, Internal systems data, and other 

data. The data availability and utilization are low in traditional data analysing methods. 

Big data Analytics expands the data availability area and enables it fully utilised. 

 

Figure 2.2 Supply chain data distribution 

Source: Originated from Rozados and Tjahjono (2014) 
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The definition of big data is loose and broad, with no overall consensus (Mayer-

Schönberger & Cukier, 2013). Basically, it describes large and mixed-format datasets 

that cannot be identified, manipulated and processed in a tolerable amount of time by 

traditional hardware and software tools (Snijders et al., 2012). Another definition is 

identified by the “3V” nature of big data, i.e. volume, velocity and variety. Laney (2001) 

from Gartner, who was the first to note the challenges posed by data growth, briefly 

boiled the issues down into “3V”. He identified three dimensions of the challenges that 

will be encountered in the future of data processing, which, in just a few years, have 

turned into the first 3Vs characteristics of Big Data. Volume represents its increasing 

quantity, Velocity is for the speed dealing with the large quantity of data, and Variety 

stands for varying degree of heterogeneity in big data morphology. These 3Vs are the 

fundamental characteristics to identify big data. Additionally, there are seven more 

collateral Vs that have the capability to assist offering a dissimilar spectrum of 

understanding in BDA and extracting knowledge along with the commence of the KM 

cycle, such as Value, Variability for the stability of data, Veracity for the authenticity 

of data, Validity for the distinction of applicable data, Volatility similar to variability, 

Verbosity for the degree of recordable data, and Verification for the applicable result 

after processing the data (Crane & Self, 2014). Besides the V hype, multidimensionality, 

real-time, and personalised natures are also the distinctive characteristics distributed 

across different big data categories (Cheng et al., 2017). These brief profiles indicate 

that big data is multiple in nature and not as simple as some of the massive data that are 

commonly seen. More than that, big data in a general sense refers more to an ecology 

of big data that contains everything from massive data to a set of new integrated 

technology to process them. Such an ecology creates and uncovers new, hidden and 

valuable knowledge which ordinary datasets cannot unveil completely (Jacobs, 2009; 

Manyika et al., 2011; Hashem et al., 2015). Indeed, during the big data hype period, 

BDA does not only own advocates, but also detractors. Those who have different 

concerns feared that it is overpowering in monitoring and controlling privacy, human 

expectations, behavioural tendencies, and consumption habits (McAfee et al., 2012; 

Quattrone & Hopper, 2005). Not only that, but its contribution of prediction in good 

way is also suspected of being overstated (Goes, 2014). 

Since the White House announced its Big Data R&D initiative in March 2012 (Kalil, 

2012), many countries have followed suit and embarked on strategic research related to 
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Big Data applications. With the rise of knowledge economy, data processing and data 

application involving the production and use of knowledge would be a new style of 

competitiveness for the enterprises and even countries. Traditional approaches make it 

difficult to collect, store and process the large amounts of data generated by businesses. 

A considerable amount of time is spent on data cleansing, connecting, transformation 

and matching (Gandomi & Haider, 2015). More to the point, data analysed at a time for 

specific quests are mostly worthless. Bhadani and Jothimani (2016) claims these 

shortcomings lead to a number of difficulties: not being able to make full use of all data 

due to the limitation of analysis methods; not being able to approach the answer to 

complex issues owing to the limitation of analysis capacity; having to adopt simple 

modelling technique because of time constraints; and having to compromise the 

accuracy of model due to the lack of computing time. 

Comparing with data analysis in traditional business intelligence, Big Data Analytics 

processes more unstructured data than ever; structured or semi-structured data is no 

longer the primary object of analysis, and more data sets growth iteratively than simple 

data sets (Russom, 2011). And it breaks the limits by using Streaming Data Processing 

and Real-time Analysis instead of Batched Analysis, which is distributed rather than 

centralised. Hardware support, various data sources and infrastructure are regarded as 

some significant drivers to achieve these conditions by reducing substantial cost in data 

operation and management (Buhl et al., 2013). Merged with Artificial Intelligence, 

Real-time Analysis and Visual analysis, Big Data Analytics tend to analyse with an 

exploratory method instead of a confirmatory one found in traditional methods 

(Zikopoulos & Eaton, 2011).  

As a result, big data technologies can provide the following advantages to decision 

support facilities: Advanced Analytics, Business Insight and Complete Content. 

Advanced Analytics takes advantages of the techniques to digest and process large 

structured and unstructured datasets rapidly and efficiently through cloud workflow 

computing and high performance computing (LaValle et al., 2013). One could achieve 

fresher Business Insight than ever before for stakeholders, by using cross analysis 

combined with large data sets and multiple database information to support easier and 

more accurate decision-making. This process is about exploring new rule-based 

systems, pattern mining, decision trees and other data mining approaches, not just the 
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answers themselves (Stikeleather, 2012; Bhadani & Jothimani, 2016). Information 

processing, from initial sampling to all sampling, could more accurately reflect the 

hidden knowledge and internal rules, or what we can call knowledge creation, in this 

notion of Complete Content (Lewis et al., 2013). Updated technological changes and 

improvements, along with the matched business processes, applications, routines, 

regularities and the way of extracting knowledge from data, should follow to further 

benefit from big data (Buhl et al., 2013). Thereinto, the rise of Internet of things and 

the rejuvenation of Artificial Intelligence are the key follow-ups in the big data context. 

2.3.2 The Rise of Internet of Things 

The rise of Internet of Things is closely related to the development of Big data. In the 

foreseeable future, IoTs will generate increasing volume of data that were previously 

hidden but are nevertheless meaningful. Big data research includes big data science, 

big data engineering and big data application, ranging in scale from macro to micro, 

from the relationship with social activities to the operation and the specific application 

of big data systems (Chen et al., 2012). Digitalization has facilitated the transfer of an 

increasing entities into data through quantification. This phenomenon stimulates the 

potential value contained in previously accumulated data. The demand of real-time data 

transformation is becoming prominent to satisfy the need for next-step of decision 

making (Garman, 1999). For example, the network connectivity with real-time data 

exchange suggests the relevance in large magnanimity of data to support judgement 

and to acquire business insight (Ju et al., 2016). With continuous improvements around 

data mining and AI, such facilitation would ultimately improve the organisation 

performance by directing high-quality decision-making activities. Thus, as a purpose-

driven concept, the big data would be incomplete when regarded as an stand-alone 

science; it is a communal subject of multiple disciplines that collaborate together, and 

the Internet of Things is one of those multiple subjects, fundamental and significant 

(Chen et al., 2014).  

When it comes to the increase of data, IoT is an ongoing vision to bridge data sources 

and platforms after Web 2.0 era. It was first introduced as a term in radio-frequency 

identification (RFID) research and as a fundamental part of it, and the author depicted 

the massive use of these individuals controlled by computers regardless of distance 

(Ashton, 2009). It elevates the data generation to another level, to which it has been 
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dedicated for many years, and pushes the boundaries of the Internet of Things into one 

of the most rapidly evolving areas of research. To provide intelligent IoTs services, 

physical objects in reality need to be digitized before they can be accessed by other 

virtual objects, and access other virtual spaces, which can then be analysed and 

understood to meet the service demands of users. For example, one of the most common 

virtual object producers, temperature sensors, can reflect real-world physical objects 

and return virtual parameters, as can many other real-to-virtual gateways like RFID 

mentioned earlier (Turner et al., 2014). Each device itself and its properties can be 

considered as both gateways and virtual objects that can generate data which can be 

processed through the information chain to achieve intelligence in an IoT environment 

(Kibria et al., 2015). In other words, to achieve such intelligence and become an 

intelligent IoT, devices must not only sense target signals, but also realise their own 

internal state. A further complication is to achieve contextual awareness through a load 

of virtual objects with semantic communication in virtual space or network (Fujii & 

Suda, 2009). Each end of a virtual object or gateway could be an independent operator 

in the future, enabling an intelligent IoTs with self-functionality including identification, 

configuration, data pre-processing, error repair and optimisation (Vlacheas et al., 2013), 

and that is where blockchain starts (Christidis & Devetsikiotis, 2016). The ubiquity of 

the Internet of things is reflected in its friendliness to traditional industries, but at the 

same time a large number of technologies related to humans or AI must be built on the 

premise that the IoT infrastructure is sufficient. A number of futuristic applications of 

industrial IoT have been carried out in traditional areas such as agriculture, livestock 

husbandry, heavy industry, environmental monitoring, security, etc. (Uden & He, 2017). 

The fine-grained penetration of IoTs in these traditional areas has transformed the 

producing operation. People can intuitively realise and feel this transformation when 

one sees steelmaking furnaces covered with sensors, routine highspeed railway 

maintenance highly reliant on the real-time data and pest management controlled by 

drone monitoring in fields. Uden and He (2017) also observed that this shift set off a 

ripple effect in many aspects like business processes, innovation and new product 

development, customer relationship management, safety and security, and asset 

management, etc. Knowledge management is one of them responding to this.  
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2.3.3 The Rejuvenation of Artificial Intelligence 

Sensors, actuators, controllers, GPS chips, mobile devices and other internet-connect 

equipment combine to capture road scenarios in real-time through vehicular data clouds 

for self-driving vehicle analysing and decision-making (He & Da Xu, 2012). In order 

to recognise those seamless images, a central brain, Artificial Intelligence, is imperative, 

which would be trained time after time for this purpose. Artificial Intelligence is neither 

a new term nor an emerging technology. This term was coined by John McCarthy in 

1956 (Russell & Norvig, 2016). For more than half a century, the development of AI 

technology and application has experienced many highs and lows due to the influence 

of algorithm, computational speed, storage level and other factors. After many years of 

doldrums, it has re-emerged as the central brain handling many sprouting projects, such 

as the autonomous driving case above. 

Artificial intelligence is about the intelligent behaviour of artificial products, including 

perception, reasoning, learning, communication and behaviour in complex environment 

(Nilsson & Nilsson, 1998). It forms systems that think like humans, act like humans, 

but in a more rational way, free from emotion interference (Russell & Norvig, 2016). 

Nilsson and Nilsson (1998) also reckon that AI is a science of knowledge, where 

knowledge is expressed, accessed, and applied through artificial products instead of 

people. Knowledge management is a multidisciplinary region with some roots in AI, 

which in turn AI lays the foundation for knowledge-related problem solving and the 

expanding ways of thinking, learning and other knowledge processing behaviours 

(Liebowitz, 2001). The human ambition on AI domain is to pursue the goal where AI 

could replace the advice of human experts, the functions of human practitioners, the 

behaviour of human artists, etc. That phase is envisaged as the era of strong AI. It is 

still defined today as weak AI (or narrow AI, applied AI), of which Alpha Go is one of 

the most representative examples, referring to the AI that can only solve specific 

problems in specific domains (Lu et al., 2018). 

In the big data era, AI is a core element in BDC system that not only generate 

knowledge but also learns it for subsequent use. It distinguishes itself from traditional 

learning process with adaptive learning that deals with any knowledge emerging instead 

of linear learning from one topic to another. In the automatic speech recognition, 

machine vision, data mining and other fields, weak AI has entered the real-world 
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scenarios across industries, is tightly integrated with business models and is starting to 

deliver value in them (Lauterbach & Bonime-Blanc, 2018). To summarise the success 

of current AI development, the enablers of AI should be identified. According to 

Lauterbach and Bonime-Blanc (2018), they come from four aspects: computing power 

(silicon advancement, smart computing networks, cloud computing), big data (massive 

amount of data), algorithms, and open frameworks. The progress in these four aspects 

contribute to the renaissance of AI and become one of the critical elements in BDC. 

2.4 Data-information-knowledge Hierarchy 

The epistemology of objective matters and facts helps to constitute the thought and 

mind of humans. Wherein the epistemological process is a perceptibility development 

from a lower to a higher levels for humans (Mannheim, 2013). Early researchers 

divided the components of human mind into three types: data, information and 

knowledge (Davenport & Prusak, 1998; Quigley & Debons, 1999; Maglitta, 1995; 

Marquardt, 1996); and further researches tend to categorise the components into four, 

to which wisdom has been added (Alavi & Leidner, 2001; Bellinger et al., 2004; Bajaria, 

2000). It also reflects the fact that it is difficult to define, as each individual has its own 

epistemology and they are fostered in different environment (Floridi, 2010). This 

problem has emerged since classical Greek times and has led to an ontological and 

epistemological fight (Alavi & Leidner, 2001). Authors have different views on this 

human mind category. The views of representativeness have shown in Table 2.2 below. 

Authors Data Information Knowledge Wisdom 

Maglitta 

(1995) 

Original 

numbers and 

facts 

Processed data 
Information that could 

play a role 
 

Marquardt 

(1996) 

Including text, 

fact, 

meaningful 

image and 

unexplained 

numerical 

code 

Meaningful data 

with contextual 

feature 

Essence, principles 

and experience 

embodied from 

information, which 

guide the execution, 

management, 

decision-making and 

problem-solving  
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Authors Data Information Knowledge Wisdom 

Vance 

(1997) 

 

Data could be 

explained that 

has abundant 

meaning and 

structure  

Verified and validated 

information 
 

Davenport 

and 

Prusak 

(1998) 

A set of 

distributed 

facts 

Messages that 

try to change the 

cognition of the 

receiver 

A type of mixture 

consisted of 

experience, value, 

contextual, expert 

view, and 

information, and it 

could merge into a 

new mixture frame by 

integrate new 

experience and 

information 

 

Tuomi 

(1999) 

Unfiltered 

simple 

isolated facts 

Patterns 

identified by 

putting facts 

into a context 

and combining 

them with a 

structure 

Predictability 

discovered; 

information given 

meaning by 

interpreting it 

 

Wiig 

(1999) 

 

Composed by a 

set of specific 

contextual, 

environmental 

data 

Faith, truth, view, 

expectation, concept, 

judgement, 

methodology and 

skills held by human 

 

Quigley 

and 

Debons 

(1999) 

Text that has 

no response to 

the specific 

question 

Text that 

answers the 

‘when, where, 

what, who’ 

question 

Text that answers the 

‘how, and why’ 

question 

 

Bajaria 

(2000) 

Original data 

for collection 

and reuse 

Related data to 

current issue 

under re-

gathering 

Past successful 

experience to fit for 

current circumstance 

that need to be 

retrieved 

Testing the 

validation of 

past action 

compared with 

current 

economic 

situation 

Dixon 

(2000)  
 

Composed data 

that could be 

stored, analysed, 

exhibited, and 

communicated 

by language, 

graphs or 

numbers  

Meaningful relations 

build among the 

information in 

humans’ brain in 

specific context 
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Authors Data Information Knowledge Wisdom 

Alavi and 

Leidner 

(2001) 

Original exist 

without any 

meanings 

Could answer 

‘who, what, 

when, and 

where’ question 

after disposal 

Could answer ‘how 

and why’ question 

after applying in data 

and information 

Is an inferring, 

uncertain, and 

non-random 

process 

Bellinger 

et al. 

(2004) 

A fact 

narration that 

has no 

relations with 

others 

Contains the 

understanding 

of causal 

relations 

A mode when it is re-

described and 

rediscovered has a 

function of prediction 

or higher level 

More 

understanding to 

the principles 

which is 

contained in 

knowledge 

Table 2.2 Views of data, information, knowledge, and wisdom 

Most of the authors above who had pondered this philosophy question in depth argue 

that the key to distinguishing information from knowledge lies not in the structure, 

content, accuracy, and utility, but in personalised and subjective entity that is governed 

by the mind and thinking of individual brain, which could be original facts, processes, 

concepts, understanding, principles, observation, and judgement. According to this 

interpretation, information and knowledge overlap to some extent, as does the 

relationship between data and information. Tuomi (1999) argues in his “data over 

knowledge” proposal that information is derived from knowledge, and data from 

information, rather than the other way around, which although was controversial against 

the mainstream theory, is reasonable and visionary in current context of data dominance. 

The DIKW model should therefore no longer be a simple triangle but a polyhedron 

shown in Figure 2.3 that could be the same even if turned upside down. It is not 

misleading that data is important than information and knowledge but rather another 

logic for the relationship, where knowledge remains the core mediator in the 

development of the world.  

2.4.1 Data and Information 

Data, for Davenport and Prusak (1998), is defined as raw facts formed as symbolic 

entities, but have no meaning if they are not processed. Once it has been processed and 

endowed with meaning in a contextual setting, it can become information. Data is the 

prerequisite for information as well as for its transforming into information. Traditional 

information systems like Management Information System (MIS) and Decision 

Support System (DSS) subscribe the traditional view of data, information, and 



49 

knowledge, while scientific research and the emerging Big Data fad follow the reverse 

view like Tuomi (1999). 

Wisdom

Knowledge

Information

Data

Connectedness

Understanding

Relations

Know-What

Understanding

Patterns

Know-How

Understanding

Principles

Know-Why

 

Figure 2.3 The hierarchical stage of data, information, knowledge and wisdom (DIKW) 

Source: developed from Castro Laszlo and Laszlo (2002), Bellinger et al. (2004) and 

Rowley (2007) 

Hirschheim et al. (1995) believe data is a type of invariance that is potentially 

meaningful to those who can interpret it. This definition matches the current view on 

data, in which encoded invariance are received by human sense, but now machines 

could replace many human sensory functions. The invariance is the most important for 

data, more like a permanent label on a fact at a certain spatio-temporal context. This 

feature lays a solid foundation for the next step in the big data development. 

2.4.2 Knowledge 

Knowledge is concept that is difficult to generalise and define within a couple of 

sentences. To understand its abstraction from a holistic perspective, it is necessary to 

synthesise viewpoints from a range of knowledge researchers. A classical definition of 

knowledge from an epistemological perspective is “validated, justified true belief” 
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(Nonaka, 1994; Nonaka & Takeuchi, 1996; Nonaka & Von Krogh, 2009). Knowledge 

is meticulously linked to the practice of interaction and argumentation (Goldman, 1999) 

where people try to commit their work. Tiwana (2002) has defined knowledge as 

‘actionable information’. Furthermore, having been actioned by machine nowadays, 

knowledge has a problem of positioning in the Big Data Context. Erickson and 

Rothberg (2015) believe that knowledge is simply another form of information, where 

experience, reflection or some other actions provide a deeper cognition. Davenport and 

Prusak (1998) proposed a definition for organisation knowledge as a fluid mix of 

framed experience, values, contextual information. The quintessential part of this 

definition is the fluid mix description, where Alavi and Leidner (2001) and Harris (2001) 

agreed that knowledge only has value when being used and would be devalued or 

downgraded into information when being sequestered. More importantly, the same 

object regarded as knowledge from the perspective of one person with a particular goal 

and background, may actually be treated as pure data or information by another person 

with a different goal and background (Batra, 2014). As one of our informants described 

in layman’s terms, “your knowledge may be worthless information to other people, and 

your worthless information can be important knowledge to other people” (CK-SM-01-

07). Thus, for an observer to judge whether a particular object can be called information 

or knowledge, the considerable subjectivity from people who manipulate knowledge 

plays a significant role. When it could be measured in terms of value, it means that 

knowledge have a life cycle of use. Obsolete knowledge will be sealed up in the 

“library”, new knowledge will be created to replace the old one, thereby improving 

performance (De Long & Fahey, 2000). Knowledge cannot be created without any 

foundation, but rather information is given meaning by interpretation (Nonaka & 

Toyama, 2003). The views about knowledge values above seem to be plausible in the 

normal situation, yet when involved in the new circumstance of Big Data age, some of 

the sayings might need updating, for example by emphasising the data importance. The 

boundaries between data, information and knowledge were once clear-cut, and in this 

age, traditional classification does not lend themselves to further application. The 

transformation across DIKW layers has been accelerated (Ardolino et al., 2018). 

Therefore, Managers who deal with knowledge should be well aware of the 

classification of knowledge in different contexts. They should be clear which type of 

knowledge can be prioritised for transformation into another form and which needs 
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more preparation. Knowledge manifests itself differently under different circumstances, 

and the corresponding methods and strategies for measuring and managing it differ. 

2.4.3 Taxonomies of Knowledge 

The debate on the knowledge classification has never ceased since knowledge is such 

a highly multidimensional entity. Scholars were fond of a heated argument on the 

taxonomies of knowledge. And such type of topics have always been a major theme in 

the philosophical inquiry on epistemology. Thus, it is not strange that multiple 

taxonomies co-exist under a theme. 

2.4.3.1 Characteristic Segmentation 

Since OECD (1996) noticed organisations started regarding knowledge as key to 

success, Frand and Hixson (1998) provides a strategy framework for transforming 

random pieces of information like what, why, how, who, when, where into something 

that can be systematically applied to enhance the knowledge base of individuals. 

According to Wiig (1993) and Quinn et al. (1996), organisational knowledge has three 

levels in characteristic. As they summarised, Know-what is the basic cognitive 

understanding of human sensations and facts received from a discipline mastery 

through education and training. Know-how is the advanced knowledge that enables 

people to effectively perform and change in the physical world based on application of 

know-what knowledge. Know-why is the systematic understanding knowledge of the 

cause-and-effect relationships underlying objectivity and regulation, of know-what and 

know-how knowledge. People who possess all these types of knowledge are entitled to 

be experts.  Knowledge asymmetry normally starts at the boundary between know-what 

and know-how. Knowledge over the know-how and know-why is the core value 

competitiveness for each organisation. As early as the 1930s, Joseph Schumpeter 

(1934), the great economist and founder of evolutionary economics, recognised the 

importance of intangible assets for organisations. Knowledge is one of the most popular 

research objects as a core resource and intangible asset of organisational 

competitiveness in 1990s (Carneiro, 2000).  

The knowledge types mentioned above are specific to professional use. For knowledge 

communication, additional informationalised types of knowledge cannot be omitted. 

Know-who is the knowledge of the relational connection between people. Know-when 



52 

is the temporal knowledge of the connection between conditional limit and professional 

knowledge. Similarly, Know-where is a sense of spatial knowledge by which holder 

can assess the certain place with inference (Eppler, 2011).  

To conclude this characteristic segmentation, knowledge has declarative know-what, 

procedural know-how, causal know-why as professional organisational knowledge, 

temporal know-when, spatial know-where and relational know-who as informative 

knowledge (Anderson, 1985; Apt et al., 1988; Eppler, 2011). 

2.4.3.2 Knowledge Tangibility 

Polanyi and Sen (1967, 1983) proposed a dichotomy for knowledge as early as the 

1960s, namely explicit knowledge and tacit knowledge. His group believes the explicit 

knowledge is what is commonly referred to as knowledge in which people usually use 

written text, diagrams, and mathematical formulas to express meanings, however, the 

other species of knowledge which can hardly be expressed are called tacit knowledge. 

This typology is classified by the manifestation of tangibility (Nonaka et al., 2005), 

which has been adopted most by most of the mainstream view in both academic and 

practical areas for further expansion on this typology.  

Explicit knowledge is knowledge that can be recorded and codified as symbolic entities 

such as text, figures (Davenport & Hosapple, 2011), as well as audio and video as 

stepping into the digital age, and easily transmitted in systematically symbolic ways 

(Santos, 2006) such as in the form of specifications, standard operating procedures or 

even simpler data and information (Anand et al., 2010). Tacit knowledge in the other 

side, is knowledge refers to highly personal knowledge held in the mind, strongly 

associated with subjective insights, intuitions and hunches, and is relatively difficult to 

articulate, formalise, communicate and share with others (Anand et al., 2010; Nonaka 

& Konno, 2005). Hislop (2013) believes they are the cognitive frameworks and pattern 

from the deep subconscious mind which are therefore difficult to articulate. Nelson and 

Hsu (2011) presented a viewpoint that the degree of tacit knowledge has a strong tie 

with the kinds of networks through which knowledge is able to be conveyed and 

disseminated. Bachmaier and Seeber (2018) endorsed this view as they demonstrated 

the degree of tacit knowledge in Figure 2.4 in their social network research. 
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Figure 2.4 Degrees of tacit knowledge articulation 

Source: based on Bachmaier and Seeber (2018) 

However, this type of taxonomy is a two-extreme description in one dimension. A 

knowledge entity is a continuum of these two extremes, which can be partially explicit 

or partially tacit instead of a unidirectional extreme (Ein-Dor, 2011). Ein-Dor (2011) 

believed it is normal in terms of tacit feature to be possessed by individuals in terms of 

the difficulty of verbalising it. At the other side of the extreme, it also has the explicit 

feature that knowledge can be codified by all kinds of means and available to any seeker. 

Following on from this, it has also been observed that multifarious uncodified 

knowledge both explicit and tacit can exist not only in the venues of human, but also in 

roles, organisation structures, operating procedures and practices, culture and even the 

hard and soft infrastructure, as part of organisational memory (Conklin & Star, 1991; 

Walsh & Ungson, 1991).  

The view of continuum is difficult in practice, and for this reason the distinction 

between the two still needs to be artificially defined. Brown and Duguid (1998) 

distinguish between explicit and tacit knowledge, defining the boundary as a continuum 

between know-what and know-how. A list of literature below is showing their findings 

by following this taxonomy (see Table 2.3). 

Reference Intangibility  Continuum  Tangibility 

Kogut and Zander (1992)  Know-how     Information 

Nonaka (1994)  Tacit    Explicit 

Blackler (1995)  Embrianed Embodied Encultured Embedded Encoded 
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Reference Intangibility  Continuum  Tangibility 

Spender (1998, 1996) 
Individual/Implicit 

Social/Implicit 

Social 

knowledge 

Individual/Explicit 

Social/Explicit 

Brown and Duguid (1998) Know-how     Know-that 

Davenport and Prusak (1998)  Experience Insight Values Data Information 

Pfeffer and Sutton (1999) Knowing-Doing    Knowledge 

Hassard and Kelemen (2002)  

Processual knowing the 

world 
Cultural Practices Being the world 

Newell et al. (2002) Processual perspective  Structural 

perspective 

Orlikowski (2002) Knowing    Knowledge 

Table 2.3 Tangibility typologies of knowledge 

Nevertheless, Nonaka and Teece (2001) had deeper reflection on a philosophical 

dimension, namely that all the know-what, -when, -where, -who, -how and -why are 

explicit knowledge because they can all be interpreted by human. The knowledge 

behind them is the real tacit knowledge which are respectively knowledge in use, 

ethics/aesthetics in use, theory in use and metaphysics in use, and is embodied in the 

action of reflection, intuition, imagination, and inspiration. Regardless of how they 

classify knowledge, explicit knowledge in general has something in common that it can 

be communicated across individuals and groups by all means that deliver symbols to 

each other (Schulz & Jobe, 2001). In this respect, Hislop (2013) concluded the 

distinctions between explicit and tacit knowledge in terms of their manifestation feature 

(see Table 2.4). According to the viewpoint of Polanyi and Sen (1983), they claimed 

that explicit knowledge comes from tacit knowledge, and did not mention whether it is 

unidirectional. Nonaka and Konno (2005) partially agree with that, but they proposed 

a comprehensive model of knowledge mutual conversion between tacit and explicit 

type which is an upward spiral flow. That is the most accepted SECI model, which will 

be interpreted in the later section.  

Manifestation Explicit knowledge Tacit knowledge 

Nature Impersonal, objective Personal, subjective 

Form Codifiable in different types 
Inexpressible in a codifiable 

form 

Development process 
Understand and expound 

information 
Developed in practice 
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Save method 
Files, databases, website, emails, 

images, and papers 
Saved in humans’ mind 

Transformation process Absorb in mind 
Apply metaphor and analogy to 

expound 

IT support Easy to support by IT 
Difficult to manage, share and 

support 

Medium Transfer by traditional medium 
Need heterogeneous 

communication medium 

Table 2.4 The manifestation of explicit and tacit knowledge  

Source: derived from Hislop (2013) 

2.4.3.3 Extra Taxonomies 

In different context, people have different demands which lead to a different taxonomy 

of knowledge. Some of them are listed in Table 2.5 below. 

Reference Taxonomies 

Alexander and Judy 

(1988) 

Declarative Procedural Conditional   

de Jong and Ferguson-

Hessler (1996) 

Situational Conceptual Procedural Strategic 

Boisot (1998) Personal Proprietary 
Public (or 

textbook) 

Common sense 

knowledge 

Wetherill et al. (2002) Domain Organisational Project   

Becerra-Fernandez et 

al. (2004) 

General 
Technically 

specific 
Context-specific   

Jakubik (2007) Ontological Epistemological Commodity 
Community views of 

knowledge 

Maier (2007) 
Expert-

dependent 

Knowledge-

routinized 

Communication-

intensive 

Symbolic-analyst-

dependent 

Rathi et al. (2016) Resource 
Management or 

organisation 
Sectoral Situated Community 

Table 2.5 Other taxonomies of knowledge 

Additionally, they are about different epistemologies from different perspectives, 

which lead to different knowledge management strategies. Where those cited in the 

table, the papers represent the context location in which theories emerges, but are not 

necessarily innovative to KM strategies, nor are they confined to a particular theory. 

2.5 Knowledge Management 

The focus of this section is on dissecting knowledge management. It has a variety of 

conceptions from different perspectives, and KM in different organisations differs in 
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endless variety, with dissimilar purposes, strategies, and systems. Therefore, this 

section starts with a broad overview of the KM framework and then unpacks the KM 

roots and flow of related theories.  

As predecessors to KM, organisational learning and business process reengineering 

(BPR) represent the trend transition where it showed how the fields have been 

developing into a KM discipline (Scarbrough et al., 1999; Newell et al., 2002), which 

usher in the Year 2000 Knowledge Management (Y2K) fad (Liebowitz, 2001). As its 

bottom line is its contribution to business performance and benefits, a successful 

knowledge management initiatives directly connect to the value proposition (Rapley, 

1997). Jashapara (2004), whose KM definition focused on learning process, discussed 

KM in four dimensions: strategic management, organisational learning, culture, and 

system and technology. In the proceeding of KM theory development, increasing 

factors have been recognised as part of the KM framework, for example, leadership 

(Goh, 2002), organisational culture (De Long & Fahey, 2000), AI (Liebowitz, 2001) 

and many other enablers (Maier, 2007) play significant roles in the knowledge sharing 

activity. The rationale and roots based on a taxonomy developed by Baskerville and 

Dulipovici (2006) from a knowledge-based theory of strategy perspective will be 

introduced due to its thoroughness compared with Jashapara (2004). Before the 

rationale and roots review, a structural dissection of KM from a holistic perspective 

would be necessary. 

2.5.1 Structural Analysis on Knowledge Management 

Knowledge management is a broad concept which has a variety of definitions from 

different perspectives (Sousa & Hendriks, 2006; Sabherwal & Sabherwal, 2005; Wiig, 

1999), but the essential content is to manage anything related to knowledge (McAdam 

& McCreedy, 2000). Maier (2007) defined it more comprehensively in comparison to 

other definitions and saw knowledge management as  

“the management function responsible for the regular selection, implementation 

and evaluation of goal-oriented knowledge strategies that aim at improving an 

organisation’s way of handling knowledge internal and external to the 

organisation in order to improve organisational performance.” 
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From decades, the demand of knowledge has grown with each passing day, along with 

collective and individual experience and skills, which are the key of success (Walker, 

2006). Hence, the understanding of KM by scholars and practitioners has been shifting 

from age to another. The appearance of KM research from 1986 to 1996 was at the 

conceptual trigger stage, climbing steady until 2002, when the quantity of KM research 

had peaked, almost exclusively with arguments for management feasibility and 

knowledge manageability (Wilson, 2002). Executive force is never deficient in this 

world while its technology and science shift and improve at every sunrise. With the 

coming of the diversified demands in commercial and research competition, volatile 

market, rapid product lifecycle and obsolescence, and financial upheavals, knowledge 

is regarded as precious and popular assets through all the disciplines, such as 

information systems, organisational studies, Internet finance, high-tech, statistics, 

international management and economics, thereby increasing their productivity 

(Nonaka, 1991). As a new type of economy engine after capital and energy, the concept 

of KM has proliferated rapidly through the industry since its emergence around the 

1990s. The discussion has covered from philosophical epistemology to technological 

detail, which could be roughly illustrated as a systematic onion layer by layer in Figure 

2.5.  

At that time, some authors were suspicious of this hyped concept of the manageability 

of knowledge as doubted by Fuller (2012) and von Krogh et al. (2000), and Alvesson 

and Kärreman (2001) questioned KM outcome in dealing with the impediment of tacit 

knowledge from its dynamic, contextual, obscure, subjective and multifaceted nature. 

Tsoukas (1996) attempts to find a neutral way to remind the organisations to select 

appropriate KM to collect distributed knowledge in every corner, from inside to outside, 

and to try to manage them. Anyway, undoubtedly, the high success rate of knowledge-

based practices in many companies, such as knowledge-intensive manufacturers, 

consulting firms, and high-technology companies, is side evidence that concerns about 

the unmanageability of knowledge have been given too much attention.  

Knowledge management occurs within many disciplines and is driven by different 

managers for many purposes, culminating in explicit and implicit knowledge resources 

and their sharing targets to facilitate collective intelligence and resourcefulness and 

generate innovation (Wiig et al., 1997; Earl, 2001a; Davenport & Prusak, 1998; 
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Becerra-Fernandez et al., 2004). In detail, KM is described as a set of tools containing 

strategies and approaches for generating, maintaining and utilising the knowledge 

properties embedded in individuals and organisations, which is also homing the 

knowledge back to the organisation knowledge base as the managers expect (Hasanali, 

2002). For purposes, KM is used for delivering the right knowledge to the right position 

and to maximise the usefulness of them (Davenport & Prusak, 1998). 
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Figure 2.5 Layer upon layer of knowledge management 

Source: Adapted from Schwartz (2008) 

Accompanied with the advances of modern technology, such as groupware system, 

information and communications technologies (ICT), computer-supported cooperative 

work in the form of internet and intranet, and along with other IT technologies, the 

organisations could be able to address the challenge that may be met in the process of 

operating KM (Davis et al., 2005). They form the peripheral technologies in the 

outermost layer that support and enable KM efficiently. A new engine for knowledge 
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management has been associated with an exploration of big data, stimulating 

researchers to achieve further progresses with simultaneously enticing and vexing 

emotion. Big data, a veritable siren-song of abundant data about human activities, has 

a cube system formed by three aspects (Karpf, 2012). The length of the cube is the 

magnitude of data which is positively correlated with time; the width is the properties 

of data that identifies the objective information of data; and the height of it is the 

correlation of data which places the values in the right time and position. While the 

larger the cube is in terms of all the three aspects, the greater value it will produce and 

contribute in the future, one should be noted that none of these three aspects is 

dispensable or much less than other aspects. That, compels the knowledge managers to 

plan an extra effort to seek out valuable information and knowledge with high 

correlation to their own organisations (Gao et al., 2013; Lewis et al., 2013). As an 

engine, it could function well only with other component instances rather than by itself. 

This engine of big data is a new generation product forced out by the high commercial 

interests and could be installed in many industries like knowledge management region. 

Back to KM, it is a larger system functioning synergistically beyond mere big data 

technology with many dimensions to research. 

2.5.2 Theoretical Roots Underlying Knowledge Management 

Heiner Müller-Merbach discussed knowledge management from a classical 

philosophical perspective in a load of articles, interpreting the epistemology of the 

ancestral philosophers, which is the backbone of contemporary KM theories in the 

centre of Figure 2.5. For academic purpose, contemporary KM theoretical roots should 

match development purpose for the future. As early as the 1940s, Hayek (1948) devoted 

his book Individualism and Economic Order to the question of how knowledge is used 

in society. As he pointed out, the question of reasonable economic order has a peculiar 

character, that human knowledge cannot be complete, and that it is often in the form of 

contradiction possessed by individuals, so there needs to be a way of communicating 

and acquiring knowledge. Baskerville and Dulipovici (2006) indicated that KM roots 

and rationales are the extension of several areas: Information Economics, Strategic 

Management, Organisational culture, Organisational structure, Organisational 

behaviour, Artificial intelligence, Quality management and Organisational 

performance measurement. Theories derived from the line of Information Economics 
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include: intellectual capital, intellectual property, knowledge economy, knowledge 

networks and clusters, knowledge assets and so on. Theories stemming from Strategic 

Management include: core competencies, knowledge marketplace, knowledge 

capability and KM strategies. In Table 2.6, it traces to KM roots as the theoretical 

emergence but is not confined to any of them.  

Theoretical 

foundation 

Key theories drawn from 

this foundation 
Developed key KM theories 

Information 

economics 

Intellectual capital, 

Intellectual property 

Knowledge economy (Tordoir, 1995),  

Knowledge networks and clusters (Inkpen & 

Tsang, 2005),  

Knowledge assets (Teece, 2000),  

Knowledge spillovers (Foray, 2004),  

Continuity management (Beazley et al., 2002) 

Strategic 

management 

Core competencies, 

Dynamic capabilities 

Dumbsizing (Eisenberg, 1997),  

Knowledge alliances (Inkpen & Dinur, 1998),  

Knowledge strategy (Conner & Prahalad, 1996),  

Knowledge marketplace (Kafentzis et al., 2004),  

Knowledge capability (Baskerville & Pries-

Heje, 1999) 

Organisational 

culture 

Cultural values,  

Power,  

Control and trust 

Knowledge culture (De Long & Fahey, 2000) 

Organisational 

structure 
Goal-seeking organisations Knowledge organisations (Starbuck, 1992) 

Organisational 

behaviour 

Organisational creativity, 

innovation,  

Organisational learning,  

Organisational memory 

Knowledge creation (Nonaka & Takeuchi, 

1996), 

Knowledge codification (Hansen et al., 1999), 

Knowledge transfer/reuse (Markus, 2001) 

Artificial 

intelligence 

Knowledge-based systems,  

Data mining 

Knowledge infrastructure (Davenport & Prusak, 

1998),  

Knowledge architecture (O'Leary, 1998),  

Knowledge discovery (Fayyad, Piatetsky-

Shapiro, et al., 1996a, 1996b; Fayyad, Piatetsky-

Shapiro, Smyth, et al., 1996) 

Quality 

management 

Risk management,  

Benchmarking 

Knowledge equity (Glazer, 1998),  

Qualitative frameworks (Wilcox King & 

Zeithaml, 2003) 

Organisational 

performance 

measurement 

Financial performance 

measures 
Performance indices (Lee et al., 2005) 

Table 2.6 Theoretical roots underlying KM 
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2.5.2.1 Knowledge Management Strategies 

Jafari et al. (2009) had listed a series of researchers and their work on KM in a narrative 

manner, and Choi et al. (2008) has distinguished the more specific dimensions in KM 

strategies that the relevant researchers have focused on. The categories of KM strategy 

by focus generally converge to two antithetical points like explicit-oriented, tacit-

oriented (Keskin, 2005), codification and personalisation (Hansen et al., 1999), 

conservative and aggressive (Zack, 1999) in explicit and tacit dimension, and by source 

like loner, exploiter, explorer and innovator (Bierly & Chakrabarti, 1996), and external 

learner, internal exploiter and overall creationist (Pai, 2005) and still conservative and 

aggressive in internal and external dimension. The explicit-tacit classification based on 

the attribution of knowledge expression is well known, whereas Earl (2001a) has 

proposed a more specific taxonomy among the seven schools of KM from another 

perspective of knowledge existence, which could help organisations find the position 

of knowledge in their assets. Knowledge management strategies for organisations refers 

to a series of elaborate actions taken to achieve business objectives, including the design, 

planning and deployment of regularities, methods, processes for implementing KM 

activities, which must be aligned with the organisation’s business strategy (Eisenhardt 

& Santos, 2002). 

As one of the predecessors of knowledge management, strategic management is 

regarded as rationale in knowledge management and forms a lot of strategic 

combinations matched with enterprise management models (Baskerville & Dulipovici, 

2006). The most cited strategy for knowledge management is the response to explicit 

and tacit knowledge, which is Codification and Personalisation proposed by Hansen et 

al. (1999). They also proposed a T-shaped KM strategy for lateral thinking and 

innovation, and vertical reuse, from an organisational structure perspective (Hansen & 

Von Oetinger, 2001). For knowledge-intensive organisations, more nuanced responses 

are adopted, such as the seven schools of KM strategy from Earl (2001a), and four KM 

approaches from Alvesson and Kärreman (2001). Strategic initiative is never fixed from 

certain dimensions. Maier (2007) provided a hypercube of KM strategies from seven 

perspectives, including the codification and personalisation strategy (see Figure 2.6). 

Maier (2007) acknowledged that the other six strategic options in this hypercube are 

inspired by Hansen et al. (1999). The cube branches are not mutual exclusive but more 

practically useful for overall KM strategy design consideration. Choi and Lee (2001) 
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proposed a much simpler approach, divided only into technology-driven and human-

driven strategies, but its nature is based on Hansen’s codification and personalisation 

strategy as well. This concept widely adopted by many researchers has been also 

applied in managerial practice. Because a well-designed KM strategy could be adapted 

to various organisational structures, whether it is centralised or flat (Jennex & Olfman, 

2006). 
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Figure 2.6 The knowledge management strategy hypercube 

Source: adapted by Maier (2007) 

Though Hansen proposed that either paying attention on codifying the organisation 

knowledge base, or being better to reshape the tacit nature of knowledge base, his group 

did not propose a mixed plan for both, which made their strategy to be regarded as two 

extremes. Yet the success of this strategy promotion gives the credit to the emphasis on 

the balance between modern technological progression and social humanistic 

cultivation (Dalkir, 2013). To avoid falling into the trap of Hansen’s two extremes, 

distinctions between them should be elaborated. The details are compared in Table 2.7. 

Knowledge strategy Codification Personalisation 

The linkage between 

business and knowledge 

Core competitiveness 

with explicit KM and 

knowledge reuse 

Core competitiveness with tacit 

KM and knowledge creation and 

refining 
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Table 2.7 Codification and personalisation knowledge strategies 

Source: developed based on Hansen et al. (1999) and Hislop (2013) 

Hansen’s theory provides a memorable introduction to KM strategies, Earl (2001a) and 

Russ and Jones (2011) provide their holistic and systematic topologies of KM strategies. 

The Seven Schools of KM strategies in three categories by Earl are distinguished in 

Table 2.8. Russ and Jones responded to the Maier KM strategy dimension hypercube 

and developed their own hypercube comparison in Table 2.9. 

Seven Schools of KM Focus Aim Unit IT role Philosophy 

T
ec

h
n
o
cr

at
ic

 Systems Technology 
Knowledge 

bases 
Domain 

Knowledge 

based systems 
Codification 

Cartographic Maps 
Knowledge 

directories 
Enterprise 

Internet 

directories 
Connectivity 

Engineering Processes 
Knowledge 

flows 
Activity 

Shared 

databases 
Capability 

E
co

n
o
m

ic
 

Commercial Income 
Knowledge 

assets 
Know-how 

Intellectual 

asset register 
Commercialization 

B
eh

av
io

u
ra

l 

Organisational Networks 
Knowledge 

pooling 
Communities 

Groupware 

and intranets 
Collaboration 

Spatial Space 
Knowledge 

exchange 
Place Access tools Contactivity 

Strategic Mindset 
Knowledge 

capabilities 
Business Eclectic Consciousness 

Table 2.8 Seven schools of KM 

Source: adapted by Earl (2001a) 

Relevant knowledge 

processing 

Transferring knowledge 

from people to documents 

To expedite sharing of tacit 

knowledge amongst people by 

forming communication climate 

Considerable points in the 

example of human resource 

management implications 

⚫ Encourage people to 

codify their 

knowledge 

⚫ Practice should 

underline the 

development of IT 

facilities and skills 

⚫ Reward people for 

codifying knowledge 

⚫ Encourage people to share 

their knowledge or 

experience with others 

⚫ Practice should underline 

the development of inter-

personal and 

communication facilities 

and skills 

⚫ Reward people for sharing 

knowledge with others 
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As Earl (2001a) claimed, this classification can help organisations know where to start 

in settling a KM strategy, also can assist organisations to recognise the sorts of KM 

initiatives that can be candidates and appropriate for their organisation context. Along 

with the schools, he suggested the aim of KM strategic approach is “to build, nurture, 

and fully exploit knowledge assets through systems, processes, and people and convert 

them into value as knowledge -based products and services” (p.228). 

Table 2.9 Six KM strategy dichotomy 

Source: adapted by Russ and Jones (2011) 

Russ and Jones (2011) indicated that some of their findings are under-emphasised by 

academic researchers, however from their viewpoint, practitioners might appreciate the 

importance of those perspectives. Issues involved with dilemma of complementary 

versus disruption, concealment versus transparent or external acquisition versus 

internal development are all directly relevant to the organisational finance. None of 

them is inexpensive. Similar issues occur when considering other dilemmas like low 

Knowledge strategy comparison 

Codification vs. 

Tacitness 

Dissemination of the knowledge 

can be accelerated but also the 

risk of asset losing  

Problematic for competitors to 

imitate but more complex to share 

within organisations 

Complementary 

vs. Destroying 

Using and developing only 

knowledge that is compatible to 

the currently existing knowledge 

base within an organisation 

Developing a new knowledge 

base while destroying the value of 

the current KB base in order to 

develop an exclusive competitive 

advantage 

Concealment vs. 

Transparent 
Confidentiality for value focused Transparency for responsibility 

focused 

External 

Acquisition vs. 

Internal 

Development 

Acquiring the knowledge needed 

from external sources; 

Completely losing skill sets; 

Opportunistic risks; 

Difficulty in precisely identifying 

expected outcomes 

Developing knowledge base 

internally; 

Long learning curve; 

Managing the relationship with 

the external partners 

Exploration vs. 

Exploitation 

exploiting the most from its 

existing knowledge and refining 

habitual knowledge 

exploring new knowledge by 

other inventions and innovation 

Product vs. 

Process 

Product value creation and the KB 

supporting its product/service 

Creating the value by sustaining 

its processes 
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returns when product versus process failure happens. Their six knowledge management 

strategy dichotomies are therefore of practical value. 

2.5.3 Knowledge Management Processes 

Sieving information into knowledge, identifying and verifying knowledge, capturing 

and securing knowledge echo the knowledge creation, acquisition and refinement; 

distributing and transferring knowledge, learning knowledge, combining knowledge 

are work in concert with knowledge transfer and sharing, and storage; and the 

knowledge utilisation contains organising knowledge, retrieving and applying 

knowledge, creating knowledge. From this correspondence, knowledge creation 

occupies a significant position, as it could be a means to acquire knowledge and also to 

be an application in knowledge utilisation. From another perspective of knowledge 

carrier according to Arthur Andersen Business Consulting (1999), the package of KM 

could be represented by a formula: 

KM= (P+K)SC 

The clarification of knowledge management formula is formed in Table 2.10 shown in 

the below. 

KM= (P+K)SC  SC=S (Trust +Values +Norms +Cognitions +beliefs +...) 

P People Knowledge Owners and Disseminators 

+ Technology Technology for Assisting the Construct KM 

K Knowledge Explicit and Tacit Knowledge 

S Sharing Sharing and Transferring 

SC Social Capital 
Social Capital has a leverage effect when people 

combines with knowledge by technology 

Table 2.10 Clarification of Knowledge Management Formula 

Source: developed based on Arthur Andersen Business Consulting (1999) 

KM processes refer to every production and operation activity in an organisation that 

deals with knowledge. When considered as tactical project, KM initiative needs to 

connect core activities with different knowledge requirements. These activities formed 

a set of processes that could be formalised into organisational regulation in well-defined 
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boundaries. They directly channel the organisational capacities and ultimately expand 

the organisational performance margin (Ermine, 2018). The perusal of literatures, 

books, and articles by authors in the same field, their reflections on knowledge 

management processes were collected. Integrated models created by a list of authors 

demonstrate details of those processes in Table 2.11. In Liebowitz (1999, p7)’s eight 

procedures formulation and King et al. (2008)’s KM cycle model (see Figure 2.7), three 

core steps are mentioned: knowledge generation, knowledge distribution and 

knowledge organising which could cover all the specific sub-steps.  

Reference Knowledge Management Processes 

Wiig (1993) 
Creation; Sourcing; Compilation; Transformation; Dissemination; 

Application 

Meyer and Zack 

(1996) 
Acquisition; Refinement; Store/retrieve; Distribution; Presentation 

Davenport and 

Prusak (1998) 

Knowledge Repository; Knowledge Transfer; Knowledge Asset 

Management; Infrastructure Development 

McElroy (1999) 
Individual and group learning; Knowledge claim validation; Information 

acquisition; Knowledge validation; Knowledge integration 

Liebowitz 

(1999) 
Identify; Capture; Select; Store; Share; Apply; Create; Sell 

Bukowitz and 

Williams (2000) 
Get; Use; Learn; Contribute; Assess; Build/sustain; Divest 

Alavi and 

Leidner (2001) 

Generation, Codification, Transfer (also known as knowledge sharing), 

and Application 

Rollett (2012) 
Planning; Creating; Integrating; Organising; Transferring; Maintaining; 

Assessing 

King (2008) Creation/Acquisition; Refinement; Storage; Transfer/Sharing; Utilization 

Table 2.11 Studies on knowledge management processes 

In King et al. (2008)’s model, this is a linear process which start at both knowledge 

creation and acquisition. However, Jashapara (2004) holds different view that the 

process is a tight cycle before knowledge is translated into organisational performance, 

with knowledge creation being the central and valuable link. From some points of view, 

knowledge creation is both the start and the end of this process. Because knowledge 

creation produces value for organisations in a more direct way than others. 
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Figure 2.7 KM cycle model 

Source: adapted from King et al. (2008) 

In this process, knowledge acquisition and creation can be categorised into knowledge 

generation. Acquisition more focuses on existing knowledge from external sources, 

while creation literally creates new knowledge that cannot be obtained anywhere else. 

Differences of knowledge sharing and transfer are argued in several papers, which will 

be elaborated in the next section. Knowledge sharing and knowledge creation are the 

focuses as these two processes are highly involved with social elements that has some 

relations with BDC, and are hard to observe. The other processes can be directly 

influenced by technological advancement, which has less research value from a social 

perspective. 

2.5.3.1 Knowledge Sharing and Transfer 

The core action of knowledge sharing and transfer is to deliver, exchange by means, 

especially by communication (Schwartz, 2007). Schwartz (2007) and Tangaraja et al. 

(2016) have a view that Knowledge Sharing (KS) is a subset of Knowledge Transfer 

(KT), where the former focuses on individual’s perspective and the latter is on the 

organisational aspect. However, King (2006) deemed, KT focuses on the unidirectional 

communication of knowledge between entities, whereas KS implicates knowledge are 

shared in unintended, multi-directional and multi-objective ways. Knowledge transfer 

and knowledge sharing are two blurry terms that, due to the broad nature, encompass 

more than merely knowledge delivery from one place to another. According to the 

research by Paulin and Suneson (2012), the slightly difference between knowledge 

transfer and knowledge sharing lies in the form of the knowledge carrier. Ones who 

have stronger focus on individual knowledge employ the knowledge sharing, while 
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others apply knowledge transfer when groups, departments, organisations are in focus. 

Meanwhile, some are holding the view that they are in the relation of subordination 

(Tangaraja et al., 2016). Regardless of the conceptual rights scramble in which few 

articles participate, the debate is of little relevance from a practical perspective. In many 

cases, KS and KT can transpose into each other. As this project focuses on 

comprehensive concepts, in the subsequent discourses, KS is suitable to be a joint name 

as a combination of KS and KT. As a matter of convenience, this research uniforms the 

term, knowledge sharing, to represent any type of knowledge delivery. 

Ipe (2003), who uses KS as the concept of making knowledge flow and available to 

others in the organisation, deemed the effectiveness of sharing is conditional upon the 

nature of knowledge, the motivation to share, the opportunity to share. In addition, as 

considered as a voluntary act based on an altruistic or reciprocal perspective, successful 

KS depends upon individuals’ belief (Helmstadter, 2003). It is slightly deficient for 

Ipe’s research in terms of the sub-dimensions of those three conditions, which has been 

improved by the other researchers in their future research. For a representative example, 

although the viewpoint of Schwartz (2007) on the conceptual discord needs to be 

discussed further, the findings of their work are pivotal.  

Combined with the research of Szulanski (2000), they had concluded 21 factors in three 

aspects that impede or facilitate KS as shown in Table 2.11 below. Besides the 

willingness and motivation to share, others like the ease of sharing, the absorptive 

capacity, the strength of interpersonal connection are the multiple mediators that affects 

the success of KS (Reagans & McEvily, 2003). Diverse combinations of mediators, for 

example, perspective-taking as a form (Boland Jr & Tenkasi, 1995), would cause 

different results such as knowledge loss, knowledge reconstruct or even knowledge re-

understanding what the sources trying to transmit to the recipients can be completely 

different to what was originally intended or different to what is ultimately formed inside 

the recipients (Holford, 2016). From a systematic view, Andriessen (2006) delivered a 

conceptual model that clearly distinguished the boundary between individuals and 

organisation on the determinants of knowledge sharing (see Figure 2.8). 
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Source Recipient Organisation 

1. Ease of sharing  9. Awareness of availability  
17. Organisational 

context  

a. Stickiness at initiation  10. Reliability of the source  18. Organisational design  

b. Stickiness at 

implementation  
11. Recipient-side motivation  

19. Motivation/reward 

system  

c. Stickiness at ramp-up  12. Available time/Access  20. Available time.  

2. Ability to sharing 13. Ambiguity of knowledge  

21. Nature of relationship 

between source and 

recipient. 

3. Willingness to initiate 

transfer, propensity to share  
14. Degree of conjecture   

a. Acknowledgement and 

attribution  
15. Absorptive capacity   

b. Disseminative capacity  16. Retentive capacity  

c. Interpersonal 

connection  
  

d. Motivation of the 

source  
  

4. Awareness of need    

5. Ambiguity of knowledge    

6. Available time/Access    

7. Stickiness at integration    

8. Source-side motivation   

Table 2.12 Barriers on Knowledge Sharing 

 

Figure 2.8 Determinants of knowledge sharing 

Source: Adapted from Andriessen (2006) 
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2.5.3.2 Knowledge Creation 

Knowledge creating process could be conceptualised as an ongoing emergent spiral of 

knowledge processing, namely explicit knowledge and tacit knowledge in the different 

stages creates mutually and dynamically as a spiral, also an end result for some 

organisations (Seufert et al., 1999; Holford, 2016). Briefly speaking, Knowledge 

creation is not a simple link in the KM process, but is often the result of the interaction 

of knowledge acquisition, sharing and application (Du et al., 2007). The knowledge 

creation process in spiral framework was proposed by Nonaka and Takeuchi (1996) 

who claim there are three necessary elements to form this conversion: 1. The process 

of the conversion; 2. The context to share knowledge, i.e. “Ba”; and 3. Knowledge asset. 

Knowledge creation also could be regarded as a self-transcending process across the 

organisational and individual daily interactions in which contradictions and sparks are 

fostered through dialogue and practice in a place where information is endowed with 

meaning and knowledge is born (Jantsch, 1980; Nonaka & Toyama, 2003). This self-

transcending process is formalised into a model which was generally accepted. 

Embedded within knowledge socialization, externalization, combination and 

internalization spiral dynamic conversion process and the “Ba” theories (Nonaka & 

Takeuchi, 1996; Nonaka et al., 2005; Nonaka & Konno, 2005). This conversion process 

could be interpreted in two dimensions. From the epistemological dimension, arrows in 

Figure 2.9 show the path that the conversion from tacit knowledge to explicit and tacit 

knowledge, explicit knowledge to explicit and tacit knowledge. Along the ontological 

dimension, the interaction showed inside the figure among individuals, groups, and 

organisations increases along the spiral activity goes (Bolisani & Bratianu, 2018). 

“Ba”, a word derived from a Japanese Kanzi also a Chinese Character, originally means 

place, space, field or atmosphere. The concept of Ba in KM region refers to a communal 

place or a platform viewed in an abstract perspective which serves as foundation for 

emerging relationships and knowledge creation (Nonaka & Konno, 2005). 

Notwithstanding the focus on the knowledge creation process, Ba also covers the 

knowledge sharing. There has an understanding about Ba that fits the present BDC 

status from Nonaka and Konno (2005). With the reverse impact by the advance of 

knowledge sharing techniques, Ba is no longer restricted to a visible or tangible concept, 
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but also reaches virtual realm. The expansion of Ba yields a more favourable 

environment for knowledge creation (see Figure 2.10). 

In the KM field, Nonaka and Takeuchi (1995) are the most noted for their SECI model. 

From their theory, “Ba” is proposed for knowledge sharing and creation cycle in the 

organisation scale, the outcome of whose creation becomes one kind of asset for 

decision support and knowledge sharing. In the process of enterprise innovation 

activities, tacit knowledge and explicit knowledge interaction with each other, and 

mutual transformation between them, the process of those knowledge interaction and 

transformation, they believe, is actually the process of knowledge innovation. The four 

basic modes are Socialization, Externalization, Combination, and Internalization. One 

prerequisite existed for SECI model is that this process is accomplished in a social 

group and situation, no matter the process is of personal growth, or of knowledge 

innovation. It is the existence of society that makes the culture heritage and knowledge 

transferring, from which any growth or innovation cannot separate.  
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Figure 2.9 The SECI Model: Spiral Evolution of Knowledge Creation 

Source: developed by Nonaka and Takeuchi (1996), Gourlay (2003), Nonaka and 

Toyama (2003), Nonaka et al. (2005) and Nonaka and Konno (2005) 
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Figure 2.10 “Ba” and Knowledge Conversion 

Source: developed from Nonaka and Toyama (2003) and Nonaka and Konno (2005) 

Socialization is a transformation from tacit knowledge to tacit knowledge. It is a 

process through the establishment of tacit knowledge sharing experience. This process 

usually happens in the regular working experience or in-job training and learning. 

According to Hansen et al. (1999), Personalisation, one of the KM strategy, is suitable 

for this mode. Externalization refers to a transformation from tacit knowledge to 

explicit knowledge. It is a process that tacit knowledge is elaborated clearly by the 

concept of being made explicit. This mode is the crucial and hard step in the process of 

knowledge sharing and innovation. Actually externalization is a core part of 

codification which is also from knowledge management strategy by Hansen et al. 

(1999), which turns knowledge into intellectual assets. Combination means a 

transformation from explicit knowledge to explicit knowledge. Through recombining 

and systemizing the existing explicit knowledge by the Big Data settling technique, 

there would appear some knowledge helpful for decision making, which would move 

to next step. Internalization is a transformation from explicit knowledge to tacit 

knowledge. After new explicit knowledge come by, decision makers, even the internal 

employees should absorb, and digest loads of knowledge for guiding the decision 

making in the future. Internalization is a process of explicit knowledge visualization 

and materialization, which help the people sublimate explicit knowledge into tacit 

knowledge that is quite useful for making decision. 
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In these four modes, Nonaka and Konno (2005) created a concept of “Ba” mentioned 

before, something like a place or atmosphere surrounding with the process of 

knowledge sharing and creation inside. Ba could hold these four modes and be divided 

into four specific Ba for four knowledge creation modes. They are Originating Ba, 

Interacting Ba, Cyber Ba and Exercising Ba respectively related to the four modes 

above. In these Ba, more specific procedures are proposed to implement KM. However, 

it is still a hard question that how to make full use of all these concepts proposed. All 

the parts here are involved with DSS (Decision Support Systems) and Big Data to some 

different extents. What roles DSS and Big Data play in the KM will be of great 

significance in the reformation of KM. 

2.5.4 Introducing KMS into Organisations 

Knowledge management has been proliferated only for few decades during the hundred 

years history of corporate management; it is subject to the advent of the knowledge 

economy which urgently need a strategy method adopted by enterprises. As the spine 

of organisations, KM functions from the beginning of idea to the endgame of 

organisation life, which abundant components would like to be the fresh adhere to, such 

as Knowledge Management System (KMS), Information and Communication 

Technology (ICT), Knowledge Discovery in Database (KDD), Big Data Analytics 

(BDA), Business Intelligence (BI), etc.  

Notably, as KM is a systematically strategic initiative, KMS success does not mean a 

successful KM initiative is achieved. Three principle performance drivers in any KMS 

solution are people, process and technology, which are the key elements to keep KMS 

in organisation in a healthy balance (Baker et al., 1997; Chase, 1997; Matthews, 1997). 

Maier (2007) stretched this ternary dimension into a multiple polyhedron that contains 

five elements: people, product, process, ICT and instrument, which is interesting that 

he specified the technology to ICT (see Figure 2.11). And this is beyond deterministic 

that there is no room for other technologies, such as the ones in BDC which could 

impact these all five elements. The predecessors of KMS are executive information 

systems, decision support systems, and expert systems, which cannot satisfy increasing 

onerous task demands (Nevo & Chan, 2007). A main supporting force of knowledge 

management is the accelerated development of knowledge processing technology in 

contemporary era, which relies on the rationality, intelligence and flexibility of the 
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selected KM processing technology. From an ICT evangelist perspective, a KMS would 

be regarded as a well-designed system until it achieves five elements: Awareness, for 

guiding people reaching knowledge; Accessibility, for individuals access knowledge 

with their matched roles; Availability, for usable knowledge at the scene; 

Responsiveness, for end users; and Timeliness, for eliminating time-consuming 

knowledge distribution (Offsey, 1997). 
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Figure 2.11 Perspectives for modelling in knowledge management 

Source: Source: developed based on Maier (2007) 

KMS is a technology-dependent system that requires ICT related technologies as well 

as their performance. To this end, Maier (2007) designed a metaphorical model that 

vividly depicted the relations between KMS and the required technologies (see Figure 
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2.12). He turned the power of these technologies into enterprise efficiencies that could 

handle knowledge, consulting, and communications through the magnetic assistance of 

the KMS system. 
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Figure 2.12 The magnet model between technological roots and KMS 

Source: developed based on Maier (2007) 

After investigating 481 cases, Nevo and Chan (2007) identified over hundred types of 

specific technology tools which could mainly categorise into the roots as Maier 

concluded in his magnet model. What practitioners should notice here is not to fall into 

the trap trying to design knowledge to suit the technology nor the way around, because 

they are the mutual effect determinants to each other (McAdam & McCreedy, 2000). 

They should select the best KM instrument combination based on the organisational 

type and competency. 
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All the devotions on KMS construction lead to the expected benefits on: Improved 

productivity and effectiveness, improved efficiency and cost savings, increased 

responsiveness, better communications, innovation, retaining employees and increased 

market share (Nevo & Chan, 2007). The remaining KM components though serve the 

same goals, KM as a whole is still a social process rather than merely scientific or 

technological process (McAdam & McCreedy, 2000). 

2.5.4.1 KMS in Big Data Context 

Knowledge management as an esoteric strategic challenge requires a balanced and 

organic integration of effective human social network and new technological 

opportunities. Though people failed many times on increasing the weight of technology 

over social factors (Chua & Lam, 2005; Storey & Barnett, 2000), the vision that 

machine could replace human on higher production efficiency has rooted in people’s 

mind since the first industrial revolution started. With the capability of collecting and 

analysing massive data sets relying on the mighty software, algorithms and hardware 

system, the big data phenomenon can be prevailing. As the relation shown by DIKW 

hierarchy infers, this phenomenon promotes information revolution further, knowledge 

creation blowout and BI, DSS re-flourish. 

Knowledge discovery is at the same phase with knowledge acquisition, knowledge 

creation and knowledge innovation in the KM cycle model (King et al., 2008). They 

are weaving each other with overlap but also distinction. Knowledge Discovery in 

Database (KDD), as the origin of knowledge mining, takes the advantage of this era 

opportunity to rise itself, which has a series of processes designated and synthesised by 

the interdisciplinary and cross-disciplinary strides over Computer Science, ICT, IS/IT, 

statistics and KM, etc., to unveil innovative knowledge from the data resembled 

chaotically (Fayyad, Piatetsky-Shapiro, Smyth, et al., 1996). Fayyad and his colleagues 

defined KDD as a nontrivial process of identifying valid, novel, potentially useful, and 

ultimately understandable patterns from a data set. Data mining are the most important 

procedure in KDD, so knowledge mining and KDD are slightly different. Not long ago, 

the amount of world data reached a higher order of magnitudes, which creates ever 

more value than before according to the precedent prediction cases by Gartner. Inside 

these data, no matter where they come from, like social media in online network flow, 

communication statistics in telecommunications, experiments, surveys, hardware 
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sensors in investigation activities, potential knowledge hidden everywhere awaits 

researchers’ exploration taking actions. The actions follow the steps in Figure 2.13 

(Fayyad, Piatetsky-Shapiro, et al., 1996b).  
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Figure 2.13 The steps constituting the KDD process 

Source: adapted from Fayyad, Piatetsky-Shapiro, et al. (1996b) 

Big data analytics (BDA), not a fresh concept, generally is a distinctive process in the 

data analysis, however its value is redefined by Crane and Self (2014) in the KM realm. 

A relatively recent development of BDA has been the creation of Predictive Analytics 

to assist decision makers to decipher the potential and probable futures that may reveal. 

The big data characteristics will be critically assessed in order to identify the impact on 

BDA and their implications for big data supported knowledge management. 

Knowledge Discovery in Database (KDD) places particular emphasis on the synthesis 

of the factors which might make the discovery happen. And the factors are unstable as 

some of them are controllable but some are not (Begoli & Horey, 2012). Begoli and 

Horey (2012) propose three principles for the efficiency of knowledge extraction: 

Support a variety of analysis methods; one size does not fill all; make data accessible. 

This issue has not been researched completely, yet the enhanced KDD in big data 

context now gains new driving force, which is noticed and believed by researchers. 

Increasing studies recently shows big data would improve several human demands 

which are highly related to KM, such as decision-making (Chen et al., 2015; Fan et al., 

2015), prediction and forecasting (Lv et al., 2014; Zheng et al., 2015) and service 

improving (Wang et al., 2018). Big Data technology provides enterprise 

competitiveness from several aspects like customer insight, marketing plan, product 

innovation, logistics management, process optimisation, human resource and risk 

control. Some belong to the overlaps of KM area and decision-making support system 

(DSS) area (McAfee et al., 2012). Therefore, the advantages would benefit the 
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development of DSS and KM. For a long perspective, benefit is not enough for IT 

Project management. It needs more complete and thorough system, which is not only 

limited by Data Analysis, DSS or KMS. For example, The real-time requirements 

across users would be satisfied by using the IoT embedded KMS (Uden & He, 2017). 

More directly, it impacts knowledge creation (Fuchs et al., 2014)and knowledge sharing 

(Sukumar & Ferrell, 2013)processes with a positive expectation. 

2.5.4.2 Other Linkages 

As an emerging phenomenon, cashless payment or cashless society gains ground 

rapidly in China. The technical support behind it is the high speed of 4G mobile network, 

and the future 5G mobile network and the Internet of things continue to broaden the 

data transfer and accelerate the speed. Mobile technology helps make, for example, 

educational resources more accessible, interoperable, and reusable, and make learning 

more interactive and flexible at any convenient times and places (Murphy, 2006) 

Experts are an important source of knowledge, in which case the best way to learn what 

experts know is direct face-to-face communication (Davenport & Prusak, 1998). 

However, the process and method of knowledge and experience imparting by experts 

has not changed significantly in the long history. The room for efficiency improvement 

of this knowledge impartment remains to be developed. In another perspective, the ends 

of both sides, receivers and providers, in knowledge transfer process would be 

identified as efficiency problems if people retrospect from future. Face-to-face 

communication is still on the domination of the title “the most effective knowledge 

transfer method” (Kemp & Grieve, 2014). In BDC, what can it learn from face-to-face 

communication, and then deliver its own advantages that have the potential to surpass 

the imparting method with thousand years of history? 

Traditional organisational competition highly relies on one of the intangible resources, 

competitive intelligence (Dishman & Calof, 2008). This research field is also about 

knowledge acquisition through external approaches (Rothberg & Erickson, 2005). The 

focuses of this field are mainly on the source of intelligence (e.g. sales data, financial 

report or development proposal), and the operation over the intelligence back in the 

organisation (Wright et al., 2002). Even if the critical process is the intelligence 

acquisition, value creation like insight, decision, plan and so on, is in the process of 
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intelligence operation. This field model is quite similar with the relationship between 

BDC and KM. BDC provides unprecedented ways to access and assess the data and 

information, and KM leverages the advantages to deploy the strategies over the 

knowledges. 

Organisational knowledge resides from people to organisation culture, structure, 

network, so on and so forth (Walsh & Ungson, 1991). Transactional content is the 

relationship between two actors who engage with the organisational knowledge (Nelson 

& Hsu, 2011). It is enough for the traditional transactional IT or ICT technology to deal 

with the transactional data and content. Yet this transactional affair is not picturing the 

shape of network, for example, individual knowledge worker as a node cannot know 

another node’s progression in real-time. That means a large amount of knowledge still 

hide inside the organisation undiscovered. There is also where the lag of collaborative 

work exists, but things start to change when the Big Data time arrives. Chen et al. (2012) 

anticipated that future transactional affairs may be involved with incremental external 

data and take place outside the traditional IT and ICT functions. Aggressively, Minelli 

et al. (2012) implied that the transactional IT and ICT merges into the BDC stylized 

infrastructure as remaining components dealing with the basic transactional knowledge 

exchange, while the service products provided by the BDC infrastructure as a whole 

will increasingly enhance the overall efficiency through the organisational network. 

2.5.5 Summary 

Admittedly, KM is about best practices and procedures and leveraging people and their 

potential rather than pure technology in the postmodern KM age (OECD, 1996; Dalkir, 

2011). However, when the disruptive technology evolution impacts on the human 

behaviour and then organisational practices, procedures, cultures, structures, people 

cannot wait for change passively but initiative should be taken to respond this change. 

The researchers and practitioners once questioned the role of IT and ICT infrastructure 

in KM, but what they did not expect is the great leap forward of ICT evolution in recent 

years. KMers have not been finishing producing solutions to improve the existing but 

imminently outdated management mode. This research is to provide KMers a fresh KM 

framework based on big data context for their knowledge management mode reform 

and upgrade. 
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First of all, it is the change from distributed knowledge mode to Big Data managed 

knowledge mode. KM is like other management methods; their purposes are to manage 

people. It is important that KM needs the participation of people to create knowledge, 

while Big Data provides large content of economic value. A fundamental issue needs 

to be faced is whether the data from different structure, such as personal, organisational 

and governmental data, assimilate or merge together, for the KM dominated by people 

need existed mature data to learn, to share and to create knowledge. This new pattern 

is hardly adapted to the traditional technique; therefore, each person hardly plays in 

effective ways without Big Data analysis. With the appearance of the Big Data, there 

comes the fourth paradigm of research model to confront data-intensive situation and 

discover in a scientific way (Hey et al., 2009). Through the fourth paradigm, it is very 

effective to the personal development, as well as the way how to manage knowledge. 

And it is enlightened for the relevant staff to know what role they play and which 

direction they should head on when they deal with the relation between people and data. 

Secondly, the complex society still needs the aggregate think-tank management system 

(Davenport, 1999; Malhotra, 2000). The present data representing methods do not 

always represent the meaning of data itself directly. Digging out the knowledge from 

the massive data, especially the unstructured and semi-structured data, needs an 

appropriate representing method. Keen and Morton (1978) gave a general concept and 

O'Brien (1998) enhanced that Decision support system is aided decision makers 

through the data, models and knowledge, human-computer interaction way for semi-

structured or unstructured decision-making computer application system. The main 

cause of this shortcoming is that the machine could not reason the knowledge through 

the unstandardised data, which needs the aggregate think-tank involvement. At this 

point, it is the time to assure the position where Big Data and KM should locate and to 

ensure these tools could assist the think-tank to give advice. 

Thirdly, advice is the combination product from both people and data. As advice for 

decision support not only from the external, but also from the internal, some of them 

selected could transform into knowledge. So where does the advice come from? They 

are from the selected data. Where will the data come from? Through the DIKW model 

(Rowley, 2007), the more valuable data are produced by the Big Data analysis than 

normal data analysis. Advice refined from the data in different aspects for one issue 
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could raise the accuracy rate of decision. Decisions usually could not have a time 

completion. It is an iterative process (Grünig & Kühn, 2009) by continuously 

supporting advice. And the whole process that may be an unprecedented activity would 

become a part of knowledge asset. This clear venation that uses advice as example 

reflects the relationship between the Big Data and KMS. All the resource need to pass 

by any of these parts could be shared efficiently but not redundantly. The linkage of 

them could bring a new revolution in Data-to-Knowledge area in a professional way. 

It should be cleared that KM lies in the tactical level not in the technical level. 

Assimilating the Big Data technology meets the needs of the social development, for 

accomplishing the DIKW production, and finally bringing the profit in the business 

activities. From this perspective, the hypothesis is proposed that Big Data is one of the 

KM subdivide links at the Data to Information link. However, the applicability and 

usability of Big Data are yet to be detected completely, since big data has not 

implemented too long. 

2.6 Conclusion 

In this chapter, a brief introduction of big data context, knowledge management and 

their components under their system has been provided in retrospect. Literature on these 

topics has been critically reviewed. The reviews suggest that previous BDC and KM 

research have not delved on the relations between these two topics much but only vision 

and expectation revealed. According to the classic grounded theory which will be 

explained in the next chapter, the literature review does not focus on the existing 

constructs. Generality of both topics dominates this chapter for referential purpose in 

the qualitative analysis phase. 
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Chapter 3. Research Methodology 

3.1 Chapter Introduction 

This chapter aims to present a bird-eye perspective of understanding on all different 

layers of research methodologies, to elaborate the causal relationship of the research 

methodology and methods selection, furthermore, to propose the research design 

regarding this topic. 

Social science researchers in the contemporary research circumstance should be 

cautious regarding choosing the research methods and establishing the applicable value 

of the methodology to their research. An appropriate and rigorous research design 

marshals the research towards the field milestones and outcomes, which deserves to be 

arranged by the researchers and enables the research convincing in a high degree. 

3.2 Research Hierarchy 

Before delving the research methodology, it should be carried out a general ideology in 

mind about the term, research. Different definitions are dispersed throughout the 

massive literature works, one of which expounds that research is a systematic and 

methodical process of discovering new discoveries or improving existing knowledge 

through the acquisition and analysis of data, information and facts for the advance of 

human knowledge (Rajasekar et al., 2006; Creswell, 2008; Shuttleworth, 2008; Collis 

& Hussey, 2013; Wilson, 2014). Jonker and Pennink (2010) claim that the choice, 

which is no matter implicit or explicit, of a specific research ideology is ushered by the 

essence of the research question, and so does Wilson (2014). His views in a more 

linguistical way supports the idea that the formulation of research questions is one of 

the main focuses of research and as it is often more difficult to formulate research 

questions than to solve them. Therefore, the prominence of delving research questions 

should be analysed not only by finding the answer, also by the way finding the answer, 

which endows the research methodology with the prodigious distinction. 

In the light of the nascent field of big data, this study leans in the direction of 

exploratory research to address the collision between the immature discipline of 



83 

knowledge management and the rapidly emerging ecology of new technologies. This 

decision was taken through a systematic study of the research methodology, which led 

to the identification of a suitable response to each aspect of the research questions at 

different levels of the methodology. From the philosophical orientation, the constituents 

of research methodology in general that pile up the research pyramid are philosophy 

paradigm, methodologies, methods, and tools (techniques), which are associated with 

marshalling the direction to collect, identify and analyse data (Jonker & Pennink, 2010). 

With an in-depth classification and more detailed imaging, Saunders et al. (2012) 

demonstrated a research onion showed in Figure 3.1 with a clear hypotaxis relation 

amongst the constituents, complemented by the research approach, time horizon, 

techniques and procedures. Committed researchers need to make choices at each layer 

of the research pyramid that are rigorously followed the researchers’ philosophical 

belief, world view and epistemological thinking. Choice of the outer layer steers 

researchers in inner side of the research pyramid to find what that choice is and to 

arrange the subsequent action during the research process. Aspects of the methodology 

followed in this study have been highlighted in the research onion and legitimacy will 

be established in detail in the following sections of review. 

Positivism

Realism

Interpretivism

Pragmatism

Abduction

Deduction

Induction

Mono method 

quantitative

Mono method 

qualitative

Multimethod 

quantitative

Multimethod 
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Mixed method 
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Mixed method 
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Experiment Survey Archival 

research

Case study
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methods 

research

Ethnography
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research
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theory

Narrative 

inquiry
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Longitudinal

Data collection 

and data analysis

Philosophy

Approach
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choice

Strategy(ies)

Time horizon

Techniques 

and 

procedures

 

Figure 3.1 Research onion (or detailed research hierarchy) 

Source: adapted from Saunders et al. (2012) 
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3.3 Philosophical Orientations 

While incubating the research plan, researchers entail to consider two questions. The 

first one is what type of methodology and methods they should choose, and all 

researchers should take it into an in-depth consideration. However, what is more 

important to consider is how to address the second issue, which is how to provide the 

rationale and justification for the methodology employed and to make the findings 

convincing when using the adopted methodology. The second question refers to the 

orientation of philosophy paradigm, which is the key for the researchers to steer their 

way on the basis of realistic assumptions. How the researcher views the reality 

determines the methodology choice and the choice validity. The view, or a set of view, 

lenses, beliefs, values and process of thinking the world with the subsequent 

appurtenant methodology, methods and techniques packaged together form the 

paradigm (Gummesson, 2000; Creswell, 2013). 

When choosing a paradigm, researchers are also recommended to posit in a multi-

dimensional set of continua answering several research philosophy questions showed 

as the following Table 3.1. 

Question (dimension) Continua 

What is the nature of 

reality? 

External 

 

Objective 

 

 
 

Socially constructed 

 

Subjective 

What is considered 

acceptable 

knowledge? 

Observable phenomena 

 

Law-like generalisations 

 

 
 

Subjective meanings 

 

Details of specifics 

What is the role of 

values? 
Value free  Value bound 

Table 3.1 Continua of Philosophy Claim 

Source: adapted from Saunders et al. (2012) 

Philosophically, these questions are embodied into the nomenclature of philosophy 

claim in which Ontology is the elaboration of question what the nature of reality is; 
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Epistemology is regarding how people know knowledge and consider acceptable 

knowledge; Axiology is the assessment that expound what values go into the 

knowledge and what role values play, and Rhetoric is about how research record the 

knowledge (Creswell, 2003). The answers of these questions are prerequisite for the 

standing of paradigm (Lincoln & Guba, 2000; Mertens, 1998). Two continua of the 

philosophy knowledge claim has a competitive ring among the ontology and 

epistemology follows, especially ontology (Saunders et al., 2012) . Morgan and 

Smircich (1980) and Saunders et al. (2012) claimed that the ontology of knowledge is 

the continuum of subjective and objective, posited at the extreme are Objectivism and 

Subjectivism, posited in the middle is social Constructionism. Objectivism holds the 

different view that human mind and mental activity isolate with the things and fact of 

human experience. Finding the causality of the nature or social phenomenon, 

objectivists merely involve the subjective factors (Bryman, 2012). While subjectivism 

is a tenet that asserts human mind and mental activity are the only fact of human 

experience, which means objective facts are created by subjective mentality 

(Richardson & Bowden, 1984). For the constructivist there are no objective facts either, 

but they are neither created nor discovered, they are the result of the construction by 

interacting between social phenomena and the human psyche (Saunders et al., 2012). 

Crotty (1998) suggests researchers ask four things during the research design process 

base on his established work for the frame, and the first thing is what epistemology to 

use, since the epistemology elaborates how people know all they have known, and how 

knowledge appears and exists. Maynard (1994) shares the same point that epistemology 

is the philosophical consideration the research base on, the guide for knowledge to 

choose, and the pledge for research sufficiency and rationality. And so does Easterby-

Smith et al. (2001), they reckon that without in-depth consideration to the epistemology, 

research quality would be severely compromised. There are several different 

taxonomies of the philosophical epistemology. According to Neuman (2014), Saunders 

et al. (2012), Tashakkori and Teddlie (1998), the dominant paradigms can be broadly 

divided into three schools, depending on the methodological justification claimed: 

Positivism, Constructivism and Pragmatism. Positivism comprises positivism, post-

positivism and realism; Constructivism contains constructivism, constructionism 

(Ackermann, 2001), postmodernism and interpretivism; and Pragmatism chooses 

felicitously from above according to the nature of research question. In Table 3.2, 
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pragmatism conflicts the dualistic way of metaphysics between the positivism and 

constructivism, but favourably receives both views of them in the dimension of 

methodology, logic approach, epistemology, and so forth (Nielsen, 1991).  

As this research is a multi-stage panoramic investigation, from the initial qualitative 

exploration, through the construction of theories and models in the middle stages, to 

the empirical validation in the later stages, it forms a closed loop of research, and it is 

a typical pragmatist-driven research philosophy, in which a variety of research methods 

are rationally combined in appropriate contexts in order to answer research questions, 

without being constrained by the rules and regulations of particular philosophical 

paradigms. 

 Positivism (Post-) Constructivism Pragmatism 

Methodology • Quantitative 

(mainly 

quantitative) 

• Qualitative • Quantitative plus 

qualitative 

Logic 

approach 

• Deductive (mainly 

Deductive) 

• Inductive • Deductive plus 

inductive 

Epistemology • Objective 

• Acknowledging 

subject and 

acknowledging 

object are binary 

relation 

• Mainly subjective 

• Acknowledging 

subject and 

acknowledging 

object cannot be 

isolated from each 

other 

• Objective plus 

subjective 

• Acknowledging 

subject and 

acknowledging 

object coexist and 

influence each other 

Axiology • Neutral, sometimes 

has value leaning 

but controllable 

• Limited by value • Might be influential 

when interpreting 

Ontology • Naive (or critical) 

realism 

• Relativism • Admit external 

reality and interpret 

the casual relation 

Causal 

connection 

• Before or during the 

result conduction, 

there has a real 

reason 

• Everything coexists 

each other, and 

cannot be 

distinguished by 

causality 

• Might has the causal 

relation, but need 

more work to identify 

Table 3.2 Major paradigms in social science 

Source: developed from Tashakkori and Teddlie (1998) 
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3.4 Typology of Research Methodology  

After the general understanding of paradigms, focus would target on the methodology 

of the research. According to the research pyramid made by Saunders et al. (2012), 

before making choice of the methodology, researchers need settle down the logic 

approach, which is also called The Research Chain of Reasoning (Krathwohl, 1993). 

And An alternative classification of research methodologies is defined in terms of the 

research purpose. Not only that, but the classification of quantitative and qualitative 

methodologies is the key for all the social scientists which would also be spotlighted. 

3.4.1 Classification by Purpose 

The first question needs to be proposed after the research idea settled down is about the 

research purposes. Generally, based on the ontology, there has three main 

methodologies along this dimension to discuss the research purpose, which are 

Exploratory, Descriptive and Explanatory methodologies (Babbie, 2015; Neuman, 

2014; Patton, 2015). Although classified according to purpose as well, other 

methodologies, such as evaluative and confirmatory research, follow a different logic 

for classifying items, so they are not described in detail. Table 3.3 showed below is the 

distinction of three main and frequently used methodologies.  

Exploratory Descriptive Explanatory 

• Become familiar with the world 

principles, world facts, 

configuration, and concerns. 

• Provide a detailed, 

highly precise image. 

• Test a theory’s 

predictions or 

principle. 

• Create a general mental picture 

of conditions. 

• Locate new data that 

contradict past data. 

• Elaborate and enrich a 

theory’s explanation. 

• Formulate and focus questions 

for future research. 

• Create a set of 

categories or classify 

types. 

• Extend a theory to new 

issues or topics. 

• Engender new ideas, 

conjectures, or hypotheses. 

• Clarify a sequence of 

steps or stages. 

• Support or refute an 

explanation or 

prediction. 
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• Determine the feasibility of 

conducting research. 

• Document a causal 

process or mechanism 

• Link issues or topics 

with a general 

principle. 

• Develop techniques for 

measuring and locating future 

data. 

• Report on the 

background or context 

of a situation. 

• Determine which of 

several explanations is 

best. 

Table 3.3 Typology of research purpose 

Source: Adapted from Neuman (2014). 

3.4.1.1 Exploratory Methodology 

As the literal meaning, exploratory study is an effective way to do the research in a 

nascent area or relatively new crossing-field where there has novel topics waiting for 

being discussed (Babbie, 2015; Neuman, 2014). The discovery of the nascent topics is 

grounded on the researcher familiarisation regarding principles, world facts, 

configuration, and concerns. In this situation, theory building is preferred rather than 

theory testing. It is a process to deal with the problem that how people know what they 

acquaint scarcely, and then commence with formulating specific questions related to a 

topic which need future work studying on (Neuman, 2014). By subscribing the 

qualitative methods of data collection and analysis in general, this methodology could 

help the researcher achieve a plain acknowledge of the study topic, predict whether this 

topic has feasibility, and be stepping stone for the subsequent research (Babbie, 2015). 

Also exploratory research could associate with quantitative methods by survey and 

numeral tests or blend these two as mixed methods for trial-and-error exploration (Yin, 

2012, 2014). 

3.4.1.2 Descriptive Methodology 

Descriptive research aims to picture a precise profile and structure of situations, events, 

phenomena, or relationships (Saunders et al., 2009). Both qualitative and quantitative 

methods could engage in this methodology for the holistic feature of descriptive 

research that needs a wide range of data collection and analysis (Neuman, 2014). Some 

features of descriptive study overlap in common ground with explorative research while 

they use qualitative methods, and the same situation happens with explanative study 

while using quantitative methods. However, the largest distinction between descriptive 

and explorative research is that descriptive one has more clear-cut research question 

than explorative one (Neuman, 2014). For the situation with explanative research, if 
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your research subscribes descriptive methodology as then it is likely to be antecedent 

to explanative one, such research is known as descripto-explanatory studies (Saunders 

et al., 2012). 

3.4.1.3 Explanative Methodology 

Building with causal connection among the variables under the clearly identified 

research questions or detailed subject, this process is called explanative research to 

answer ‘why’ compared with explorative research to discover ‘what’ (Saunders et al., 

2012). Explanative methodology also could employ qualitative, quantitative or both of 

the data collection and analysis methods to seek out the causes and contributing factors 

(Neuman, 2014). 

3.4.2 Inductive and Deductive Reasoning Approaches 

Inductive and deductive are two reverse approaches that usually deal with the logic 

manner underpinned the research in a way that fits into the frame of ‘problem-question-

answer-solution’ puzzle (Jonker & Pennink, 2010), as for this factor, these research 

approaches have been named empirical cycle or research chain of reasoning (Krathwohl, 

1993). In addition, there is also a third type of approach lying in the middle of reasoning 

chain that is theorised recently, abductive reasoning, which begins with a notable 

conclusion being observed in research not a premise, which called a ‘surprising fact’ 

(Ketokivi & Mantere, 2010; Saunders et al., 2012). Table 3.4 shows the three 

approaches of reasoning at below. 

 Deduction Induction Abduction 

Logic 
• The validity of 

the premises is 

directly testing 

the validity of the 

conclusion in 

deductive 

inference 

• The exist premises 

are used to 

engender untested 

conclusion in 

inductive inference 

• The exist premises 

are used to engender 

testable or tested 

conclusion in 

abductive inference 

Generalisability 
• Generalising 

from general to 

specific 

• Generalising from 

specific to general 

• Generalising the 

interactions between 

specific and general 
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Use of Data 
• Data collected is 

taken to examine 

the hypotheses 

related to an 

extant theory 

• Data collected is 

taken to explore a 

phenomenon, 

identify themes and 

models and create a 

theoretical 

framework 

• Data collected is 

taken to explore a 

phenomenon, 

identify themes and 

models and test the 

framework by 

subsequent data 

Theory 
• Theory 

falsification or 

verification 

• Theory generation 

and building 

• Theory modification, 

or building based on 

the extant theory 

Table 3.4 Research approach in reasoning 

Source: adapted from Saunders et al. (2009) 

3.4.2.1 Inductive Approach 

Inductive research constructs theories with an empirical exploration from the real world 

basing on the subsequent literature review related. Theories constructed by novel 

discoveries could explain the reality observed in empirical observation (Saunders et al., 

2012; Lancaster, 2005; Babbie, 2015). In inductive approach, researchers are more 

likely to gather qualitative data in multiple qualitative ways, so that they could 

contribute different perspectives building the image of phenomena (Easterby-Smith et 

al., 2012). 

3.4.2.2 Deductive Approach 

Deductive approach reverses the procedures defined in inductive approach which is 

more traditional mode of scientific development inquiry (Babbie, 2015). It develops 

theory by involving related literature theories and ideas built as a set of hypotheses and 

subsequently testing the collected data rigorously (Saunders et al., 2012). Due to this 

procedure order, the techniques applied in research make the hypotheses, assumptions 

or propositions verified (Lancaster, 2005). 

3.4.2.3 Abductive Approach 

Abductive approach is a third way in the combination of inductive and deductive 

approaches instead of sticking in the mud of one way that theory to data as in deduction 

or data to theory as in induction (Suddaby, 2006). More ‘surprising facts’ (Ketokivi & 

Mantere, 2010) could be exposed by engendering plausible theories with appropriate 

complement using deduction and induction in abductive way (Van Maanen et al., 2007).  
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3.4.3 Qualitative and Quantitative Methodologies 

Stating about methodology, people know the category of Qualitative and Quantitative 

methodologies most, and so does the debate between two. Quantitative methodology 

has dominated the academic community for a long time until Qualitative methodology, 

the latecomer, have equal shares of honour (Tashakkori & Teddlie, 1998). Recently, 

there is an up-and-coming methodology called mixed methodology that could address 

some specific research problems, which literally combines Qualitative and Quantitative 

methodologies in pragmatic way. And in Table 3.5, the discrepant characteristics 

among these three methodologies are listed to make comparison. 

Dimension of Contrast Qualitative Aspect Mixed Methods 

Aspect 

Quantitative 

Aspect 

Methods Qualitative methods Mixed methods Quantitative 

methods 

Paradigms Constructivism 

Idiographic 

Intensive 

Individualising 

Pragmatism; 

transformative 

perspective 

Post-positivism; 

positivism 

Nomothetic 

Extensive 

Generalising 

Research questions Open  Mixed Closed 

Form of data Typical narrative Narrative plus 

numerical 

Typical numerical 

Purpose of research (Often) exploratory 

plus confirmatory 

Both equivalent  (Often) 

confirmatory plus 

exploratory 

Role of theory; logic Inductive logic. 

Data-driven 

Hypotheses 

generating 

Discovery-oriented  

Both inductive and 

deductive logic; 

inductive-deductive 

research cycle 

Rooted in 

conceptual 

framework or 

theory; 

hypothetico-

deductive model 

Theory-driven 

Hypotheses-testing 

Verification-

oriented  
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Typical studies or 

designs 

Ethnographic 

research designs 

and others (Case-

study 

Discourse analysis 

Conversation 

analysis 

Focus group 

Grounded theory 

Ethnographic) 

MM designs, such 

as parallel and 

sequential 

Correlational; 

survey; 

experimental; 

quasi-experimental 

Sampling Mostly purposive Probability, 

purposive, and 

mixed 

Mostly probability 

Data analysis Thematic strategies; 

categorical and 

contextualizing 

Integration of 

thematic and 

statistical; data 

conversion 

Statistical 

analyses; 

descriptive and 

inferential 

Validity 

generalisability/trust 

worthiness issues 

Trustworthiness; 

credibility; 

transferability 

Inference quality; 

inference 

transferability 

Internal validity; 

external validity 

Table 3.5 Contrast among qualitative, mixed method and quantitative aspects 

Source: developed from Gelo et al. (2008) and Tashakkori and Teddlie (1998)  

3.4.3.1 Qualitative Methodology 

Qualitative research is based on the fact that knowledge about reality can only be 

obtained through ‘the eyes of someone else’ (Jonker & Pennink, 2010; Saunders et al., 

2012). From others’ perspective narrated down in record, researchers explore down 

along all the clues in the delineation and articulation according to the past research. 

Qualitative research subscribes interpretive, constructive (Denzin & Lincoln, 2011), 

advocacy/participatory paradigms (Creswell, 2014). These paradigms inherit subjective 

philosophy which determines the essence of qualitative research is to understand the 

complex characteristics and relationships interacting inside human and substance, and 

subsequently to explain the phenomena and events examined in the natural context of 

the participants (Jonker & Pennink, 2010; Sofaer, 1999). Aside from the feature of 

qualitative research, it is the incessant action to know more about human response that 

entice them, even though numeric measure in quantitative might be enticing (Corbin & 

Strauss, 2015). Therefore the qualitative methodology is apposite to attach social, 

culture and ethnic related research work owing to the exploratory expression of 



93 

narrative data format instead of the hard one from numeral data analysis which they 

cannot meet the requirement (Saunders et al., 2012; Babbie, 2015; Neuman, 2014). 

Based on the paradigms subscribed, qualitative researchers mainly adopt the inductive 

approach to integrate result from data analysis in reality into forming conceptual 

framework. During this long journey concepts are not accomplished in one action, they 

are periodically refined and then defined during the research progress (Sarantakos, 

2013). Nevertheless, concept and theory building are not the only purpose due to the 

existence of diverse types of qualitative methods which also carry with diverse design 

and research structure (Creswell, 2014; Corbin & Strauss, 2015). 

3.4.3.2 Quantitative Methodology 

Correspondingly, quantitative research is based on the fact of the acquisition of reality 

knowledge by ‘the eyes of researchers’ mainly (Jonker & Pennink, 2010; Saunders et 

al., 2012). Researchers use a bunch of extant theory to frame and thus understand the 

essence of the problem just around the corner in the research by translating theory into 

a conceptual frame and particularizing the means of hypotheses (Jonker & Pennink, 

2010). Quantitative research is associated with positivism, post-positivism (Neuman, 

2014; Teddlie & Tashakkori, 2009). Principally these paradigms are assigned to 

objectivism philosophy for a significant reason that is the objective attribution of the 

collected data. Generally, they are numerical and measurable that could accomplish the 

verification of hypotheses and test of theory. Natural science is inclined to be explained 

by the use of the verified data from the highly and rigidly structured research design. 

3.4.3.3  Mixed Methods Methodology 

A third path of methodological is the mixed methodology (Gorard & Taylor, 2004), or 

multiple methodology (Saunders et al., 2012), which combines qualitative and 

quantitative approaches. Therefore, the reality knowledge on the fact is gained by the 

eyes of participants including both researchers and someone else. Due to this holistic 

view, the choice of a precise research paradigm is ushered by the essence of the question 

embedded in the phenomena to be examined, the context and the affinity of the 

researcher (Jonker & Pennink, 2010). For pragmatists who chiefly operate the mixed 

methodology, the kernel of the research question, the phenomena, the research context 

and likely research upshots are the driving forces determining the most appropriate 

methodological choice (Nastasi et al., 2010; Saunders et al., 2012). Researchers take 
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advantages of inductive and deductive reasoning chain to engender more precise 

answers to research questions rather than use mono approach chosen between inductive 

or deductive, and thereby to select both qualitative and quantitative mixed methodology 

(Denzin & Lincoln, 2011). Inductive and deductive reasoning chain in mixed 

methodology interpreted as a series of actions that move from grounded consequences 

like observation and facts through inductive reasoning inference generalisation by 

integrating theory, conceptual framework or model to predictions and a-priori 

hypotheses proposal to be validated reasoned by deductive inference (Teddlie & 

Tashakkori, 2009).  

In terms of method selection, their multiple combinations are particular issues that need 

to be considered before starting (See Figure 3.2), which has had a history of confusion 

that the definitions of the similar concepts are ambiguous like multimethod and mixed 

methods (Brewer & Hunter, 2006). What the mixed method research contains are 

parallel and sequential mixed methods, which the distinction of them is the 

spatiotemporal order, while multi-method conducts multiple methods into one 

methodology. Parallel mixed method is also called concurrent or simultaneous method, 

in which qualitative and quantitative components operate in synchronisation and 

isolation to each other (Teddlie & Tashakkori, 2009). Sequential mixed method orders 

the qualitative and quantitative methods in cascaded structure, where sequential inquiry 

is the order in which the qualitative precedes the quantitative, and a sequential 

explanatory method is the converse order (Saunders et al., 2012). 

Methodological choice:

Quantitative, Qualitative or Mixed methodology

Mono method

Quantitative 

research

Qualitative 

research

Multiple methods

Multimethod Mixed methods

Multimethod 

qualitative 

research

Multimethod 

quantitative 

research

Mixed model 

research

Mixed 

method 

research  

Figure 3.2 Methodological choice 

Source: adapted from Saunders et al. (2012) 
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3.5 Research Methods 

Methods and methodology in casual use are synonymous to some extent, while the 

diction in rigorous academic field is different. Methodology as a broad spectrum of 

principles is tailored by the research paradigm (Sarantakos, 2013), and it has four 

orientations in social science: the philosophical assumptions and stances it based on, 

inquiry logics it follows, guidelines for practice it abides and socio-political 

commitments in science it concerns (Greene, 2006). The research methods, where the 

guidelines embed, include a set of specific strategies, procedures and techniques for 

sampling, gathering and analysing data, thus conduct interpretation of the findings 

(Strauss & Corbin, 1998, p. 3; Teddlie & Tashakkori, 2009). The difference between 

Qualitative and Quantitative methods has also contributed to the protracted debate 

between the two parties. 

3.5.1 Qualitative Methods and Techniques 

Qualitative methods adapt for wide topic of open question; therefore, the research 

purpose and structure would be diversiform. To achieve those purpose, different types 

of qualitative methods could be accepted (Creswell, 2013). For exploratory aims, 

qualitative methods take advantages of the exclusively purposive sampling techniques 

for diving into the cases and contexts which have the most plentiful valuable data and 

information for in-depth research (Patton, 1990; Gelo et al., 2008). Thus, there are 

abundant sampling strategies including: Convenience sampling, homogeneous cases 

sampling, snowball sampling and deviant and typical case sampling (Gelo et al., 2008). 

As the research purpose diversifies, qualified samples make felicitous methods perform. 

To satisfy the analysis requirement, some of the prime methods most commonly used 

related to qualitative ways are: case study research, ethnography, grounded theory, 

action research and narrative research (Saunders et al., 2012), in which Creswell (2014) 

replaces action research with phenomenological research. The distinctions among the 

five classic qualitative methods are showed below in Table 3.6. In Figure 3.3, it 

categorises the pragmatic types of qualitative research methods. To identify or 

categorise the elements, exploration of the connections correspond to the goal and 

preliminaries of researching this topic (Miles & Huberman, 1994). 
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For explorative research, grounded theory is regarded as one of the eligible methods on 

the account of its high methodological deliberateness (Crotty, 1998). Grounded theory 

was elaborated in a definition which is “a qualitative research method that uses a 

systematic set of procedures to develop an inductively derived theory about a 

phenomenon from social research” (Corbin & Strauss, 2015). Grounded Theory is a 

methodology for theory development from data systematically collected that are 

grounded in empirical circumstance, narrative most and inductively analysed. 

Especially, grounded theory is suitable for the circumstance that is related nascent, 

unknown or unfamiliar, and the consequences or results could not be predicted until the 

inductive inference reveals the findings (Saunders et al., 2012), and another 

convenience that can develop substantive theories as well as general theories for non-

experienced researchers is that there is no theoretical framework required to regularise 

the process of data collection for doing a grounded theory is to develop one per se 

(Corbin & Strauss, 2015). As for its process and regulation, it involves with a great deal 

of individuals and events by continuous data collection which means researchers should 

record as much as possible of what they perceive from the grounded field and conduct 

constant comparison of the data analysis to maximise the resemblances and distinctions 

among the categories and samples (Creswell, 2003, 2014). As a method of content 

analysis, it holistically an inductive method, however, in the process of data collection 

and analysis it has both deductive and inductive logic for the iterative steps (Tharenou 

et al., 2007). The work of both Clarke (2005) and Charmaz (2014), how they have 

applied interpretivist and constructivist paradigms are an art that cannot be formalised 

(Denzin, 1998) to grounded theory method, thereby they embrace the challenge to steer 

interpretative methods more profoundly into the sections of postmodern affinity 

(Denzin, 1994).  
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CHARACTERISTICS NARRATIVE 

RESEARCH 

PHENOMENOLOGY GROUNDED 

THEORY 

ETHNOGRAPHY CASE STUDY 

Focus Exploring the life of an 

individual 

Understanding the essence 

of the experience 

Developing a theory 

grounded in data 

from the field 

Describing and 

interpreting a culture-

sharing group 

Developing an in-

depth description and 

analysis of a case or 

multiple case 

Type of problem best 

suited for design 

Needing to tell stories 

of individual 

experiences 

Needing to describe the 

essence of a lived 

phenomenon 

Grounding a theory 

in the views of 

participants 

Describing and 

interpreting the shared 

patterns of culture of a 

group 

Providing an in-depth 

understanding of a 

case or cases 

Discipline Drawing from the 

humanities including 

anthropology, 

literature, history, 

psychology, and 

sociology 

Drawing from philosophy, 

psychology, and education 

Drawing from 

sociology 

Drawing from 

anthropology and 

sociology 

Drawing from 

psychology, law, 

political science, 

medicine 

Unit of analysis Studying one or more 

individuals 

Studying several 

individuals that have 

shared the experience 

Studying a process, 

action or interaction 

involving many 

individuals 

Studying a group that 

shares the same culture 

Studying an event, a 

program, an activity, 

more than one 

individual 

Data collection forms Primarily interviews 

and documents 

Primarily interviews with 

individuals, although 

documents, observations, 

and art may also be 

considered 

Primarily interviews 

with 20-60 

individuals 

Primarily observations 

and interviews, but 

perhaps collecting other 

sources during extended 

time in field 

Multiple sources, such 

as interviews, 

observations, 

documents, artefacts 

Data analysis 

strategies 

Analysing data for 

stories, re-storying 

stories, developing 

themes, often using a 

chronology 

Analysing data for 

significant statement, 

meaning units, textural and 

structural description, 

description of the essence 

Analysing data 

through open 

coding, axial 

coding, selective 

coding 

Analysing data through 

description of the culture-

sharing group; themes 

about the group 

Analysing data 

through description of 

the case and themes of 

the case as well as 

cross-case themes 

Written report Developing a narrative 

about the stories of an 

individual’s life 

Describing the essence of 

the experience 

Generating a theory 

illustrated in a 

figure 

Describing how a culture-

sharing group works 

Developing a detailed 

analysis of one or more 

cases 

Table 3.6 Distinctions among the major qualitative methods 

Source: adapted from Creswell (2013) 
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   The Research Interest is in … 

 The Characteristics of Language 

 

          As Communication                                                                   As Culture 

 

      Content                                 Process                                                                                 Cognitive                               Interactive 

 

       

      Content                             Discourse                                                            Ethnoscience                              Structural                       Symbolic 

      Analysis                             Analysis                                                                                                               Ethnography                   Interactionism, 

                                                                        Ethnography                                                                                                                      Ethnomethodology 

     Of Communication 

       

The Discovery of Regularities 

 

        Identification (And Categorisation) 

        Of Elements, And Exploration of                                                                                                                Discerning of Patterns 

        Their Connections                                                                      

 

  Transcendental                  Event                    Grounded            In Conceptualisation         As Deficiencies,                  As Culture              As Socialisation 

   Realism                            Structure               Theory                                                              Ideologies                       

                                                                                                      

             Phenomenography           Qualitative Evaluation                           Educational Ethnography,  

        Ethnographic                             Ecological                                                                         Action Research, Collaborative                 Naturalistic Inquiry 

        Content Analysis                        Psychology                                                                       Research, Critical/Emancipatory               

                                                                                                                                                    Research                                      Holistic Ethnography 

 

The Comprehension of The Meaning or Text/Action 

 

                                               Discerning of Themes                        Interpretation 

                                     (Commonalities and Uniquenesses) 

                         Phenomenology                Case Study, Life History                          Hermeneutics 

 

Reflection 

   

 

Education Connoisseurship              Reflective Phenomenology    Heuristic Research 

Figure 3.3 Graphic overview of qualitative research types  

Source: Adapted by Miles and Huberman (1994)
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3.5.2 Quantitative Methods and Techniques 

As for quantitative methods, by contrast, more restrict requirements are needed to meet 

with analysis of quantitative data, namely numerical data which could called hard data 

(Babbie, 2015). It reflects its different post-positivist philosophical paradigm from the 

qualitative approach in the commence of conducting a research, though both qualitative 

and quantitative methods could share the same spirit under the post-positivist 

philosophical framework (Tashakkori & Teddlie, 1998). Selecting a topic is the first 

step for the quantitative while for the qualitative is acknowledging self and context. 

Additionally, for the quantitative, it should narrow down the topic and focus on a 

specific question, rather than adopting multiple perspectives as in qualitative research 

(Neuman, 2014). Different perspectives mean more questions undefined are exposed to 

the public, which is a typical qualitative way. In a practical sense, quantitative methods 

are generally conducted for the purpose of obtaining statistical results of specific 

research questions. Its sampling strategies usually would be numerical and probabilistic, 

which includes simple random sampling, systematic random sampling, stratified 

random sampling and cluster sampling (Kemper et al., 2003; Gelo et al., 2008). From 

sample collection, researchers use statistical methods to generate the inference to the 

population. To solve the multivariate problems, using multivariate techniques like 

multiple regression including mediator and moderator regression methods; multiple 

discriminant analysis; logistic regression; multivariate ANOVA and ANCOVA; factor 

analysis; multi-level modelling, meta-analysis, etc. (see Figure 3.4). In view of the 

variety of quantitative methods, this section only focuses on the Structural Equation 

Modeling (SEM) for multivariate hypotheses testing in this study. One of the reasons, 

of course, is that Structural Equation Modelling is one of the most powerful multivariate 

techniques (Babin et al., 2008). But one should not overindulge in the power of statistics, 

as there are some arguments that all the multivariate techniques cannot and never be 

able to validate the causation among variates after assessment; it shows the influence 

among variates at a cross-section for a short time period only. The research design and 

plausible explanation also play a role to provide the rational inferences (Tharenou et al., 

2007).  

In the early 20th century, the successive discoveries by Spearman (1904) and Wright 

(1918, 1921, 1934) had laid a solid foundation for SEM. Spearman opened the gate of 
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latent variables and Wright officially elevated regression analysis to the path model 

level. Yet, for nearly a century, factor analysis and path analysis had been serving two 

quantitative paradigms which had little connection. Until Jöreskog (1973) dexterously 

integrated these paradigms, the age of SEM has begun. Still, the opening gate had not 

attracted the public for nearly a decade. It started to receive widespread attention in the 

1980s (Bentler, 1980) and the second generation of multivariate analysis including the 

SEM has begun (Fornell, 1985). The reason that Fornell (1985) classified into two 

generations is that the second-generation methods has been replacing the first-

generation ones gradually by offsetting the deficiency of general multivariable linear 

model (multiple regression), which is also showed in Figure 3.4. At the top of the figure, 

Covariance Structure Analysis and PLS evolved into two ways of SEM framework with 

different methods and analysing tools. One is Covariance based SEM (CB-SEM or CV-

SEM), and the other one is Variance based SEM (VB-SEM) (Chin, 2000). Correlation 

based structure analysis which falls behind the previous two methods has not form a 

complete statistical theory (Cudeck, 1989).  

SEM is a holistic statistical method to test hypotheses by analysing the direct and 

indirect relations (MacCallum & Austin, 2000) among the observed and latent variables  

(Hoyle, 1995). Especially, the indirect relations can be estimated by SEM, which the 

traditional statistical methods cannot do (Fornell, 1985). SEM is consisted of 

measurement model and structural model. Though the foundation of SEM is linear 

model, “a strength of SEM is that measurement error is taken into account by 

measurement models for each latent variable being estimated at the same time as the 

model is fitted to the data”, claimed by Tharenou et al. (2007). SEM could specify and 

estimate more complicated path models regardless of the variety of variables without 

increasing Type I error (Hox & Bechger, 1998). It has more validity and reliability than 

other statistical methods as it has many different variables, and more important, 

residuals come into consideration in one model and one-step estimating operation 

(Bollen, 1989a, 1989b). Solid validity is also embodied in its rich indicators for 

Goodness of Fit (GoF), which will be introduced in Chapter 5. Another fascinating 

strength of SEM is that this analysis process is completely replicable and undeceivable, 

not only by raw data, but also by covariance matrix which is popular in peer review 

work especially when they cannot use raw data due to ethic issues (Werner & 

Schermelleh-Engel, 2009). It delivers more realistic answers than “theoretical answers” 
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provided by traditional statistical methods. In Hershberger (2003) research of SEM 

usage during 1994-2001 period, he found that SEM has become one of the preeminent 

multivariate analysis methods and increasing publications applied it. He claimed that 

SEM is hitherto undergoing the most refinement and development; as long as SEM 

continues to respond the scientific demands, it will eternally spread its glory. This fad 

went simmering across academia that Babin et al. (2008) found papers using SEM have 

a greater likelihood of getting accepted than the ones using traditional statistical 

methods due to its more rigorous deductive process, which confirmed the claim by 

Baumgartner and Homburg (1996) that SEM is a methodological innovation. 

Multiple Regression

Multiple Discriminant 

Analysis

Analysis of Variance 

(ANOVA)

Analysis of Covariance 

(ANCOVA)

Factor Analysis

Principal Components 

Analysis

MDS

Guttman Perfect Scale 

Analysis

Canonical Correlation

ESSCA

Redundancy Analysis

PLS 

(VB-SEM)

Confirmatory 

MDS

Confirmatory Latent 

Structure Analysis

Covariance 

Structure Analysis 

(CB-SEM)

Second 

Generation

First 

Generation

Latent Class Analysis

Latent Profile 

Analysis

 

Figure 3.4 Relationships among Multivariate Methods 

Source: Adapted from Fornell (1985) 
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3.5.3 Research Design and Chosen Methods 

The core promise of this study is to uncover the myth that how the technical factors 

from the BDC plays a disruptive role to change the atmosphere that people sharing and 

creating knowledge in organisations. As a topic emerging in recent years, there is 

insufficient literature available regarding the role of BDC when reaching to managerial 

and structural dimensions. Thus, the legitimacy of construct and model building from 

a mixture of primary data and few supportive theories should be defended. 

In this project, the research question has positioned the pragmatic philosophy paradigm. 

Thus, the methodology adopted here is a combination of qualitative and quantitative. 

The nature of research question and purpose has a requirement of the combination. The 

overall tone of the research was thus exploratory. Bryman (2006) had listed 16 clear 

rationale for implementing mixed methodology. According to the list, Clark and 

Creswell (2011) have further concluded four types of mixed method research design: 

triangulation, embedded structure, exploratory and explanatory types. As a triangulated 

validation, the exploratory findings were the result of qualitative methodology but also 

has the empirical model testing which is conducted by one of the quantitative methods. 

Any individual methodology alone cannot address the primary research question as a 

complete solution. Through testing a set of quantitative data, this research is more 

convincible when explains the relationships discovered in qualitative data. Thus, it has 

both the feature of triangulation and exploratory type of mixed methodology. The 

uniqueness of grounded theory distinguished with other qualitative methods is its way 

of data collection and analysis. Concepts and theories are derived from grounded data 

by data analysing since the research begins. The concepts and theories identified in the 

early research would lead to a subsequent concept and theory exploration. Inducting 

empirical generalisations and further step, theory, from primary data theory, which 

differs from description, by building theoretical structure, the skeleton or framework of 

why things happen in the way they experience (Corbin & Strauss, 2015). Fledging 

theory is discovered by examining and verifying concepts grounded in primary 

qualitative data and is produced as explanatory theory during the basic social grounded 

processes to support further theory-building works (Starks & Trinidad, 2007). And this 

work would repeat as the research goes along until a substantive, completed and 

satisfied theory is born (Corbin & Strauss, 2015). 
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In the first phase, the qualitative method, grounded theory, plays a great role of 

defending the legitimacy and a dominant role of qualitative methods. The aim of the 

method is to construct theories on the foundation of empiric data (Glaser & Strauss, 

1967). The preconceived theories, constructions and hypothesis would help but also 

obstruct the researchers. As for the early version of grounded theory, constructing 

theory grounded in the field data is the aim and offering explanations is the purpose. 

Before the research start, it is different with other methods that there is no theoretical 

hypothesis. Researchers take actions directly with bare practical unstructured 

observation (Tharenou et al., 2007). This is where the conflict between subsequent 

different schools of Grounded theory comes from, and turns into the argument whether 

verification should be the outcome of the Grounded theory (Charmaz, 2014). The 

Glaserian version adhered to the original version (Glaser & Strauss, 1967) and 

improved it (Glaser, 1992) which insists the theory process is free and only inductive. 

Yet his partner reformulated the theory as the Straussian version (Walker & Myrick, 

2006; Strauss & Corbin, 1998) which claim induction, deduction, validation (Corbin & 

Strauss, 2015) and verification are all necessary (Strauss, 1987). Strauss standardised 

the data analysis process, which was criticised by the dissidents (Melia, 1996). Besides, 

he emphasised the feature of contextual factors inside the recorded data in a 

constructivism perspective, not only as background material which is the view of 

Glaserian version in a realism or post-positivism perspective (Annells, 1997). Heath 

and Cowley (2004) found that the Straussian approach is more operational as the 

concerns in the theory effectively touch the boundary of research. On the contrary, the 

Glaserians insist that all data obtained from the grounded field throughout a range of 

basic qualitative techniques like observation, interview, etc., should be collected 

without any theoretical framework or a-priori theorising, in order to circumvent the 

influence from those bonds. All these holistic work serves the primary goal, to build 

substantive theory which fits in some designated spatiotemporal context, between the 

grand theory and specific micro hypothesis. However, it is impossible to ensure the 

work completely holistic, and also impossible to get rid of the interference of a-priori 

knowledge. Accordingly, Corbin and Strauss (2015) acknowledged and suggested that 

the constructivism version is more appropriate to this mode of thinking and operating, 

although they do not intend to argue with other schools of thought. In addition, the 

universal formal theory building process also adapts in this paradigm, but need to be 

built after the substantive theory and middle-range theory establishment without any 
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leap to the formal theory construction for its rigorousness (Locke, 2001; Saunders et al., 

2012). Therefore, there is a superior difficulty for the researcher who uses grounded 

theory. The justification behind the choice of the Straussian version for this research is 

explained in the following passage. 

Since the aim of grounded theory is to build substantive theory, the researcher should 

keep high sensibility in regard to any related theory through the complete research 

process whether in the stage of research design, data collection or other phases (Corbin 

& Strauss, 2015). On the one hand, this prevents to re-invent the wheel. On the other 

hand, it is for seizing the clue as the new theory emerges, comparing the existing theory 

constantly, all these moves would help the researcher focus on the point of question or 

face the right direction. This process is the advantage of touch the boundary mentioned 

by Heath and Cowley (2004). The approach of grounded theory is constant comparison 

among data to data, theory to theory or framework to framework. Because of the 

operability and the data type that could access, and the specificity that there is a 

burgeoning area involved in this topic, the grounded theory is the best research method 

for this topic.  

The tendency to choose the Straussian version is, firstly, that structured interviews are 

not friendly to constructivism and that the form in which they are processed analytically 

and in which the final conclusions are presented is more oriented towards positivism, 

which tends to reject the researcher as a parameter for exerting influence and 

participating in the construction (Corbin & Strauss, 2015); secondly, Strauss agrees 

with the role of technical literature, such as research reports, theoretical or philosophical 

and other professional and disciplinary writings, contrary to Glaser, but he is not 

entirely convinced that access to all the literature is necessary (Denzin & Lincoln, 2011), 

so a flexible, pragmatic, non-dualist response is another reason for this choice. Several 

qualitative techniques were encompassed in this method. Some concepts in this area 

are in the hyped phase, which means that the general tone of this subject should be 

studied as exploratory research. To discover the underlayer logic and relationship, this 

topic needs to gain a holistic overview of knowledge management in the Big Data 

Context. As the core of KM process, knowledge creation and sharing as an important 

part of the knowledge management process, from system rules to rules containing logic, 

tangible and intangible rules, as well as on-site arrangements for people, technology, 
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configuration, processes, etc. (Miles & Huberman, 1994). To achieve this goal, the 

researchers should make their efforts to collect data on the internal participants in the 

field by observing, interviewing and documenting. 

To examine the generalisation of the produced theory and other findings in qualitative 

analysis, quantitative method should be added as an inductive qualitative method may 

not be such convincing (Tashakkori & Teddlie, 1998). Based on the goals and 

preliminaries proposed above, quantitative methods could assist the researcher at the 

second phase to deductively verify the findings which are conducted by qualitative 

analysis. Though, the pure grounded theory could also have the function of verification 

by qualitative triangulation, the sample size is not meet the requirement to execute the 

verification process due to the research time and access limitation. Thus, the research 

methodology in this topic adopted the mixed methodology with sequential mixed 

methods from qualitative to quantitative (Saunders et al., 2012). Some authors regarded 

this incorporation as another level of triangulation which enhances the legitimacy of 

both qualitative and quantitative methods (Rocco et al., 2003). 

After a conceptual model with new variables being built, this research sets a series of 

hypotheses from the qualitative phase data and model. However, it cannot fit in the 

requirement of SEM directly. Based on all of these, a simplified adaptive SEM model 

has been built. This adaptive model involved with refined constructs and connections 

between the determinants were built as a result of the conceptual model.  

To conduct SEM analysis, software tool AMOS 22.0.0 is used. AMOS (Analysis of 

Moment Structure) is acquired by SPSS (Statistic Package for Social Science) software. 

Before that, the data screen process in the Pre-testing phase (Chapter 5) is partially 

conducted by SPSS 23.0.0.0. Strengths of AMOS as follows are favoured for the choice. 

First, Babin et al. (2008) had tested that SEM using Amos has not much difference in 

both results and acceptance by reviewers with the one using other software like PLS, 

Mplus; so had Kline (1998), who verified AMOS with LISREL and EQS. Second, they 

also pointed out that AMOS has user-friendly experience and greater compatibility with 

SPSS as a result of products in the same company. Thirdly, Byrne (2004) concluded 

that using AMOS graphical approach consumes less time and resources but has the 

same effect which others could have when conditions are fulfilled.  
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The qualitative phase, as the first phase of this study, takes a slightly more weighted 

portion because of the research design and the philosophical paradigm. It contributes to 

the research result in qualitative part with more valuable findings. It is suitable to use 

qualitative research techniques when some of the research objectives are to reveal the 

implication of some phenomenon through the channel of respondents’ experiences 

presented as voice and actions (Hoshmand, 1989). A bunch of interpretive techniques 

used by qualitative research which seek to describe, transform, translate, and compound 

with the meaning, to explain occurred phenomena naturally in the social world. (Cooper 

& Schindler, 2012). The validation provided by quantitative method in the second and 

third phase strengths the work. As conveyed in the previous section, purist who chooses 

single methodology or method would weaken the research robustness. For example, 

while the constructivist in qualitative research lacks the confirmatory nature of causality, 

the positivist in quantitative research can be prone to a dearth of new variables due to 

the lack of an exploratory nature (Tashakkori & Teddlie, 1998). Moreover, the either/or 

nature of the paradigm can easily lead to a confrontation of positions between purists 

(Smith, 1994). The confirmed methods portfolio and the specific operation procedures 

are shown in Table 3.7 and Figure 3.5. 

 Mixed Methodology in Sequential Exploratory Way 

Characteristics Qualitative methods Quantitative methods Mixed 

methods 

Methods Grounded theory 

Qualitative triangulation 

Structural equation 

modelling 

Triangulation 

Exploratory 

type 

Techniques Observation 

Semi-structured interviews 

Coding 

Constant comparison  

Questionnaire 

Confirmatory factor analysis 

Path analysis 

Regression analysis 

 

Table 3.7 Methods portfolio  

3.6 Conclusion 

After understanding the paradigms of research, distinction between research 

methodology and methods, the researcher needs to adjust the application of each 

methods. Combined with the practical situation of this topic and the faith that the 

methodologies subscribe, the decision of choosing research methods has been 

made.With the research marches on, pure qualitative or quantitative methods for this 
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topic are impractical. According to Teddlie and Tashakkori (2009), Part A and E from 

the QUAL-MM-QUAN continuum are purist in methodologies in Figure 3.6. Part B is 

that qualitative methodology weighs over quantitative one and Part D reverses. Part C 

is the mixed methodology which combines other two main methodologies to make the 

best from the both sides. In this project, it is adjudged as a research between Part B and 

C. This type of mixed research is considered as Fully Mixed Sequential Dominant 

Status Design according to Leech and Onwuegbuzie (2009)’s typology of mixed 

research. The qualitative phase carries the most weight as well as value in the study. 

Method Path on Research Question

Step 1 Background review for 

theoretical sampling:

Literature review

Sample choice

Qualitative Phase

Development of a Conceptual 
Model through a 
Qualitative study

Quantitative Phase

Empirical Model Building 
and Testing Using Structural 

Equation Modeling (SEM) 

Quantitative Phase

Empirical Model Validation 
Using Structural Equation 

Modeling (SEM)

Step 2 Development of 

interview guide

Step 3 Data collection

Step 4  Data analysis to make 

sense of the findings:

Coding and analysing  

interview data

Step 5: Exploration of the 

Dimensions or Categories

Step 6: Development of a 

conceptual model through 

following grounded theory:

Generalisation based on 

interview

Proposal of hypotheses

Step 1 Development of 

hypotheses

Step 2 Instrument development

Step 3 Sample choice

Step 4 Pilot study:

small scale data collection and 

analysis

Step 5 Data collection for 

model calibration in small 

scale

Step 6 Measurement model 

validation:

Validity checks

Step 7 Structure Model:

Alternative models if 

applicable

Model Fitness and substantive theory explanation

Step 1 Sample choice

Step 2 Data collection for 

model validation in main scale

Step 3 Data analysis:

Structure model validation

Step 4  Model validation

T
h

e
o
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e
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tu
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Figure 3.5 Fully mixed sequential dominant status design 

Source: Based on Sreejesh and Mohapatra (2013) 
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The reasons why choose qualitative methods weigh over than quantitative ones in this 

topic are given as five clues by Corbin and Strauss (2015). The first one is to explore 

the internal experiences of participants including the researchers. The second one is to 

explore how meanings are shaped and transformed in the changeable situation. The next 

is adapted in this topic of research, which is to explore areas not yet thoroughly 

researched like the collision between the theoretical perspective of big data and 

knowledge management. And a technical reason is to discern relevant variables which 

can be verified through quantitative research methods in latter phase. For general view, 

it is to take a holistic and comprehensive exploration to study the phenomena. 

BA EDC

QUAL MIXED QUAN
 

Figure 3.6 The QUAL-MM-QUAN continuum 

Source: Adapted from Teddlie and Tashakkori (2009) 
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Chapter 4. Qualitative Data Collection and Analysis 

4.1 Chapter Introduction 

This chapter subscribes the qualitative principles of the methodology elucidated in 

Chapter 3. It aims to demonstrate the process of the first phase research design and, in 

particular, to elaborate on the entire qualitative data collection process and analysis that 

the researcher applied in terms of the grounded theory strategies and methods. Thus, it 

will first deliver a clear exposition of idea that how the data collection process takes 

form, how the method commences with the empirical fieldwork according to the 

grounded theory, and how the process generates the initial qualitative findings during 

the phase. Johnson and Onwuegbuzie (2004) stay away the debate regarding the 

paradigmatic dissimilarities standing behind the qualitative and quantitative research, 

and insist that the similarities among the different methods invariably focus on 

addressing the research questions, so do Robson and McCartan (2002). They affirm it 

is not correct if the methods cannot guide the researchers to address the research 

questions. With deliberate and planned selection of the research methods, it is easier to 

achieve the objective of addressing the research questions. After the dimensions, 

themes and categories refinement, a conceptual model based on the interrelation 

between BDC and KM is structured, hypotheses are proposed for the next phase 

research. The main body of this chapter presents the scheme and progress of data 

collection, reiterates the focal point of research design, demonstrates the overview of 

the data description and delivers data analysis and outcomes at the first phase. 

4.2 Data Collection and Sampling 

It is unlikely to collect and analyse all the data related to the research topic with limited 

research resources like time, funding, and social network access in this study. Thus, the 

data sampling, as one of the research methods, matters significantly leading to the 

completion the research design. To acquire the satisfaction of this process from the 

commence, the initial step is to find the gatekeepers who could lead the way to access 

this discipline and usually act as the initial data sample (Cutcliffe, 2000; Neuman, 2014). 

As the mentioned sampling technique is a non-probability purposeful sampling process 

(Saunders et al., 2016), the snowball sampling method is preferred to succeed the 
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gatekeeper access in order to reduce purposefulness and increase randomness in the 

subsequent collection process, which stands to an argument that Lincoln and Guba 

(1985) insist. They claim that it is finest to achieve the result of maximum variation 

within theoretical sampling in the particular way by selecting each sample only in the 

sequence that the previous one has recorded and analysed (Palinkas et al., 2015). And 

afterwards during the course of data collection, another research approach called 

triangulation (Babbie, 2010) in the level of qualitative will infiltrate the entire process 

to identify if the findings from sole method is comparable with the ones from other 

methods, particularly in the details of being mutually contradictory or corroborative 

(Saunders et al., 2016). As the snowball effect goes, the data collection will be carried 

out continually through the semi-structured interview methods according to the 

sequential sampling in the subsequent research period, not only to satisfy the sample 

size as far as possible by acquiring the detailed and holistic data, but also to reach the 

boundaries where have no more new information or diversity in every categories 

(Burdess, 2010; Neuman, 2014).  

4.2.1 Access Negotiation and Research Ethical Justification 

Over decades, the ethical justification conducted from the beginning of the data 

collection process, or even of the entire research, to the end has been increasingly and 

solemnly concerned. In contrast to the nature science, social science research is a 

scientific inquiry into individual human beings or human communities, involving their 

behaviours, activities and ramifications and their products (Kuper, 2013; Kaufmann, 

1958). Keeping an eye on the issue of ethical and moral research procedures involved 

with human participants inevitably, especially in terms of gaining access to data, may 

enhance the validity and legitimacy of the collected data (Saunders et al., 2016).  

To clarify this point, the aim in this section is to justify the ethical aspects of any related 

action or work that involves human participants by examining and verifying in 

accordance with the guideline of the University Research Ethics Committees (UREC). 

Some consider that research methods referred to as observation, interview, audit do not 

require ethical consideration, whereas specific ethical concerns hinge on the research 

question and the data collection technique, and more importantly, on the moral and 

ethical standard of researchers themselves (Neuman, 2014). 
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Before taking action into the data collection research, the previous step of research 

ethics should be clarified. There are many different types of research ethics boards 

approve applications for research projects. The main issues whether the project can be 

considered ethical are discussed in the committee. According to the requirement of 

UREC, several types of activities are usually exempt from ethical review, like “Course 

Evaluation, Evaluation of Teaching Methods, Audit of Data, Service Evaluation, 

Market Research, Research into public opinion, and Research involving Interviews 

with Participants on Subjects Deemed to be within Their Professional Competence”. 

Furthermore, these exempt activities require additional conditions. Data need to be 

collected without personal identifiers, participants should not be requested for personal, 

confidential, or sensitive information, and the subject questions are well within the 

professional competence of the interviewees. One more factor that plays a decisive role 

is the methodology and research method the topic selects.  

For this stage of research, it is the grounded theory that guides the exploratory phase, 

with observation and interviews as technical methods for topics that are within the 

expertise and competence of the participants. However, this does not mean that the 

explanation on how the researchers considered and justified the ethical and moral 

foundations of their work can be dispensed with. Confidential treatment of the content 

the informants provided was clearly claimed to protect their privacy before the their 

participation in the first phase of empirical enquiry (Nardi, 2016). They also have the 

right to recall, amend, withdraw the content they provide and cancel the participation if 

they have to (Grove et al., 2012). In order to justify the legitimacy of the data process 

at the right ethical level, details of the data collection process, the participants involved 

in this project, the sensitivity and protection methods of the data and all relevant data 

details will be discussed in following section of data collection. 

4.2.2 Data Collection Methods and Techniques 

As it has been discussed in Chapter 3, the Grounded theory comes in handy for its 

applicability in exploratory research utilizing almost any qualitative research method 

or a range of methods combination, like participant observation, interviews, focus 

groups, documentary research, and even quantitative methods for expected qualitative 

purpose (Potrata, 2010; Creswell, 2014). Multi-methods could be used under the same 

skeleton of grounded theory in the light of the parlance of Triangulation, which is the 
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core research strategy that delineates several heterogeneous research methods as 

combination to examine the same finding (Babbie, 2010). Without doubt, utilizing these 

research strategy and methods, researchers may gather different types of data in the 

field, and thus, prepare for the corresponding analysis procedures and approaches, 

which reciprocally inform and shape each other through a compact iterative process 

(Charmaz, 2014, 2011).  

Interestingly, the part of grounded theory analysing process, which is aligned all along 

with the data collection process, is not like the quantitative way which data analysing 

is after data collection or other steps arranged independently in sequence (Saunders et 

al., 2016). This process also enables the interaction between the researchers and the 

data collected in the field, which means the researchers analyse and learn from the data. 

And in turn the ideology formed by what the researchers learned from the data guides 

them to seek the directed data that they need (Corbin & Strauss, 2015). Though the data 

are directed, the grounded theory applied in this project is in favour of the constructivist 

grounded theory, which is a way to collect data affected by the researchers with their 

involvement (Charmaz, 2014) rather than objectivist grounded theory, where researcher 

discover the external reality by pure field data (Glaser & Strauss, 1967). These two are 

not mutually exclusive. It is hard to follow a pure constructivist or objectivist pattern 

solely. It depends on the degree of researcher participation. In this project, the 

researcher stands in a third person perspective to observe the mechanism and seldom 

involves in the work process as the interviewees do. Thus, as a third-party participant 

in the target research field, researchers should fill the theoretical gap objectively mixed 

with the contextually gained feelings, knowledge and experience in this data gathering 

and data analysing process (Corbin & Strauss, 2015). All these efforts are prepared for 

the succeeding process, coding. Coding is the key element of grounded theory on behalf 

of developing the data of disordered and reorganising the data of fragmented into 

categories, and then into the theory building process (Charmaz, 2014; Saunders et al., 

2016). In addition, according to the research design typology conceptual overview 

drafted by Strang (2015) in Figure 4.1, knowing the research design structure would be 

helpful to guide the qualitative data collection section (it contains the methods used in 

both qualitative and quantitative phases as labelled in bold font).  
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Ideology

Strategy

Method

Technique

Positivism       Pragmatism           Constructivism

(data are facts)   (researcher interprets)  (participants interpret)

Unit of analysis + Level of analysis + Hypothesis or questions +

Deductive or inductive generalization goal

Experiment, survey method, case study, critical analysis, Delphi, 

action research, grounded theory, ethnography, phenomenology, 

      etc.

Sampling method, interview, observation, participation, validity-

reliability analysis, parametric & notric statistics, 

      correlation, T-test, F-test, ANOVA, MANOVA, 

      correspondence analysis, CFA, SEM, PLS, etc.

 

Figure 4.1 Research design typology conceptual overview 

Source: Adapted from Strang (2015) 

The objects of the triangulation research strategy in data collection process mainly 

encompasses literature review, interview and researcher observation. In the entire 

mixed methodological scheme, it applies to theories, qualitative finding, and 

quantitative finding from a wide perspective. It would not be appropriate to combine 

with more other qualitative methods unceremoniously as Denzin (2012) contends that 

each method rests on the heterogeneous epistemological suppositions that derives 

corresponding disciplinary histories. He also argues that his call (1973) about 

triangulation only exists in qualitative research as a self-validation strategy. In the other 

hand, Tashakkori and Teddlie (1998) consider the mixed-method research usually 

parallels or sequences with qualitative and quantitative method research. Saunders et al. 

(2016), Teddlie and Tashakkori (2009) renders that the concurrent triangulation allows 

the qualitative and quantitative method being used in the same or different phase of the 

project for monitoring how their different types of data support each other in a 

pragmatic perspective. The debate about whether the triangulation in pure qualitative 

or in the mixed methods lasts to the present and will continue. As it mentioned before, 

this project as a whole stands in the position of solving research problem in a pragmatic 
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perspective, hence the Teddlie and Tashakkori’s view is favoured, which means 

triangulation is used within and across phases. 

“Based on observations, these interviews can be analysed in coding system” (Locke, 

2001) in the qualitative data analysis section. In other words, that means observation, 

as a way of knowing things through direct experience, should be recorded as data for 

analysing, in spite of some occurrences of inaccurate, selective observations or 

overgeneralization made from limited observations (Babbie, 2015). Observation 

normally refers to seeing by eyes, hearing by ears, touching and feeling by the other 

parts of human body, and sometimes talking by mouth to affect the data flow that counts 

as well in a big conceptual picture. As a scientific inquiry research method, observation 

conduction needs systematically designed plan and proper controls to provide a reliable 

and valid scenario in which all the information recorded in objective style. Every 

observation is qualitative at the outset, whether it is our experience of someone’s 

intelligence, the location of a pointer on a measuring scale, or a check mark entered in 

a questionnaire. None of these things is inherently numerical or quantitative but 

converting them to a numerical form is sometimes useful. Quantification often makes 

our observations more explicit. It also can make it easier to aggregate, compare, and 

summarize data. Further, it opens up the possibility of statistical analyses, ranging from 

simple averages to complex formulas and mathematical models (Babbie, 2015).  

Method of interview in field takes the dominate position in this phase because it is one 

of the best ways to collect qualitative data. The word “field” refers to the observation 

or interview method is carried out in situ, on location, with the participants (Strang, 

2015). Being a neutral listener, the researcher plays an essential role in the interview 

process, which is the key to lead the discussion generate the required themes (Qu & 

Dumay, 2011). The researcher took active participation on the interview activities like 

the consents from informants, audio recording, visiting, spot memo drafting, analysing 

in the field and transcribing.  

To illustrate the multistep process of grounded theory phase in this research, a 

transparent path figure as an unfolded part of qualitative phase in Figure 3.5 is presented 

in Figure 4.2. The Input is all the material we have in place to carry out qualitative 

research, including the background information for research questions, theoretical 
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support for research paradigms, methods and techniques; the Stages are the steps in 

carrying out the qualitative research, such as actions for selecting methods, generating 

categories and themes; the Output is the analysed results after carrying out the steps, 

for example, 27 concept categories and 7 major theme categories, conceptual model for 

the substantive theory, hypotheses for self-validation in the subsequent phase. 

Research Questions and Purposes

Qualitative method selection

Data collection method selection

Sampling selection

Data collection

Concepts identification

Questioning and constant comparison

Saturate categories

Explore the relationships between codes and 

categories

Theoretical sampling

Data analysis

Theme or Core Category Development

Conceptual model development

Hypotheses proposal

StagesInput Output

Understanding how 

BDC impacts KM

Grounded theory

Semi-structured in-depth 

interviews

Open coding

Axial coding

Selective coding

27 concept categories 

and 7 major theme 

categories are generated

• Clustering concept 

categories by 

Relationship

• Exploration of model 

in phenomenon

• Development of 

theoretical models 

and substantive 

theory

• Proposing 

hypotheses that need 

to be validated in the 

next phase

 

Figure 4.2 Grounded theory method procedure 

Source: referred from Sreejesh and Mohapatra (2013) 
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4.2.3 Qualitative Sampling  

In this phase, the sampling population should be identified, and the sampling strategy 

should be justified. The target population of sampling for this qualitative phase is from 

a variety of sectors, of which the sample drawn are the representatives of the practices 

in each sector. There are reasons for choosing different industries rather than a single 

industry. Similarly, sampling by snowballing method needs to be justified with a 

rationale for its use. 

First of all, knowledge management does not exist only in individual industry sectors, 

it has existed in various industries for many years, with periods of great success and 

periods of decline and stagnation, and is a long-term management topic. The application 

of big data has attracted the attention of a wider range of industries, with practitioners 

from primary to tertiary sectors looking to get on board the fast-moving train of big 

data and other emerging technology applications. Both exist in their own right in a wide 

range of areas. 

Secondly, as exploratory research, it can provide a more holistic insight into the 

dynamics of various industries, their level of enthusiasm for emerging technologies and 

their actual development levels. Among them, the leaders who have made significant 

development in emerging technologies and have made achievements in knowledge 

management are of considerable research value, providing reference for breaking 

through knowledge management and adapting to the new technology-enabling 

environment. 

Thirdly, theoretical sampling is a purposive sampling method particularly associated 

with Grounded Theory which focuses on the needs of the emerging theory and the 

evolving story line, participants being chosen purposively to inform this. Palinkas et al. 

(2015) sort out a list of purposeful sampling techniques. It has 15 specific techniques 

in three main categories, emphasis on similarities, emphasis on variation and 

nonspecific emphasis. With purposeful guide to emphasise on similarity, snowball 

sampling is preferred, which is suitable for narrowing the targeted group and deepening 

the research topic (Babbie, 2015). This approach facilitates horizontal comparisons and 

the search for commonalities and differences. By studying commonalities and 
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similarities, research boundaries can be quickly established, while differences can be 

studied to gain new insights through constant comparison techniques. 

With these rationales, most of the data was collected in the interview from the 

informants who were highly related with knowledge management activities. Meanwhile, 

they also show great interest in big data and have specific plan for initiating the 

technological integration in the managerial system, and some of them have already 

stepped into the collaboration between big data and knowledge management. Inside the 

snowball sample pool, informants were either chosen from amongst those in the 

organisation concerned with knowledge management, or from organisations providing 

knowledge management solutions for projects related to the BDC, or both.  

4.2.4 Details of Data Collection Process 

The details of this project data collection need scrutiny. This qualitative data collection 

process has taken place in several dispersed, but business-intensive locations in China 

from March 1st to May 15th in 2016. The principal research question is how people are 

going to deal with knowledge creation and knowledge sharing activities in the big data 

context. By surrounding this fundamental question, detailed inquiries were followed up 

according to their work. In the time that Big Data has been moving away from hype, its 

practice has been constantly contributing the formation of new situations. The rationale 

for this academic study is that the technological context, led by big data and other 

emerging technologies, has grand implications for the reformation of the knowledge 

management paradigm in the new context of advancing practice. 

Grounded theory in research methods can help facilitate the motion from a phenomenon 

description to an understanding of deep layer perception (Corbin & Strauss, 2015). 

Since the big data is a rising area, the participants would take interviews are all deemed 

to be within their professional competence in knowledge management and initially 

implement related big data technology, or at least they were trying to. We need to delve 

the drivers that prompted them to follow this trend. The first interviewee who might be 

the gatekeeper as an authority of the knowledge management regime is the director of 

CKC institution in Beijing, China. The CKC is the institution provides the service of 

knowledge management consulting as their main business. A host of state-owned 

organisations and enterprises consult from this institution for knowledge management. 
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It devotes itself into promote the improvement and development of knowledge 

management in China. According to the present situation and developing trend of 

Chinese enterprises, combined with the experience gathered in research and consulting 

practice, the CKC developed knowledge management analysis tools and 

implementation methods for the companies, and opened up a low-cost methodology 

that everyone can participate in, focus on the life cycle of knowledge management 

implementation. The director recommends and encourage other experts and 

entrepreneurs who are familiar with both knowledge management and big data to be 

participants in this project. The key participants in latter part are the pioneers in leading 

KM. For example, HW is one of the world’s leading suppliers of information and 

communication solutions, it builds the end-to-end solutions in the telecommunications 

network, enterprise network, consumers and cloud computing areas. The directors in 

HW 3MS department and knowledge management department in Shenzhen are the 

practitioners reshaping HW as a pioneer of big data utilizer and 5G technology leader 

in the world. Actually, they are both KM departments, 3MS is ICT and new technology 

focused and the other one focuses on strategic, cultural, structural, organisational and 

managerial part of KM. Its knowledge management departments continuously explore 

the best management and practice for the company. 

As to the KM transformation of this company, however, still has a long way to go. 

Moreover, other participants in up to 15 relevant industries will be involved in this 

project. The process of interview averagely took 30-50 minutes. Audio of the interviews 

was recorded, and so were the bullet points in the interview. Before the interview began, 

the interviewees were informed that they have right not to talk about personal, 

confidential, and sensitive information, and that their speaking was going to be recorded, 

noted and analysed in the late workings. Some of them had been re-contacted for data 

updates, which were enabled through instant messaging application and merged into 

the previous transcripts. As the field investigation progressed, we kept in regular 

contact with these interviewees to check whether their views had changed or 

consolidated more and to ask them for further details and clarification. 

For the information of organisations investigated, a brief description is on the list in 

Table 4.1. Each interview description has been introduced briefly in Appendix 3 with 

the specific context, company profiles, history, size, and the position of participants, as 
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well as, where possible, some of the change information that have gathered within 

institutions and companies. The distribution of companies and brief description of 

interviewees are illustrated in Figure 4.3 and Figure 4.4.  

Company Industry 
Senior 

managers 

General 

managers 

Executive 

managers 

Total 

interviewees 

CKC Consulting service 1   1 

WG 
Medical apparatus and 

instruments 
  1 1 

QHRM Academic institution 2   2 

HW Telecommunication  1 1 2 

NJL Agriculture technology  1  1 

XQZX Software products and services  1 1 2 

YNCK Biological technology  1  1 

YW Artificial intelligence consulting  2  2 

YSKJ Auto-driving intelligence 1  1 2 

CSZB Venture investment service 1   1 

SJT Data analysis service  1  1 

MSZB Industrial automation 1   1 

TT Software products and services  1  1 

LGTZ Fin tech 1  1 2 

AMSJ Cloud computing 1   1 

WYZH 
Internet technology; Software 

products and services 
  1 1 

YSB Data analysis service  1 1 2 

Total 8 9 7 24 

Table 4.1 Brief information of organisations and numbers of interviewees  

In this phase, it would not use statistical sampling, so the number of participants 

depends on the investigation time limitation, and the saturation of data coding (Corbin 

& Strauss, 2015). The duration lasts nearly two and a half months. The investigation 

ended when the saturation of data coding was high. The method of analysis is coding 

the unstructured data, like the audio record, the picture, the chart and the text according 

to qualitative research methodology. The only ethical issue may arise with the proposed 

study is information leak which is confidential or sensitive. When the issue happens, 

the researcher needs to block the related data consciously. Initial exploratory 

discussions were held with key senior, general and executive managers, which 

combined the purpose of helping to negotiate access, agree the scope of the research 

project and gain essential contextual data. With the further progress of the interview 

process, the content of interview would balance both breadth and depth regarding the 
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topic. These data were analysed qualitatively in order to envision a picture of important 

internal and external organisational issues. 

 

Figure 4.3 Companies and interviewees distribution 

 

Figure 4.4 Brief information about interviewees 

4.3 Overview of Coding and Analysing Procedure 

Chosen to uncover the understanding of the impact of BDC on the KM ecosystem, the 

grounded theory involves the development of codes, categories and themes, and the 

dimensional construction of conceptual model. Though the analysing process is a data 

reduction from hundreds of codes to dozens of categories, and then to a few themes, 

4
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this chapter presents them in a tree structure from dimensions to themes, to categories 

and then to codes, which is clear at a glance. This structure may lose some of the detail 

of inductive thinking journey when analysing, yet it will clearly present the relations 

which comes straight to the point behind the prosperous phenomenon.  

4.3.1 Coding Procedures 

This research adopts Grounded Theory as the choice of research methodology, and 

hence, aims to uncover categories, concepts, themes and finally a substantive theory 

from the qualitative interviews and subsequent exploration of the data, rather than using 

quantitative methods in a way that interviews are used to validate or test a preconceived 

hypothesis. 

King and Horrocks (2010) provides three operational stages in the dimension of 

generating content. They are Descriptive coding (First-order low level categories), 

Interpretative coding (Second-order high level themes) and Aggregate coding 

(Defining overarching dimensions). This type of content analysis is apt to thematic 

analysis, which focuses on the themes, patterns within data emphasising, pinpointing, 

examining and recording (Braun & Clarke, 2006). Similarly, Corbin and Strauss (2015) 

asserted that it is necessary to utilising particular three types of coding procedures for 

resolve the data sources. They are Open coding, Axial coding, and Selective coding 

(showed back in Figure 4.2). In this research, the process of coding the raw data source 

into free nodes or low-level codes belongs to Open coding, which aims to form primary 

data set in the early phase of concept developing. Specifically, the researcher labels an 

event, fact, idea, action, or other things that the researcher considers important as an 

element that can be easily categorised in the future. Afterwards, Coding the primary 

dataset into tree nodes is then used to mark off boundaries between categories and to 

construct relationships between categories, known as Axial coding. In this process, the 

open codes had been reviewed in combination with the original data source. Involved 

with rethinking, comparison and induction, researcher abstract out a category one by 

one as a combination of all related and interrelated codes. Based on a set of categories, 

Selective coding is the final stage in the development of concepts that are queried and 

continuously compared, to develop a more mature conceptual structure and a more 

complete conceptual model. In addition, memos served to anchor the ideas of the 

moment throughout the coding process and may be used later in the coding process for 
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comparison, reorganisation, or just another code in the analysis process. To code 

massive raw data, computer aided software (CAS) like NVivo 11 and Microsoft 

OneNote was used. With the assistance of CAS, the researcher could keep consistency 

in the coding process and discover heterogeneity between the codes or memos easily.  

In this analysis, it includes 24 semi-structured in-depth interviews around the contextual 

issues and core topics. The contextual background of the interviews is crucial to 

understanding the changes to external and internal knowledge management brought 

about by technologies related to the BDC. The perceptions and practices of Knowledge 

Management refined from the data collected within each KM institution and high-tech 

company, are presented in this chapter with the initial dimensions and emerging 

concepts. The organisation background and the contextual issues were crucial to 

understanding current perceptions and practices of KM in relation to the Big Data 

impact. Massive changes and evolution has taken place in the vein of perceptions and 

practices of KM, which to some extent, attributes to the push of the increasingly fast 

development of ICT (Chauvel, 2016). One of the ICT context changes comes from the 

BDC, which is the most immediate change in front of people. How companies needed 

to cope with it in a short 5-year time (the period that the ICT, mainly Big Data Context 

booming has taken). For example, the pushing from ICT changes, how this impacted 

on company performance and how they react to the Big Data context and embrace new 

21st century managerial and ICT tools. Those became crucial factors in understanding 

an organisation position on new knowledge management discipline.  

This chapter quotes the words, i.e. raw data, of the interviewees. However, given the 

decision to respect the anonymity of the companies and the interviewees according to 

the ethic regulation, data reference encoding has been made to the corresponding 

interviews as a reference code. The reference code will be given after the discourse 

content quoted, consisting of the organisation labelling, the position that person 

interviewed holds (According to the categories in Table 4.2), the interview numbering 

and the transcription paragraph numbering in the form like “CKC-SM-01-01”. The 

entire quote index is listed after the company profile in Appendix 3. The interviews 

took on a semi-structure with a desired set of questions to guide the interview to an 

open discourse along the topical direction; however, adhering to all the questions was 

not always possible in those interviews, given the variation of the industrial 
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organisations, the semi-structure nature of the interviews and the time limitations. 

Several participants performed some actions to be part of the interview process and this 

was endorsed, for example, product exhibition and experience. At certain organisations, 

a cross-section of KM staff, in terms of seniority and professionality, was selected and 

classified into three categories (see Table 4.2); however, this approach barely cover the 

majority of the organisation’s employees, which needs further and deeper investigation.  

Category Position 
Interviewee number 

by Position 

Interviewee number 

by Category 

Senior Managers 

(SM) 

Academic Dean 1 

8 

Director 3 

Deputy Director 1 

Administrative Supervisor 1 

CEO or Founder, Co-founder 2 

General Managers 

(GM) 

General Manager 8 
9 

Deputy GM 1 

Executive Managers 

(EM) 

Executive Manager 6 
7 

 Chief Analyst 1 

Table 4.2 Participant categories 

In the coding and analysis section, it is presented in a tree structure in the order of the 

ultimate dimensions, category levels and codes from highest to lowest, as mentioned 

earlier. It is a formative structure, which means the subcategories or codes have distinct 

heterogeneity among each other (Coltman et al., 2008), which was developed during a 

dynamically self-adaptive process of analysis. For example, in the 2nd year initial 

analysis, it used to have Variation, Changes, Scale effect and Transferring as categories 

in initial findings. As the analysis progressed, these initial categories were rearranged 

and became part of other categories at different levels, which is the process of constant 

comparative analysis as suggested by grounded theory (Adolph et al., 2011). The 

ultimate conceptual dimension will be emerged as the analysing process finished.  

4.4 Dimension: Perception of Causality 

This aggregated dimension is supported by the analysed field data and categories below. 

Causality perception is the one of the core concepts under the Big Data Context, which 

is exclusive for human beings and influences significantly how people perceive all that 

exists in the universe. It originates from an epistemological concept, but in the context 
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of this research, it is a factor in the winding path BDC takes to finalise its impact on 

knowledge management. What calls for special attention is that BDA does not provide 

causality directly, but aims to provide new pattern, new correlation, new logic, new 

phenomenon. They are the clues leading to the causality exploration. Therefore, the 

focus should be on the perception, not on the causality. It was intended to be named 

obtainment or acquisition, however, after the entire analysis, perception was adopted 

due to the involvement of IoTs and AI. It is not as simple as people think to obtain 

causality result from the BDA, but rather a comprehensive approach to assist both 

people and machines to control the causality capture.  

These new outputs and the causality behind them belong to the knowledge type of the 

“unknown unknowns”, which is the most valuable knowledge type discussed in 

category Knowledge Asymmetry below (see Section 4.6.1.2). All the new discoveries, 

correlations, decisions, predictions it provide are to encourage people to think, to 

lucubrate and lastly to discover know-why. BDA and other emerging technologies 

reveal the relationship or interaction between the causes and effects. Most of the time, 

this process iterates, which means effects could be the next round causes. Thus, 

correlation is suitable here which is the direct supply by BDA. To form a mature 

knowledge system, human beings make tremendous efforts to explore the causality to 

understand why things happen in a particular way in this universe. In the Big Data 

Context, the increasing role of technological factor greatly contribute to the perception 

of rare and undiscovered causality. Man-machine cooperation for causality perception 

replaces the traditional causality production which is mainly conducted by human. It 

becomes easier to perceive causality from a grand perspective, including causality 

yielding, acquisition, understanding and applying. With the involvement of BDC, this 

causality cycle is condensed as much as possible from long and time-consuming 

processes and becomes one of the robust sources for innovation and decision-making. 

4.4.1 Theme: Conditions of Perception 

In this theme, clues from informants expose the current technological conditions that 

assist machines to achieve the causality related activities. Codes and categories 

generated by inductive analysis elaborated below.  
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4.4.1.1 Category: Data as Fuel 

As the input of BDA, data has attracted increasing attention. With the rapid 

development of big data research and application, many major countries not only raise 

big data as a national strategy, but also regard big data as the “future oil”. As numerous 

undiscovered relations embedded in the data, the metaphor to describe data as fuel and 

causality as energy for human exploration was created to build the relations between 

data and causality.  

“[…] Just the mobile big data only enables a flood of investment and development 

for personalised application (APP), let alone the industrial big data, from the 

producing process to the sale link. It could collect data1 from the multiple sensors 

in your daily used phone. Just only GPS signals could inspire people to design 

new services. Why? The real-time data stream, for example again the GPS signal 

could assist the public service like transportation analysis, traffic flow, nearby 

service, search precision, etc. Essentially, it is a pattern to extract value from 

those vast data, and data is like fuel to drive us extract knowledge.” (YSB-EM-

01-11) 

Other Codes in this Category: Data from repetitive work, Data from daily managerial 

routine, Data from supply chain and market and Data from digital capture. One 

representative code was analysed as an example to show an image that how unlimited 

source of data existing in our world, such as production layer, managerial layer, market 

layer and technological layer, yet humans have not completely exploited them. Code 

“Data from repetitive work” was picked for demonstration as the length limitation.  

Code: Data of Repetitive Work 

Currently, the BDA itself does not reveal the correlation or causation itself for human 

being. It is human to discover it through the result from the analysed data. AI could 

increasingly take over this work of lightweight decision making in this process. In BDC, 

the data are the fuel of BDA and AI. The data could come from the market, the product, 

also the internal, procedural, organisational field to help the work more efficient. 

 
1 Note: All the bold font content in quote section are the free nodes coded according to the requirement 

of ground theory (Charmaz, 2014). Free node is the fundamental part of code. Difference between node 

and code in this research is that node is encoded as the origin form, the original words of the informant, 

whereas code may involve with refinement of ideas and thoughts. A node could belong to multiple codes. 

The same applies to code to categories. Additionally, they could belong to categories or themes directly. 
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However, this is only part of the story, the replacement of basic work is also quantified 

and recorded, and then, analysed and improved by human factor engineering. They 

become one of the initial data sources to input in the black box, more specifically, it is 

one of pointcuts of correlation revelation. Some informants expressed their experience. 

Here presents two of them as representatives. The LGTZ fintech company CEO said: 

“Our fintech product is intelligent. Stock market analysis, as an example, could 

not only analyses in technical side, but also in fundamental side. It is not just 

about the web crawler technology mining related numeral and text information, 

but also about analyse them and give a preliminary decision. The work was 

usually done by people. That is huge progress for its capacity which is as 

powerful as human’s, in some ways it is even better.” (LGTZ-SM-01-07) 

Especially in agricultural industry, machine replaces labour to execute more time-

consuming and repeatable work. By integrating High-Performance Computing and the 

Internet of Things with its various sensors, some traditionally repetitive monitoring and 

inspection tasks are also recorded reliably in real time. It has been strategically planned 

since 2014 as our NJL informant recalled: 

“We still have a long way to go, compared with the highly automated agriculture 

of the United States and Europe where a single person with a high-performed 

machine could manage a large farmland. Their productivity are dozens of times 

than ours, and we lack the land plan, which is so broken that intensive production 

is hard to achieve” (NJL-GM-01-02) 

Boundary touching: the quotes above are representative examples. Several other 

informants revealed the same, similar, or related idea to this category. So did other 

categories. When all the codes and nodes were finished analysing and aggregated in 

categories and nothing new come out, it can be called boundary touching. 57 nodes in 

total were aggregated in the Data as Fuel category. 

4.4.1.2 Category: Computing as Engine 

In high-tech involved agriculture organisations, this process is not the end to help 

farmers alleviate their workload, in contrast, is an initial step for BDA launching with 
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high-performance and cloud computing and the results will be used for subsequent 

purposes. The lead general manager of the Internet + agriculture company said: 

“We have realised the calculation of flowers and fruits on a massive farmland 

through the automatic path and visual images carried by the drones2, which is 

difficult for an individual or even a group of people to achieve in a short period 

[…] data is transmitted back to headquarters and by using image recognition 

and cloud computing to recognise how many flowers open or fruits get ripe.” 

(NJL-GM-01-07, 09) 

Codes in the same Category: Cloud computing, High-performance computing, 

Distributed computing, Dynamic computing, Big Data analytics, Hardware 

improvement. Although many informants mentioned these technologies along with the 

BDA, AI and IoTs, they were all classified in the BDA due to their common 

characteristics which is computing or the capacity dealing with data. It is for sure that 

these technologies are different in nature, but this research focuses on their computing 

power in general. For a representative demonstration, one code “Cloud Computing” 

was selected to highlight the importance of computing. 

Code: Cloud Computing 

Cloud computing, distributed computing and dynamic computing give the credit to the 

significant progress of computing electronic units. Fast data transmission in the drive 

makes the memory capacity and storage drive merge together to deal with computing. 

5G and internet infrastructure makes the long-distance data transmission possible and 

lag-free. Large enterprises provide cloud computing service as Infrastructure as a 

Service (IaaS), always along with distributed and dynamic functions, which is like the 

engines serving the society. 

“Cloud computing is the nerve centre of the Internet of things. Also, the 

relationship between big data and cloud computing is as inseparable as the two 

sides of a coin. Cloud computing is a model for the growth, use, and delivery of 

internet-based related services, typically involving the provision of dynamically 

adjustable and generally virtualized resources on the Internet. Cloud computing 

 
2 Note: Referred in particular to the UAVs (Unmanned Aerial Vehicles). 
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is characterized by distributed data mining, used for massive data, but must rely 

on distributed processing, distributed database and cloud storage and 

virtualization technology to achieve” (AMSJ-SM-01-03) 

Boundary touching: 38 nodes in total were aggregated in this Computing as Engine 

category. 

4.4.1.3 Category: Algorithm as Brain 

The algorithm here generally refers to AI algorithm. With the development of deep 

learning technology, people hope that the machine can automatically learn knowledge 

and achieve the real intelligence level through BDA. Compared with the previous 

shallow learning, the progress of deep learning algorithm leads to the progress of 

knowledge understanding. The AI algorithm engineer for the WG company revealed: 

“By using the technology of deep learning to analyse huge pharmic data, the AI 

system can independently identify the drug structural parameters in nuclear 

magnetic resonance drug detector only in 5 minutes, which it takes average 15 

minutes for medical examiner. In the past, a medical examiner normally took 10-

15 minutes to identify one sample on the microscope slide, while AI system with 

powerful computing capacity only take few seconds to scan, analyse, compare 

and conclude. It allows you to batch piles of work” (WG-EM-01-09) 

Codes in the same category: Machine learning, Deep learning, Machine vision, Natural 

language processing (NLP), Robotic technology. 

Code: Deep Learning 

Traditional machine learning algorithms are linear, but deep learning algorithms are 

stacked in an increasingly complex and abstract hierarchical structure. Each level of 

abstraction is created from knowledge acquired from the previous level of the hierarchy. 

This process needs massive data and training yet has room to improve to reach the level 

of human beings. This deficiency is observed by our informant: 

“Current deep learning technologies almost all require a large number of 

training samples to allow computers to complete the learning process. But 

Humans, even children, usually only need two or three samples to learn 
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something new. Because we can abstract and map into our mind and recognise 

the same nature, even they have obvious difference. This is hard to transfer 

merely with current algorithm, we still have limited progression on the small 

sample learning, unsupervised learning” (YSKJ-EM-01-17) 

He continued to express his expectations on the future algorithms, 

“Learning is a unique feature of human intelligence, the nonlinear knowledge is 

obtained through learning, not through formulas, algorithms [...] Once a set of 

algorithms or formulas can learn like a human, artificial intelligence will take it 

to the next level as it will be the pivot of any system” (YSKJ-EM-01-21, 22) 

Boundary touching: 41 nodes in total were aggregated in this Algorithm as Brain 

category. 

4.4.2 Theme: Revelation of Correlation 

Correlation is a measure of connection which shows a tendency to vary together 

between two or more things, from concrete to abstract things, and so on. What normal 

people familiar with is relationship in conventional use. The difference between 

causality and correlation is that the connected things described by correlation may not 

have the direct relationship of cause and effect, or at least have not been figured out yet. 

It reflects as simple know-how in the knowledge economy area, while causality does as 

know-why. A set of correlations are the embedded guiding principles of know-how 

people usually talk in the organisation, and a set of know-how represents the 

combination of different correlation sets. Correlation is one of what Big Data Analytics 

can offer to human. It is the correlation that provides the capability to build relations, 

to forecast, to control, etc. From the view by Mayer-Schönberger and Cukier (2013), 

people should abandon the obsession on causality but take the advantage of correlation 

provided by BDA. This viewpoint might be plausible theoretically in the days of Big 

Data hype. However, Informants expressed that, for business organisations, shortcuts 

to gain correlation without understanding causality are sustainable in a highly 

competitive society. That leads to a summing-up that both correlation and causality are 

important, which one is more important depends on the point of view and actual 

demands. Correlation is one of the high frequency words the informants mentioned 
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when they reached the Big Data and what Big Data could bring to the Knowledge 

Management area. 

“In the economic market, using big data and artificial intelligence to get 

correlation can bring huge economic and social benefits. In organisational 

management, it can also help to improve the efficiency of organisational 

operation by exploring the correlation of some behaviours or management 

factors” (QHRM-SM-02-05) 

4.4.2.1 Category: Ontology 

Building a robust ontological knowledge system is the key initiative that help the 

knowledge workers reveal the relations within the knowledge base. Ontologies seemed 

to be an expected way all along to make the conceptual abstract shared by explicit 

process within organisations. In the contemporary era of big data, people are keen to 

quantify, concretize and measure knowledge, and think more about knowledge 

ontology. In practice, especially in the field of knowledge engineering, the construction 

of a knowledge base requires a highly complete set of closed loops for knowledge 

retrieval, in which not only the hardware needs to be up to standard, but also a high 

demand for thinking about knowledge in an ontological direction. This category is 

generated from the analysis and literature triangulation as this term is academical and 

less used in practical situation.  

Codes in the same category: Knowledge graph, Semantic web, Expert system, and 

Knowledge-based system. These technologies are all based on the thinking of ontology. 

Thereinto, the last two are not elaborated here due to the commonality on ontology.  

Code: Knowledge Graph 

As mentioned earlier, one of the Big data contributions is relation unveiling. In the field 

of KM engineering, these relationships may exist objectively, as yet undiscovered by 

humans, or they may not be properly embedded in a knowledge framework. 

Coincidentally or not, in the wake of the boom in Big Data, the knowledge graph is 

shifting into the spotlight. Knowledge graph is a process of relationship building as one 

of the informants told us. For organisations, the knowledge graph can be shaped in 

different types of relationship sources as they want.  
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“[…] for example, there is a song get viral in the social media, and it connects 

with other elements like the composer, the singer, and what other compositions 

they have that have not go viral yet. Those elements and the connections may be 

tangible or intangible. But all of them when regarded as knowledge links are in 

the relationship net which forms a knowledge graph. […] once a person has 

interest in something in social media, it will radiate outward as an interesting-

thing-based knowledge graph, thousands and millions of topics have their own 

graphs and have connections with each other, which are the underlying structure 

of the big data to be exploited.” (QHRM-SM-02-08, 09) 

Code: Semantic Web 

A semantic web realises bridging the communication between human and machine in 

an information space. It provides the understanding on conceptual objects for both 

human and machine. And it devotes to nowadays devastatingly powerful machine 

reasoning web, so that human and machine have chances to collaborate together. 

“We have a technology called term vectors, which is based on the semantic web 

or semantic graph to develop the relations inside conceptual term web. Self-

learning is a little bit heavy to describe this process. We keep this process low 

profile and call it data assignment; they are the foundations of AI and Big data 

processing” (YW-GM-01-20) 

Boundary touching: 27 nodes in total were aggregated in this Ontology category. 

4.4.3 Theme: Development of Causation 

Being slightly different with causality which stresses the relationship, causation 

emphasise the causes and consequences of phenomenon. In most cases, they have the 

same meaning. For long, the majority of knowledge preserved in the storage medium 

like paper, hard disk is highly valuable for revealing the causation between affairs, 

which help human understand how things work and lead. Even information and data 

are used to support to discover the causation, which is the activity people are eager for. 

A fundamental causation is one reason causes one consequence, which is the minimum 

unit for a causation. In reality, a reason could arouse multiple consequences and a 

consequence can have different factors as reason. 
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“Finding correlations can help you predict what will happen. But finding the 

‘causality’ over the correlation of a phenomenon means you can replicate it, even 

change it.” (YSB-GM-01-07) 

When people can harness a set of causalities, it could form into a pattern guiding the 

following actions in the future when people are encountered the similar thing which 

could be applied with this pattern. It goes further into paradigms if the things are more 

complicated issues. 

“It is much more valuable to obtain know-why than know-how, just like our 

saying ‘you know how but you don’t know why’. It won’t last long to control the 

knowledge if the knowledge is highly systematic and embedded in multiple 

structures. Once you completely master the know-why, it will evolve into your 

gut-feeling, pattern and basis of your creativity and new idea.” (CKC-SM-01-

19) 

4.4.3.1 Category: Decision-making 

In human activities, causality forms into patterns which significantly influence human 

in decision-making. Once these patterns are established in the mindset, the 

countermeasures would be tailored to the situation when encountering problems that 

requires careful decision-making.  

“I don't know the development logic of other AI companies, but we have our own 

logic set. Because most of the data we receive are voice data, we are clear what 

we what to achieve. We promote the perception of original data, understand 

effective information, and deduce structured knowledge under the support of 

basic algorithms, so as to realise decision-making successfully.” (YW-GM-02-

11) 

Boundary touching: 19 nodes in total were aggregated in this Decision-making category. 

4.4.3.2 Category: Autonomy  

In machine activities, when machines are capable of making decisions for events, it 

means that they, like humans, have learned and trained countless times before. As 

discussed earlier on the replacement of repetitive work, virtually every operation is a 
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process of executing decision-makings and training. During the same period, machines 

have grown in knowledge and made technological advances, and they have acquired 

human-like abilities that enable them to work autonomously with fewer people and 

even without supervision. 

“As they learn to work from repetitive work to some challenging work, they gain 

the autonomy as well by a certain level of ‘independent thinking’. This is where 

higher-class AI embedded.” (YNCK-GM-01-10) 

Boundary touching: 13 nodes in total were aggregated in this Autonomy category. 

4.4.3.3 Category: Prediction 

BDA can be achieved by mature data mining and predictive analysis. After causation 

acquisition by AI analysing numerous of signals from user activities, predictive 

business strategies will be revealed. It continues to analyse patterns found in BDA to 

predict potential trend. 

“Machine learning is becoming more and more popular, and it has the ability to 

correct itself, which can help market analysts build prediction models to predict 

consumer behaviour and demand more precise. As prerequisites, scaled data, 

interoperability and the collapse of traditional technical barriers has laid a 

foundation for the rise of prediction models. The emergence of cross-device data 

collecting technology makes the fragmentation of information no longer an issue. 

From website data fetching, to email access, to geographical location and so on, 

consumer paths are never as complete as they are today.” (TT-GM-01-09) 

Boundary touching: 11 nodes in total were aggregated in this Prediction category. 

4.5 Dimension: Digitalization of the “Ba” 

“Ba” is one of the critical concepts in knowledge sharing and creation which has been 

introduced in Chapter 2 and Figure 2.10. Generally, “Ba” is the space people exchange 

their knowledge, the venue where this exchange activity happens. Many are physical, 

visible like the classroom, meeting room. Where there has conversation, there has a 

“Ba”. Significant change was coming after the BDC revolution while many venues 



134 

 

become virtual and digitalized, for a simple example, e-class, remote surgeon, etc. It is 

becoming increasingly diverse on the approaches of knowledge sharing and creation, 

which relatively, the change of “Ba” is another campaign, a derivative development in 

BDC revolution.  

Community of Practice becomes more attached with social network while AI assistance 

plays a huge role inside. Once ICT technology dominated the research of technological 

dimension, and now a new player involves and impact both ICT and KM processes. 

Machines could replace human being to receive the signal from outside which probably 

is more precise than human’s senses. What’s more, they imitate people to cope with 

much tacit knowledge like skills and experience. With the assistance of IoT, BDA, AI, 

massive collaboration can be achieved. As a dimension of external change, formative 

and reflective themes, Digitalization of “Ba” has its categories analysed in this cluster. 

4.5.1 Theme: Data Ecosystem Thinking 

Data revolution is in full swing. It’s disrupting power has overturn existing markets and 

societies through its mobile and digitally connected cyber space. In an effort to promote 

world-class data and information technology infrastructure, people should improve 

their digital literacy and own a better sense to the relations between data and knowledge. 

In other words, data ecosystem thinking is needed. The new ecosystem based on data 

ultimately remains to create values, which is the challenge in front of decision makers 

who used to follow the traditional industrial logical thinking. The new paradigm 

thinking should be developed. Boundaries between virtuality and reality gradually blur 

and merge. From top to bottom, suppliers to customers, hardware infrastructure to 

software competitiveness, data ecosystem thinking runs through all these objects. All 

of them are the sources of data which could create values. 

“Many data service companies began offering IaaS (infrastructure as a service), 

DaaS (data as a service), PaaS (platform as a service) and SaaS (software as a 

service), and so on, all sorts of complete Industrial Internet services and functions, 

are used to implement the product, machine, data, comprehensive connectivity 

and integration. Behind these aspects, it is the integration of ecological thinking, 

rather than merely products thinking. Exploring the digital values of physical 

devices, evolved and industry experience, advanced technology closely integrated 
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to release more in-depth information-equipment-service value, are closely 

related to the evolution of ecosystem.” (MSZB-SM-01-12) 

It’s easier for start-ups or tech companies to cope with this transition than that for 

traditional large companies. He also expressed that: 

“To carry out the digital reform, large enterprises not only need a lot of financial 

support, the courage to make these reshape decisions, but also have this kind of 

digital ecological thinking. Small and medium-sized or start-up companies are 

much less bothered because all their resources are already on this way for 

shaping when they are growing, while large enterprises need to reshape.” 

(MSZB-SM-01-23) 

Thus, the revolution has a long way to go. It is important for digitalization to emphasise 

the importance of this thinking and to cultivate the growth of it, while at the same time 

driving BDC technology forward. 

Boundary touching: 7 nodes in total were aggregated in this Data Ecosystem Thinking 

theme. 

4.5.2 Theme: Virtual Community of Practice 

As previous researches define the Community of Practice (CoP) is an unformal way to 

share knowledge all by the common interest on CoP topical knowledge, VCoP rises 

due to its fine transmissibility. VCoP is a virtual community embedded with various 

knowledge for the members to share, exchange, scale and learn. It is a concept that 

people would not use it in the daily life, but its specified and personalised name. Ba 

covers this, while it focuses more on the knowledge creation process. The members in 

VCoP do not mean merely people, but also encompass robots, intellectual machines, 

and other inanimate devices provide information, knowledge and service, as long as the 

content they offer is indispensable part of the knowledge building. That is one of the 

significant distinctions between CoP and VCoP.  

4.5.2.1 Category: Anonymity 

Akin codes are in Node: Credit that reveal the top feature when sharing knowledge in 

a VCoP. Anonymity is attractive for those who care about their social status. And those 
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with confidence who do not care will easily establish their prestige by delivering their 

high-quality knowledge, which has the same effects with CoP. For this reason, as a 

protection mechanism, it leads the VCoP more popular than CoP.  

“When you share your information anonymously on the web with a lot of people, 

you will feel free adding all kinds of ideas and opinions without losing face3, 

even if they are very embarrassingly unbelievable. Sometimes that’s where 

productive ideas come from, and you’ll see what stance the person stand for 

behind these productive ideas.” (WYZH-EM-01-04) 

Codes in Anonymity Category: Anonymity, Privacy protection (on the sharer side), 

Unwilling to reveal identity. Cross used codes are: Credit and Social Status, Trust. 

Boundary touching: 18 nodes in total were aggregated in this Anonymity category. 

4.5.2.2 Category: Compatibility 

The VCoP has addressed the fusion between formal and informal knowledge flows, 

which normally have huge distinction that cannot be supported in the same platform. 

“Our app could handle all type of knowledge. For those simple know-how 

knowledges, we can have short message conversation which can post text, image, 

audio, and video. Amazingly, the knowledge provider can package the 

conversation and set pay-to-read mode so that other members who have interest 

could enjoy a quick knowledge gain with very low cost. For those hard-to-tell 

knowledges, the app can set a paid-for appointment with experts near you, even 

across China. For example, the blue-collars with technical knowledge.” (TT-

GM-01-05) 

Codes in Compatibility Category: General applicability, Format conversion, Bridges 

on different platforms. 

Boundary touching: 20 nodes in total were aggregated in this Compatibility category. 

 
3 Note: A Chinese way to express embarrassment when losing credit by making things wrong 
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4.5.2.3 Category: Aggregation Effect 

The aggregation effect provides efficiency for collecting data for the focused topic. This 

is the characteristic of VCoP 

“[…] In social media, users who are attracted by the topics follow the mechanism 

of initiative selection. Each person who has subjective initiative for the same 

purpose will aggregate in the same place. In the previous example again, song 

lovers will comment in the same comment area mostly. This is what we called 

aggregation effect.” (QH-SM-02-09) 

Codes in Aggregation Effect Category: Aggregation, Attraction, Confluence. 

Boundary touching: 7 nodes in total were aggregated in this Aggregation Effect 

category. 

4.5.3 Theme: BDC infrastructure improvement 

ICT used to be the pivotal technological dimension in the Knowledge Management 

System (KMS) structure, which is focusing the communication feature in Information 

technology. And now ICT benefits from BDC, which might be an enhancement for the 

KMS. A more nuanced way of saying this is that BDC acts both on ICT and directly on 

KM. ICT already acts on KM and BDC increases its effect. In China, the ICT 

infrastructure has been improving at a rapid speed. For example, in the fintech 100 

reports by KPMG and H2 Ventures (2017, 2018), Chinese companies rose in a sudden 

and dominated the top 3 in 2017 and had 4 in top 10 in 2018 in terms of the scale. By 

2019, according to KPMG and H2 Ventures prediction, 3 of the top 5 and 5 of the top 

10 places are for Chinese companies. These companies are all the beneficiaries as well 

as developers of the ICT and BDC infrastructure. The researcher had a great honour to 

have interviewed two fintech practitioners striving in the rankings. They revealed the 

status of data and knowledge use at the particular time. One interviewee said 

“[…] many companies failed on the issue of implementing KMS, I mean literally 

very few successes to manage it (knowledge). There is no one-fit-all suite of KMS 

[…] Yes, some of them thought it’s the time to do the KM and bought a suite of 

KMS based on ERP process or archive database. They did solve some problems 
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for that moment. But that’s far from adequate now, and at the end it will fail. 

Because you didn’t assess the managerial weakness and find what is your true 

demand seriously before. Once you misplace the supply and demand, no one 

intend to input their knowledge and worse, they feel too costly to search the 

archive. Thus no one use the system at all. The KMS, in my opinion, must be 

deeply embedded in workflow and process, customized for the employees and 

updatable for the new demands as the employees propose.” (LGTZ-EM-01-02,04) 

Another one revealed that a virtuous cycle happened in the technological regime, and 

finally convert into high quality efficiency. 

“I believe the rise of emerging technologies like big data, AI, IoTs, etc. ultimately 

come down to the rise of hardware, the material update for these hardware 

devices. It leads to the leverage of computing capability by several orders of 

magnitude, afterwards supports our more complicated models and algorithms. 

It has already surprised us from processes and results of the high-level computing. 

We could say the traditional material industry promotes the emerging high-tech 

industry, and backwards feed other traditional industries. The whole efficiency 

of society operation increased, which becomes a virtuous cycle.” (LGTZ-SM-01-

04) 

Moreover, this technical environment not only reflects the improvement of technology, 

but also has a radiation impact on the management environment and social environment. 

4.5.3.1 Category: Big Data Context 

Big data context is an integrated context that contains current popular technologies like 

BDA, AI, IoTs, Cloud service and so on. These areas have their needs to be researched 

in the direction of their own, but also are complementary to each other and mutually 

compatible. Many industries are not limited to one technology but require different 

technical combinations. They are the extension of ICT technologies, which forms the 

new climate of technological support for the KM strategic implementation. For example, 

a manager in the medical industry expressed that: 

“Medical industry, as a highly knowledge-intensive industry I am serving for, can 

be regarded as the front line of data development. AI, BDA, IoTs, including 
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future 5G telemedicine and so on will all be used. The wearables, sensors, and 

other connected devices are becoming more ubiquitous, less costly, and more 

widely connected, providing new mechanisms for large-scale, low-cost 

implementation, monitoring, and testing of new treatments. These innovative 

products (IoTs products) have generated and will continue generating huge data 

streams, and through AI and BDA, companies can gain unprecedented medical 

insights from this great volume of data.” (WG-EM-01-03) 

Codes in the same category: Facilitation on Big Data, Data Mining Improvement, 

Facilitation on Internet of Things, Facilitation on Artificial Intelligence, Facilitation on 

4G and 5G infrastructure, Facilitation on High performance and Cloud computing. Four 

codes are analysed below. 

Code: Facilitation on Big Data  

Big data has become a strategic construct rather than a technological concept in China, 

which is mentioned in Chapter 1 in the report on China’s development strategy. 

However, there is no appropriate vocabulary to distinguish technological understanding 

from strategic understanding, so in this research BDC will be used to represent strategic 

understanding and BDA to represent technological understanding for the specific Big 

Data technology. In BDA limelight, it stimulates the thinking of BDC. After that, big 

data is rarely mentioned, not because it became no longer important, but because the 

Chinese have begun to apply the big data related technologies at the tactical level, as 

technology hype cycle demonstrated by Gartner (2014), it entered the precipitation 

period, and its direction become clear gradually. The IoTs, AI, cloud computing will 

become completely tremendous strategic structure, which is an important part of big 

data management, and they are the backbone of the BDC. There is an argue that big 

data is different from these technologies, because the big data in discussion is actually 

not with the same understanding, yet everyone has been using big data as a general term. 

In the informant views, they made a metaphor:  

“I think the BDC is like the space station in the future. BDA is described as the 

core module or the trunk bone of the station, BDC is the station as a whole in 

an abstract way which have all other subsidiary tanks, like AI, IoTs, cloud and 

so on. It is able to fully realise the function of the various data to knowledge 
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transformation technology environment, the ‘subsidiary tank’ can realise the 

function of difference but also essential.” (YSB-EM-01-08) 

Code: Data Mining Improvement 

Informants disclosed that data mining is an earlier concept than Big Data Analytics, as 

well as proved in literatures (Fayyad, Piatetsky-Shapiro, et al., 1996a). Data mining has 

the same root with mathematical statistics. In academia endeavours, mathematical 

statistics is the predecessor of data mining. Those data represent the scientific 

observation collection.  

“[…] From theoretical view, they (data mining and mathematical statistics) 

both derived from basic theory of statistics. Thus, many of their methods are 

homologous in many cases […] However, I believe data mining is the extended 

development of mathematical statistics. The most significant difference between 

them is that the operator does not need to make any hypothesis about data 

distribution in the application of data mining, and the algorithm sets of data 

mining will automatically find the relationship between two things. Data mining 

technology lays the foundation for application advantages processing of massive 

and messy data for the future, which is the big data people are talking about.” 

(SJT-GM-01-16) 

This process is just a start as an input data that could facilitate the next work flows 

automatically. He continued: 

“[…] In this way, the storage and logistics space of the warehouse can be 

allocated as required dynamically, which can save the cost accumulated to be 

huge. Through continuous machine learning and training, the results will be 

more and more accurate for next plans.” (SJT-GM-01-17) 

Code: Facilitation on Internet of Things 

IoTs is on the basis of the Internet, extend its end users to things, and connect things 

and people. all things are in the network connection, and exchange information and 

communication. The IoTs is bringing profound changes to different industries, bringing 

intelligence and digitalization to various industries such as heavy industry, agriculture 

and commerce. At the same time, the value of big data generated by the IoTs will 
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continue to promote the development of digitization and precision of daily life and 

social management. This will in turn promote the development of IoTs itself as the 

senior manager indicates. 

“One of the biggest contributors to the rapid development of IoT in China I think 

is mobile payment, due to its huge business and profit value. Mobile terminals, 

such as smart phones and tablet computers, use various technologies such as 

Bluetooth, infrared, QR code, NFC (Near field communication) and RFID 

(radio frequency identification) to realize a payment method that transfers 

money from payers to receivers through mobile communication network. The 

most used in our daily life is QR code and NFC for sure. Such large-scale demand 

enables the supporting industry of IoT to flourish, which reduces the 

production cost of IoTs on a large scale and promotes its future development.” 

(QHRM-SM-01-13) 

And the manager continues to reveal the value that it could bring. 

“[…] Connecting the Internet of things is just to complete the infrastructure 

construction in the early stage. The collection, analysis and processing of 

massive data to achieve intelligent and commercial realization are the real value 

of the Internet of things.” (QHRM-SM-01-14) 

Code: Facilitation on Artificial Intelligence 

Currently AI, more specifically weak AI, is data-driven technology. Without data, there 

is no success of deep learning, machine learning and then no rejuvenation of AI. Big 

data and AI have developed into a symbiotic relationship. AI theories provide more 

efficient models and algorithms for big data training, and the way around big data as 

fuel provides AI a large amount of raw input to train the new algorithms better. AI is 

inseparable from big data by following this technical route at current stage. 

“With the increasing maturity of algorithms, computing power and other basic 

technical conditions, and the accumulation of industry data, artificial 

intelligence can be applied in various fields gradually which is much greater 

compared to previous years.” (YNCK-GM-01-03) 
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AI facilitation evolves from phase to phase, combined with big data facilitation. They 

are the core elemental technologies in the BDC, which lead to a smart society, office, 

factory, industry, etc. 

“I conclude AI evolution into four phases. The first phase is based on the Internet. 

What Internet can offer is big data without which AI cannot work. […] The second 

phase is based on business applications which is a demand-oriented development 

pattern. The third phase is based on perception like humans which by means of 

the advance of Internet of Things. The fourth phase is autonomy that it can think 

and make decisions by itself. We are now at the fourth stage but not take it down 

completely yet.” (HW-GM-01-08) 

Boundary touching: 147 nodes in total were aggregated in this Big Data Context 

category. 

4.5.3.2 Category: The advantages of digital management 

Digital-era management involves reintegrating transactional work and business into a 

BDC digitalization of administrative processes. With increasing power of the BDC 

digitalization, organisational structure and culture are impacted as well, which used to 

stay in the traditional style. Under the impact of BDC digitalization, many enterprises 

had confronted with survival crisis, forcing them to reform. This process is painful for 

enterprises, but after that, they became digitalized enterprises that have completely 

different organisational efficiency compared with before their change.  

Codes in the same category: Media Information Technology (MIT) literacy, Cost of 

information traffic reduction in 4G and 5G, Perceived Ease of Use, Perceived 

Usefulness, Telecommunication Media Technology (TMT) application, ICT 

Enhancement, Collaborative working among humans, Knowledge Filtering, 

Knowledge Ranking, Knowledge Referring (or Recommendation), and E-learning 

Enhancement. Five codes are shared with other categories. Four codes were exampled 

in the following part. 

Code: Media Information Technology (MIT) literacy 

Just like the reading and writing, basic skills on Media, Information and Technology is 

becoming the mainstream literacy. It may not accurate to say young generations need 
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literacy on ICT, but it is accurate when it comes to BDC. Young generations are lack 

literacy on BDC just like their parents or grandparents may lack literacy on any 

information technology. Chinese government and enterprises gather the strength to the 

MIT literacy promotion. Within the organisation, it forms into an info-culture or data-

oriented culture. Within the country, BDC related technology has been considered in 

educational reform from the primary school level. From the clue of one informant 

expression, the society literacy on MIT is elevating. 

“Sometimes you even cannot compare with your parents when using the fashion 

app in full flood. They are much more fashionable than you while you are working 

hard and having no time to spare energy on these new apps. The simplicity and 

ease of use and huge promotion activities push the society to accept new fashion, 

some of them become a short life-cycle buzz, some become a new lifestyle. You 

must be surprised when you are back to see your parents know everything about 

Alipay. Because they have to, this society accept the convenience of QR code 

payment method, cashless and paperless on receipt occupied the mainstream 

lifestyle which pushing them to change, to study, to follow.” (AMSJ-SM-01-15) 

Code: Knowledge Filtering, Ranking and Referring (or recommendation) 

Without knowledge filtering in a knowledge-intense system, it will lead to conflicting 

measures and suggestions, which would cause further verification cost or some 

consequences worse that beyond redemption. Although failure is a must for 

development that provide comparison with other measures, no one need a second-time 

failure. To prevent repeated failure, knowledge filtering combined with the technology 

of IoTs, social media, AI is imperative in organisation KMS. The informant from the 

artificial intelligence consulting company confirmed this: 

“Emerging technologies help us to choose, to filter knowledge, just like former 

technologies choose information and filter data. This saying is not quite correct, 

but we do achieve the progression that we make machine to do something what 

we want and what we want to do but not capable of. In the past, when we 

confront a difficult issue, we need consult and review extensive data and 

reference by ourselves. Now we developed our ‘robots’, a highly customised 

intelligent Q&A system, which is integrated inside ERP system, MIS system or 
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any other intranet system. Although it is on the beta phase, it has improved the 

efficiency of referring on-demand knowledge by leveraging its performance. It 

is not as simple as a system referring useful message or tips to you in the old days. 

Any answer it provides has the support of intranet and extranet knowledge base. 

You can easily get the background information, related specialists, materials, 

cases, tutorials. The most amazing thing is that it can self-learn. The more you 

use it, the more powerful it will be, the faster it responds, the more accurate 

answer it provides.” (YW-GM-02-15) 

After filtering, useful knowledge varies cause most questions and issues have multiple 

solutions. Thus, the importance of knowledge rank is revealed. With the BDC 

assistance, ranking could be smart. Similar questions with tiny difference can be 

identified, and then system would provide optimised version. 

“Open questions have no certain answers or have broad and vibrant answers 

are the most embarrassing cases to deal with. We collect all of them and let users 

to vote them. irrelevant answers will get hided, high voted answers will rank high 

and get recommended most. But that does not mean others are not valuable, other 

answers might be more valuable under specific conditions. If your input question 

including those conditions, with the algorithm assistance, it will not only list the 

most popular one, also the best match answer.” (XQZX-EM-01-18) 

To the people who do not realise themselves lack some certain knowledge, knowledge 

recommendation or referring system will push knowledge tips for them according their 

daily routine data analysis during the work. A quick example for understanding, if you 

list to-do things like cleaning and boiling water, system would suggest you doing 

boiling first instead of cleaning, otherwise it will cost longest time. With the assistance 

of BDC technologies, more complicated tasks can be solved easily by newest, most 

useful knowledge recommendation. 

“Speaking of new generation of referring, the second improvement is we expand 

the input data to analyse, which means your working data is recorded and 

analysed. It will recommend you a better action that you don’t know or offer 

alternative strategy from the database when you think your idea run out. All the 
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processes are automatically triggered to operate when the collected data 

analysis shows it reaches all the conditions.” (XQZX-GM-01-10) 

Boundary touching: 203 nodes in total were aggregated in this Big Data Context 

category. 

4.5.4 Theme: Phronesis and Techne Quantification 

There were two open nodes was named as “Practical experience” and “skill 

knowledge” before theory triangulation. Butler (2011a, 2011b) discussed knowledge 

in a deep classic philosophy perspective. He revealed a viewpoint that tacit knowledge 

cannot ever be embedded in documents, repositories, organisational routines, process, 

practices and norms. He believes knowledge only resides in human’s head. Thereinto, 

phronesis and techne, proposed by Aristotle in Book 6 of Nicomachean Ethics, are as 

important as other type of knowledge, maybe even more, yet they seem to be forgotten 

by the modern society. Dunne (1993) regard phronesis as being practical knowledge 

and techne as being physical skill-based knowledge and he appealed to take up these 

beautiful terms again because in some situation, the real meaning cannot be expressed 

by a simple phrase, tacit knowledge. These types of experiential and skill-based 

knowledge focus on action, making and production, which is highly embedded in 

industry. 

“When I was young, I normally carried more or less 20 apprentices in the factory 

and taught them hand by hand. For example, there are many standard 

procedures, some rules of thumb that hard to transit in language on how to 

identify low quality formed steel, etc. At those time, most ultrasonic inspections 

were conducted manually. Enormous data needs to collect as well. Sometimes we 

use bare eyes and hands to feel it according to some rules of thumb. It’s quite 

inaccurate. I quitted that position many years ago.” (MSZB -SM-01-24) 

He continued, 

“[…] I heard today they use real time sensor machine which connected to the 

computer directly, and the results also come out in real time. That’s fascinating. 

This trend will be inevitable, one day, machine will replace human being to do 



146 

 

the up-hill and repetitive work. You know the JD.com4? They have their own 

warehouse logistics system. The yellow robot 5  can automatically sort and 

distribute packages. It is like 5 people control thousands of them, and they can 

sort millions of packages per day. You cannot imagine this in the old days, that’s 

why I fling myself into automatic industry.” (MSZB-SM-01-25) 

According to several informants’ content (TT, MSZB, WYZH), robots in the future will 

inherit most human functions and make relative response better than human. Thereinto, 

two key capability are the focuses over the research group. They are Anthropomorphic 

Perception and Humanoid Response. With these key natures, this type of robots is 

called flexible robots, mainly divided into service robots and industrial robots. They are 

active in medical, pedagogical, sports, services and many heavy industries.  

4.5.4.1 Category: Humanoid Services 

Humanoid services could separate into two categories, one is Anthropomorphic 

Perceptibility, the other one is Humanoid Response. Anthropomorphic Perceptibility is 

the capability owning the senses like human for data input and analysing. Humanoid 

Response is the capability acting like human with powerful AI and BDA computing as 

data output. Humanoid services offer futuristic solutions to respond the plight of the 

future labour shortage and aging population from smart home environments to 

advanced manufacturing paradigms. Transplanting knowledge into the service carriers 

is one of the most intensive knowledge works in current tech start-ups.  

Codes in the same category: Anthropomorphic Perceptibility, Humanoid Response 

Perceptibility Modelling, Proficiency Cultivating. These codes were conceptualized 

according to the data analysis and the observation of field visiting. 

“If a humanoid robot can’t learn and analyse on its own, and there’s no network 

for data sharing or distributive collaboration, then it’s no more than a toy. Toys 

are for what, only for entertainment to relieve loneliness, and cannot provide 

services initially. Humanoid robots, on the other hand, not only have 

 
4 Note: A logistics and e-commence company. 
5 Note: A micro type of AGV, Automated Guided Vehicle. AGV belongs to a type of WMR, Wheeled 

Mobile Robot. 
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entertainment functions, but also need to improve people’s life quality, education 

quality and production efficiency.” (MSZB-SM-01-22) 

Boundary touching: 25 nodes in total were aggregated in this Humanoid Response 

category. 

4.5.5 Theme: Massive Human-Machine Collaboration 

In the near future, the workplace will be in a scene that is full of human and machine 

interaction. Even now people cannot work without mobile screens. The machine 

mentioned here is referred to the intelligent entities empowered by AI algorithms and 

its basis, semantic web, no matter it is a robot or an AI assistant software. A workplace 

where human and machine coexist may encounter a new round of knowledge sharing 

and creation crisis or not. 

4.5.5.1 Category: Collaborative Working 

In BDC ecosystem, it is necessary to study human-machine collaboration. It should be 

started to give full play to the different advantages of human and machine and make 

them in the optimal collaborative state. But before that, it should be clear what 

collaborative working is. An informant gave some points: 

“As a team, or a group, don’t you need to cooperate, assign workload and 

supervise mutually? The more preparatory knowledge, the better situation we 

need. Otherwise, how can you find others mistake, how can you balance the 

workload? It is similar on man-machine interaction collaboration though 

machine today takes large portion of the workload. You must know the machine 

that what kind of mistake it might take, and also input the mistake that man 

usually take and set alarm. This preparatory work usually consumes time, 

however, once it has been settled, the mistake will hardly be overlooked, the 

accuracy increased This will be registered into SOP (Standard Operating 

Procedure) as future guide.” (MSZB-SM-01-15) 

Another informant agreed to use the advantage of machines to create values like 

efficiency, but prework on the machine also important: 
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“Man-machine information deliver efficiency is much higher than man-man 

transition. One man can control hundreds of machines, what he or she needs to 

do is to set alarm upon the abnormality. The machine is allocated workload 

manually or automatically. If you ask what we can learn from machines, I can’t 

tell. What we can do is to interpret our process, our experience, our knowledge 

into the language that machine understands and executes for us.” (HW-EM-01-

20) 

In the learning process, some enterprises introduced distributed collaborative work 

system very well. 

“You know, an old and good book with previous readers hand note is much more 

valuable. It can help you understand the meaning of content quickly. So as our 

organisational material, we have used online collaborative work system. 

Employees can note their ideas and reviews and share with others while they are 

working on the same material, including learning material. In the learning 

process, we want people reach the same level of understanding in the maximum 

way” (XQZX-EM-01-09) 

Boundary touching: 33 nodes in total were aggregated in this Collaborative Working 

category. 

4.5.5.2 Category: Scale Effect  

Individuals distributed in the organisation who work as knowledge workers are a 

diverse group. They could be machines as well. However, when the scale reaches to an 

extent, some magic chemical reaction happens boosting the effectivity of tacit 

understanding. 

This study portrays knowledge workers as well-educated individuals from diverse 

backgrounds before and during the employment, sitting in different positions, mostly 

self-managed and spending their fragmentary but necessary professional time doing 

knowledge management work. It was also found that the knowledge managers offer 

knowledge management services in a range of distributed sectors, and commonly serve 

more than one type of sector, which reveals that the knowledge managers or who else 

hold the position of knowledge management, are outstanding with broad thread and 
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affluent knowledge background among the knowledge workers. For large organisations, 

people hold the position like director, senior manager, supervisor or CEO, to some 

extent, are the knowledge manager of the knowledge managers. One of the interview 

sample revealing characteristic of practicing knowledge workers suggests that:  

“[…] knowledge practitioner may be typical of the population of certain 

knowledge producer. However, the ‘certain knowledge’ just mentioned to some 

extent, is still belongs in the information range from the organisation perspective. 

When the scale of this ‘certain knowledge’ reaches a level, this package of 

‘certain knowledge’ will automatically evolve into the knowledge that 

organisation needs, desires and treasures.” (AMSJ-SM-01-08).  

The process of automatic knowledge evolution needs a clear knowledge stratification 

mechanism mentioned before. A veteran knowledge manager gathers the “certain 

knowledge”, listens to the opinion of each knowledge worker, consider every 

discussion happened among the knowledge workers, then, proposes a fresh innovative 

knowledge and verifies it with the group of knowledge workers, and this process, some 

people call it knowledge precipitation (Schneider et al., 2008), is believed as a part of 

knowledge creation which needs further verification. For example, in AMSJ company, 

teams are divided into more groups, each group needs to achieve the goal of their own 

module.  

“In a group, one programmer and one designer successfully implement their own 

action command, but they do not know this command is exactly what another 

group needs, that group may know they need or may not, it does not matter. 

Because after group discussion and meeting, the group head which plays a small 

role of knowledge manager will notice that, and disseminate to other groups, well, 

maybe many problems will be solved after that or a great discovery happens, any 

magic you can tell” (AMSJ-SM-01-08). 

Currently, this process used to be normal in traditional Chinese organisations does not 

appear to be a dominated method, nor has been substituted completely. The emerging 

of new technology, new managerial mechanism, however, is creating the differences at 

the hierarchical structure of knowledge precipitation where knowledge of 

organisational demanding level produces and responds. Once again ICT plays an 
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increasingly influential role to this pattern; the function of ICT could be variant 

according to the knowledge requirement and the condition of facilities. ICT 

infrastructure in this process could be supportive, assistive, or human replaceable in 

high-end. For some types of industries, it is prominent that the support of ICT enables 

the reduction of knowledge creation cycle. The knowledge creation rate probably has 

linear relations with ICT utilisation rate, which would be figured out in the further 

research. This initial finding may have the potential to bring some new development 

direction of knowledge creation.  

By way of illustration, it could be that common knowledge workers are recommended 

for convenient platforms or artificial intelligence involving rapid knowledge push 

(Naeve, 2005), project progression follow-up, bug and problem follow-up. A 

knowledge push model of knowledge resource and project stage builds a mechanism 

that the ICT facilities push appropriate knowledge resource to experts after matching 

between problem or bug board, knowledge content, and project progression. Carrying 

this method further, it is likely that both knowledge managers and knowledge workers 

save plenty of time and energy. Hence, imaging this process happens every day in a 

certain scale of groups, it is not surprise that how much time, capital and energy they 

save. What they save will be ready for the next knowledge loop iteration, and there 

happens another significant scale effect. 

Another insight about the demographical scale on knowledge workers is that the 

knowledge workers may have an optimal number for group, team and the whole 

organisation. Scale effect will reach its peak and it is not the more the better. One can 

only speculate on how their work of knowledge management related can have an 

effective distribution for the development of the field. Although there are companies 

may come to a dominant number of knowledge workers, they fear it become excessive.  

“You know that not everyone is elitist and competitive. When a group get more 

and more people excluding the cost factor, first, it is hard to assigning task inside; 

second, it may spend more time on link-up of the task; third, if the task was 

allocated inside the group unevenly, it is easy to cause collective slack due to the 

less responsibility, and from other view only few are real knowledge worker, 

others become pure labour inside the group. It is not efficient” (YW-GM-01-17).  
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The ICT brings more possibilities of knowledge produce revolution, yet it cannot 

replace the traditional knowledge creation and sharing methods instantly. The trend of 

ICT development on the knowledge management discipline needs more spotlight. 

Boundary touching: 28 nodes in total were aggregated in this Scale Effect category. 

4.6 Dimension: Expansion of Knowledge Sharing Social Channels 

This theme was expressed and inspired by an informant:  

“If we want to promote the knowledge sharing, we must expand (extend) the 

channels (accesses) of sharing.” (CSZB-SM-01-04) 

As a data-oriented construct building, researcher should respect the implication from 

the informant. In Chinese language, expansion and extension are the same word, as well 

as channel and access. Expansion of KS Social Channels could also be interpreted as 

expansion of KS social accesses, extension of KS social channels, etc. It reveals the 

social paradigm of knowledge sharing construction. Knowledge activity in this 

perspective is mixed with cultural, structural, and mostly technological impact, like new 

modes of communication supported by ICT and nowadays BDC. These changes lead 

to affect the social channels for sharing knowledge widely throughout the organisation 

instead of getting imprisoned within a specific functional hierarchical layer. Due to the 

uniform principles, this theme adopts expansion of KS Social channels (hereafter, 

Expansion of Channels). Knowledge has its inherent disseminating conditions. To share 

knowledge, social factors come from people, process, structure, product, ICT 

infrastructure, instrument are the  

4.6.1 Theme: Deconstruction of Knowledge Hoarding  

It seems that promoting knowledge sharing and eliminating knowledge hoarding are 

the same thing. However, they have different contents in each of their topics, especially 

in the context of digital changes, the same factor may impact different components 

respectively in knowledge sharing and knowledge hoarding. There has a dozen of 

reasons mentioned by the informants that employees hoard their knowledge. Through 

the triangulation process, it was found that the problem could be induced by variant 



152 

 

reasons from personal, structural, managerial, cultural or technical perspectives (Ford 

& Chan, 2003). Fortunately, knowledge hoarding from technical aspect has increasing 

solutions which benefited by the technical revolution, as some informants shared their 

experience. From the analysis of the field data, it enumerates a list of factors that enable 

or inhibit knowledge hoarding. However, the emphasis is on the variation that the 

balance is tipping. Knowing the value of knowledge enables the knowledge hoarding 

behaviour (McDermott & O’Dell, 2001), this fact cannot change because it is about 

human nature (Davenport & Prusak, 1998). The possibility to deconstruct knowledge 

hoarding is from other sides. The technology advance brings a set of solutions which 

also impact not only to the technical perspective, but also then to the structural, 

managerial and cultural perspective. 

4.6.1.1 Category: Willingness to Share Knowledge 

The willingness of sharing knowledge is a construct that has a popular collective 

consensus bearing on its correlation with the efficiency of sharing knowledge. During 

the field research, it was named “The willing” as a second order code before literature 

triangulation (also known as theory triangulation mentioned in Chapter 3). As a matter 

of fact, willingness to share knowledge is a bulky topic, which bears on numerous 

factors facilitating or inhibiting itself. As one of the factors on knowledge hoarding, the 

unwillingness to share knowledge have already been the intractable but pervasive issue. 

It was also expressed by the informants, fortunately, this issue currently has been 

alleviated for the sake of technology revolution. It is impossible to claim this has 

completely changed people’s behaviour to share knowledge selflessly. That could only 

happen in a higher civilisation that has not shown in history. However, the change 

brought by the technology advance from unwillingness to willingness to share is the 

most exciting thing for the knowledge practitioners. analysis of the first order open 

nodes also as the child nodes of Willingness to share knowledge is elaborated as follows.  

Codes in the same category: The value of knowledge, Credit and Social Status, Trust 

building in Human and Machine, Security, Privacy, and Accuracy. Three codes are 

exampled below 
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Code: The Value of Knowledge 

Knowledge, especially the tacit one, is considered priceless to the ones who urge for it, 

valuable to the ones who want to improve. As the ancient Chinese saying, tons of golds 

and plenty of beauties are all in the books. It has been discussed in Chapter 2 that 

knowledge has different types as well as different levels to master. 

Knowledge should be in the right time, right place and right people, otherwise it is only 

worthless data. Plentiful knowledge has been stored in the brain and only small part of 

them will be used. The market gives an answer to it, it is value. Value is a label of 

knowledge, which identifies the importance, the evolvement of knowledge. Outdated 

knowledge loses much of value when it is used to compete in the market, but that does 

not mean they are vanished. 

“You need to make clear what kind of knowledge you are talking about. Some 

messages or information6 for different people have different image. The same 

knowledge may become the last jigsaw puzzle piece for a certain knowledge tree, 

or it may be the very useless information that have nothing related to them […]” 

(CKC-SM-01-07). 

There are still large parts of knowledge that machine cannot handle, that is where our 

human being advantages come from, for now. The value of knowledge is actually the 

value of human being. With the capability of machine increasing, the value of machine 

increases, relatively, the value of human being will be compressed. 

 “I believe some cost for gaining knowledge is necessary, otherwise you would 

not treat them as valuable asset before you apply them in real work, then you 

spend more time and energy to review that knowledge you have already got. I 

personally recommend my subordinates to exchange valuable information and 

knowledge face to face […]  

(Researcher: Why do you say so, you don’t trust machine?)  

Why I say this, because currently I still view machine as a baby, the internet, the 

AI and so on. We haven’t gone that deep enough to make machine teach like the 

 
6 Note: The original has only one word. Message and information can be the same word in Chinese. 
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way human teach. Although machine has capacity that people don’t have, people 

also have the things that machine don’t have […]  

(Researcher: An example?)  

For example, teaching with analogy, some concept you need to learn is very hard 

to understand, human teacher will try to make you understand with a story, if you 

are not familiar, he or she can easily change it that is familiar to you; but on 

current stage, I haven’t seen any AI as smart as this type that allows you to pause 

and answer your ‘don’t understand, can you change the way to make me 

understand’ request […] 

 (Researcher: So, do you mean the machine cannot compare with human right 

now on knowledge sharing?)  

No, I didn’t mean that. Machine as a supportive factor could accelerate the 

process of our knowledge sharing. What we care is how much it can accelerate, 

efficiency is productivity. As for the time when machine can completely replace 

human, I think we still have a long way to go, but we may see it before our lives 

end if we have good luck.” (LGTZ-EM-01-08,09,10,11) 

Although people know the value of knowledge, the protection of knowledge as legal 

property is inconsistent across the world. 

“We might not like westerners who treat knowledge as legal assets rigorously, 

though we also treat knowledge as law-protected asset. We regard expert meeting, 

discussion, training as insignificant routine meeting, and do not pay the 

knowledge provider what they deserve or pay unfairly. This problem was quite 

harsh in the past cause you know we are relatively poor at those times, and people 

tolerate with that situation, regard this as selfless dedication. Today we are 

learning from the west and improving though this problem is still there.” (WYZH-

EM-01-09) 
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Code: Credit and Social Status 

In current economic model, the value of people reflects in the knowledge inside the 

people, the proficiency to use them and the knowledge products they produced by using 

the knowledge. 

As a spiritual incentive factor in the part of a broad value system, the social status was 

differed on weight for people who possess the valuable knowledge. It affects the 

relationship between the individuals and the public as a combination projection of 

character and experience, and then affects the knowledge holder’s behaviour. In the 

data set, Node Credit, Honour, Reputation and Accountability were identified, yet it is 

believed there are more types of social status factors existing in the society. Credit has 

an abstract base value, which will increase or decrease in terms of an individual’s 

behaviour based on right and wrong social correct. As one informant point out that 

providing information or knowledge without authenticity would cost his or her credit 

and, in the end, would degrade their social status if things continue to deteriorate. 

“Of course, we have an organisational version of Zhihu7 inside the company, the 

best thing this virtual place provide compared to knowledge meeting face to face 

is nobody care about losing face, losing credit, because users are using aliases 

and if you provide even wrong options or answers, the worst thing it’s just no up 

votes, no targeted criticism. The atmosphere makes you speak out freely.” 

(WYZH-EM-01-12) 

On the contrary, expert status will be automatically entitled to the authentic knowledge 

contributing activists, especially in virtual place. 

Code: Trust Building in Human and Machine 

In Chapter 2, trust has been identified by countless scholars as one of the significant 

enablers to knowledge sharing, and many codes showed that as well. Trust between 

people is not covered again here, but a new type of trust between human and machine 

should be brought into attention. One is providing trust as product bridging human or 

human activities. Like the informant told: 

 
7 Note: Zhihu.com is a popular Chinese knowledge and experience sharing and Q&A website like 

Quora.com but more than that 
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“We know that Alipay (a third-party payment solution provider like PayPal, 

owned by Alibaba Company), has set a great example to solve the trust and credit 

problem while a business transaction is happening. How do we guarantee the 

knowledge provider to protect their own rights? In many forums, we have already 

seen the credit entitled by the third-party trend, like Zhihu. To the same question, 

we got hundreds of different answers, it’s not just a right or wrong question, it’s 

about experience. The contents of answers also have the difference of high and 

low quality, but you can’t say the low quality is useless. For me, sometimes I 

found some low voted answers are more useful due to the conditional similarity 

the answer provider and I have. So, knowledge evaluation is important, and I 

believe that work is pretty hard to be replaced by machine. Credit, uh, I believe 

each vote represents a credit endorsement, the more credit you have, means the 

more convincing answers you provide, and vice versa.” (WYZH-EM-01-16) 

The other one is trust on machine itself, security and privacy protection are the most 

mentioned nodes on this issue, and others like accuracy on execution, analysis, 

proceeding and so on.  

Code: Capability to Share Knowledge 

Knowledge workers’ capacity varies. When come to knowledge sharing, it creates the 

problem of the knowledge quality, usefulness and completion. It does not mean they 

are not qualified. Some are limited by the environment, some missed the chance to 

finish the knowledge learning, etc. Many uncontrolled factors impede people to finish 

their knowledge internalisation, which leads to poor capability to share their knowledge. 

“Excluding training, teaching, our routine knowledge sharing process are 

relatively fragmentary. When we ask other people questions, the worst individual 

may give you everything but a solution, a better one may know, but don’t know 

how this solution come out. You want others to give you a clear context of all, 

it’s probably impossible as they are just your colleagues unless they are experts, 

we are all colleagues in a similar level, and the knowledge coverage almost fully 

overlaps in the same sector. Of course, we will use the tools along with 

networking to dig the root and cause behind this. For now, it's not difficult to try 

to understand something, if you would like to spend time. In the future as the 
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popularity of expert map, question and answer machine, the time that any small 

problem can get an expert level answer will not be too far, as well as efficiency 

will definitely improve a lot.” (YSB-EM-01-11) 

Boundary touching: 171 nodes in total were aggregated in this Willingness to Share 

Knowledge category. 

4.6.1.2 Category: Knowledge Asymmetry Breaking 

The reason why knowledge asymmetry forms is not mainly due to the unwillingness to 

share, but the unawareness, like unawareness of what people have already known, of 

the kind of knowledge exists. Speak of the unawareness of knowledge, four kinds of 

knowledge have been categorised: the one you know that you know (known knowns), 

the one you know that you do not know (known unknowns), the one you do not know 

that you know (unknown knowns), and the one you do not know that you don’t know 

(unknown unknowns). This division was first chanted as a Persian poem written by Ibn 

Yamin in 19th century (Afshordi, 2016). For the known knowns, there still has a 

distinction between right or wrong. Along with the known unknowns, people could 

fulfil the unknowns and correct the wrong knowns. The special one is unknown knowns, 

which needs specific conditions, like time, place, environment to arouse. Through 

constant practice, people could enhance the memory of this type of knowledge. Last 

but not least, human beings never progress and grow without it, the unknown unknowns 

are the things that people widen their eyes. 

“[…] Many times, the unknown unknowns may not likely hard to manage, 

maybe just a line of statement. But if no one tell you about this, you may never 

know in your life. Unfortunately, too much of this type exist due to the shortness 

of a person’s life span. However, we are way better than our ancestors, Internet 

and mobile Internet deliver every single person the best opportunity. Like the 

Interest Pushing Service, intelligent recommendation service, the sudden fresh 

knowledge turns the unknown unknowns to the known unknowns, and you 

know it’s the time to learn more to complete this knowledge frame into full known 

knowns.” (CKC-SM-01-13) 

However, the precondition for the existence of Pushing Service, Intelligent 

Recommendation Service is the willingness to share knowledge. Few people would 
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like to share core competitive knowledge, which makes the knowledge asymmetry 

happen. 

“For individuals, my advice is to have an open mind to embrace new professions, 

to discuss with variant people which are different with you, to read more books 

and see the world as much as you can. For the whole humans, only constantly 

research, exploration help us find unknown unknowns from the universe.” 

(YNCK-GM-01-18) 

Boundary touching: 47 nodes in total were aggregated in this Knowledge Asymmetry 

Breaking category. 

4.6.2 Theme: Psychological Improvement by New Technology 

Assistance  

New Technology Assistance could deliver psychological improvement, which also 

could be social factors in general. The expansion of knowledge sharing channels highly 

depend on these social and psychological factors. Human subjectivity is the main 

determinant of whether knowledge should be shared or not. 

“Just on medical knowledge acquisition, we have a lot of problems to be solved. 

There is no single medical dictionary can fully cover all types of named biological 

entities, in addition to the same words depending on the context may refer to 

different entities, so the simple text matching algorithms cannot identify entities. 

Through the deep learning method, training the meaning in different contexts, 

and clustering the diversity of data become possible. At present, the effect of 

knowledge extraction is relatively good.” (YNCK-GM-01-12) 

4.6.2.1 Category: User Acceptance 

Through the literature triangulation, concepts from Davis (1989) were identified 

matching with this category code. The perceived usefulness, perceived ease of use, and 

user acceptance are the main constructs that had been proven critical factor for 

technologies. In this research, user acceptance was coded as one category according to 

the field data that contains the other two concepts as codes. Before the triangulation, 
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the Perceived ease of use is coded as ease of use, and the Perceived usefulness is 

coded as usefulness. 

Code: Perceived Ease of Use 

This concept is related to a person’s belief that a system usage could work without less 

learning cost. 

Code: Perceived Usefulness 

This concept is related to a person’s belief that a system usage could enhance his or her 

performance at work without less learning cost. 

They are mentioned for many times; thus, one example could fully reveal the 

importance of them. 

“[…] When WeChat came out, not a single person gives a bullish view on its 

future. Because we already have QQ8. But they succeeded in reality and we saw 

how successful it is. My mind wandered back and forth once why this miracle 

happened […] I believe they had strong focuses on the core function and made 

them much easier to use, you know QQ has integrated so many bewildered 

functions into one software, which is a huge obstacle when trying to mobilize this 

software into an App for mobile phones. Core functions for communication and 

mobile payment are plain as daylight and easy to find in WeChat.” (YSB-SM-

01-14) 

Boundary touching: 122 nodes in total were aggregated in this User Acceptance 

category. 

4.6.2.2 Category: Scene Stimulation 

Management researches have always been serious and seem to have nothing related 

with entertainment industry. However, management research fails to realize that 

immersive experience can significantly promote the creativity and operational 

awareness of knowledge workers. In organisational training, rough case or project 

 
8 Note: QQ is an Instant Messaging (IM) Software owned by Tencent Ltd. which dominates the China 

market in late 90s and entire 2000s. It is a huge risk for Tencent to promote another product WeChat 

having the same function with QQ at that moment. 
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replay often leads to more misunderstandings, incomprehension, and the lack of details, 

so that the original level cannot be reached when the real project is repeated.  

Code: Immersive Experience 

New technologies allow humans to perform activities in replicable virtual environments 

by offering digitally simulating real or non-real worlds. After adding various target 

contents, users can enjoy the sense of reality constructed by the digital world through 

realistic visual transmission, so as to continue to improve users’ sense of immersion in 

the scene interaction. The interaction experiences in the virtual world are on a par with 

those in the real world. An example an informant raised caught the attention of the 

researcher: 

“VR9 is mostly heard in the gaming market and marketing cases. People are 

amazed by the verisimilar deliver. There are some departments which deal with 

safety everyday have huge demand on this technology. I give you an example that 

you may never heard before. In our country, the operating staff in nuclear power 

station now start to get trained by VR technology […] also in nuclear power 

station architectural design, through VR technology, architects can well 

experience the space situation of their design results and personally understand 

the problems existing in the scheme, instead of having to resort to experience and 

imagination in previous design work only. Meanwhile, through VR interactive 

technology, it is more convenient to compare and select schemes for scheme 

optimization at any time. The visual interactivity gives people the most 

memorable operating process and the most full-scale details, especially for this 

high security operation involved. Workers should get trained by VR and pass VR 

tests several times to access the formal work content” (YS-SM-01-15) 

Code: Joy from Gamification 

Virtual reality related technologies are not isolated just for visual enhancement. With 

the assistance of 5G, IoT, AI and BDA, operations that need special proficiency can be 

designed for machine involvement, and the workload ratio gradually tilts towards the 

machine. People with proficiency operates with machine would liberate their labour 

 
9 Note: In China, VR is a joint name of VR (Virtual Reality), AR (Augmented Reality) and MR (Mixed 

Reality) 
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and feel joyful when their work environment become increasingly less stressed. The 

informant of medical professions reveal that they are forging this type of product. 

“We are making a virtual reality surgical assistance system (according to the 

description, the accurate technology is mixed reality). Because the human body 

is quite complex, even professional doctors are easy to misjudge, […] more 

accurate judgment, reduce the rate of surgeons’ misjudgement, so the success 

rate of surgery will be greatly increased […] Also, before the operation, virtual 

reality will be formed according to the 3D model diagram established by colour 

doppler ultrasound for surgeons to practice, and then uploaded to other 

specialists for the same simulated operation, so as to form the optimal operation 

path and save it into operation set for subsequent learning […] Finally into the 

real operation, artificial intelligence will be prompted and demonstrate each 

step of operation from practice data and provide emergency plan, so as to reduce 

the stress of surgeons, to liberate of the brain. Our ultimate goal is to realise the 

automatic operation by machine, more liberation for the surgeons’ hands. let 

them feel the joy of work, just like playing games.” 

Boundary touching: 171 nodes in total were aggregated in this Scene Stimulation 

category. 

4.7 Dimension: Data-Oriented Culture 

If companies fail to cover the growing authenticity gap with consumers, even the most 

loyal consumers will eventually break with the brand. In 2018, to this end, the relevant 

entities need to shift their attention from the traditional operation mode to the consumer-

centred operation mode by making effective use of big data and related technologies. 

organisational culture has been proved to influence the success of knowledge 

management practices. It is necessary to change the current corporate culture to the 

data-driven operation mode, and try to make consumers’ consumption experience 

digitalized. To achieve this goal, enterprises need to enhance the application ability of 

consumer intelligence information. For example, enterprises need to mine daily data to 

achieve short-term goals, observe data patterns and grasp the cycle of the pattern, so as 

to predict the changing behaviour of consumers and stimulate business growth. In 
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addition, as consumers become increasingly sensitive to personal privacy data and 

market regulatory agencies strengthen the protection of privacy data, enterprises need 

to build a corporate culture that attaches great importance to consumer privacy data and 

gain the trust of consumers and the market. 

“Our company lives on the integration of data, technology and resources to 

understand and serve customers better. Data is our raw material, and employees 

rely on the data management platform to process different data sources to gain 

an intuitive insight into potential business behaviours. In our case, data and 

knowledge are equivalent. Whoever collect more abundant and diversified data 

would have a greater advantage in comprehensive understanding of customers.” 

(SJT-GM-01-03) 

4.7.1 Theme: Culture Roots 

Influenced by the mixture of Confucianism, some doctrines of the Soviet communism, 

including collectivism (Hodgetts, 1993), egalitarianism and equalitarianism (Jacobs et 

al., 1995), Chinese people have developed a unique subconscious cultural gene. They 

tend to accept the cognition, but not fully, that knowledge should not only belong to 

individuals or groups, but also to all people without any capital involved. However, 

history proves this fantasy unreal economically. To seek an alternative, one of the 

Chinese communism characteristics, pragmatism adopted some patterns of capitalism, 

which afterwards takes it for granted that knowledge is an embodiment of 

competitiveness and valuable in capital markets. This is an unprecise and radical 

exposition of the culture understanding, but for objective observers could appreciate 

the subtle cultural differences.  

 “In the early stage of reform and opening up, many enterprises in China did not 

cultivate a good culture of strategy and management institutionalization, which 

was a defect of the rapid development from labour-intensive to knowledge-

intensive in a short time.” (CSZB-SM-01-06) 

He continued:  
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“[…] Only a few forward-looking enterprises will attach great importance to 

knowledge management and find their own suitable strategic solution and 

institutionalize it.” (CSZB-SM-01-07) 

4.7.1.1 Category: Attitude to Intellectual Property 

Based on the culture root, the attitude towards intellectual property is of the ups and 

downs. There is a noticeably special cultural phenomenon in China where the education 

is highly valued, yet the protection of intellectual property is not as strict as in capitalist 

countries. People struggle being in a pickle whether to popularize knowledge, not to 

become a monopoly, or strictly execute the principles of intellectual property protection. 

At this stage, China is neither communism nor capitalism, but more like a special and 

practical state capitalism, and there is countless debate about what kind of doctrine 

China is following, it’s difficult to define due to its fluxion.  

“We are contradictory when we treat on knowledge. The spirit that ancestor left 

teaches us we must respect knowledge, respect teachers and value education, 

respect all the people who tell you what you don’t know. Yet in the other hand, 

we trample others’ intellectual property right, maybe we are thinking 

they[knowledge] must be free for everyone. The balance to identify which 

knowledge should be protected and which should be spread freely is a large 

project. Good thing is our country is changing this, otherwise no innovation will 

happen.” (QHRM-SM-01-04) 

Boundary touching: 11 nodes in total were aggregated in this Attitude to Intellectual 

Property category. 

4.7.1.2 Category: Data Culture 

Data related culture has been identified in some early researches, such as the socio-

technical perspective, “info-culture” (Pan & Scarbrough, 1999). In China, this fad 

comes with government and organisation support. 

“The concept of ‘Internet +’ was just put forward in 2015. Now, AI technology 

has become active, and all aspects of life will be combined with AI in the future, 

which will become part of the development of civilization” (HW-EM-01-07) 
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Boundary touching: 20 nodes in total were aggregated in this Data Culture category. 

4.7.2 Theme: Culture Variations 

Driven by the digitization process, knowledge workers have produced some subtle 

variations in cultural habits in acquiring knowledge, disseminating knowledge and 

applying knowledge. For example, knowledge workers are often affected by missing 

values in data analysis, which leads to their increasing anxiety about the lack of 

knowledge details. As the informant revealed below, they have a higher tendency to 

rounded knowledge. 

“We find that Chinese people have a special change in the way they ask 

questions in the post in social media. They no longer like to start questions with 

‘How’ or ‘How to’, but with ‘What is the experience like that...’, the subtle 

changes here will make respondents subconsciously to describe the background, 

context, psychological changes and feelings together, and it is this type of 

answers that will get high rates. Even if you get the know-how, however, it makes 

you doubt the fresh know-how if there is no realistic scenario to verify your 

knowledge. If you fail to use it, this feeling will be deepened. Contextual details 

are essential.” (HW-EM-01-18) 

4.7.2.1 Category: Variations to The Knowledge Worker Role 

Variations to the knowledge worker role are connected to traditional and emerging 

contexts in the following elucidations. Not only does this research call into question the 

impact to the structural constituent of knowledge management, it also points to the need 

to be attentive to how Big Data context impacts on the role of knowledge workers. For 

example, this field research found that the nature of a new type knowledge worker is 

cultivated to differentiate how knowledge management is implemented in such a digital 

environment. General speaking without stereotype and exception, traditional 

knowledge workers tend to use more “social interactional” tactics in their implement of 

knowledge management while new type knowledge workers tend to use more 

“pragmatic” methods, regardless of managerial regulation, the type of sector where they 

work, or the fact whether the traditional usage of Knowledge Sharing method is adopted. 

Traditional knowledge workers also tend to portrait the Knowledge Sharing facilitator 

role as one who has to focus more on traditional face-to-face communication and 
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mentoring system than on digital information or One-to-N training system, while for 

new type KM facilitators it is balanced depends on which is more pragmatic. The 

variation is happening mutually in terms of the extent of which exposes to the emerging 

digital environment. These tendencies are also influenced by enterprise culture (Alavi 

et al., 2005), desire of high management performance (Lee et al., 2005) and  

“desire of holistic high core competitiveness” (HW-GM-01-05).  

To illustrate,  

“knowledge workers working in the traditional industrial sector tend to use 

relational, communicational, experiential problem-solving language and 

knowledge transfer while those working in the emerging industrial sectors like 

service industry and high-tech Internet industry use more formulaic expression, 

digital data, virtual forum and knowledge base to exchange opinion even 

innovate during the process when they summarize their work. You don’t know 

which is faster than the others in different time, at different spot, to different 

people, so it needs to be pragmatic.” (CKC-SM-01-04).  

Those with high-tech or Internet backgrounds use more pragmatic concepts to articulate 

their work than those with social interactional backgrounds who use more relational 

terms. In addition, new players have a slight tendency to use more formulaic language 

and expression than traditional knowledge workers with experience inheritance do. 

Rather, these differences might be accounted for by contextual factors not 

systematically analysed in this study. There were, however, a sufficient number of 

stereotype patterns of internal and external, large-scale organisations and SMEs, and 

other difference that cannot be ignored and that need to call for further research. While 

it is true others have noticed that there might be an emerging context difference brought 

by the ICT fast improvement in the practice of knowledge management (Chauvel, 2016; 

Gorry, 2016), this topic of inquiry has received far too little attention. This study brings 

to the fore the need to gather further insights on how big data or largely ICT fast 

developing contextual factors shape not only the meaning of knowledge management 

theory, but perhaps more importantly, its practice. 
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Knowledge management is not usually constructed as a single entity but with multi-

disciplinary intellectual roots that lead to different but decent and comprehensive 

perceives in the extant literature (Chauvel, 2016). However, previous attempts to draw 

out the plurality of practice have not paid, or they willing to say, should not pay 

sufficient attention to the context within which the act of ICT booming occurs. Nor, 

have they paid much attention to contextual factors relating to the knowledge worker 

or the disputing and ambiguous sections due to the broad compatible capacity of KM. 

This pilot study is willing the future research to help shape the boundary of contextual 

factors, especially Big Data Context, along with the understanding of knowledge 

management. It highlights the need for further study on how these Big Data and ICT, 

and other contextual factors, such as environment, scale and value to name but a few, 

influence conceptions of knowledge management practice as well as the actual 

knowledge management working flows and processes (Attour & Della Peruta, 2016). 

4.8 Default Dimensions 

The next three dimensions, Knowledge Sharing, Knowledge Creation and Overall 

Organisational efficiency, are default, which are not originally generated from field 

data, but already existed as construct or concept in many researches which has been 

reviewed in the Chapter 2, and normally used to raise questions and build relations with 

BDC in the field interviewing. However, the default dimension relations with others 

through field data still need to be identified for the construct thoroughness but less 

important for building conceptual model. The relations between this three and BDC has 

already embedded in the previous dimensions’ analysis. Thus, the analysis below is the 

consolidation and rethinking among the KM processes and complemental relations 

between KM processes and BDC technologies. 

4.8.1 Knowledge Sharing 

Knowledge could be shared as common understanding or digital formula between 

knowledge workers and knowledge management tools, or between knowledge workers 

and even knowledge management tools only. Not surprisingly, most knowledge 

workers conceptualize their role as one of facilitation to keep knowledge flow. An 

important insight of this study is that knowledge seems not to remain in the same host 

for a long time. In traditional instances, words and actions are used to depict knowledge 
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embedded in activities that include the exploration of unknown discovery, the 

improving of learning, and the heightening of understanding. In modern instances, 

people rack their brains to quantify knowledge so that they can diffuse and storage it 

with the help of knowledge management tools, what is more, to simplify the operation 

of knowledge within the knowledge management tools to provide the decision-making 

outcome in visual and dynamic way. Different means were also found to satisfy the 

respondents’ common desire of their orientation to the quantification of knowledge and 

standardisation of knowledge management. By way of illustration, in some cases the 

transformative knowledge is orientated to be shared by not only the form of interaction 

but also the form of intra-action within both human and machine (Chauvel, 2016). Some 

even put this willing not only in the confined organisation management, but as well as 

the service, which could be commercialised. For example: 

“Our powerful artificial intelligence service can serve us as a knowledge 

managerial tool, can be sold as a service product to become other companies’ 

knowledge managerial tool, and yeah, our emphasis is to make it as a high-

quality product. Because the independent deep learning technology is the key to 

make it popular, it makes the service learn more like a human, an 

anthropopathic robot, which could handle network buzzword, slogan, even 

dialect. You know we have hundred kinds of dialects; it can learn by itself.” (YW-

GM-02-07).  

It inherits the learning mechanism that imitates a knowledge worker’s understanding, 

and its orientation to knowledge management is likely to carry over into the knowledge 

management practice in the near future. Questions for further research might include: 

how to deal with different understandings from the knowledge workers shared amongst 

human and between human and machines; will a universal understanding reflect a sign 

of accuracy of knowledge sharing; or might knowledge sharing be better imagined as 

drawing from a range of professionals each with their own set of knowledge system for 

the comprehensive usage of knowledge management. Following this latter research 

action, the plurality of understandings found in this data collection tends to continue to 

be present and even broaden as knowledge sharing examination continues to expand 

correction scale of new knowledge deviation in this pilot thought. This effect refers to 

the conception of “the curse of knowledge” (Birch & Bloom, 2007), which is one of 
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obstacles in the knowledge sharing process. Efforts to ensure better understanding of 

knowledge used by knowledge workers even knowledge machines may be a more 

useful way for knowledge rule-makers, knowledge managers, to try to standard the part 

of knowledge sharing process than to take all the mess.  

From another direction to knowledge sharing, “a knowledge worker” seems no longer 

pure to mean somebody simply. At the sharing process, a well-designed machine may 

be more effective and efficient to share knowledge. Rather, this statement is not 

absolute due to the same obstacle, the curse of knowledge that a normal knowledge 

worker may have, just presented in different forms. The difference of the outcome 

between human and machine knowledge sharing performance that reflects on the 

particular approach or style of knowledge management being practiced could trace back 

to the difference of the impact factors like emotion, value, and the incomplete 

knowledge system for human, programme design defect, reasoning method 

insufficiency and incomplete knowledge system as well for machines. 

“To improve collective practical knowledge, in some way called experience, 

knowledge sharer, usually expert, will need to be much more explicit about the 

language and action they use to transfer their tacit understanding and perception. 

Moreover, they need to use more detailed examples or cases to explain what they 

mean when they discuss basic concepts that lay the foundation of the knowledge 

system” (CKC-SM-01-12).  

As the exact model of dynamic knowledge creation and sharing (Nonaka, Toyama, & 

Konno, 2000) showing, knowledge sharers also need to raise the sharing quality 

reflected by their multiple practice and abstract the ideal theories that are based upon 

the realities of their work. So far, the ICT is still at the position of assistance, but has 

achieved a great progress in the effectivity and efficiency of the transformation between 

explicit and tacit knowledge each other. Theoretical discussions regarding the practice-

based learning (Gherardi, 2001) could enable the knowledge receivers absorb the 

implicit towards the work of taken-for-granted with right embedded theory guiding. To 

become a professional, knowledge workers need to show the respect of academic 

knowledge more seriously. Otherwise, it is unlikely that they will be able to qualify the 
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sharing the knowledge to others who might require the justification of the legitimacy 

of normative knowledge.  

4.8.1.1 Category: Knowledge Sharing and Transfer 

In Tangaraja et al. (2016) discourse, they believe that Knowledge sharing is a subset of 

Knowledge transfer. However, the field data in this research does not support the way 

they expressed but in contrast the way around. During the data collection period in the 

practical field, China, the expression of knowledge sharing and knowledge transfer is 

just the reverse meaning of them in academic definition. Knowledge sharing integrates 

all types of knowledge transit action regardless of the imparity situated between the 

source, delivery and recipient side. Knowledge transfer has a presupposition in practical 

use that the knowledge the source deliveries is equal to the one the recipient obtains. 

“We implement knowledge management on the process and set checkpoints to 

control and manage knowledge and experience. So, you can regard a department 

as a node which amass knowledge in your department discipline. Then other 

people know the knowledge boundary could easily reach you. Meanwhile, your 

department knows your knowledge well and keeps refining more valuable 

knowledge. When people ask you, you can provide knowledge with a big picture 

of understanding and high quality. That is one of the effective knowledge 

management approaches.” (XQZX-GM-01-06) 

4.8.1.2 Category: Training 

One of the efficient traditional knowledge transfer approaches is training. This face-to-

face pedagogical training is the most direct approach to access the tacit knowledge 

sources. Again, BDC involves into this area as mentioned above, for example, 

humanoid or anthropomorphic pedagogical agent. People have the expectation to solve 

this issue. 

“We, industry workers, in the past were doctors to the railway, diagnosing 

production line, making prescription and solving problems with our rich 

experience and knowledge we accumulated. Even that, we can call few of them 

experts because only experts know what a nuance means and respond to the 

nuance with their excellent skill. So, we have arrived at a bottleneck place that 
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it was difficult to pass on the cognition and inheritance of these skills through 

people’s oral summary and qualitative induction. Big data and new generation 

of AI technology have a chance to make a breakthrough.” (MSZB-SM-01-25) 

And other understanding with training: 

“Training accompanies with practice, which means every month span is not 

enough for proficiency. Learning is in the practice, and knowledge is in the 

learning. So, if a training is only like lecture style, people cannot use the 

knowledge well. And the frequency should be higher, at least every week, better 

every day.” (CSZB-SM-01-13) 

4.8.1.3 Category: Clusters and Networks 

Companies cannot perform effectively without network of all sorts of resources, 

especially the knowledge-intense type, like high-tech companies. There is a particular 

Chinese phrase created for the policy to describe preparing for the integration clusters 

of government, enterprises, education and research organisation as alliances. The 

number of similar clusters has reached over 10,000 and is continuously increasing. The 

patterns of regional knowledge creation and innovation bloom in such clusters are 

impacted by the regional embeddedness. As our informant in high-tech agriculture 

company NJI described: 

“Our company is located in an agricultural science cluster, next to the forestry 

and agriculture university. Every year, we directly recruit people from these two 

universities and cooperate with them in research. The government also set up an 

office nearby for the approval and delivery of various documents. It’s very 

convenient.” (NJI-GM-01-16) 

The economics of knowledge should be presented in a research agenda as the 

knowledge scarcity, the liquidity of knowledge is more precious than currency. The 

director of CKC indicates the mechanism behind this  

“Information also needs to flow. People say distance is not a problem now, 

because we have Internet to search knowledge. However, that’s actively seeking 

information. We still need passively receive information. That’s why there still 
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have advertisement in this world. Pieces of knowing whom, when, where, what 

would enlighten people to infer how things will go, how to chase the compete 

knowledge from the source. This is how important the role of networks and 

clusters is. Without them, information flow gets obstructed, and knowledge will 

never be disseminated like today ever.” (TT-GM-01-16) 

4.8.2 Knowledge Creation 

Knowledge creation for an individual is a process of self-transcending process, for 

organisations is a process of developing nascent knowledge to substitute old one to 

achieve higher performance on processing and valuable product properties. 

4.8.2.1 Category: Body of Knowledge 

“It refers to the knowledge of what we need is not knowledge node, concepts, 

algorithms, is the knowledge tree, knowledge system, all the range covered with a 

concept, we say a person has a smattering of knowledge, for example, that is to say he 

knows some superficial thing about it, but is not yet fully understood. This shows that 

his tree of knowledge is incomplete. Because it is difficult to grasp evaluation of a 

person, so can only rely on his subsequent continuous learning. The cost is high. That’s 

why online universities, open courses, training sessions, conferences are becoming 

more and more popular, and it’s imperative to improve the knowledge tree, or else when 

it comes the critical moment to use it, you only know half of it, and you’ll be laughed 

at by others. We might don’t show it, but we know in our hearts that this person isn’t 

good enough.” 

4.8.2.2 Category: Changes Create Opportunities 

“Change, no matter from inside or outside, or from adjustment to revolution, 

means there will be some new knowledge created and discovered in the coming 

days” (YNCK-GM-01-03).  

One of the reasons individuals are addicted to work as knowledge workers appears to 

be changing over time. As defined by Davenport and Prusak (1998), company is an 

entity where knowledge, which common people do not have, exists and storages. 

Changes within the external organisation or inter-organisational atmosphere always 
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brings the new requirements of knowledge, especially unique, innovative, competitive 

knowledge.  

“In China, the e-commence could rank in the first class around the world; 

however, do we satisfy this and cease to advance? Of course not. […] With the 

fast pace of ICT improving progress, our proud Internet industry cannot halt. It 

needs to change, to evolve. In the foreseeable future, the noun of e-commence 

would possibly walk into the history, because the Internet Economy is more 

comprehensive and e-commence is only a small part of it, other parts are rising 

too. […] New technology, new energy, new manufactory, new finance, new retail 

is all based on the Internet, we are preparing for the new challenge” (SJT-GM-

05, 07, 10). 

Knowledge worker is not a certain job position, is a unit when dealing with knowledge 

according to the knowledge theory perspective, which means from bottom to top in the 

human resource, anyone could be a knowledge worker. It is a virtuous circle that the 

more recent individuals are willing to deal with knowledge, the more likely they were 

drawn to do this work for reasons associated with personal growth and job enjoyment. 

Conversely, the larger obstacles between the knowledge keeper and demander were, 

the more likely the work would be dragged as the lack of knowledge fluidity of social 

transformation and empowerment. This finding actually has been verified by several 

scholars (Hedlund, 1994; Kogut & Zander, 1992), which is enhanced through the initial 

impression conducted by the observation in the data collection phase. For example, 

there is a “book-tearing” activity in HW company where the employees share the 

essential of books they recently read and feel worthy to others by presenting in all kinds 

of styles. Interestingly, many of them addict into it.  

“They could feel another kind of sense of fulfilment that is different from the one 

gained through hard working, and a kind of sublimation that could lever them to 

a higher level to perceive the world outside, even their already known knowledge 

could be subverted by another view or method. Judging by appearance, nothing 

is abnormal, however, the qualitative change is on the process while every small 

change moistens everyone silently” (HW-EM-01-11).  
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And this, is another type of change within the employees. Changes inside the 

organisation lead us to wonder if knowledge management is evolving as an effective 

tool that has appeal because it has the potential to influence qualitative knowledge 

creation and it provides satisfaction and excitement to the worker. From history, this is 

an inevitable outgrowth of institutionalization that never change; the only difference is 

the pace and speed to achieve that. Finding this pattern of change suggests that it is 

deserving of further attention with the effecting of ICT catalyst. Not only is it important 

to know how this change is affected by the ICT to this field in what might impact the 

knowledge workers’ understanding of their work, it is equally, also important to know 

what impact how they internalise the tacit knowledge may have on this change. 

Relatively, some knowledge workers have positive views on regulating this field rather 

than shaky change on it. Given the range of understandings regarding the function of 

improving change to a knowledge worker in this study, it is not surprising to find 

differing opinions on how the field should be ordered. Or, for that matter, whether or 

not will a governance structure of order at this point brings a stable knowledge 

production in time compared to the risk of the instable knowledge production. It is 

newcomers as knowledge worker who most want order. Knowledge workers with six 

or more years of experience seek for changes and do not agree that knowledge workers 

need to be imprisoned mentally. It may also be linked to finding that those most related 

to knowledge management are consultants. As professions with different level, new 

consultants are more accepting of controls to learn more as they have traditionally 

limited knowledge into their practice arenas than a sophisticate consultant who wants 

to break the bottleneck of its knowledge system with some revolutionary change. Then 

again, it may be that new knowledge workers need more formal training in knowledge 

management than veterans and they want to lay claim to the work going to those with 

lesser training. These speculations stemmed from observation clearly need further study. 

4.8.3 Overall Organisational Efficiency 

This dimension is a default, which could hook with organisational performance and will 

eventually reflect in the organisation income. Although in the interview stage, 

organisational efficiency was not actively asked and explicitly mentioned. The 

informants voluntarily mentioned this phrase up to 97 valid times as one of the critical 

consequences of promoting KM and BD related technologies. Undoubtedly, 
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organisational effectiveness is the more frequently used across the academia than 

organisational efficiency as the measurement of organisational performance (Ostroff & 

Schmitt, 1993). However, organisational efficiency is most directly and explicitly 

influenced by KM and BDC initiatives when the participants talks about it with relish. 

Ultimate aims like organisational performance might be the driving force to push the 

research boundary, yet the decision of KM/BDC boundary would be set at overall 

organisational efficiency. Because a range of literature shows both organisational 

effectiveness and efficiency have positive influence on organisational performance. 

 “From a macro perspective, we split KM into three practice phases: learn-

before-do, learn-while-do and learn-after-do. Each phase has their own KM 

focuses. Integrating all the KM implements and combining all the resources to 

build a tree-type knowledge structure. Learn from previous experience before 

project initiative, and small scaled after-action reviews (AAR) or large scaled 

retrospect after project to make them into new case studies that can be shared. It 

is an effective way to take advantage of all the experience we have.” 

(Researcher: But how do you record them? Will these packages of knowledge 

sleep in the storage?) 

“[…] for example, the automobile industry, many of them are Sino-foreign joint 

ventures, and the intellectual property, such as design, manufacturing technique, 

belongs to the foreign side. We provide land, capital, labour, supply chain and 

market. Only small part of R&D knowledge was retained to the Chinese partners. 

What we learned most is the knowledge to manage the projects. Like the Toyota, 

Ford seeking for their best management system, [the Chinese managers] try to 

figure out how many task segments should we need to split, how to arrange them 

and allocate workforce, and so on to gain the overall organisational efficiency” 

(CKC-SM-01-17) 

4.9 Conceptual Model 

According to the inductive analysis in this phase, a functional conceptual model has 

been developed to illustrate how the BDC interacts with human activities on knowledge 

management, and is equally suitable for explaining how the BDC at this stage implicitly 



175 

 

and subtly influences human activities on knowledge sharing and creation, as shown in 

Figure 4.5. The relations in the model, as indicated by the arrow lines, were based on 

the relation module of NVivo 11. This model helps to understand the underlying 

mechanism by which BDC and KM are entangled. However, this type of model 

demonstrates a broad roadmap which cannot be validated in a quantifiable way. Thus, 

a quantifiable hypothetical concept model based on the key dimensions and relations in 

the qualitative analysis was abstracted from the function model and analysis in the next 

quantitative phase (Figure 3.5). Discussion of the abstracted model will be combined 

with the result of quantitative research in the discussion section of the final chapter. 
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Figure 4.5 BDC/KM conceptual function model 

4.10 Discussion on the Conceptual Model 

In the conceptual model of BDC/KM, it has two main parts, one for the Machine Part 

Activity and another for the Human Part Activity, which also has an intersection part 
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between them. From all the interviews, it can be concluded that there are two 

expectations of this novel BDC impact from a knowledge management perspective. 

The first is that this technological revolution prompts people to pursue the 

representation of reality and truth and to explore more correlations to causality or direct 

causation. The second is an enthusiasm for more efficient knowledge sharing. In a top-

to-bottom schematic order, big data can be seen as input to the Machine Part Activity, 

performed by emerging technologies such as BDA, IoT, AI, etc. IoT captures and stores 

it, BDA’s analysis and computation processes it, and AI learns to perform more 

complex functions by relying on more advanced algorithms that are trained and self-

learning. This process uncovers enough information as well as low-level knowledge 

about what, who, when and where. With the sheer volume of data, correlations can be 

discovered by accident through BDA alone. AI operates even more powerfully, with 

more purposeful functionality, actively discovering correlations and even exploring the 

nature of things by finding direct causation through constant self-learning. It is 

important to note, of course, that these findings are from the perspective of knowledge 

management and that the benefits of these emerging technologies go far beyond that 

from other perspectives. This enabling environment is what we call a Big Data Context. 

The Human Part Activity is more traditional, gaining correlation through the analysis 

of basic information and existing knowledge, and occasionally gaining enlightenment 

through them. Through constant summation and proficient application, they become 

know-hows, which can also be processed, practised, learned, experienced, and imitated 

to form a know-how set in the brain. Their interweaving drives us to search for causes 

and to deepen our understanding of the nature of things by exploring the paths of cause 

and effect. This process is internalisation, and the result is know-why. The process of 

forming paradigms, patterns, models, such as reading, is also internalisation, as 

causality is learnt from the outside by sorting it out and turning it into paradigms. When 

driven by the unconscious, these internalised know-why and paradigms, patterns and 

models will form an intuition, nuance, gut feeling, creativity, ideas unique to human 

beings. The process of forming cause-and-effect relationships that are acquired 

externally and learnt through collation into paradigms, patterns, models, such as reading, 

is also a form of internalisation. When unconsciously driven, these internalised know-

why and paradigms, patterns and models will form an intuition, nuance, gut feeling, 

creativity, ideas unique to human beings. This process is usually done by humans, but 
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with the advance of technology, machines are also involved. The involvement of 

machine activity accelerates, catalyses and aids the process by preserving logic, 

evolving it into paradigms, patterns and models, but also by presenting correlations, 

causality that can be easily derived through computation directly to humans. This 

perception of causality greatly facilitates the process of knowledge creation in 

knowledge management, and the era of the knowledge explosion is here. Enabling 

activities in the Big Data environment have certainly had an impact on knowledge 

management not only in terms of knowledge creation, but also throughout the entire 

KM ecosystem. Knowledge sharing is influenced, by the peripheral contributors that 

are impacted by it and by breaking down some of the barriers to knowledge sharing. 

The BDC influences knowledge sharing by influencing peripheral contributors and 

breaking down some of the barriers to knowledge sharing. The results of the qualitative 

analysis show that contributing factors include “Ba” Digitalization, Knowledge Sharing 

Social Channel Expansion, and Data-Driven Culture. These three dimensions 

correspond to the three elements of a knowledge management initiative: structure, 

people and culture (Maier, 2007). Technologies in BDC takes advantage of its 

advantages to capture data and information that was previously wasted or difficult to 

collect. By improving the infrastructure, it enables large-scale collaboration between 

people and machines. The structural impact brings benefits that people have never had 

before. It has reshaped not only the infrastructure, but also the social factors that reside 

in people's minds and values. Knowledge hoarding is one of the biggest barriers to 

unrestricted sharing, and BDC technology has deconstructed social barriers such as 

knowledge asymmetry, increasing people's willingness, pleasure, convenience, and 

usefulness to share knowledge. The last perspective that is affected is culture. The 

power of culture is magnificent, controlling human habits and path dependencies 

through the influence of social capital. Changes that oppose this culture can cost 

knowledge workers a great deal of energy. Massive Human-Machine Collaboration, 

Capture Phronesis and Techne, Deconstruct Knowledge Hoarding, Elimination of 

Knowledge Asymmetry as representative categories are also shown in the illustration, 

as they belong to the two major areas of interest. The Big Data context enables and 

influences these contributing factors to influence knowledge sharing.  

The substantive theory at this stage is that, generally speaking, the Big Data Context in 

the region of China, which is shaped by a variety of emerging technologies with Big 
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Data as their fundamental core, has a significant impact on knowledge sharing and 

knowledge creation. It is important to note that at this stage, although the impact is 

significant and the difference is clearly appreciated with the involvement of BDC 

technologies, it can hardly be considered as a disruptive change across the production 

generations. Again, this theory is only applicable at this stage and under certain 

conditions. As the impact increases, the BDC still has great potential for disruptive 

change. The theory therefore needs to be continuously tested, which is what the 

subsequent quantitative phase will be about. 

4.11 Qualitative Reliability and Validity Confirmation 

Triangulation is a power method for the qualitative reliability confirmation, yet it has 

flaws that some of the criteria have not been examined. It is not the method weakness, 

but the lack of a consensus that the qualitative region has not reached. Reliability and 

validity are rooted in a positivist epistemology perspective which is common in 

quantitative research (Golafshani, 2003). General speaking, reliability is the degree to 

which the results are consistently same over time and accurately reflect subjects (Kirk 

et al., 1986). If the results can be reproduced and examined as the same result in a 

similar way, the research methodology could be considered reliable. Flint et al. (2002) 

proposed a range of trustworthiness criteria for the analysis report by using the 

Grounded Theory method. Table 4.3 lists the range of criteria and the confirmation. 

Reliability and validity criteria Addressing method confirmation 

Credibility  

•Extent to which the results 

appear to be acceptable 

representations of the data. 

•Two and a half months conducting interviews.  

•Solo researcher gave input during data 

collection and interpretation for the consistency.  

•Result: Emergent models were created; 

participant answers bought into interpretations. 

Transferability  

•Extent to which findings from 

one study in one context will 

apply to other contexts. 

•Snowball sampling was carried out.  

•Result: Theoretical concepts were grounded by 

data from all participants. 

Dependability  

•Extent to which the findings are 

unique to time and place; the 

stability or consistency of 

explanations. 

•Participants reflected on many experiences 

covering not only their own but also the 

experience from others. 

•Result: Found consistency across participants' 

stories which are trackable and real. 
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Reliability and validity criteria Addressing method confirmation 

Confirmability  

•Extent to which interpretations 

are the result of the participants 

and the phenomenon as opposed 

to researcher biases. 

•More than 100 pages of transcripts and 50 pages 

of interpretations were analysed by the 

researcher.  

•The raw transcripts and interpretations are ready 

for audit. 

•Result: Interpretations were refined. 

Integrity  

•Extent to which interpretations 

are influenced by 

misinformation or evasions by 

participants. 

•Interviews were audio-recorded, of a 

nonthreatening nature, and anonymous.  

•Result: Free experience share until hits the 

information boundary 

Fit  

•Extent to which findings fit 

with the substantive area under 

investigation. 

•Addressed through the methods used to address 

credibility, dependability, and confirmability.  

•Result: Concepts were more deeply described, 

and the theoretical integration was made more 

fluid and less linear, capturing the complexities 

of social interaction discovered in the data. 

Understanding  

•Extent to which participants 

buy into results as possible 

representations of their worlds. 

•Discuss the findings to participants in later 

contact; asked if the findings reflected their 

experience.  

•Result: Participants and practitioners cross 

review the findings. 

Generality  

•Extent to which findings 

discover multiple aspects of the 

phenomenon. 

•Interviews were sufficient to capture the 

multiple facets of the phenomenon 

•Result: Multiple sides for a phenomenon 

Table 4.3 Qualitative research reliability and validity criteria 

4.12 Conclusion 

Through the retrospect that how the prework of qualitative data collection was 

conducted and how the data analysis processed, this chapter provide scientific and legal 

as well as rigorous, and pragmatic ways of grounded theory. Ultimately, a functional 

conceptual model is generated according to the results of the analysis. In the next 

chapter, this model would transform into a quantify-friendly conceptual model for 

verification and valid test, and prework for the quantitative research would be 

introduced.  
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Chapter 5. Transition Phase 

5.1 Chapter Introduction 

In this chapter, it contains a brief discussion of the conceptual model generated in the 

qualitative phase and the transition from the qualitative model into a model that can be 

practically and operably quantified in the quantitative phase; hypotheses proposal; 

theory support for scale and questionnaire design; process of sending questionnaire; 

SEM building process; pre-test for a small sample size and final dataset pre-processing. 

To clarify the SEM operation process in the quantitative phase of this research, a 

transparent path figure as an unfolded part of quantitative phase in Figure 3.5 is 

presented in Figure 5.1. Thereinto, Analysis of Step 1 to 6 will be reported in this 

chapter, and the rest steps are analysed in the next chapter.  

Step 1 Development of 

hypotheses

Step 2 Instrument development

Step 5 Pretest sample choice

Step 6 Pilot study:

Pretest with small scale data 

collection and analysis

Step 7 Item reliability: t-test 

and Cronbach's α 

Step 8 Main sample choice

Step 9 Data collection for 

model validation in main scale

Step 10 Data analysis:

Validation

1st class CFA 

Step 14  Model validation

Step 3 Model 

Conceptualization

Step 4 Hypotheses path 

diagram construction Step 11 Parameter estimation

Step 12 Assessment of model 

fitness

Step 13 Model modification

 

Figure 5.1 Sequential steps in quantitative modelling analysis 
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5.2 Hypotheses Proposal 

The core element in a quantifiable model are constructs (latent variables, also 

dimensions in qualitative approach) which in this research is generated from the field 

data and accompanied with literature review triangulation. In this transition phase, the 

researcher developed a range of hypotheses to connect the BDC constructs and KM 

constructs in terms of the conceptual model developed in the last chapter. This 

quantitative model building process used a set of seven inductive dimensions from the 

conceptual model in last chapter. With the assistance of qualitative cluster analysis, 

dimensions were identified along the research question solving direction. Under the 

dimensions, themes containing their categories and codes are the constituent parts 

analysed from field. Across the dimensions from the conceptual model and the record 

from qualitative analysis, relations are built accordingly. Dimensions are the same thing 

called constructs in quantitative models.  

In this transition phase, the researcher has abstracted a measurable and quantifiable 

model based on the conceptual model developed in the previous chapter. It is important 

to clarify that not all elements that appear in the conceptual schematic diagram are 

needed or can be measured and quantified. Some elements are meant to be schematic 

and some are meant to add understanding and interpretation, which need to be removed. 

Although these elements have the potential to become constructs when determined to 

explore in depth, that would be a deviation from the subject of this study. Therefore, a 

measurable and quantifiable model needs to be abstracted from the conceptual model.  

With the help of qualitative analysis, dimensions were identified along the direction of 

the research problem solving. The constructs in the abstract model were chosen strictly 

from the top-level dimensions of the qualitative analysis. As for the potential 

relationships between the constructs, the researcher developed a series of hypotheses 

based on the conceptual model developed in the previous chapter to establish 

relationships between the dimensions of the conceptual model and the records of the 

qualitative analysis, in order to connect the BDC constructs with the KM constructs. 

According to the classic grounded theory (Glaser & Strauss, 1967), these relationships 

are also qualitative findings from the data rather than from previous researches, forming 

the hypotheses in the model. The entire abstract model is shown in the Figure 5.2. The 
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hypotheses are developed to review and aim to test the relationships established in the 

qualitative analysis. 

 

Figure 5.2 Conceptual structural model of SEM for quantitative analysis 

A standard SEM analysis should set an individual hypothesis for the whole model 

fitness by assessing the difference between observed covariance matrix  and the 

implied covariance matrix  (Segars, 1997; Ferron & Hess, 2007). A poorly fitted 

model means that the difference between the model and the sample is significant, which 

also indicates that the model identification is not approved. The incorrect model used 

to infer the population is naturally prone to incorrect conclusions (Chin, 1998).The 

hypothesis is set as there is no difference between  and  (Moore & McCabe, 

2002). Any positive covariance matrix is represented as . The null hypothesis is 

set as there is no difference between  and . The assessing process is analysing 

and reporting the model fitness. Rejection of  implies poor model fit. 

 

 

After setting model fit hypothesis, it is back to propose the main constructs hypotheses. 

As mentioned in the previous chapters, the aim of this research is to discover how the 

factors in Big Data Context affect the knowledge sharing and creation. Through the 
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findings of qualitative research phase, a range of depth-inductive themes represent the 

constructs generated by the qualitative analysis and succeeding to be the latent 

constructs in the quantitative SEM structural model. Based on the field data and 

theoretical triangulation, the SEM structural model contains seven constructs as these 

variables are central for this quantitative research. Under each theme, there should be 

every category involved to form the theme. However, they are beyond the scope of the 

research. Thus, the measurements are carefully selected according to the categories and 

adjusted into a plain language that respondents can easily understand to avoid Common 

Method Variance (CMV) issues. Therefore, a primeval hypothesis for the model fit is 

made as follow: 

Ha: There is no difference between observed covariance matrix  and the 

implied covariance matrix . 

The hardware infrastructure improvement elevates the pace to digitalize increasing 

reality object into data which is machine readable. The implementation of digitalized 

knowledge management, first of all, through the sorting and classification of knowledge 

with the assistance of digitization. Knowledge in disorder, pushes the process of 

technological innovation streamline boundary to eliminate labour involved sorting, 

reduce the flow and consumption of paper, improve both human and machine 

productivity. More data acquisition from nascent place where knowledge workers did 

not use to obtain data in the past provides convenience to deliver digital asset within 

and across organisations. This convenience promotes the willingness, ease, and 

usefulness of knowledge sharing, increases the credit and social status for people 

sharing behaviour. It creates more opportunities to the communication conventions in 

terms of hardware update across the generations. Thus, the hypothesis for Digitalization 

of the “Ba” and Expansion of knowledge sharing social channels is proposed as follow: 

H1: There is a positive and significant relationship between Digitalization of 

the “Ba” and Expansion of Channels 

With the improvement of technologies, cyberizing the knowledge sharing venues and 

digitalizing the knowledge sharing actions have become increasingly larger system 

building project items. Conversation, communication and other complicated human 

interactions to deliver knowledge are subdivided into segments of information that can 



184 

 

be delivered in other form under the Big Data Context, not to mention the codifiable 

knowledge. The barrier of heterogeneous knowledge representations is gradually 

vanished. The more digitalized in the “Ba”, the more knowledge sharing behaviour will 

take place. It is the aim to initiate knowledge management revolution by changing KM 

processes through using disruptive technologies. Thus, it is hypothesised that: 

H2: There is a positive and significant relationship between Digitalization of 

the “Ba” and Knowledge Sharing 

Organisations will actively and passively update their corporate culture to make it more 

data-oriented as the development of Big Data era has been irreversible and digital 

applications gradually become mainstream across the work place. For example, digital 

office, access to massive collaborative work platform based on the Internet of things, 

cloud computing, artificial intelligence, is more functional than usual style that only 

intranet, data-base archive, ERP, CRM, and others could make knowledge workers 

exciting. Management culture is bound to change. Without rigorous supervision, data-

driven fine-grained management gives knowledge workers more working freedom. 

Although the traditional corporate culture has been partially retained, it is hard to deny 

whether the corporate culture of the future will be subverted with the increasing 

involvement of hardware advantages and changes. Hence, the hypothesis between the 

Digitalization of the “Ba” and Data-Oriented Culture is proposed as follow: 

H3: There is a positive and significant relationship between Digitalization of 

the “Ba” and Data-Oriented Culture 

BDC usually does not directly contribute to the improvement of Overall Organisational 

Efficiency, but ultimately improves OOE through its role in operation process, routine 

management, cross-department business and management analysis and so on. Although 

there are many mediating factors from BDC acts on OOE, it does not mean that BDC 

does not directly affect OOE at all. For example, intelligent analysis of BDC on OOE 

helps to find and solve efficiency problems. Therefore, we can put forward this 

hypothesis under the dual relations of direct and indirect factors as follow: 

H4: There is a positive and significant relationship between Digitalization of 

the “Ba” and Overall Organisational Efficiency 
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Driven by the expansion of knowledge sharing social factors and interests, it is of vital 

importance to seek truth, extract excellent experience, and explore the essence of things 

and the most basic but important causal relationship, whether it is in business, 

management or decision-making level. Because it is not only related to efficiency, but 

also related to the future development direction for organisations. These factors 

increase the willingness to explore causality by using BDC and have a positive effect 

on the perception of causality. So, the hypothesis between the expansion of knowledge 

sharing social channels and perception of causality is proposed as follow: 

H5: There is a positive and significant relationship between Expansion of 

Channels and Perception of Causality 

Breaking knowledge hoard is difficult to achieve, which contains increasing the 

willingness to share, motivation to share, feasibility to share and facilitation to share. 

The frequency to share knowledge determines how well the organisation disseminate 

knowledge within it, which is a pivotal link to KM processes. When the knowledge 

sharing social channel expands, the knowledge sharing will increase. Therefore, 

between the two constructs, expansion of knowledge sharing social channels and 

knowledge sharing behaviour, the hypothesis is raised as follow: 

H6: There is a positive and significant relationship between Expansion of 

Channels and Knowledge Sharing 

Expansion of knowledge sharing social channels deliver the condition to share 

knowledge, which are significantly impact other business activities that highly related 

knowledge. When the channel is as narrow as it used to be, knowledge flow throttles. 

Although it needs to be identified whether knowledge sharing behaviour increases when 

the channel expands as the H6 proposed, it leaves the room for the stand-by knowledge 

to transfer, which potentially enhance the overall organisational efficiency. Hence, the 

research proposes the hypothesis as follow: 

H7: There is a positive and significant relationship between Expansion of 

Channels and Overall Organisational Efficiency 

Knowledge sharing is a primary activity based on organisational network. When the 

demanded knowledge is shared to the place where urge for the knowledge, the 

knowledge realises its value for being used. It may be used in the routine work, the 
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business work, and mostly in the R&D work. New knowledge, new experience or new 

pattern would emerge in all types of work if the demanded knowledge applied in new 

places. This process is the one type of knowledge creation, and the way that 

organisation grows. So, the relation between knowledge sharing and knowledge 

creation can be put in the hypothesis as follow for verification:  

H8: There is a positive and significant relationship between Knowledge Sharing 

and Knowledge Creation 

Knowledge sharing behaviour is the representation of knowledge flow between the 

knowledge supplier and receiver. The knowledge may be fragmental or complete while 

it is being delivered. However, no matter how bad or well it presents, the receiver 

contacts to the new knowledge and is sowed seeds of curiosity waiting to grow. To 

finish the last piece of knowledge jigsaw is to pursue the inherent nature of things, the 

inherent causality between things. In other words, the knowledge sharing behaviour 

may trigger the completion of body of knowledge in the pursuance of causality. Thus, 

it is reasonable to propose the hypothesis below: 

H9: There is a positive and significant relationship between Knowledge Sharing 

and Perception of Causality 

Transactional knowledge is everywhere in the organisations. This type of knowledge is 

dynamic as the organisation improves; thus, the learning process is indispensable to 

adapt the organisation changes as the bottom line. Above the line, it is to use the shared 

knowledge to create value, thereinto increasing efficiency is one of the ways. Content-

centric knowledge sharing like codification is the link in the value chains that focuses 

efficiency and effectiveness. 

H10: There is a positive and significant relationship between Knowledge 

Sharing and Overall Organisational Efficiency 

Knowledge creation normally is the end of a KM process cycle and the start of the next 

round of it. Due to the complexity nature and causality with others, new knowledge is 

difficult to capture and changing dynamically, also highly context dependent and 

politically sensitive to call related knowledge resource. Owning perception of causality 

with the assistance of BDC is one of the gates to address the issues above. Therefore, it 
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is reasonable to propose a hypothesis between perception of causality and knowledge 

creation as follow: 

H11: There is a positive and significant relationship between Perception of 

Causality and Knowledge Creation 

Knowledge creation is a process that involves people, technology and the process that 

link the people and technology. Nonaka added a virtual Ba in his Ba theory, which he 

realised that knowledge creation is not human-centric spiral activity only, but also with 

technology involvement. The new way that the process linking people and BDC 

technology is to build a robust data-oriented culture. Communicating based on data, 

interacting based on data, creating based on data, knowledge workers will find new 

knowledge is embedded in organisations within the culture. Hence, the hypothesis 

between the data-oriented culture and knowledge creation is proposed as follow: 

H12: There is a positive and significant relationship between Data-Oriented 

Culture and Knowledge Creation 

As explained above, knowledge worker communicates, interacts and creates based on 

data and the services provided by data-oriented infrastructure and technologies, which 

creates a data-oriented culture to share data, information and the knowledge. Instant 

communication gradually replaces lagged communication like E-mail which cannot 

achieve the effectiveness of face-to-face communication. The trust to the machines is a 

significant culture change that makes the knowledge sharing process less abstract and 

untraceable. Thus, it is reasonable to make a hypothesis proposal between data-oriented 

culture and knowledge sharing as follow:  

H13: There is a positive and significant relationship between Data-Oriented 

Culture and Knowledge Sharing 

Organisational culture is a system shared a distinguished value on working within the 

organisation. The more data centric culture the organisation has, the more accuracy and 

less cost on making up for mistake the organisation would enjoy. Culture is a highly 

personalised concept that gathers a range of different value combination. A data-respect 

culture can increase the overall organisational efficiency. Hence, the hypothesis 

between data-oriented culture and overall organisational efficiency is proposed as 

follow: 
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H14: There is a positive and significant relationship between Data-Oriented 

Culture and Overall Organisational Efficiency 

Knowledge has different types that some will come from R&D department, some are 

embedded in the transactional affairs and processes. The knowledge comes from the 

R&D department is directly embodied in product yield and the new knowledge from 

the transactional affairs and processes would benefit the organisation managerial and 

structural efficiency. Thus, it is reasonable to create this hypothesis between knowledge 

creation and overall organisational efficiency as follow: 

H15: There is a positive and significant relationship between Knowledge 

Creation and Overall Organisational Efficiency 

5.3 Questionnaire Design 

Kenny (1979) suggested a construct should have at least three indicators in multivariate 

analysis. Fewer than three may cause: low correlation and loadings for the construct, 

and nail-biting situation where there is no room for correlated disturbances (structural 

residual in SEM). His rule of thumb advises that three is acceptable, four is the best, 

more is gravy which do not affect much any longer. Noar (2003) also supported this, 

adding that, for some circumstances where indicators might be difficult to acquire, then 

three is the minimum. As a result, researchers normally prepare 5 to 7 indicators to 

prevent insufficient indicator occurrence with respect to the inferior indicator 

elimination, one more than the range suggested by Noar (2003). Reliability test for the 

indicators will be conducted in pre-testing once the questionnaire design and the small-

scale sample collection are completed, which determines the indicator retention or 

rejection. This process will be repeated when the whole samples are collated.  

Bollen (1989b) has concluded a few requirements with respect to scale indicators: 1. 

The latent variable number should be at least 2; 2. Different from regression 

measurement scale requirement which leads to the non-sensitiveness of mean method 

to the scale range, SEM is covariance-based method which is sensitive to the normality 

of the dataset. Thus, a seven-point Likert scale is more favourable than a five-point one; 

3. Each indicator should be aligned to its own latent variable instead of spanning over 

to other variables, otherwise the violative indicator should be eliminated. The way to 



189 

 

test it is using cross-loading during the Exploratory Factor Analysis (EFA) process in 

the latter section. The rule of thumb is cross-loading < .40 for spanning over to other 

latent variables (Hair Jr et al., 2014). In order to generate a qualified questionnaire, 

operationalisation or operational definition should be conducted. Combined with field 

data analysis and other research, instruments to measure the constructs are in the form 

of question items as observed variables (Ribes-Iñesta, 2003). Due to the uniqueness of 

the constructs in this research, insufficient items could be referred from existing 

research. Therefore, field data analysis is referred and strict reliability analysis, 

convergent and discriminant validity analysis are indispensable. According to the 

constructs discussed above, operational definitions of constructs with measurement 

items, scales, and references are in the Table 5.1 . 

5.3.1 Common Method Variance (CMV) in Ex Ante Control 

Campbell and Fiske (1959) had initially defined the issue of Common Method Variance 

(CMV) by using multitrait-multimethod matrix method. They found there are 

systematic errors as systematic bias which in turn led to method biases, along with 

random errors conducted by the measurement tools instead of constructs (Bagozzi & 

Yi, 1991), which results in false internal consistency or correlation (Podsakoff et al., 

2003). They referred to this as CMV bias, which can be partitioned into three 

components: trait variance, method variance and error variance. Arguments on the 

presence of CMV (Richardson et al., 2009) is approached from three sets of 

perspectives: No CMV presence (Spector, 2006), Noncongeneric presence (Lindell & 

Whitney, 2001) and Congeneric presence (Williams & Brown, 1994). This issue 

thereby would impact the construct structural validity (Podsakoff et al., 2003). 

Podsakoff et al. (2003), Schwarz et al. (2008) had proposed a total of 11 sources 

forming CMV bias, which can be grouped into 6 main types of CMV bias sources:  

1. Item ambiguity;  

2. Negatively worded or reverse coded items;  

3. Item priming effects;  

4. Consistency motif or consistency effect;  

5. Social desirability, and  

6. Neutral affectivity.  
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Constructs Operational definitions Measurement items Scales 

Perception of Causality 

(Abbreviation: PoC/ 

Per_Causality) 

New correlations, causal 

findings in the Big data 

context 

• PoC1: The analysis provided by big data increases the 

visibility of correlations between things 

• PoC2: I find it easier to make decisions using big or massive 

data analysis 

• PoC3: New conclusions from big data and AI analytics make 

me think about the cause and effect 

• PoC4: The correlation between big data and AI is worthy of 

reference and use 

• PoC5: Big data and AI analytics inspire new ideas 

• PoC6: Big data and AI analytics depict things more 

comprehensively 

7-point Likert 

scale: From 

1 Completely 

disagree, to 

7 Completely 

agree 

Expansion of Channels 

(Abbreviation: EoC/ 

Exp_Channels) 

Expansion of multiple 

communication channels 

and reduction of barriers 

• EoC1: Useful functions become more and more in like new 

portal, website, database, interactive system, analysis system 

• EoC2: The emergence of more data services has helped me 

increase my productivity 

• EoC3: Many data services will protect my credibility and 

mitigate my losses on my work 

• EoC4: A number of data services provide features that I 

particularly need at work 

• EoC5: I appreciate technology providing sources of information 

and knowledge 

• EoC6: It is easy to obtain accurate information and knowledge 

than ever 

7-point Likert 

scale: From 

1 Completely 

disagree, to 

7 Completely 

agree 
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Constructs Operational definitions Measurement items Scales 

Digitalization of the Ba 

(Abbreviation: DoB/ 

Digit_Ba) 

Digitalization and 

virtualization of 

knowledge exchange 

venues 

• DoB1: Sensors that mimic human perception are more accurate 

• DoB2: The state of social working life is gradually recorded 

and analysed by data services 

• DoB3: Digital officing is getting easier 

• DoB4: Machines are easier to use 

• DoB5: Communication between people or between human to 

machine is more convenient 

• DoB6: More and more works are replaced by machines 

7-point Likert 

scale: From 

1 Completely 

disagree, to 

7 Completely 

agree 

Data-Oriented Culture 

(Abbreviation: DOC/ 

Data_Ori_Cul) 

Work habits and 

behaviours accepted by 

entire organisational 

group that rely on data 

• DOC1: I tend to have the software with big data analysis 

capabilities 

• DOC2: Digital office is very popular or respected 

• DOC3: Work and conclusions using big data and AI analytics 

are more acceptable 

• DOC4: We view data as an asset or an important resource for 

the organisation 

• DOC5: Not willing to return to the manual-based work mode 

• DOC6: New technologies are often updated in the company 

7-point Likert 

scale: From 

1 Completely 

disagree, to 

7 Completely 

agree 

Knowledge Sharing 

(Abbreviation: KS/ 

Know_Sharing) 

Knowledge gained and 

absorbed from colleagues 

in their organisations 

• KS1: Knowledge base is used frequently in companies 

• KS2: Communication tools to discuss work affairs with high 

frequency 

• KS3: The frequency of face-to-face discussions is high 

• KS4: Able to find sources of knowledge and gain the access 

7-point Likert 

scale: From 

1 Completely 

disagree, to 



192 

 

Constructs Operational definitions Measurement items Scales 

• KS5: Able to know people who need knowledge and share it 

with them 

• KS6: Sharing knowledge is advocated or encouraged 

7 Completely 

agree 

Knowledge Creation 

(Abbreviation: KC/ 

Know_Creation) 

The occurrence and 

frequency of new idea and 

knowledge creation 

• KC1: There are many enlightening conclusions in the analysis 

system 

• KC2: New schemes are appearing more and more 

• KC3: New ideas are appearing more and more 

• KC4: We have a number of alternative options while launching 

new projects 

• KC5: We are keen to discuss new ideas 

• KC6: Trial-and-error is worthy 

7-point Likert 

scale: From 

1 Completely 

disagree, to 

7 Completely 

agree 

Overall Organisational 

Efficiency 

(Abbreviation: OOE/ 

Over_Org_Eff) 

Work efficiency in an 

organisational scale that 

saves resources compared 

with before 

• OOE1: Individuals can handle more things than before 

• OOE2: The speed of execution across the department has 

increased 

• OOE3: Communication becomes more and more convenient 

• OOE4: Difficulties are being solved more quickly than before 

• OOE5: New ideas are being executed with increasing 

frequency 

• OOE6: The quality of business accomplishment is getting 

better and better 

7-point Likert 

scale: From 

1 Completely 

disagree, to 

7 Completely 

agree 

Table 5.1 Operational definitions of constructs and questionnaire design 
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When the measurements are not sufficient to cover the dimension, it will lead to the 

deficiency of construct validity. When the measurements are over-measured by any 

CMV sources mentioned above, the construct validity may be contaminated. All of 

these ultimately contribute to systematic errors (Schwab, 2005). To avoid CMV bias, 

researchers should be responsible to process the prevention when designing the study’s 

procedures and statistical controls as a post hoc analysis (Podsakoff et al., 2003). 

CMV bias is a common error when conducting research that some scholars claim the 

bias level of CMV do not exist in most studies or at least do not affect studies (Spector, 

2006), yet others hold the contrary view that its impact should not be underestimated 

(Lindell & Whitney, 2001; Williams & Brown, 1994). Ex ante preventions measures 

are better than post hoc modifications. Chang et al. (2010) offered several solutions for 

implementing the A-priori prevention measures. One is data collection in a separation 

approach, the other one is measurement development in design approach.  

In the separation approach, it could reduce the motivational consistency bias, but would 

increase the difficulty to the data collection. There are several ways in which the method 

can be implemented. Firstly, the questionnaires should be distributed to different target 

sources, such as different managerial levels. It is one of the best methods as well as one 

of the most common methods used by researchers, in avoiding CMV effects. However, 

it is also the most resource-consuming method, because not every level would respond 

positively to the investigation of the study, and researchers should keep the balance. 

Secondly, respondents should finish the questionnaire independently. 

In the questionnaire design approach, researchers could handle the questionnaire 

content arrangement in a relevant way to minimise unnecessary interference with 

respondents. Firstly, anonymous questionnaire survey is the most necessary 

requirement. Secondly, measures worded in an opposite direction should be avoided 

(DeVellis, 2016). Thirdly, on the premise of not violating the academic and research 

ethics, an alternative method of questionnaire arrangement method is to not show the 

research purpose, the constructs and the variable name on the questionnaire in order to 

avoid respondent conjecturing about the researchers’ intention and thus satisfying the 

legitimacy and moral correctness. The method involves mixing the question items that 

measure different variables together, instead of arranging the question items that 
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measure the variables in obvious category blocks sequentially. In addition, it has been 

suggested that questions measuring the dependent variable should be arranged first 

before those measuring the independent variable, but Podsakoff et al. (2003) argue that 

adjusting the order in which the independent and dependent variables are measured 

does not reduce CMV bias. These are some brief explanations of ex ante CMV analyses 

CMV post hoc analyses were introduced by Williams et al. (1989) and Williams et al. 

(2010). This analysis method is a process of statistical controls used after full survey 

process has been completed. It will be conducted in the next chapter based on the 

process graph shown as Figure 5.3. 

No

CMV post hoc 

analysis

Data

Has CMV 

issue?

1. ULMC (Williams et al., 1989)

2. CFA Marker as Control Variable 

(Williams et al., 2010)

No

Yes

Termination 

1. Harman single-factor test

(Podsakoff & Organ, 1986)

2. Single factor CFA 

(Lindell & Whitney, 2001; Liang et al., 2007)

3. Comparison between single factor CMV and 

multifactor CMV (Mossholder et al., 1998)

Issue has 

influence?

Yes

Harman single-factor test

1.ULMC (Williams et al., 1989)

2.CFA Marker Variable 

(Williams et al., 2010)

 
Figure 5.3 Procedures of CMV Post hoc analysis 
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5.3.2 Quantitative Sampling 

Loehlin (1992) pointed out one of the strengths of SEM on a model with 2-4 constructs 

can only require 100-200 samples. However, it is certain that as the number of 

constructs increases, so does the sample requirement. Bentler and Chou (1987) and 

Baumgartner and Homburg (1996) indicated that the ratio of the number of samples to 

number of free parameters should be at least 5:1, and free parameter normally is the 

double size of measurement indicators according to the rule of thumb. In the case of 

our design, there should have been at least 420 (10 times the size of 42 indicators) 

samples. Hair Jr et al. (2014, p.574) provided a softer requirement for emergent case 

based on the complexity of the model. A model with seven or less constructs can have 

150-300 samples, depending on the average amount of variation between the indicator 

variables. Yet they still suggested following the guideline that since SEM is more 

sensitive to sample size than other multivariate methods, the larger the sample, the more 

stable and reliable the results.  

According to the-more-the-better rule (Hair Jr et al., 2014), this research entrusted a 

professional survey company, Dongshan Consulting Ltd, to distribute over to distribute 

more than 1000 questionnaires with paper-and-pencil approach, which undertakes a 

variety of businesses not limited to academic, industry and business primary research 

and data collection. There were previous attempts to conduct online questionnaires, but 

the quality of the questionnaires obtained was not satisfactory. This is because it 

requires subjective awareness to negotiate to gain access and to reach specific target 

groups, something that online surveys are not capable of doing. Choosing this sampling 

route requires strict justification and rationale. The most important point is the need to 

explain how this third-party survey company can be assured of maintaining academic 

integrity and preventing possible data manipulation. Firstly, the researcher drew up 

their self-screening criteria, which required organisations had current experience of 

transactional or strategic actions in knowledge management and had some exposure to 

current emerging technologies. This was also the scope of the definition in terms of the 

target group. Absence of any of these conditions could result in meaningless 

questionnaires, and these invariably came from non-target groups. Secondly, as a fee-

based survey company that has been established for many years, it has already gained 

access to the networks and channels of relationships and access to many companies. 
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After self-screening their organisational resources, they worked with the researcher to 

confirm the list of organisations to which the questionnaire would be distributed. 

Thirdly, in order to prevent the possibility of data manipulation, three trap questions 

are embedded in the questionnaire (Questions 7, 7-1, 8). These three trap questions can 

be helpful in identifying the data manipulation in the case of non-regular completion. 

A negative answer to either question will invalidate the questionnaire as the respondent 

does not belong to the target group. The percentage of invalid questionnaires is an 

indication of whether the questionnaire was distributed and completed in bad faith. The 

results of the questionnaire data shows that this percentage is small, and the reliability 

of the questionnaire is high.  

Having justified the third-party agency, it is also necessary to explain the 

inappropriateness of other methods, as well as other reasons. For example, the 

unreliability of using web-based surveys. The researcher has tried online surveys, which 

rely on the proliferation of researcher-centred resources, with the disadvantages of an 

unclear portrait of the entity receiving the questionnaire, the opacity of the filling 

process and, most importantly, the difficulty of reaching the target group; whereas the 

fee-based survey company mentioned above, with its network, access, and resources of 

many organisations, was able to narrow down to the ideal target group, saving time and 

costs. Moreover, the seriousness as well as the reliability of online surveys is rather low, 

as a high percentage of trap questions were identified with indiscriminate filling. In 

order to ensure seriousness, the requirement for the third-party company was to fill out 

the questionnaires with paper-and-pencil only, and this semi-supervised completion 

increased the validity of the questionnaires. This proved to be the case. In addition, the 

issues of geographical and time constraints for the researcher were important reasons 

for choosing to entrust a third-party organisation to assist in completing the 

questionnaire phase. 

The quantitative questionnaire was administered across a range of industries. The initial 

target population for the questionnaire was people from a wide range of industries and 

organisations with some experience of knowledge management, i.e., the overall initial 

target population was organisation employees with experience of knowledge 

management involvement. After active screening and self-screening through the three 

trap questions in the questionnaire, i.e., a combination of active and passive methods, 
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the majority of valid questionnaires were from high-tech organisations. This combined 

method helped screen the returned questionnaires into the accepted questionnaires in 

Section 6.2.1. The valid target population group was therefore employees of 

companies that have both been exposed to emerging technologies and have been 

involved in knowledge management activities. Their industries and positions are 

variable, ranging from practitioners to managers, from professionals to young people, 

but all fulfil the above conditions and can improve the reliability of the data. 

Unfortunately, due to privacy concerns, the question on organisational categories was 

dropped and the conclusion that the majority of valid questionnaires came from high-

tech organisations can only be drawn from the researcher's narrative rather than from 

quantitative methods. By setting the questions of exclusion, and eliminating the invalid 

filled questionnaires, it accepted 436 questionnaire as valid samples at last after 

checking negative error variances or “Heywood cases” (Anderson & Gerbing, 1984; 

Bagozzi & Yi, 1988), nonconvergence, under-identification (Kolenikov & Bollen, 

2008), coding errors, missing values (Buhi et al., 2008), sampling fluctuations (Kaplan, 

1990) and outliers (Gao et al., 2008). It is also vital to examine approximate normality 

(Baumgartner & Homburg, 1996). Again, while all of the above are methods of ex ante 

screening prevention, ex post methods can also be used to assess the quality of the 

sampling in turn from the conclusions. For example, MacCallum et al. (1996) 

introduced a tool for verifying the statistical power for the SEM, which called Power 

Analysis. This analysis will be conducted at the end of the next chapter. All the analysis 

will be conducted and reported in the next chapter. 

5.4 Model Construction 

After clarifying the constructs and measurements, the basic elements are ready. Before 

the SEM is established, one should be clear on the relationships between those elements. 

For example, how the connection has been represented and how the arrow directions 

are determined. In this way, the concept of reflective and formative measurement 

(effects and causal measurement) are introduced (Fornell & Bookstein, 1982; Bollen & 

Lennox, 1991). Briefly speaking, arrows in the model represent the relationship, with 

the direction from construct to indicator being reflective and the reverse way being 

formative (Churchill Jr, 1979). The most notable distinction that needs to be highlighted 

between the two is that reflective indicators should have internal consistency where any 
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two measures can be interchanged with few losses, while the formative ones do not 

have this feature (Fornell & Bookstein, 1982). This point instructs the practical 

operation for questionnaire design. Other distinctions are displayed in Table 5.2. 

Something else to note is that AMOS could only deal with reflective measurement yet 

PLS could deal both (Hair Jr et al., 2011). 

Formative model 

(Composite Latent Variable) 

Reflective model 

(Principal Factor) 
Reference 

Direction of causality is from 

items to constructs 

Direction of causality is from 

constructs to items 

Churchill Jr 

(1979) 

Indicators: Characteristic Indicators: manifestation 
Jarvis et al. 

(2003) 

Uninterchangeable indicators Interchangeable indicators 

Fornell and 

Bookstein (1982) 

No correlation between 

indicators 

Medium or high correlation 

between indicators 

Change indicators will change 

constructs 

Change indicators will not 

change constructs 

Change constructs will not 

change indicators 

Change constructs will change 

indicators 

No requirement for indicator 

numbers 
At least 3 indicators 

Kenny (1979); 

Bollen (1989b); 

Bollen and 

Lennox (1991); 

Jarvis et al. 

(2003) 

Indicator dropping alter the 

construct meaning 

Indicator dropping does not 

alter the construct meaning 

No covary with each other for 

indicators 

Indicators are expected to 

covary with each other 

Table 5.2 Distinction between formative and reflective models 

According to the constructs and hypotheses, a fundamental structural model or also 

known as a path model of SEM was demonstrated in Figure 5.2. Though it is a 

quantification-friendly conceptual model, it is incomplete according to the 

requirements of SEM, as the indicators influenced by the latent variable are missing 

and their cross-correlation is not taken into account, which should be engaged in the 

model to form a complete SEM as the example Figure 5.4 shows. For visual purpose, 

the conceptual model was stretched into a large scale to provide more rooms for the 

indicators or measurements and residuals. The ultimate conceptual SEM model for 

quantitative analysis is shown in Figure 5.5. For statistic purposes, a complete SEM 
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model is the focus, while for the discussion and conclusions, a structural SEM model 

is sufficient to interpret the implications. 

 

Figure 5.4 An example of a complete SEM model 

Source: adapted from Backhaus et al. (2000) cited by Urbach and Ahlemann (2010) 

5.4.1 Model Parameters 

Raykov and Marcoulides (2006) set six rules for determining model parameters:  

1. all variances of independent variables and residuals, 2. all covariance between 

independent variables, 3. all factor loading connecting constructs and their indicators, 

4. all regression coefficients between observed or latent constructs,  

are model parameters.  

5. The variance of, and covariance between dependent variables, as well as covariance 

between dependent and independent variables, are not model parameters. 6. for each 

latent variable including residuals which are latent variables as well in the model, the 

metric of the scale should be set; normally latent variable variance and one path out of 

each latent variable are set equal to 1. 
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Figure 5.5 A complete SEM with measurement and structural models and residuals 
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5.4.2 Model Specification 

Cooley (1978) claimed that model specification is the most difficult part of the 

quantitative research. Model specification is the development of research model and is 

the product of theoretical and field data analysis. It is like starting to build up from the 

ground with the knowledge learned from the literature, and with the data collected from 

fields. In this way, before data collection and analysis, the researcher should specify a 

research model which is conceptual model in this research as well as the relationships 

between variables. During the data collection and analysis process, since there is no 

way of knowing the appearance of the population, researchers need to infer from the 

samples they investigated. Therefore, the sample data obtained by the researchers 

through rigorous data collection process are assumed to be consistent with the 

population. As indicated at the beginning of the Hypotheses Proposal section, if implied 

covariance matrix  generated by the conceptual model is consistent with the 

observed covariance matrix  generated by the sample, then the model specification 

can be confirmed to be approved. 

5.4.3 Model Identification 

To estimate a range of parameters, sufficient non-redundant information is required. 

The amount of non-redundant information in the data can be calculated as being the 

number of non-redundant variances or covariances as following equation (Beaujean, 

2014). 

 

Where p is the number of observed variables 

Models with latent variable is more complex than regression, which is possibly have 

three results of model identification (Chou & Bentler, 1995). If models are over- or 

just- identified, then each parameter should have unique estimates. It cannot happen 

when models are under-identified. But only an over-identified model has its degrees of 

freedom (df) > 0. In the Model Fit report, it will provide the value of df. 
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5.4.4 Model Estimation 

Practically, besides testing the covariance difference between the implied and the 

observed ones by using likelihood ratio χ2, there are a set of indices derived from the 

sample estimation to the conceptual model that are used to estimate the model fitness. 

Those indices will be introduced in the latter section. Thus, at the end of the analysis 

process, both χ2 and this set of indices will be reported. In SEM analysis, Maximum 

Likelihood (ML) estimation and Partial Least Square (PLS) estimation are the two most 

used estimation methods (Rigdon, 2012). They are respectively embedded in AMOS 

and PLS software. “The primary purpose of the ML approach is to study the structure 

of the observables […] The primary purpose of the PLS approach is to predict the 

indicators by means of the components expansion”, said Jöreskog and Wold (1982). 

Since this research adopts AMOS, the ML estimation method is used to maximize the 

probability by assuming the observed covariance is the same as the conceptual model 

estimates. There are other estimate methods like Asymptotically Distribution-Free 

(ADF), Generalized Least Squares (GLS), which are available as alternative methods 

when ML fails in AMOS (Kline, 2015).  

5.4.5 Model Verification 

Once the research obtained the parameter estimates of the SEM, the following work is 

to understand how well the model fits the data, which is, in other words, to verify 

whether the implied model is supported by the observed data. Different with the 

traditional statistics, SEM does not have an independent and robust index for model 

evaluation. Thus, it has rigorous verification of EFA or CFA for the reliability and 

validity before the model evaluation, which is the so-called two step approach (Nunkoo 

et al., 2013). Anderson and Gerbing (1988) believe that before testing the measurement 

model and the structural model at the same time in SEM operation, the measurement 

model should be estimated and re-explained separately, and there is still much room for 

improvement in theoretical testing and construction effectiveness. Under a favourable 

data verification result, then the estimates and the set of model fitness indices are 

meaningful.  

For parameter estimates, it has three checkpoints: 1. Whether the estimates are 

significantly different from 0, that is, whether the non-standardised estimate/standard 
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error is greater than or equal to the absolute value 1.92 under the condition of point .05 

two-tailed t test; 2. Whether the direction of the estimates in the structural model is 

consisted with the one expected by the qualitative data and theoretical triangulation. If 

it is not, whether it is caused by the new findings or data failure; 3. The value of 

estimates should be meaningful, at least within the range to some expected degree, such 

as the variance and residuals should not be negative, otherwise it is an offending 

estimate, which would be verified in the next chapter. 

5.4.6 Model Modification 

In every phase of conducting SEM, researchers may encounter some minor misfit. For 

example, not every separated model can meet the expectation when finishing the CFA 

as well as the overall model fitness when finishing the SEM operation. To correct the 

misfit, the process of model modification is necessary. AMOS provide various model 

modification function and any of them once is used in the modification process, it will 

be interpreted in the next chapter.  

5.4.7 Model Fitness Index 

As it has set  and  has no difference as null hypothesis, the Good-of-fitness 

indices will be critical for this hypothesis. In SEM, scholars developed a set of indices 

which other statistical methods do not have. As for researchers, they should be clear 

that all the statistical methods are referring the population status by sample estimation. 

If the model fitness is poor, then it is meaningless to continue because the model does 

not reflect the reality anymore (MacCallum & Austin, 2000). Multiple fitness index set 

provides more assurance with its rigorous test, Kline (2015) claimed. He also 

emphasized that multiple indices need to be combined for a comprehensive assessment. 

In the Table 5.3 below, some of the important indices of SEM statistics are introduced 

and will be used in the latter evaluation section. According to the investigation by 

Jackson et al. (2009), they have summed up the frequency of reporting the various fit 

features. Thereinto, Chi-square (χ²), Degrees of freedom (df), χ2/df, Root-mean-square 

error of approximation (RMSEA), Root-mean-square residual (RMR), Standard RMR 

(SRMR), Goodness of fit index (GFI), Adjusted GFI (AGFI), Normed fit index (NFI), 

Tucker–Lewis index (TLI), Comparative fit index (CFI) and Hoelter’s critical N are the 

most reported indices (Hooper et al., 2008). Therefore, this analysis will follow the 
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instruction of this fitness indices reporting. Normally when model with over 200 cases, 

the Chi-square is always statistically significant (Kenny, 2015). Thus, it is unnecessary 

to report p-value. Details of the Model Goodness-of-fit Indices are shown in Table 5.3 

below. Notably, the criteria are rules of thumb, not absolutes limits that exceeding a 

little would not cause a tremendous system error. 

Index Name Type of fit measure Scope Rules of Thumb References 

χ² Chi-square test Model fit - 
χ² smaller is 

better, df, p>0.05 
(Byrne, 2016) 

χ²/df or 

CMIN/DF 
Normed Chi-square 

Absolute fit and 

parsimony of model 
- 1<χ2 /df<3 (Byrne, 2016) 

GFI Goodness of Fit Index Absolute fit 0-1 >0.90 

(Bentler, 

1983; Byrne, 

2016) 

AGFI 
Adjusted-goodness-of-fit 

index 
Absolute fit 0-1 >0.90 

(Bentler, 

1983; Byrne, 

2016) 

PGFI 
Parsimonious Goodness-

Fit-Index 
Absolute fit 0-1 >0.50 

(Mulaik et al., 

1989; Byrne, 

2016) 

IFI Incremental Fit Index Incremental fit 0-1 >0.90 

(Bentler, 

1992; Byrne, 

2016) 

NFI Normed-fit index Incremental fit 0-1 >0.90 

(Byrne, 2016; 

Bentler & 

Bonett, 1980) 

TLI or 

NNFI 
Tucker-Lewis Index Incremental fit 0-1 >0.90 

(Byrne, 2016; 

Bentler & 

Bonett, 1980) 

CFI Comparative Fit Index Incremental fit 0-1 >0.95 

(Byrne, 2016; 

Bentler, 

1983) 

RMR 
Root Mean square 

Residual 
Model fit - smaller is better (Byrne, 2016) 

SRMR 
Standardised Root Mean 

Square Residual 
Absolute fit 0-1 <0.08 (Byrne, 2016) 

RMSEA 
Root Mean Square Error 

of Approximation 
Absolute fit 0-1 <0.05 

(Byrne, 2016; 

Browne & 

Cudeck, 

1993) 

HCN MacCallum Model fit - >200 

(Byrne, 2016; 

Hoelter, 

1983) 

Table 5.3 Goodness-of-fit Indices of SEM 

5.5 Pre-testing  

According to Oksenberg and Kalton (1991), standard pre-testing techniques deliver a 

highly improved assessment for a completed questionnaire with low cost and 

complexity for rework if things go wrong, which is regarded as a face validity analysis 
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of pilot study (Weiner & Craighead, 2010). It is suggested as a critical method to 

identify the problems on the early question design phase. A standard pre-testing was 

required to package an early case set or sample set ranging from 25 to 75 to steer the 

statistic direction at the beginning, which is the range they highly recommend. As for 

this research, 50 was picked as a pre-testing sample number. This process is 3 months 

ahead of the final questionnaire distribution to enhance the readability, phrase accuracy, 

answer validity. Some of the respondents are the previous qualitative informants who 

also provided valuable advices. This process lasted 20 working days by negotiating 

through the social media tool, WeChat. These 50 draft samples were not included in the 

final data set, but they still made significant contribution to the questionnaire and data 

analysis. 

5.5.1 Item Analysis 

The basic purpose for pre-testing is to identify the clearance of the meaning the question 

conveys, to design a questionnaire with special arrangement that could avoid scribbling 

out the answer casually, and the most importantly, to deliver an item discrimination 

analysis (or item analysis suggested by Likert (1932) using t-test as a method of 

criterion of internal consistency) which is used to eliminate potential invalid questions 

(Likert et al., 1934; Kelley, 1939; Cureton, 1957). The operation steps are as follows: 

1. Calculate the total score of the scale; 2. Sort the scale as the numerical order; 3. 

Identify the score at 27% of the higher and lower groups respectively; 4. Divide into 

higher groups and lower groups according the critical score; 5. Use independent sample 

t-test to test the differences between the two groups; 6. Delete items which verification 

is not significant. The advantage of item analysis compared with factor analysis is that 

item analysis can test small sample set, while factor analysis effects on the sample size 

over 100 (Osborne et al., 2008). The pre-testing item analysis is conducted by IBM 

SPSS version 23 and its result is shown in the Table 5.4 as below. In the condition that 

estimated pre-testing data set of df = 48, Mean difference is the difference value 

between Low group mean and High group mean, if |t| > 1.96, p < 0.05, the measurement 

item is approved (Kelley, 1939). The result shows all the items are qualified to be the 

final questionnaire measurement items. 
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 t-test for Equality of Means Descriptive statistic 

 t df 
Sig. (2-

tailed) 

Mean 

Difference 
Group N Mean 

Std. 

Deviation 

Std. Error 

Mean 

PoC1 

-4.785 48 .000 -2.119 Low 23 3.696 1.893 .395 

    High 27 5.815 1.210 .233 

PoC2 

-4.585 48 .000 -1.857 Low 23 4.217 1.882 .392 

    High 27 6.074 .874 .168 

PoC3 

-4.552 48 .000 -1.707 Low 23 4.478 1.702 .355 

    High 27 6.185 .879 .169 

PoC4 

-2.941 48 .005 -1.354 Low 23 4.609 1.901 .396 

    High 27 5.963 1.344 .259 

PoC5 

-3.756 48 .000 -1.559 Low 23 4.478 1.855 .387 

    High 27 6.037 1.018 .196 

PoC6 

-3.807 48 .000 -1.309 Low 23 3.913 1.443 .301 

    High 27 5.222 .974 .187 

EoC1 

-5.002 48 .000 -2.006 Low 27 4.037 1.605 .309 

    High 23 6.043 1.147 .239 

EoC2 

-4.653 48 .000 -2.003 Low 27 3.519 1.477 .284 

    High 23 5.522 1.563 .326 

EoC3 

-5.028 48 .000 -2.011 Low 27 3.815 1.545 .297 

    High 23 5.826 1.230 .257 

EoC4 

-5.035 48 .000 -2.164 Low 27 3.444 1.528 .294 

    High 23 5.609 1.500 .313 

EoC5 

-5.905 48 .000 -2.291 Low 27 2.926 1.328 .256 

    High 23 5.217 1.413 .295 

EoC6 

-5.935 48 .000 -2.602 Low 27 2.963 1.698 .327 

    High 23 5.565 1.343 .280 

DoB1 

-3.929 48 .000 -1.361 Low 23 4.565 1.376 .287 

    High 27 5.926 1.072 .206 

DoB2 

-4.248 48 .000 -1.615 Low 23 4.348 1.526 .318 

    High 27 5.963 1.160 .223 

DoB3 

-4.126 48 .000 -1.311 Low 23 4.652 1.191 .248 

    High 27 5.963 1.055 .203 

DoB4 

-3.661 48 .001 -1.461 Low 23 4.391 1.616 .337 

    High 27 5.852 1.199 .231 
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 t-test for Equality of Means Descriptive statistic 

 t df 
Sig. (2-

tailed) 

Mean 

Difference 
Group N Mean 

Std. 

Deviation 

Std. Error 

Mean 

DoB5 

-3.217 48 .002 -1.380 Low 23 3.435 1.472 .307 

    High 27 4.815 1.545 .297 

DoB6 

-6.210 48 .000 -1.873 Low 23 3.609 1.158 .241 

    High 27 5.481 .975 .188 

DOC1 

-6.001 48 .000 -1.960 Low 25 4.160 1.281 .256 

    High 25 6.120 1.013 .203 

DOC2 

-6.772 48 .000 -1.880 Low 25 4.520 1.194 .239 

    High 25 6.400 .707 .141 

DOC3 

-3.741 48 .000 -1.320 Low 25 4.840 1.519 .304 

    High 25 6.160 .898 .180 

DOC4 

-4.987 48 .000 -1.640 Low 25 3.680 1.406 .281 

    High 25 5.320 .852 .170 

DOC5 

-8.110 48 .000 -2.160 Low 25 3.240 1.128 .226 

    High 25 5.400 .707 .141 

DOC6 

-5.179 48 .000 -1.760 Low 25 3.520 1.503 .301 

    High 25 5.280 .792 .158 

KS1 

-4.699 48 .000 -1.720 Low 25 4.320 1.464 .293 

    High 25 6.040 1.098 .220 

KS2 

-5.239 48 .000 -2.040 Low 25 3.960 1.620 .324 

    High 25 6.000 1.080 .216 

KS3 

-4.379 48 .000 -1.560 Low 25 5.000 1.658 .332 

    High 25 6.560 .651 .130 

KS4 

-5.179 48 .000 -1.760 Low 25 3.920 1.470 .294 

    High 25 5.680 .852 .170 

KS5 

-3.524 48 .001 -1.360 Low 25 3.800 1.607 .321 

    High 25 5.160 1.068 .214 

KS6 

-5.274 48 .000 -1.880 Low 25 3.600 1.581 .316 

    High 25 5.480 .823 .165 

KC1 

-5.295 48 .000 -2.132 Low 23 3.609 1.672 .349 

    High 27 5.741 1.163 .224 

KC2 

-4.804 48 .000 -1.715 Low 23 4.174 1.337 .279 

    High 27 5.889 1.188 .229 
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 t-test for Equality of Means Descriptive statistic 

 t df 
Sig. (2-

tailed) 

Mean 

Difference 
Group N Mean 

Std. 

Deviation 

Std. Error 

Mean 

KC3 

-3.851 48 .000 -1.509 Low 23 4.565 1.701 .355 

    High 27 6.074 1.035 .199 

KC4 

-5.557 48 .000 -2.155 Low 23 3.957 1.692 .353 

    High 27 6.111 1.013 .195 

KC5 

-3.829 48 .000 -1.572 Low 23 4.391 1.828 .381 

    High 27 5.963 1.018 .196 

KC6 

-5.098 48 .000 -1.936 Low 23 3.435 1.674 .349 

    High 27 5.370 .967 .186 

OOE1 

-7.118 48 .000 -2.397 Low 24 2.833 1.129 .231 

    High 26 5.231 1.243 .244 

OOE2 

-6.318 48 .000 -2.410 Low 24 2.667 1.204 .246 

    High 26 5.077 1.468 .288 

OOE3 

-5.410 48 .000 -2.179 Low 24 3.167 1.341 .274 

    High 26 5.346 1.495 .293 

OOE4 

-5.951 48 .000 -2.189 Low 24 3.542 1.382 .282 

    High 26 5.731 1.218 .239 

OOE5 

-6.419 48 .000 -2.372 Low 24 2.167 1.239 .253 

    High 26 4.538 1.363 .267 

OOE6 

-6.779 48 .000 -2.269 Low 24 2.000 1.063 .217 

    High 26 4.269 1.282 .252 

Table 5.4 Item analysis report 

5.5.2 Pre-testing Reliability 

Hair Jr et al. (2014) suggest applying Cronbach’s alpha to examine the internal 

consistency as the reliability of the measurements for a construct. In the pre-testing 

process, the acceptance of Cronbach’s alpha is enough to proceed to the next step. In 

the final data set reliability test process, a more scrupulous Cronbach’s alpha test with 

more limits will be applied to ensure the reliability of the final data set is satisfactory. 

The value limit > .70 is suggested by the rule of thumb from Hair Jr et al. (2014), and 

limit > .60 could also be accepted with consideration (Nunnally, 1978). This section 

provides a referable Cronbach’s alpha coefficient in Table 5.5 for each measurement in 

the questionnaire. The reliability analysis for the final data set is pivotal and 

determinative for the subsequent analysis. 
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Constructs Measurement Items Cronbach's α 

Perception of Causality 6 .928 

Expansion of Channels 6 .927 

Digitalization of the Ba 6 .855 

Data-Oriented Culture 6 .906 

Knowledge Sharing 6 .886 

Knowledge Creation 6 .922 

Overall Organisational Efficiency 6 .964 

Table 5.5 Pre-testing reliability analysis 

5.6 Conclusion 

This chapter discussed the constructs which were transformed from the themes analysed 

in the last chapter as well as the hypotheses transformed from the relationship. It also 

introduced the prework when conducting an SEM approach, and what may encounter 

when processing questionnaire design and model construction. Last but not least, it 

conducted a pre-testing process to verify the feasibility by item and reliability analysis. 

All these preparation work lays the solid foundation for the following detailed 

quantitative analysis.  
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Chapter 6. Quantitative Data Processing and Analysis 

6.1 Chapter Introduction 

In this chapter, it expatiates the quantitative analysis mainly conducted in the second 

phase. Last chapter has introduced the qualitative construct transitions and the 

preparations of quantitative knowledge and action beforehand, which laid the 

foundations for the quantitative analysis. It has two part in this chapter, one is Data 

Screen, the other one is Model Evaluation. In the Data Screen part, Description 

Analysis and Exploratory Factor Analysis are operated with the assistance of Statistical 

Package for the Social Sciences (SPSS version 23.0.0.0). Confirmatory Factor Analysis 

as part of Data Screen process and Model Evaluation are conducted by Analysis of 

Moment Structure (AMOS version 24.0.0.0) software. Statistical Power are tested by 

R program (R version 3.4.3). In the Model Evaluation part, Model Fitness, hypotheses 

between constructs in the model will be assessed by AMOS. Results of these analysis 

will be interpreted as empirical reference for the final mixed-method research 

explanation in the subsequent discussion chapter. 

6.2 Data Screen: Description Analysis 

In this section, SPSS version 23 was used to illustrate the descriptive data including 

questionnaire response analysis, demographic information of target population portrait, 

multiple response question analysis, cross analysis, normality analysis and non-biased 

analysis. It is an analysis by using summary statistic sets and quantitative methods to 

describe the surface feature (Saunders et al., 2012; Babbie, 2015). 

6.2.1 Questionnaire Response and Validness Analysis 

As it mentioned in the last chapter, the entrusted survey company had spread 1087 

questionnaires in the form of paper-and-pencil to the targeted groups and companies. 

Thereinto, 654 questionnaires were returned. The response rate is 60.2%. By the 

exclusion question set as Q7 series and Q8 (the two questions in the questionnaire that 

were both picked NO will be abandoned), 149 more questionnaires were rejected as 

they picked no in their questionnaires where there is unreliability and less meaning. The 
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acceptance rate is 46.5%. After checking negative error variances or “Heywood cases” 

(Anderson & Gerbing, 1984; Bagozzi & Yi, 1988), nonconvergence, under-

identification (Kolenikov & Bollen, 2008), coding errors, missing values (Buhi et al., 

2008), sampling fluctuations (Kaplan, 1990) and outliers (Gao et al., 2008; Hair Jr et 

al., 2014), 436 questionnaires were defined as the final valid questionnaires. The 

validness rate is 40.1%. The visualized chart is shown in Figure 6.1 below. 

 

Figure 6.1 Questionnaire ratio 

6.2.2 Demographic Profile and Frequency Analysis 

Aims of demographic profile and frequency analysis are to verify the sample set has no 

missing value or coding error and to provide descriptive reliability for the analysis. If a 

differences examination for the Category or Ordinal scale is applicable in this research, 

cell size should be regrouped according to the thumb of rule provided by Barton and 

Peat (2014). 

436 conscientious respondents provided their valuable information to be the part of the 

research. To avoid preconceived ideology interference, details of the research topic has 

not been completely informed to the participants in advance. The questionnaires were 

sent to the targeted population who have a certain extent of knowledge management 

work experience and involved in the digital renovation progress. 

Table 6.1 shows the demographic profile of the 436 valid respondents in which 38.07% 

are females. The majority of the target sample pool possesses 52.29% portion of the 
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age between 30-40. Elder activists ranged from 50-60 took an impressive portion in the 

list which reached 8.72%. The employee amount of the companies where the 

respondents belong are largely between 100-10000, that is attributed as SME according 

to the Chinese scale. The data technology infusion has gone far in China, which was 

indicated the frequency in department is relatively even between different departments. 

Each type of department has to deal with large volume data and knowledge in some 

degree. The position of the respondents is mainly the middle-level management 

(45.7%), where it possibly provides more opportunities to interact with data and 

knowledge. The work experience for their company is broadly in line with the age 

distribution. The range is mainly concentrated between 1-7 years. 

Category Frequency 
Valid 

Percent (%) 

Cumulative 

Percent (%) 

Q1 Gender  Male 270 61.93 61.93 

Female 166 38.07 100.00 

Total 436 100.00   

Q2 Age 20-30 84 19.27 19.27 

30-40 228 52.29 71.56 

40-50 86 19.72 91.28 

50-60 38 8.72 100.00 

Total 436 100.00   

Q3 Number of 

employees 

Less than 100 52 11.93 11.93 

100-1000 130 29.82 41.74 

1000-10000 164 37.61 79.36 

10000 90 20.64 100.00 

Total 436 100.00   

Q4 Department Finance 35 8.03 8.03 

Consultancy 37 8.49 16.51 

Customer Service 35 8.03 24.54 

Human Resource 38 8.72 33.26 

IT 41 9.40 42.66 

Marketing 52 11.93 54.59 

Production 42 9.63 64.22 

R&D 35 8.03 72.25 
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Category Frequency 
Valid 

Percent (%) 

Cumulative 

Percent (%) 

Training 39 8.94 81.19 

Management 37 8.49 89.68 

Others 45 10.32 100.00 

Total 436 100.00   

Q5 Managerial level Top-level 

management 

57 13.07 13.07 

Middle-level 

management 

200 45.87 58.94 

Front-level 

management 

40 9.17 68.12 

Supervisory level 46 10.55 78.67 

Non-managerial 

level 

32 7.34 86.01 

Others 61 13.99 100.00 

Total 436 100.00   

Q6 Work experience 

for the company 

Less than 1 year 57 13.07 13.07 

1-3 years 108 24.77 37.84 

3-5 years 132 30.28 68.12 

5-7 years 78 17.89 86.01 

More than 7 years 61 13.99 100.00 

Total 436 100.00   

Table 6.1 Demographic profile and frequency analysis 

6.2.3 Multiple Response Question Analysis 

In the multiple response question (Q7: Have you used any of these techniques below? 

If yes, please tick the box), it required the respondents to select the new data technology 

that they have used. The answer of yes for Q7 is 100% in the light of the exclusion 

nature. Based on the qualitative analysis, it provides 7 items of big data and knowledge 

management tools for the respondents to pick one or more. The distribution for the new 

technology use shows it has high reliability for the sample and future result, due to the 

high participation of the data and knowledge tool use, approximately 80% in average 

(Table 6.2). Q8 (Does your company develop new technologies or strategies focused 

on knowledge?) is another exclusion question yet it has less determining function than 

Q7 does. The affirmative rate is 72.2%. 
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Frequency Percent (%) Valid Percent (%) 

Assisted by the introduction of new technologies: Massive data analysis and management 

Q7_1  0 no 66 15.1 15.1 

1 yes 370 84.9 84.9 

Total 436 100.0 100.0 

Assisted by the introduction of new technologies: Artificial intelligence 

Q7_2  0 no 90 20.6 20.6 

1 yes 346 79.4 79.4 

Total 436 100.0 100.0 

Assisted by the introduction of new technologies: Question answering system 

Q7_3 0 no 78 17.9 17.9 

1 yes 358 82.1 82.1 

Total 436 100.0 100.0 

Assisted by the introduction of new technologies: Knowledge portal 

Q7_4  0 no 97 22.2 22.2 

1 yes 339 77.8 77.8 

Total 436 100.0 100.0 

Assisted by the introduction of new technologies: Knowledge base 

Q7_5 0 no 111 25.5 25.5 

1 yes 325 74.5 74.5 

Total 436 100.0 100.0 

Assisted by the introduction of new technologies: IoT or smart equipment 

Q7_6  0 no 110 25.2 25.2 

1 yes 326 74.8 74.8 

Total 436 100.0 100.0 

Assisted by the introduction of new technologies: Others 

Q7_7  0 no 109 25.0 25.0 

1 yes 327 75.0 75.0 

Total 436 100.0 100.0 

Table 6.2 Multiple response question analysis 

6.2.4 Cross Analysis 

To inspect any influence conducted by the categorical variables from Q1 to Q6, a cross 

analysis should be taken (Fienberg, 2007). Chi-square value and its significance, Phi 

and Cramer’s V value should be used to detect the cross influence between categorical 

variables. Considering it has less relations with research and the peaceful result that the 

cross analysis normally conducts (and so does it in this research), the cross-analysis 

table is attached in the Appendix 6. The result shows there is no significant influence 

produced by the categorical variables. 



215 

 

6.2.5 Non-response Bias Analysis 

Suggested by Armstrong and Overton (1977), researchers should operate nonresponse 

bias analysis to test the homogeneity of the samples (Somers et al., 2003). First, 

according to the difference of the source from the effective collected questionnaires, 

normally, it divides them into different groups. They suggest dividing the samples into 

paper-and-pencil and online group pairs or early and late respondents group pairs in 

general. In this research, early and late respondents (50-50) division was adopted, and 

the chi-square tests comparing the categories across the two groups revealed no 

significant differences (p>0.05) for gender, employee size, department, managerial 

level and work experience (see Table 6.3). It differs on the category age or may be 

affected by the knowledge and cognition scale, yet its value is acceptable.  

  Non-response bias  

Chi-square df p 
  .00 early 1.00 late Total 

Q1 1 Male 128 142 270 .001 1 .970 

2 Female 79 87 166    

Q2 1 20-30 39 45 84 7.911 3 .048 

2 30-40 114 114 228    

3 40-50 44 42 86    

4 50-60 10 28 38    

Q3 1 Less than 100 23 29 52 2.205 3 .531 

2 100-1000 65 65 130    

3 1000-10000 72 92 164    

4 10000 47 43 90    

Q4 1 Finance 18 17 35 5.560 10 .851 

2 Consultancy 22 15 37    

3 Customer Service 18 17 35    

4 Human Resource 15 23 38    

5 IT 21 20 41    

6 Marketing 21 31 52    

7 production 21 21 42    

8 R&D 15 20 35    

9 Training 18 21 39    

10 Management 16 21 37    

11 Others 22 23 45    

Q5 1 Top-level management 25 32 57 1.454 5 .918 

2 Middle-level management 93 107 200    

3 Front-level management 21 19 40    
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  Non-response bias  

Chi-square df p 
  .00 early 1.00 late Total 

4 Supervisory level 21 25 46    

5 Non-managerial level 15 17 32    

6 Others 32 29 61    

Q6 1 Less than 1 year 25 32 57 .994 4 .911 

2 1-3 years 52 56 108    

3 3-5 years 62 70 132    

4 5-7 years 36 42 78    

5 more than 7 years 32 29 61    

Total 207 229 436    

Table 6.3 Homogeneity test 

Second, returned questionnaires and the population expectation are compared. 

Thereinto, gender and age are chosen for the comparison due to the ease of observing. 

And it was found no significant difference (p>0.05) (see Table 6.4). 

Gender 
Chi-Square df p  Observed N Expected N Residual 

1 Male 270 261.6 8.4 .674 1 .412 

2 Female 166 174.4 -8.4    

Age    

1 20-30 84 87.2 -3.2 1.312 3 .726 

2 30-40 228 218.0 10.0    

3 40-50 86 87.2 -1.2    

4 50-60 38 43.6 -5.6    

Total 436      

Table 6.4 Comparison test 

6.2.6 Normality Analysis 

Parametric test always has a prerequisite that the numerical sample data set should be 

normally distributed (Saunders et al., 2012). In a single data set, according to Saunders 

et al. (2012), it is recommended to use Kolmogorov-Smirnov test and the Shapiro-Wilk 

test through IBM SPSS. Considering the complexity of SEM measuring requirement, 

however, Byrne (2016) required to report Skewness and Kurtosis to observe the data 

normality as they affect the tests of means, variances and covariances (DeCarlo, 1997). 

Both IBM SPSS and IBM AMOS could operate univariate normality analysis, yet the 

result will have slightly difference in terms of condition difference and different statistic 

sets these two programs provide. Due to the more information provided, this research 
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will adopt the result by IBM SPSS shown in Table 6.5. In this result, it also provide 

standard deviation, which could be used to calculate the value of range divided by 

standard deviation to inspect the distribution status whether it is over-concentrated, 

normally the value < 6 is acceptable when using Likert 7-point scale measurement 

(David et al., 1954). By inspecting Skewness and Kurtosis, both measurements and 

constructs should pass the normality test (see Table 6.5 and Table 6.6). The referential 

limit of the Skewness is < |±1|; for the Kurtosis, it is < |±7| (Byrne, 2016), where others 

may have stricter limit as |±2| (Hair Jr et al., 2014). According to Kline (2015), if 

Skewness is not > |±3|, Kurtosis is not > |±10|, then the shape of distribution may not 

be severely non-normal. In fact, these limits only have severe impact for small sample 

set less than 50 (Ghasemi & Zahediasl, 2012), here they provide a sense of the data 

normality for the data set. 

 N Min Max Mean 
Std. 

Deviation 
Range/Std.D 

Skewness Kurtosis 

Statistic 
Std. 

Error Statistic 
Std. 

Error 

PoC1 436 1 7 5.06 1.732 3.465 -.763 .117 -.221 .233 

PoC2 436 1 7 5.25 1.659 3.617 -.963 .117 .318 .233 

PoC3 436 1 7 5.52 1.601 3.748 -1.221 .117 .994 .233 

PoC4 436 1 7 5.44 1.688 3.555 -1.113 .117 .529 .233 

PoC5 436 1 7 5.45 1.651 3.634 -1.275 .117 1.048 .233 

PoC6 436 1 7 4.73 1.545 3.883 -.956 .117 .215 .233 

EoC1 436 1 7 4.50 1.792 3.348 -.371 .117 -.792 .233 

EoC2 436 1 7 4.40 1.871 3.207 -.336 .117 -.958 .233 

EoC3 436 1 7 4.61 1.791 3.350 -.367 .117 -.788 .233 

EoC4 436 1 7 4.64 1.743 3.443 -.469 .117 -.556 .233 

EoC5 436 1 7 3.99 1.797 3.340 -.153 .117 -1.051 .233 

EoC6 436 1 7 3.97 1.831 3.276 .026 .117 -.960 .233 

DoB1 436 1 7 5.40 1.588 3.779 -1.155 .117 .868 .233 

DoB2 436 1 7 5.45 1.650 3.637 -1.135 .117 .620 .233 

DoB3 436 1 7 5.47 1.509 3.976 -1.142 .117 .873 .233 

DoB4 436 1 7 5.25 1.652 3.632 -1.024 .117 .376 .233 

DoB5 436 1 7 4.50 1.751 3.428 -.687 .117 -.484 .233 

DoB6 436 1 7 4.76 1.422 4.220 -.890 .117 .164 .233 

DOC1 436 1 7 5.01 1.662 3.610 -.646 .117 -.292 .233 

DOC2 436 1 7 5.33 1.593 3.767 -.890 .117 .216 .233 

DOC3 436 1 7 5.48 1.524 3.936 -1.000 .117 .556 .233 

DOC4 436 1 7 4.40 1.641 3.657 -.363 .117 -.702 .233 

DOC5 436 1 7 4.36 1.606 3.736 -.565 .117 -.610 .233 

DOC6 436 1 7 4.37 1.544 3.885 -.532 .117 -.683 .233 

KS1 436 1 7 5.34 1.530 3.923 -.929 .117 .432 .233 

KS2 436 1 7 5.01 1.663 3.608 -.597 .117 -.414 .233 
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 N Min Max Mean 
Std. 

Deviation 
Range/Std.D 

Skewness Kurtosis 

Statistic 
Std. 

Error Statistic 
Std. 

Error 

KS3 436 1 7 5.54 1.497 4.009 -1.289 .117 1.407 .233 

KS4 436 1 7 4.68 1.496 4.011 -.756 .117 -.069 .233 

KS5 436 1 7 4.48 1.612 3.721 -.503 .117 -.460 .233 

KS6 436 1 7 4.50 1.545 3.882 -.754 .117 -.207 .233 

KC1 436 1 7 4.92 1.714 3.500 -.623 .117 -.402 .233 

KC2 436 1 7 5.15 1.637 3.666 -.908 .117 .314 .233 

KC3 436 1 7 5.44 1.607 3.734 -1.140 .117 .802 .233 

KC4 436 1 7 5.39 1.661 3.613 -1.088 .117 .555 .233 

KC5 436 1 7 5.41 1.658 3.619 -1.200 .117 .815 .233 

KC6 436 1 7 4.61 1.537 3.903 -.791 .117 -.043 .233 

OOE1 436 1 7 4.01 1.780 3.371 .023 .117 -.868 .233 

OOE2 436 1 7 3.81 1.786 3.359 .098 .117 -.925 .233 

OOE3 436 1 7 4.36 1.789 3.354 -.208 .117 -.852 .233 

OOE4 436 1 7 4.65 1.751 3.428 -.527 .117 -.633 .233 

OOE5 436 1 7 3.48 1.784 3.363 .255 .117 -.894 .233 

OOE6 436 1 7 3.44 1.718 3.493 .178 .117 -.853 .233 

Table 6.5 Observed variates description analysis 

 N Min Max Mean 
Std. 

Deviation 
Range/Std.D 

Skewness Kurtosis 

Statistic 
Std. 

Error 
Statistic 

Std. 

Error 

PoC 436 1.00 6.83 5.240 1.384 4.212 -1.196 .117 1.413 .233 

EoC 436 1.00 6.83 4.354 1.519 3.838 -.306 .117 -.567 .233 

DoB 436 1.00 6.67 5.139 1.337 4.241 -1.101 .117 1.117 .233 

DOC 436 1.00 6.50 4.825 1.346 4.086 -.685 .117 .014 .233 

KS 436 1.00 6.50 4.925 1.311 4.195 -.820 .117 .116 .233 

KC 436 1.00 7.00 5.152 1.377 4.357 -1.154 .117 1.313 .233 

OOE 436 1.00 6.67 3.958 1.487 3.813 -.083 .117 -.709 .233 

Table 6.6 Latent variates description analysis 

Notably, IBM SPSS could only conduct univariate normality analysis. In IBM Amos, 

it provides the Kurtosis and Critical Ratio value (i.e., C.R. value or Z-value) of 

multivariate, which respectively are 296.516 and 50.921. C.R. value is of most 

importance here, which indicates data are nonnormality distributed when it is > 5.00 

(Byrne, 2016). It is a normal situation to be multivariate nonnormality as few SEM 

models can pass this test. Therefore, Curran et al. (1996) relieved C.R. value limit to 

50-70 when using Maximum Likelihood method. In this criterion, 50.921 is still robust 

for C.R. value, which could also be proved by the infinitesimal bias in the Naive 

bootstrap procedure (Kline, 2015) (see Table 6.7). The nonnormality usually causes 

Maximum Likelihood χ2 (Chi-square) estimation significantly inflates (Curran et al., 
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1996). Although, the model Chi-square is affected by many factors like sample size, 

model size, distribution of variables and omitted variables (Newsom, 2012). In Curran 

et al. (1996) examination, this situation could be improved by Robust ML and normal 

scale in LISREL, Satorra-Bentler rescaled in Mplus and EQS, and Naive bootstrapping 

and Bollen-Stine Bootstrap in AMOS. Due to the fine C.R. value, the Bootstrap 

procedure is unnecessary to conduct. 

Parameter SE SE-SE Mean Bias SE-Bias 

Data_Ori_Cul <--- Digit_Ba 0.061 0.001 0.344 0.000 0.002 

Exp_Channels <--- Digit_Ba 0.068 0.002 0.110 0.004 0.002 

Know_Sharing <--- Exp_Channels 0.044 0.001 0.019 -0.001 0.001 

Know_Sharing <--- Data_Ori_Cul 0.065 0.001 0.203 -0.002 0.002 

Know_Sharing <--- Digit_Ba 0.066 0.001 0.227 -0.001 0.002 

Per_Causality <--- Exp_Channels 0.057 0.001 0.296 0.002 0.002 

Per_Causality <--- Know_Sharing 0.069 0.002 -0.005 0.001 0.002 

Know_Creation <--- Per_Causality 0.062 0.001 0.308 -0.001 0.002 

Know_Creation <--- Know_Sharing 0.065 0.001 0.152 0.001 0.002 

Know_Creation <--- Data_Ori_Cul 0.053 0.001 0.036 0.001 0.002 

Over_Org_Eff <--- Digit_Ba 0.057 0.001 0.273 0.001 0.002 

Over_Org_Eff <--- Data_Ori_Cul 0.064 0.001 0.522 0.003 0.002 

Over_Org_Eff <--- Know_Creation 0.055 0.001 0.331 0.000 0.002 

Over_Org_Eff <--- Know_Sharing 0.055 0.001 -0.275 0.002 0.002 

Over_Org_Eff <--- Exp_Channels 0.052 0.001 0.276 -0.001 0.002 

DoB1 <--- Digit_Ba 0.000 0.000 1.000 0.000 0.000 

DoB2 <--- Digit_Ba 0.052 0.001 1.028 0.003 0.002 

DoB3 <--- Digit_Ba 0.072 0.002 0.958 0.003 0.002 

DoB4 <--- Digit_Ba 0.055 0.001 1.048 0.004 0.002 

DoB5 <--- Digit_Ba 0.063 0.001 1.088 0.004 0.002 

DoB6 <--- Digit_Ba 0.053 0.001 0.891 0.001 0.002 

EoC6 <--- Exp_Channels 0.048 0.001 1.013 0.001 0.002 

EoC5 <--- Exp_Channels 0.051 0.001 1.005 0.001 0.002 

EoC4 <--- Exp_Channels 0.051 0.001 0.978 0.004 0.002 

EoC3 <--- Exp_Channels 0.055 0.001 1.004 0.002 0.002 

EoC2 <--- Exp_Channels 0.055 0.001 1.040 0.000 0.002 

EoC1 <--- Exp_Channels 0.000 0.000 1.000 0.000 0.000 

OOE1 <--- Over_Org_Eff 0.000 0.000 1.000 0.000 0.000 

OOE2 <--- Over_Org_Eff 0.062 0.001 1.010 0.001 0.002 

OOE3 <--- Over_Org_Eff 0.050 0.001 0.989 0.000 0.002 

OOE4 <--- Over_Org_Eff 0.054 0.001 0.969 -0.002 0.002 
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Parameter SE SE-SE Mean Bias SE-Bias 

OOE5 <--- Over_Org_Eff 0.060 0.001 0.985 0.001 0.002 

OOE6 <--- Over_Org_Eff 0.048 0.001 0.950 0.000 0.002 

KS6 <--- Know_Sharing 0.063 0.001 1.014 0.000 0.002 

KS5 <--- Know_Sharing 0.063 0.001 1.048 0.004 0.002 

KS4 <--- Know_Sharing 0.080 0.002 0.954 0.005 0.003 

KS3 <--- Know_Sharing 0.061 0.001 0.972 0.003 0.002 

KS2 <--- Know_Sharing 0.068 0.002 1.108 0.005 0.002 

KS1 <--- Know_Sharing 0.000 0.000 1.000 0.000 0.000 

DOC1 <--- Data_Ori_Cul 0.000 0.000 1.000 0.000 0.000 

DOC2 <--- Data_Ori_Cul 0.047 0.001 0.970 0.000 0.001 

DOC3 <--- Data_Ori_Cul 0.047 0.001 0.907 0.000 0.001 

DOC4 <--- Data_Ori_Cul 0.036 0.001 0.981 0.003 0.001 

DOC5 <--- Data_Ori_Cul 0.055 0.001 0.986 0.000 0.002 

DOC6 <--- Data_Ori_Cul 0.049 0.001 0.916 -0.001 0.002 

PoC6 <--- Per_Causality 0.054 0.001 0.899 0.003 0.002 

PoC5 <--- Per_Causality 0.047 0.001 0.954 0.002 0.001 

PoC4 <--- Per_Causality 0.039 0.001 0.985 0.001 0.001 

PoC3 <--- Per_Causality 0.050 0.001 0.926 0.001 0.002 

PoC2 <--- Per_Causality 0.041 0.001 0.961 0.003 0.001 

PoC1 <--- Per_Causality 0.000 0.000 1.000 0.000 0.000 

KC1 <--- Know_Creation 0.000 0.000 1.000 0.000 0.000 

KC2 <--- Know_Creation 0.047 0.001 0.939 -0.002 0.001 

KC3 <--- Know_Creation 0.063 0.001 0.938 0.002 0.002 

KC4 <--- Know_Creation 0.047 0.001 0.977 0.001 0.001 

KC5 <--- Know_Creation 0.040 0.001 0.950 -0.001 0.001 

KC6 <--- Know_Creation 0.051 0.001 0.918 0.002 0.002 

Table 6.7 Bootstrap bias report 

6.3 Data Screen: Factor Analysis 

Before conducting SEM, researcher should confirm the measurement model is strictly 

evaluated (Jackson et al., 2009). As Thompson (2004, p.110) claimed, there is no sense 

to continue delving the relations between constructs within the model if the analysis of 

factors in the model shows worthlessness. This property is refined and defined as 

unidimensionality by Segars (1997). Kenny (2006) who stands up for Brown (2006) by 

using Confirmatory Factor Analysis (CFA) to deal with the measurement model 

evaluation, believes researchers gain more information and knowledge in CFA than in 

SEM. By using CFA, researchers could confirm the internal consistency of construct 
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measurement. Normally, Exploratory Factor Analysis (EFA) is used to develop an 

overall set of unknown scale items which are not set by the researchers, yet it cannot 

provide full unidimensionality (Segars, 1997). In EFA, reliability is one of the 

assessment for testing the degree of consistency, which has two types, one is test-retest, 

one is the internal consistency test (Hair Jr et al., 2014). Although the CFA will confirm 

the convergent and discriminant validity mainly, an EFA report could clearly exposure 

the cross-loading as reference even items are not eliminated. Therefore, in this section, 

an EFA report will be shown for comparative review and a CFA report will be provide 

for measurement model confirmation. 

6.3.1 Exploratory Factor Analysis 

A common Exploratory factor analysis (EFA) following the procedure by Steenkamp 

and van Trijp (1991) is normally applied to derive the latent constructs that researchers 

do not know. However, in this section EFA are used to verify whether the generated 

constructs match the constructs derived from the qualitative phase. It is a confirmatory 

approach by using EFA. The process mainly used the principle axis factoring method 

with a maximum variance orthogonal rotation to accurately represent the variables 

assumed to be correlated each other (Hair Jr et al., 2014). This process is conducted by 

the IBM SPSS and the following indicators should be interpreted. 

6.3.1.1 Measure of Sampling Adequacy (MSA) 

As a measure of sampling adequacy (MSA) (Hair Jr et al., 2014), Kaiser-Meyer-Olkin 

has a minimum limit of .50 which is considered essential to reliability by using EFA 

for data analysis. It is satisfactory when exceeding .80 (Frohlich & Westbrook, 2001). 

The null hypothesis for Bartlett’s Test of Sphericity is that there are no correlations 

between items. Thus, similarly, if there is a statistical significance result provided that 

the correlation matrix has significant correlations among the variables, the EFA process 

can be continued (Hair Jr et al., 2014). In Table 6.8, it shows KMO and Bartlett’s Test 

are both meet the requirement. 
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Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy 
.923 

Bartlett's Test of 

Sphericity 

Approx. Chi-Square 12401.723 

df 861 

Sig. .000 

Table 6.8 KMO and Bartlett’s Test 

6.3.1.2 Dimensionality Reduction Verification 

As a dimensionality reduction process, EFA process for this data set conduct 7 

dimensions as expected, the total variance explained value is 71.257% shown in Table 

6.9. In Hair Jr et al. (2014)’s suggestion, the explained value for all the dimensions 

exceeds .60, then it is enough for the variance interpretation. 

Component 

Initial Eigenvalues 
Extraction Sums of Squared 

Loadings 
Rotation Sums of Squared Loadings 

Total 
% of 

Variance 
Cumulative % Total 

% of 

Variance 
Cumulative % Total 

% of 

Variance 
Cumulative % 

1 8.690 20.690 20.690 8.690 20.690 20.690 4.349 10.356 10.356 

2 5.803 13.816 34.506 5.803 13.816 34.506 4.329 10.308 20.664 

3 4.423 10.531 45.037 4.423 10.531 45.037 4.313 10.269 30.933 

4 4.058 9.661 54.698 4.058 9.661 54.698 4.296 10.229 41.162 

5 2.937 6.993 61.691 2.937 6.993 61.691 4.278 10.186 51.348 

6 2.736 6.514 68.205 2.736 6.514 68.205 4.257 10.136 61.484 

7 1.282 3.053 71.257 1.282 3.053 71.257 4.105 9.774 71.257 

Table 6.9 Total Variance Explained 

6.3.1.3 Dimensionality Convergence 

In the analysis of EFA, positive factor loading for discard limit is .50 and over .70 

indicates a well-defined measurement, while items with cross-loading should also be 

discarded if violating the threshold value .40 (Hair Jr et al., 2014). The Table 6.10 

shows the factor loadings in bold style and cross-loadings in normal style. There are no 

items were eliminated according to the satisfactory dimensionality reduction process. 

In the EFA, the measurement items in the same research construct converged as 

expected after the factor rotation, indicating that the scale has a satisfactory construct 

validity (Anderson & Gerbing, 1988).  



223 

 

Indicator 
Construct (Rotated Component Matrixa) 

EoC DoC KC KS PoC DoB OOE 

EoC4 .833 -.016 -.028 .006 .114 .024 .092 

EoC1 .829 -.010 .059 .039 .130 .014 .097 

EoC5 .827 .009 -.026 .026 .138 .025 .096 

EoC3 .823 .025 -.031 .082 .115 .047 .124 

EoC6 .819 .030 -.016 -.009 .107 .018 .139 

EoC2 .809 .007 -.032 -.005 .144 .024 .152 

DOC5 .056 .831 .004 .085 -.063 .111 .184 

DOC3 -.050 .807 .030 .109 .030 .132 .166 

DOC1 .049 .804 .033 .124 .032 .100 .196 

DOC4 -.015 .801 -.021 .096 -.031 .098 .206 

DOC6 -.019 .792 -.010 .115 .062 .140 .194 

DOC2 .020 .783 .059 .184 .042 .087 .244 

KC3 -.008 .013 .835 .063 .053 -.053 .121 

KC2 .004 .047 .826 .076 .096 -.023 .080 

KC6 .025 .014 .822 .032 .176 -.031 .146 

KC4 -.050 .011 .817 .092 .168 -.005 .109 

KC1 .003 -.028 .807 .055 .126 -.035 .188 

KC5 -.051 .033 .806 .064 .158 -.068 .094 

KS3 -.003 .058 .054 .837 -.015 .094 -.032 

KS1 .016 .079 .073 .831 -.031 .119 .000 

KS6 -.015 .100 .072 .831 -.004 .114 -.009 

KS2 .080 .141 .098 .823 -.012 .107 -.041 

KS5 -.022 .168 .003 .820 -.007 .110 .014 

KS4 .087 .101 .077 .800 .047 .152 .010 

PoC5 .108 .001 .086 -.001 .830 .011 .018 

PoC3 .084 -.006 .132 -.025 .828 -.013 .021 

PoC4 .156 -.001 .088 .018 .827 .006 .021 

PoC2 .132 -.001 .101 -.020 .825 -.018 -.026 

PoC1 .120 .048 .156 -.016 .815 .026 -.013 

PoC6 .150 .022 .199 .021 .802 -.004 -.014 

DoB2 .065 .106 -.033 .111 -.015 .827 .021 

DoB6 -.011 .137 -.036 .073 -.005 .823 .096 

DoB3 -.026 .146 -.022 .128 .012 .813 .112 

DoB1 .003 .031 -.051 .148 .009 .810 .180 

DoB4 .093 .103 -.027 .146 -.033 .809 .133 

DoB5 .034 .116 -.049 .113 .040 .798 .145 

OOE6 .101 .210 .095 .014 .022 .072 .812 

OOE5 .081 .189 .164 .027 .017 .130 .795 

OOE3 .123 .206 .158 -.031 .037 .157 .770 

OOE1 .207 .246 .128 -.036 -.042 .114 .762 

OOE4 .147 .229 .181 -.004 -.026 .160 .751 

OOE2 .213 .250 .142 -.066 -.009 .164 .744 

Extraction Method: Principal Component Analysis.  

Rotation Method: Varimax with Kaiser Normalization. 

a. Rotation converged in 7 iterations. 

Table 6.10 Result of Exploratory Factor Analysis
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6.3.1.4 Measurement Reliability 

In Chapter 5, it has already tested the Cronbach’s alpha of the pre-testing data to 

examine the item-to-construct internal consistency. In this final data reliability test, a 

more scrupulous process will be steered for the sake of the final data internal 

consistency. According to Hair Jr et al. (2014), the test-retest is difficult in practical 

operation; the most common used method is to test the degree of consistency. To 

conduct the process, Hair Jr et al. (2014) proposed three rules of thumb to diagnose the 

internal consistency that whether the items of the scale for the same construct is highly 

intercorrelated: 

1. the inter item correlations should exceed .30, that is >.30; 

2. the item-to-total correlations should exceed .50, that is > .50; 

3. the widely used Cronbach’s alpha should exceed .70, that is > .70. 

Thus, a comprehensive test among all the items is conducted by SPSS and the report is 

shown in Table 6.11 as below. 

 PoC1 PoC2 PoC3 PoC4 PoC5 PoC6 

Corrected 

Item-Total 

Correlation 

Cronbach's 

Alpha 

PoC1 1.000      .763 .917 

PoC2 .648 1.000     .765  

PoC3 .644 .654 1.000    .764  

PoC4 .653 .645 .653 1.000   .770  

PoC5 .646 .655 .639 .651 1.000  .764  

PoC6 .645 .640 .650 .657 .647 1.000 .764  

 EoC1 EoC2 EoC3 EoC4 EoC5 EoC6 

Corrected 

Item-Total 

Correlation 

Cronbach's 

Alpha 

EoC1 1.000      .768 .918 

EoC2 .656 1.000     .763  

EoC3 .649 .656 1.000    .770  

EoC4 .646 .649 .654 1.000   .771  

EoC5 .663 .643 .675 .642 1.000  .769  

EoC6 .644 .636 .633 .679 .640 1.000 .760  

 DoB1 DoB2 DoB3 DoB4 DoB5 DoB6 

Corrected 

Item-Total 

Correlation 

Cronbach's 

Alpha 

DoB1 1.000      .763 .914 

DoB2 .647 1.000     .757  

DoB3 .641 .644 1.000    .767  
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DoB4 .647 .637 .660 1.000   .765  

DoB5 .639 .629 .643 .643 1.000  .751  

DoB6 .651 .648 .651 .643 .625 1.000 .761  

 DOC1 DOC2 DOC3 DOC4 DOC5 DOC6 

Corrected 

Item-Total 

Correlation 

Cronbach's 

Alpha 

DOC1 1.000      .769 .919 

DOC2 .655 1.000     .774  

DOC3 .649 .656 1.000    .763  

DOC4 .653 .650 .647 1.000   .762  

DOC5 .684 .676 .641 .664 1.000  .786  

DOC6 .631 .653 .658 .631 .665 1.000 .760  

 KS1 KS2 KS3 KS4 KS5 KS6 

Corrected 

Item-Total 

Correlation 

Cronbach's 

Alpha 

KS1 1.000      .771 .917 

KS2 .654 1.000     .778  

KS3 .650 .647 1.000    .765  

KS4 .636 .642 .639 1.000   .748  

KS5 .662 .660 .653 .640 1.000  .763  

KS6 .668 .692 .659 .629 .625 1.000 .773  

 KC1 KC2 KC3 KC4 KC5 KC6 

Corrected 

Item-Total 

Correlation 

Cronbach's 

Alpha 

KC1 1.000      .766 .918 

KC2 .642 1.000     .759  

KC3 .641 .645 1.000    .767  

KC4 .659 .659 .649 1.000   .772  

KC5 .653 .636 .643 .633 1.000  .756  

KC6 .655 .645 .681 .674 .650 1.000 .781  

 OOE1 OOE2 OOE3 OOE4 OOE5 OOE6 

Corrected 

Item-Total 

Correlation 

Cronbach's 

Alpha 

OOE1 1.000      .771 .917 

OOE2 .654 1.000     .771  

OOE3 .647 .649 1.000    .760  

OOE4 .649 .648 .651 1.000   .761  

OOE5 .647 .652 .641 .642 1.000  .761  

OOE6 .667 .660 .637 .636 .648 1.000 .766  

Table 6.11 Measurement reliability analysis 

The result shows all the inter item correlations, item-to-total correlations and 

Cronbach’s alpha coefficients have meet the requirements. All the measurement items 

have a high reliability along with this method. Another reliability method will be 

introduced in the CFA part. 
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6.3.2 Confirmatory Factor Analysis 

CFA is the core sub-model of SEM. It is an antecedent compulsory procedure before 

conducting SEM, which can be carried out independently (Kenny, 2006; Jackson et al., 

2009). They explained what CFA tests is the hypothesized relationship between the 

measured variables and latent variables, which can be regarded as the most basic 

measurement part of the SEM. Poor measurement properties will lead to incorrect 

analysis result, while CFA can provide a more rigorous assessment of 

unidimensionality than other approaches (Segars, 1997). It is not only the test basis of 

subsequent advanced statistics in the SEM, but also can be independently applied to the 

test of reliability and validity and the confirmation of theoretical validity (Bollen, 

1989b). Kenny (2006) pointed out that in model evaluation, it values CFA more than 

SEM itself. According to Jöreskog and Sörbom (1992, 1996), researchers should follow 

the instructions of following four types of CFA: 1. unidimensional CFA; 2. first-order 

without correlation CFA; 3. first-order with correlation CFA; 4. second-order CFA. 

First-order without correlation practically is unnecessary when conducting both 

unidimensional CFA and first-order with correlation CFA, and this project does not 

have second order latent variables. Therefore, Unidimensional CFA will be conducted 

in this section. First-order with correlation CFA will be conducted in the Two-step 

modelling approach. A measurement model should also meet a set of requirements 

derived from Convergent validity and Discriminant validity. All the requirements will 

be satisfied and verified in this section. 

In this research, it has 7 first-order constructs, each construct has 6 measurements. The 

7 constructs are Perception of Causality, Expansion of Channels, Digitalization of the 

“Ba”, Data-Oriented Culture, Knowledge Sharing, Knowledge Creation and Overall 

Organisational Efficiency. The CFA model fit, factor loading, and convergent validity 

of each dimension are discussed respectively below. 

1. Unidimensional CFA: Perception of Causality 

In the construct Perception of Causality, 6 measurements have been tested by CFA. All 

the factor loadings are positive and over 0.45 minimum limit and passed 0.70 

satisfactory standard and under 0.95 excessive standard (Hooper et al., 2008). Residuals 
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are all positive and independent, which means cases are independent and valid, and 

have no offending estimates. Composite Reliability is 0.917, over the 0.70 standard. 

Average Variance Extracted are 0.648, over the 0.50 criterion. Both are listed in Table 

6.20. Indicators of offending estimates, composite reliability and average variance 

extracted will be introduced in latter sections. All indicators are qualified to retain all 

the measurements according to the requirement of convergent validity. 

 

Figure 6.2 Unidimensional CFA: Perception of Causality 

2. Unidimensional CFA: Expansion of Channels 

In the construct Expansion of Channels, 6 measurements have been tested by CFA. All 

the factor loadings are positive and over 0.45 minimum limit and passed 0.70 

satisfactory standard and under 0.95 excessive standard. Residuals are all positive and 

independent, which means cases are independent and valid, and have no offending 

estimates. Composite Reliability is 0.918, over the 0.70 standard. Average Variance 

Extracted are 0.651, over the 0.50 criterion. All indicators are qualified to retain all the 

measurements according to the requirement of convergent validity. 

 

Figure 6.3 Unidimensional CFA: Expansion of Channels 
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3. Unidimensional CFA: Digitalization of the “Ba” 

In the construct Digitalization of the “Ba”, 6 measurements have been tested by CFA. 

All the factor loadings are positive and over 0.45 minimum limit and passed 0.70 

satisfactory standard and under 0.95 excessive standard. Residuals are all positive and 

independent, which means cases are independent and valid, and have no offending 

estimates. Composite Reliability is 0.915, over the 0.70 standard. Average Variance 

Extracted are 0.644, over the 0.50 criterion. All indicators are qualified to retain all the 

measurements according to the requirement of convergent validity. 

 

Figure 6.4 Unidimensional CFA: Digitalization of the “Ba” 

 

4. Unidimensional CFA: Data-Oriented Culture 

In the construct Data-Oriented Culture, 6 measurements have been tested by CFA. All 

the factor loadings are positive and over 0.45 minimum limit and passed 0.70 

satisfactory standard and under 0.95 excessive standard. Residuals are all positive and 

independent, which means cases are independent and valid, and have no offending 

estimates. Composite Reliability is 0.919, over the 0.70 standard. Average Variance 

Extracted are 0.654, over the 0.50 criterion. All indicators are qualified to retain all the 

measurements according to the requirement of convergent validity. 
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Figure 6.5 Unidimensional CFA: Data-Oriented Culture 

5. Unidimensional CFA: Knowledge Sharing 

In the construct Knowledge Sharing, 6 measurements have been tested by CFA. All the 

factor loadings are positive and over 0.45 minimum limit and passed 0.70 satisfactory 

standard and under 0.95 excessive standard. Residuals are all positive and independent, 

which means cases are independent and valid, and have no offending estimates. 

Composite Reliability is 0.919, over the 0.70 standard. Average Variance Extracted are 

0.654, over the 0.50 criterion. All indicators are qualified to retain all the measurements 

according to the requirement of convergent validity. 

 

Figure 6.6 Unidimensional CFA: Knowledge Sharing 

6. Unidimensional CFA: Knowledge Creation 

In the construct Knowledge Creation, 6 measurements have been tested by CFA. All 

the factor loadings are positive and over 0.45 minimum limit and passed 0.70 

satisfactory standard and under 0.95 excessive standard. Residuals are all positive and 

independent, which means cases are independent and valid, and have no offending 

estimates. Composite Reliability is 0.919, over the 0.70 standard. Average Variance 
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Extracted are 0.654, over the 0.50 criterion. All indicators are qualified to retain all the 

measurements according to the requirement of convergent validity. 

 

Figure 6.7 Unidimensional CFA: Knowledge Creation 

7. Unidimensional CFA: Overall Organisational Efficiency 

In the construct Overall Organisational Efficiency, 6 measurements have been tested 

by CFA. All the factor loadings are positive and over 0.45 minimum limit and passed 

0.70 satisfactory standard and under 0.95 excessive standard. Residuals are all positive 

and independent, which means cases are independent and valid, and have no offending 

estimates. Composite Reliability is 0.919, over the 0.70 standard. Average Variance 

Extracted are 0.654, over the 0.50 criterion. All indicators are qualified to retain all the 

measurements according to the requirement of convergent validity. 

 

Figure 6.8 Unidimensional CFA: Overall Organisational Efficiency 

 

6.3.2.1 Two-step Modelling Approach 

This approach was initially developed by Anderson and Gerbing (1984, 1988), and 

Bollen (1989b) endorsed this approach that it can identify the foible of model 
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specification. They pointed out that an effective CFA model is a necessity to conduct 

SEM, and it was stipulated that it must be performed before SEM analysis. In the two- 

 

Figure 6.9 First-order with correlation CFA 

step criterion of SEM analysis, the first step is to toggle the model waiting for analysing 

into a confirmatory factor analysis enabled model (Bollen, 1989b), then the next step 

of model evaluation should be processed. They emphasised the first-order with 
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correlation CFA over the unidimensional CFA. Specifically, all the exogenous and 

endogenous latent variables are transformed into exogenous latent variables and 

attached correlation links to each other, which would be like Figure 6.9 above. The 

estimated parameters on these links are the covariance and correlation between the 

latent variables. This first step process is also called Nomological Validity (Hair Jr et 

al., 2014) which is used to test the correlations between the constructs to avoid 

collinearity (see Table 6.12).  

 

  

Covariances 

Estimate 
S.E. C.R. P 

Correlations 

Estimate 

Data_Ori_Cul <--> Per_Causality 0.052 0.088 0.592 0.554 0.031 

Know_Sharing <--> Digit_Ba 0.438 0.079 5.518 *** 0.311 

Know_Sharing <--> Per_Causality 0.014 0.081 0.169 0.866 0.009 

Know_Creation <--> Digit_Ba -0.085 0.082 -1.027 0.304 -0.054 

Know_Creation <--> Per_Causality 0.556 0.098 5.671 *** 0.322 

Over_Org_Eff <--> Digit_Ba 0.553 0.094 5.888 *** 0.336 

Over_Org_Eff <--> Per_Causality 0.112 0.095 1.179 0.238 0.062 

Digit_Ba <--> Per_Causality 0.003 0.074 0.035 0.972 0.002 

Know_Sharing <--> Over_Org_Eff 0.084 0.094 0.897 0.37 0.047 

Data_Ori_Cul <--> Know_Creation 0.156 0.098 1.602 0.109 0.084 

Know_Sharing <--> Know_Creation 0.261 0.091 2.86 0.004 0.152 

Know_Creation <--> Over_Org_Eff 0.642 0.113 5.67 *** 0.321 

Per_Causality <--> Exp_Channels 0.572 0.103 5.545 *** 0.313 

Data_Ori_Cul <--> Over_Org_Eff 1.038 0.123 8.416 *** 0.533 

Data_Ori_Cul <--> Know_Sharing 0.501 0.093 5.379 *** 0.301 

Over_Org_Eff <--> Exp_Channels 0.695 0.121 5.754 *** 0.328 

Know_Creation <--> Exp_Channels 0.037 0.106 0.347 0.728 0.018 

Know_Sharing <--> Exp_Channels 0.11 0.095 1.16 0.246 0.061 

Data_Ori_Cul <--> Digit_Ba 0.5 0.087 5.753 *** 0.327 

Data_Ori_Cul <--> Exp_Channels 0.13 0.103 1.257 0.209 0.066 

Digit_Ba <--> Exp_Channels 0.154 0.088 1.761 0.078 0.093 

Table 6.12 Covariances and correlations of first-order with correlation CFA 

6.3.2.2 CMV in Post Hoc Analysis 

At the beginning of questionnaire distribution stage, the researcher had considered the 

CMV issue and had conducted a priori prevention process. After questionnaire 
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collection, Harman’s one single factor approach was adopted to test the issue of CMV 

(Podsakoff & Organ, 1986). The result is shown in Table 6.13 below. 

Factor 

Initial Eigenvalues 
Extraction Sums of Squared 

Loadings 

Rotation Sums of Squared 

Loadings 

Total 
% of 

Variance 
Cumulative % Total 

% of 

Variance 
Cumulative % Total 

% of 

Variance 
Cumulative % 

1 8.690 20.690 20.690 8.346 19.871 19.871 4.022 9.577 9.577 

2 5.803 13.816 34.506 5.457 12.993 32.864 4.022 9.577 19.153 

3 4.423 10.531 45.037 4.078 9.710 42.574 3.986 9.491 28.644 

4 4.058 9.661 54.698 3.713 8.841 51.415 3.960 9.428 38.072 

5 2.937 6.993 61.691 2.590 6.166 57.582 3.932 9.362 47.434 

6 2.736 6.514 68.205 2.392 5.696 63.277 3.922 9.338 56.772 

7 1.282 3.053 71.257 .939 2.235 65.512 3.671 8.740 65.512 

8 .545 1.298 72.555             

9 .519 1.236 73.791             

10 .493 1.174 74.965             

11 .477 1.137 76.102             

12 .466 1.109 77.211             

13 .456 1.085 78.296             

14 .451 1.074 79.370             

15 .447 1.064 80.434             

16 .433 1.031 81.465             

17 .416 .990 82.455             

18 .412 .982 83.437             

19 .394 .937 84.374             

20 .379 .903 85.277             

21 .366 .871 86.147             

22 .360 .857 87.004             

23 .352 .837 87.841             

24 .342 .815 88.656             

25 .329 .784 89.440             

26 .322 .766 90.205             

27 .318 .757 90.963             

28 .307 .731 91.694             

29 .299 .713 92.407             

30 .298 .708 93.115             

31 .292 .696 93.811             

32 .275 .655 94.465             

33 .266 .633 95.099             

34 .254 .604 95.703             

35 .251 .597 96.299             

36 .242 .577 96.876             

37 .238 .568 97.444             

38 .236 .561 98.005             

39 .227 .541 98.545             

40 .215 .511 99.056             

41 .201 .479 99.536             

42 .195 .464 100.000             

Note: Extraction Method is Principal Axis Factoring (PAF). 

Table 6.13 Harman’s one single factor approach  

According to the criterion provide by Ylitalo (2009), the first unrotated construct of 

Extraction Sums of Squared Loadings analysed by Principal Axis Factoring (PAF) is 
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19.871, which is < 58.3 or 63.3 provided by Ylitalo. This result explains over half of 

the variance even in the case where common method variance does not exist in reality. 

There are other two ways to test CMV, one is using single factor CFA (Lindell & 

Whitney, 2001; Liang et al., 2007), the other one is the comparison between single 

factor CMV and multifactor CMV (Mossholder et al., 1998). Unfortunately, using 

covariance-based SEM methods (e.g., LISREL and AMOS) to execute the above model 

may result in problems with identification (Podsakoff et al., 2003), only PLS could 

solve this problem (Fornell & Bookstein, 1982), which is not included in this research. 

Therefore, the other approach was adopted as multiple testing of CMV. The result is 

shown in Table 6.14 below. According to Mossholder et al. (1998), if the ∆χ2 is 

statistically significant, then there is no CMV issue. 

Model χ2 df ∆ χ2 ∆df p 

Single Factor 9745.523 819 
8934.385 21 .000 

Multifactor 811.138 798 

Table 6.14 Comparison result between single factor CMV and multifactor CMV 

6.3.2.3 Offending Estimates 

Kolenikov and Bollen (2008) had concluded a range of factors that cause the negative 

error variance, i.e. Heywood cases. They have been mentioned before, which are 

outliers (Bollen, 1987), nonconvergence, under-identification (van Driel, 1978; 

Boomsma & Hoogland, 2001), empirical under-identification (Rindskopf, 1984), 

structurally mis-specified models (van Driel, 1978; Bollen, 1989b) or sampling 

fluctuations (van Driel, 1978; Anderson & Gerbing, 1984). Bagozzi and Yi (1988) had 

left a range of solutions to fix this issue in practical operation. In this research case, by 

examining the status of residuals and their significance in the Table 6.15 below, it is 

clear to observe that there are no offending estimates with the result of all positive and 

significant values. This process is double check for the unidimensional CFA. 

 Estimate S.E. C.R. (t-value) P 

Digit_Ba 1.632 0.165 9.911 *** 

e44 1.611 0.163 9.887 *** 

e47 2.074 0.208 9.958 *** 

e43 1.317 0.133 9.878 *** 

e46 1.754 0.179 9.792 *** 
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 Estimate S.E. C.R. (t-value) P 

e45 1.681 0.171 9.832 *** 

e48 1.006 0.110 9.140 *** 

e1 0.883 0.072 12.241 *** 

e2 1.001 0.080 12.436 *** 

e3 0.782 0.064 12.168 *** 

e4 0.941 0.077 12.182 *** 

e5 1.141 0.091 12.479 *** 

e6 0.723 0.059 12.329 *** 

e7 1.204 0.097 12.396 *** 

e8 1.111 0.091 12.248 *** 

e9 1.043 0.085 12.232 *** 

e10 1.097 0.090 12.220 *** 

e11 1.234 0.100 12.341 *** 

e12 1.112 0.091 12.276 *** 

e13 1.071 0.087 12.301 *** 

e14 1.056 0.086 12.213 *** 

e15 1.147 0.092 12.520 *** 

e16 1.087 0.087 12.479 *** 

e17 1.155 0.092 12.562 *** 

e18 1.061 0.085 12.527 *** 

e19 0.804 0.066 12.154 *** 

e20 0.922 0.075 12.350 *** 

e21 0.849 0.067 12.608 *** 

e22 0.796 0.064 12.376 *** 

e23 0.895 0.075 11.992 *** 

e24 0.800 0.065 12.233 *** 

e25 0.953 0.077 12.369 *** 

e26 0.836 0.069 12.187 *** 

e27 0.834 0.067 12.506 *** 

e28 0.964 0.077 12.507 *** 

e29 0.819 0.068 12.051 *** 

e30 0.862 0.069 12.532 *** 

e31 0.829 0.068 12.243 *** 

e32 0.969 0.079 12.346 *** 

e33 0.974 0.080 12.190 *** 

e34 0.905 0.073 12.318 *** 

e35 0.971 0.079 12.311 *** 

e36 1.059 0.086 12.319 *** 

e37 1.021 0.083 12.299 *** 

e38 0.981 0.078 12.504 *** 

e39 0.901 0.073 12.325 *** 

e40 0.930 0.076 12.191 *** 

e41 1.013 0.081 12.526 *** 

e42 0.755 0.063 11.967 *** 

Table 6.15 Offending estimates test 
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6.3.2.4 Composite Reliability 

Besides the measurement reliability, another reliability analysis of measurement items 

for SEM measurement model by using CFA components is Composite Reliability. 

According to Fornell and Larcker (1981), Jöreskog and Sörbom (1996) and Hair Jr et 

al. (2014), Composite Reliability is a less biased reliability test compared with 

Cronbach’s alpha in light of the consideration of the model complexity (see formula 

6.1). Generally, the value of Cronbach’s alpha is slightly smaller than the one of CR. 

CR limit also needs to be ≥ .70. All the CR value of each construct has been listed in 

Table 6.20. 
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Where,  

λ is factor loadings (standardised regression weights)  

n is total number of items  

Var(ε) is the error variance term for each latent construct 

6.3.2.5 Average Variance Extracted (AVE) 

AVE is the variation explanatory power of each measurements for a latent variable to 

the latent variable itself (see formula 6.2). The higher AVE is, the higher reliability and 

convergent validity of the latent variable will be. According to Fornell and Larcker 

(1981), Jöreskog and Sörbom (1996) and Hair Jr et al. (2014), the AVE limit is 

suggested at the bar of .50 and is satisfied over the limit. All the AVE value of each 

construct has been listed in the Table 6.20. 
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λ is factor loadings (standardised regression weights)  

n is total number of items  

Var(ε) is the error variance term for each latent construct 

6.3.2.6 Convergent Validity 

Convergent validity is a comprehensive validity examination for measurements 

convergence (Fornell & Larcker, 1981; Hair Jr et al., 2014). Measurement model should 

meet the following requirements to achieve the convergent validity satisfaction, and all 

the indices are listed in Table 6.20:  

1. Squared multiple correlations (SMC) should be greater than .50;  

2. Composite reliability greater than .70;  

3. AVE value is greater than .50;  

4. The factor loading should be greater than .70. 

6.3.2.7 Discriminant Validity 

To test discriminant validity, it has three main methods: 1. Identify the correlations 

between constructs by using bootstrap method (Torkzadeh et al., 2003; Ping Jr, 2004); 

2. Model comparison method (Anderson & Gerbing, 1988; Bagozzi & Yi, 1991); 3. 

AVE method (Fornell & Larcker, 1981).  

Bootstrap method sets two steps: First, the correlation between the latent variables free 

to assume any value. Then, the confidence interval of the paired correlations among the 

latent variables (Φ±2σe) was tested. The result is in Table 6.16. 

Parameter 
Bias-corrected Percentile 

S.E. Estimate 
Φ ±2σe 

Lower Upper Lower Upper Low Upper 

Data_Ori_Cul <--> Per_Causality -0.069 0.135 -0.074 0.130 0.054 0.031 -0.077 0.139 

Know_Sharing <--> Digit_Ba 0.197 0.421 0.190 0.419 0.059 0.311 0.193 0.429 

Know_Sharing <--> Per_Causality -0.112 0.133 -0.111 0.133 0.061 0.009 -0.113 0.131 

Know_Creation <--> Digit_Ba -0.153 0.057 -0.157 0.052 0.052 -0.054 -0.158 0.050 

Know_Creation <--> Per_Causality 0.207 0.440 0.203 0.437 0.059 0.322 0.204 0.440 

Over_Org_Eff <--> Digit_Ba 0.211 0.444 0.216 0.447 0.057 0.336 0.222 0.450 

Over_Org_Eff <--> Per_Causality -0.045 0.163 -0.045 0.164 0.052 0.062 -0.042 0.166 

Digit_Ba <--> Per_Causality -0.097 0.119 -0.102 0.114 0.056 0.002 -0.110 0.114 

Know_Sharing <--> Over_Org_Eff -0.068 0.157 -0.066 0.161 0.058 0.047 -0.069 0.163 
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Data_Ori_Cul <--> Know_Creation -0.012 0.210 -0.019 0.192 0.053 0.084 -0.022 0.190 

Know_Sharing <--> Know_Creation 0.024 0.263 0.028 0.269 0.063 0.152 0.026 0.278 

Know_Creation <--> Over_Org_Eff 0.203 0.426 0.203 0.425 0.057 0.321 0.207 0.435 

Per_Causality <--> Exp_Channels 0.196 0.416 0.202 0.424 0.056 0.313 0.201 0.425 

Data_Ori_Cul <--> Over_Org_Eff 0.414 0.631 0.417 0.635 0.054 0.533 0.425 0.641 

Data_Ori_Cul <--> Know_Sharing 0.181 0.422 0.177 0.417 0.061 0.301 0.179 0.423 

Over_Org_Eff <--> Exp_Channels 0.231 0.432 0.231 0.431 0.052 0.328 0.224 0.432 

Know_Creation <--> Exp_Channels -0.077 0.121 -0.078 0.120 0.051 0.018 -0.084 0.120 

Know_Sharing <--> Exp_Channels -0.042 0.177 -0.045 0.171 0.054 0.061 -0.047 0.169 

Data_Ori_Cul <--> Digit_Ba 0.208 0.433 0.209 0.439 0.058 0.327 0.211 0.443 

Data_Ori_Cul <--> Exp_Channels -0.037 0.173 -0.043 0.172 0.054 0.066 -0.042 0.174 

Digit_Ba <--> Exp_Channels -0.017 0.207 -0.016 0.210 0.058 0.093 -0.023 0.209 

Note: Φ = Estimate, σe = S.E. 

Table 6.16 Bootstrap method for discriminant validity 

Second method is Model comparison which also sets two steps: First, set the correlation 

between the latent variables fixed at a value of 1. Then, test the significance of ∆χ2. If 

they are statistically significant, then the model has significant discriminant validity. 

The result is in Table 6.17. 

Relationship CMIN DF 
Default model 

∆DF ∆CMIN P ∆TLI 
CMIN DF 

Data_Ori_Cul <--> Per_Causality 2447.987 799 811.138 798 1 1636.848 0.000 0.147 

Know_Sharing <--> Digit_Ba 2245.577 799   1 1434.438 0.000 0.129 

Know_Sharing <--> Per_Causality 2448.774 799   1 1637.635 0.000 0.147 

Know_Creation <--> Digit_Ba 2463.876 799   1 1652.738 0.000 0.149 

Know_Creation <--> Per_Causality 2254.465 799   1 1443.327 0.000 0.130 

Over_Org_Eff <--> Digit_Ba 2234.546 799   1 1423.408 0.000 0.128 

Over_Org_Eff <--> Per_Causality 2450.604 799   1 1639.465 0.000 0.147 

Digit_Ba <--> Per_Causality 2449.11 799   1 1637.971 0.000 0.147 

Know_Sharing <--> Over_Org_Eff 2466.982 799   1 1655.844 0.000 0.149 

Data_Ori_Cul <--> Know_Creation 2457.778 799   1 1646.640 0.000 0.148 

Know_Sharing <--> Know_Creation 2425.003 799   1 1613.865 0.000 0.145 

Know_Creation <--> Over_Org_Eff 2258.441 799   1 1447.302 0.000 0.130 

Per_Causality <--> Exp_Channels 2269.301 799   1 1458.162 0.000 0.131 

Data_Ori_Cul <--> Over_Org_Eff 1874.609 799   1 1063.470 0.000 0.096 

Data_Ori_Cul <--> Know_Sharing 2294.479 799   1 1483.340 0.000 0.133 

Over_Org_Eff <--> Exp_Channels 2247.831 799   1 1436.692 0.000 0.129 

Know_Creation <--> Exp_Channels 2468.512 799   1 1657.374 0.000 0.149 

Know_Sharing <--> Exp_Channels 2456.865 799   1 1645.727 0.000 0.148 
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Data_Ori_Cul <--> Digit_Ba 2226.108 799   1 1414.969 0.000 0.127 

Data_Ori_Cul <--> Exp_Channels 2460.889 799   1 1649.751 0.000 0.148 

Digit_Ba <--> Exp_Channels 2408.132 799   1 1596.994 0.000 0.144 

Table 6.17 Model comparison method for discriminant validity 

  AVE EoC PoC DoB OOE KC KS DOC 

EoC .651 .807 
      

PoC .648 .313 .805 
     

DoB .644 .093 .002 .802 
    

OOE .653 .328 .062 .336 .808 
   

KC .651 .018 .322 -.054 .321 .807 
  

KS .651 .061 .009 .311 .047 .152 .807 
 

DOC .654 .066 .031 .327 .533 .084 .301 .809 

Table 6.18 AVE method for discriminant validity 

In Figure 6.9, the first-order with correlation CFA, Amos could calculate the 

correlations between constructs, yet AVE should be calculated manually according to 

the formula 6.2. The AVE method for discriminant validity is more conservative, which 

is more rigorous, than other two methods. The standard correlations between constructs 

should smaller than the value of square root of AVE. The result is in Table 6.18. All 

the three methods for discriminant validity are satisfactory. 

6.4 Model Evaluation: Model Fitness 

After input the sample data in the model, the AMOS computed the result with 10 times 

iteration of minimization for this conceptual theory. Both unstandardised and 

standardised estimate models are displayed in Figure 6.10 and Figure 6.11. The 

application of structural equation modelling has been growing in the social sciences 

since it provides researchers with ample means for assessing and modifying 

relationships among examined constructs and offers great potential for furthering the 

development of theory (Anderson & Gerbing, 1988; Baumgartner & Homburg, 1996). 

Thereinto, as it explained in the last chapter, ample model fit indices provide a 

comprehensive sense of model fitness. The result and the rules of thumb of model fit 

indices is listed in Table 6.19. 
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Table 6.19 Model fitness report 

6.4.1 Model Modification 

In general, the model modification starts when there have unsatisfied items, which is 

called mostly variable reduction. Model modification according to several conditions: 

1. Remove variables with too low factor loadings, CR value or AVE value; 2. Delete 

observed variables with collinearity; 3. Delete the observation variables that are not 

independent residuals. The latter two rely on Modification Index (MI) function in 

AMOS. Via checking the related function, there is no item need to be modified. Final 

detailed reports after analysis are demonstrated in Table 6.20.  

Index Name Scope Rules of Thumb Value Status 

χ²  Chi-square test - χ² smaller is better, p>0.05 837.027 - 

χ²/df or 

CMIN/DF 
Normed Chi-square - 1<χ2 /df<3 1.041 Fit 

GFI Goodness of Fit Index 0-1 >0.90 .918 Fit 

AGFI Adjusted-goodness-of-fit index 0-1 >0.90 .908 Fit 

PGFI Parsimonious Goodness-Fit-Index 0-1 >0.50 .818 Fit 

IFI Incremental Fit Index 0-1 >0.90 .997 Fit 

NFI Normed-fit index 0-1 >0.90 .935 Fit 

TLI or 

NNFI 
Tucker-Lewis Index 0-1 >0.90 .997 Fit 

CFI Comparative Fit Index 0-1 >0.95 .997 Fit 

RMR Root Mean square Residual - smaller is better .113 - 

SRMR Standardised Root Mean Square Residual 0-1 <0.08 .040 Fit 

RMSEA Root Mean Square Error of Approximation 0-1 <0.05 .010 Fit 

HCN Hoelter’s critical N - >200 453 Fit 
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Figure 6.10 Unstandardised estimate model 
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Figure 6.11 Standardised estimate model
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Construct Item 

Parameter Significance Estimate Measurement Reliability and Convergent Validity 

Unstd. 

Estimate 
S.E. t-value P 

Std. 

Estimate 
SMC 1-SMC 

Cronbach’s 

alpha 
CR AVE 

Per_Causality PoC1 1.000    .804 .646 .354 .917 .917 .648 

PoC PoC2 .958 .051 18.749 *** .804 .646 .354    

 PoC3 .924 .049 18.723 *** .804 .646 .354    

 PoC4 .983 .052 18.959 *** .811 .658 .342    

 PoC5 .952 .051 18.69 *** .802 .643 .357    

 PoC6 .896 .048 18.826 *** .807 .651 .349    

Exp_Channels EoC1 1.000  
 

 .808 .653 .347 .918 .918 .651 

EoC EoC2 1.039 .055 18.932 *** .804 .646 .354    

 EoC3 1.003 .053 19.075 *** .811 .658 .342    

 EoC4 .975 .051 19.027 *** .810 .656 .344    

 EoC5 1.004 .053 19.108 *** .809 .654 .346    

 EoC6 1.012 .054 18.748 *** .800 .640 .360    

Digit_Ba DoB1 1.000  
 

 .806 .650 .350 .914 .915 .644 

DoB DoB2 1.025 .055 18.505 *** .795 .632 .368    

 DoB3 .955 .051 18.889 *** .810 .656 .344    

 DoB4 1.045 .055 18.9 *** .809 .654 .346    

 DoB5 1.084 .059 18.395 *** .792 .627 .373    

 DoB6 .890 .048 18.704 *** .801 .642 .358    

Data_Ori_Cul DOC1 1.000  
 

 .809 .654 .346 .919 .919 .654 

DOC DOC2 .970 .050 19.42 *** .818 .669 .331    

 DOC3 .907 .048 18.862 *** .800 .640 .360    

 DOC4 .977 .052 18.908 *** .801 .642 .358    
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Construct Item 

Parameter Significance Estimate Measurement Reliability and Convergent Validity 

Unstd. 

Estimate 
S.E. t-value P 

Std. 

Estimate 
SMC 1-SMC 

Cronbach’s 

alpha 
CR AVE 

 DOC5 .986 .050 19.778 *** .826 .682 .318    

 DOC6 .917 .049 18.75 *** .799 .638 .362    

Know_Sharing KS1 1.000  
 

 .811 .658 .342 .917 .918 .651 

KS KS2 1.102 .057 19.489 *** .822 .676 .324    

 KS3 .969 .051 18.928 *** .802 .643 .357    

 KS4 .950 .052 18.427 *** .787 .619 .381    

 KS5 1.044 .055 18.986 *** .803 .645 .355    

 KS6 1.014 .052 19.334 *** .814 .663 .337    

Know_Creation KC1 1.000  
 

 .807 .651 .349 .918 .918 .651 

KC KC2 .941 .051 18.615 *** .796 .634 .366    

 KC3 .936 .050 18.907 *** .806 .650 .350    

 KC4 .976 .051 19.199 *** .814 .663 .337    

 KC5 .951 .051 18.622 *** .794 .630 .370    

 KC6 .916 .047 19.48 *** .824 .679 .321    

Over_Org_Eff OOE1 1.000  
 

 .816 .666 .334 .917 .919 .653 

OOE OOE2 1.009 .052 19.516 *** .820 .672 .328    

 OOE3 .990 .052 18.988 *** .803 .645 .355    

 OOE4 .971 .051 19.069 *** .806 .650 .350    

 OOE5 .984 .052 18.902 *** .800 .640 .360    

 OOE6 .949 .050 19.056 *** .802 .643 .357    

Table 6.20 Measurement reliability and convergent validity report
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6.5 Model Evaluation: Cross Validation Analysis 

Cudeck and Browne (1983), Anderson and Gerbing (1988) suggested a cross validation 

would be accomplished by respecifying another sample for evaluating the model 

validation. However, it is difficult to reconduct another round of data collection. 

According to Diamantopoulos and Siguaw (2013), they offered a solution for model 

cross validation. In Table 6.21, it shows the forms of cross validation models. They 

suggest the sample should be randomly separated, and then conduct model comparison. 

Number of Models 
Validation sample 

Same population Different population 

Single model Model stability Validity extension 

Model comparison Model selection Validity generalization 

Table 6.21 Forms of model cross-validation 

Source: derived form Diamantopoulos and Siguaw (2013) 

The result of randomly separated model comparison is shown below in Table 6.22. 

According to Diamantopoulos and Siguaw (2013) and Little (1997), 3 out of 5 models 

are not significant and ∆TLI < 0.05. Then the unconstrained model, the original model 

can be regarded as stable model. From the result, the research model is stable. It can 

accurately reflect the validity of the model in that cross-section time period. 

Model DF CMIN P 
NFI IFI RFI TLI 

Delta-1 Delta-2 rho-1 rho2 

Measurement 

weights 
35 32.038 0.612 0.002 0.003 -0.001 -0.001 

Structural 

weights 
15 30.238 0.011 0.002 0.002 0.001 0.001 

Structural 

covariances 
1 1.084 0.298 0 0 0 0 

Structural 

residuals 
6 5.588 0.471 0 0 0 0 

Measurement 

residuals 
42 107.877 0 0.008 0.009 0.004 0.005 

Table 6.22 Model comparison for cross validation 
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6.6 Model Evaluation: Statistical Power Analysis 

A likelihood ratio test used method proposed by Satorra and Saris (1985) had opened a 

gate for the power analysis, which is used to evaluate the entire modelling. However, 

this method is based on competition models. MacCallum et al. (1996); MacCallum and 

Hong (1997) used the hypothesis-testing framework for RMSEA as a carrier for 

defining a procedure for statistical power analysis and they proved the result delivered 

by RMSEA is better than GFI-based or AGFI-based power analysis which is highly 

influenced by the amount of df. Unfortunately, they only provided SAS program codes. 

Preacher and Coffman (2006) recoded it by R program. The codes are shown as follow. 

alpha <- 0.05 # alpha level  

d <- 804 # degrees of freedom  

n <- 436 # sample size  

rmsea0 <- 0.05 #null hypothesized RMSEA  

rmseaa <- 0.08 #alternative hypothesized RMSEA 0.01 for not 

close fit 0.08 for close fit 

# Algorithm 

ncp0 <- (n-1)*d*rmsea0^2  

ncpa <- (n-1)*d*rmseaa^2  

# Compute power  

if(rmsea0<rmseaa) {  

    cval <- qchisq(alpha,d,ncp=ncp0,lower.tail=F)  

    pow <- pchisq(cval,d,ncp=ncpa,lower.tail=F)  

}  

if(rmsea0>rmseaa) {  

    cval <- qchisq(1-alpha,d,ncp=ncp0,lower.tail=F)  

    pow <- 1-pchisq(cval,d,ncp=ncpa,lower.tail=F)  

}  

print(pow) 

 

The result shows both in close fit and not close fit are [1] 1., which shows the 

Statistical power is strong.  
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6.7 Model Evaluation: Hypothesis Testing 

Basically, hypothesis testing is a part of SEM structural model function, which is 

essentially a path analysis but more than that. Simple path analysis without rigorous 

data screen and validation is not convincing because the data are not systematically 

operated at the same time. They are separated, which does not bring the system impact. 

In other words, a valid SEM model focus on the relations behind the powerful system 

performance instead of correlation. Thus, the research relies on the result of the 

hypotheses test, yet the more important focus is the concretion and validity of the SEM 

that reflect the reality accurately. 

Anyway, in this research coefficient value is statistically significant below .05 while 

Critical Ratio reaches 1.96 or higher (Hair Jr et al., 2014). The result is shown in Table 

6.23. 

Hypothesis 
Relationships 

(+) 

Standardised 

Regression 

Weights (β) 

Critical 

Ratio 
Supported 

Ha: There is no difference 

between  and  
 

Multiple 

indicators 
- Yes 

H1: There is a positive and 

significant relationship between 

Digitalization of the “Ba” and 

Expansion of Channels 

Exp_Channels 

<--- Digit_Ba  
.105 1.780 No 

H2: There is a positive and 

significant relationship between 

Digitalization of the “Ba” and 

Knowledge Sharing 

Know_Sharing 

<--- Digit_Ba  
.227 4.361 Yes*** 

H3: There is a positive and 

significant relationship between 

Digitalization of the “Ba” and 

Data-Oriented Culture 

Data_Ori_Cul 

<--- Digit_Ba  
.344 6.234 Yes*** 

H4: There is a positive and 

significant relationship between 

Digitalization of the “Ba” and 

Overall Organisational Efficiency 

Over_Org_Eff 

<--- Digit_Ba  
.271 5.307 Yes*** 

H5: There is a positive and 

significant relationship between 

Expansion of Channels and 

Perception of Causality 

Per_Causality 

<--- 

Exp_Channels  
.293 5.830 Yes*** 
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Hypothesis 
Relationships 

(+) 

Standardised 

Regression 

Weights (β) 

Critical 

Ratio 
Supported 

H6: There is a positive and 

significant relationship between 

Expansion of Channels and 

Knowledge Sharing 

Know_Sharing 

<--- 

Exp_Channels  
.020 .481 No 

H7: There is a positive and 

significant relationship between 

Expansion of Channels and 

Overall Organisational Efficiency 

Over_Org_Eff 

<--- 

Exp_Channels  
.277 6.616 Yes*** 

H8: There is a positive and 

significant relationship between 

Knowledge Sharing and 

Knowledge Creation 

Know_Creation 

<--- 

Know_Sharing  
.150 2.557 Yes* 

H9: There is a positive and 

significant relationship between 

Knowledge Sharing and 

Perception of Causality 

Per_Causality 

<--- 

Know_Sharing  
-.006 -.099 No 

H10: There is a positive and 

significant relationship between 

Knowledge Sharing and Overall 

Organisational Efficiency 

Over_Org_Eff 

<--- 

Know_Sharing  
-.276 -5.251 No 

H11: There is a positive and 

significant relationship between 

Perception of Causality and 

Knowledge Creation 

Know_Creation 

<--- 

Per_Causality  
.309 6.001 Yes*** 

H12: There is a positive and 

significant relationship between 

Data-Oriented Culture and 

Knowledge Creation 

Know_Creation 

<--- 

Data_Ori_Cul  
.036 .662 No 

H13: There is a positive and 

significant relationship between 

Data-Oriented Culture and 

Knowledge Sharing 

Know_Sharing 

<--- 

Data_Ori_Cul  
.206 4.175 Yes*** 

H14: There is a positive and 

significant relationship between 

Data-Oriented Culture and 

Overall Organisational Efficiency 

Over_Org_Eff 

<--- 

Data_Ori_Cul  
.519 9.814 Yes*** 

H15: There is a positive and 

significant relationship between 

Knowledge Creation and Overall 

Organisational Efficiency 

Over_Org_Eff 

<--- 

Know_Creation  
.331 7.420 Yes*** 

Note: *: p<0.05; **: p<0.01; ***: p<0.001 

Table 6.23 Hypothesis testing report 

According to the result, 10 causal paths t-values are positively over the 1.96 critical 

ratio bar while the significant level p < .05. For example, it is significant that p < .05 at 
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the critical ratio 4.361 between Digitalization of the Ba and Knowledge sharing. 

However, there are 5 hypotheses that have not been supported by the empirical analysis. 

Thereinto, H10 is negatively related in the causal path, which needs to be interpreted. 

The others are not statistically significant on the relations. 

Ha: There is no difference between  and . The result indicates the model fitness 

is highly supported by the fitness indicators. The model is competent for the data 

analysis. 

H1: There is a positive and significant relationship between Digitalization of the “Ba” 

and Expansion of Channels. This hypothesis is not supported by the sample data due to 

the weak regression weight .105 and the critical ratio 1.780. That implies current 

increasing digitalization of Ba has little significant influence on the Expansion of 

knowledge sharing social channels. 

H2: There is a positive and significant relationship between Digitalization of the “Ba” 

and Knowledge Sharing. As indicated in parameter estimates, the hypothesis is highly 

supported by the analysis outcome. The regression weight is .227 and the critical ratio 

is 4.361. This indicates the digitalization of “Ba” has a significant impact to the 

knowledge sharing behaviour. 

H3: There is a positive and significant relationship between Digitalization of the “Ba” 

and Data-Oriented Culture. As for data-oriented culture, it has a significant relation 

with digitalization of the “Ba”. The regression weight is .344 and the critical ratio is 6.234. 

This reveals the digitalization of the “Ba” has a statistically significant relation with the data-

oriented culture. 

H4: There is a positive and significant relationship between Digitalization of the “Ba” 

and Overall Organisational Efficiency. The analysis outcome shows the digitalization 

of “Ba” positively exert influence on the overall organisational efficiency. The 

regression weight is .271 and the critical ratio is 5.307. 

H5: There is a positive and significant relationship between Expansion of Channels and 

Perception of Causality. Expansion of knowledge sharing social channels has the 
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positive impact on the perception of causality, which belongs to the social domain 

relations. The regression weight is .293 and the critical ratio is 5.830. 

H6: There is a positive and significant relationship between Expansion of Channels and 

Knowledge Sharing. It reveals that the expansion of knowledge sharing social channels 

has no significance of the relation with the knowledge sharing behaviour in the 

organisations. The regression weight is .02 and the critical ratio is .481. This outcome 

is arguable in the next chapter. 

H7: There is a positive and significant relationship between Expansion of Channels and 

Over Organisational Efficiency. As the outcome indicates, the regression weight of this 

hypothesis is .277 and the critical ratio is 6.616. That shows the expansion of knowledge 

sharing social channels has a statistical significance on the relation with overall 

organisational efficiency.  

H8: There is a positive and significant relationship between Knowledge Sharing and 

Knowledge Creation. Knowledge sharing and knowledge creation has a positive 

relation at the level p < .05, and the regression weight is 0.150 and critical ratio is 2.557. 

This indicates the knowledge sharing has a statistical significance on the relation with 

knowledge creation. 

H9: There is a positive and significant relationship between Knowledge Sharing and 

Perception of Causality. The result reveals knowledge sharing, and perception of 

causality have not too much relations. The regression weight of this hypothesis is -.006 

and the critical ratio is -.099. 

H10: There is a positive and significant relationship between Knowledge Sharing and 

Over Organisational Efficiency. The result shows knowledge sharing has negative 

significance on the relationship with overall organisational efficiency. Thus, it does not 

support our original hypothesis. The regression weight is -.276 and the critical ratio is 

-5.251. 

H11: There is a positive and significant relationship between Perception of Causality 

and Knowledge Creation. The regression weight of this hypothesis is .309 and the 
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critical ratio is 6.001. The result reveals the perception of causality and knowledge 

creation have a statistical significance on their relation. 

H12: There is a positive and significant relationship between Data-Oriented Culture and 

Knowledge Creation. The analysis outcome does not support this hypothesis. The 

regression weight is .036 and the critical ratio is .662 with no significant level, revealing 

the relation between data-oriented culture and knowledge creation is not direct. 

H13: There is a positive and significant relationship between Data-Oriented Culture and 

Knowledge Sharing. Data-oriented culture has a positively significant relation with 

knowledge sharing, which based on the result of the regression weight .206 and the 

critical ratio 4.175. 

H14: There is a positive and significant relationship between Data-Oriented Culture and 

Over Organisational Efficiency. Data-oriented culture also has a positively significant 

relation with overall organisational efficiency, which based on the analysis outcome of 

the regression weight .519 and the critical ratio 9.814. 

H15: There is a positive and significant relationship between Knowledge Creation and 

Over Organisational Efficiency. Not only data-oriented culture, but also knowledge 

creation has a positively significant relation with overall organisational efficiency. The 

regression weight of this hypothesis is .331 and the critical ratio is 7.420. 

6.8 Discussion on the Hypothesis Testing 

To validate the robustness of the conceptual model, a refined and quantifiable model 

was established for the quantitative testing. That one-third of the hypotheses were not 

supported was unexpected, but reasonable. 

H0: There is no difference between observed covariance matrix  and the implied 

covariance matrix . 

The high model fitness indicates that expectations are highly converged into concrete 

constructs with high reliability and validity. The EFA and CFA results provided 

unobstructed condition to operate the model. From the perspective of the research topic, 
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it indicates the dimensions generated is successful and they are of concern to the model. 

Extrapolating from those few poor hypothesis results, the relationships are either not 

well connected or do not fit into the current development process. Given the passage of 

time and with continued observation, it leans to the latter explanation. That is, the 

correlations in the model are dynamic. Depending on the expectations of the industries 

uncovered during the phase of qualitative study, the correlations between some of the 

constructs evolve towards a process from nothing to something. 

H1: There is a positive and significant relationship between Digitalization of the “Ba” 

and Expansion of Channels is not supported by the data analysis. 

Reliance upon data, including digitalization of the knowledge sharing venue, 

quantification of knowledge measurement, prediction of big data analytics mainly lead 

to a focus on the consequences of the past behaviours (Coulson-Thomas, 1997). While 

some progress has been made in digital transformation, the focus has not yet shifted to 

future opportunities and social status, at least for now. Therefore, the expansion of 

knowledge sharing social channels currently are still follow the traditional social impact 

factors and not affected by technological progression significantly. 

Though we could find the digitalization has a positive relation the knowledge sharing 

behaviour in H2, yet the expansion knowledge sharing social channels is not in the same 

group. Here it could relate to some reasons that affect their relations. The quality of 

knowledge (Analide et al., 2006; Jennex, 2008); knowledge conversion rate is not 

satisfying (Nonaka, Toyama, & Nagata, 2000); knowledge overload, which is the 

successor of information overload. Machines can help handle information overload, but 

knowledge overload challenges the limits of what people can do with knowledge. The 

pressure to process knowledge should be alleviated by leveraging other approaches, 

such as organisational structure adjustment. 

H2: There is a positive and significant relationship between Digitalization of the “Ba” 

and Knowledge Sharing is supported by the data analysis. 

H3: There is a positive and significant relationship between Digitalization of the “Ba” 

and Data-Oriented Culture is supported by the data analysis. 
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H4: There is a positive and significant relationship between Digitalization of the “Ba” 

and Overall Organisational Efficiency is supported by the data analysis. 

The other three hypotheses related to Digitalization of the “Ba” are significantly 

supported. This is what Maier (2007) envisaged in his Perspectives for modelling in 

knowledge management. He connected technology with other elements like people, 

process, product, excepting only instrument that shares some similarities with the social 

channels. As mentioned before, hardware infrastructure construction is aiming to 

improve the performance of human activity, of which knowledge sharing behaviour is 

one. It is worth noting that the efficiency of knowledge sharing behaviour is not equal 

to knowledge utilisation (Law & Chan, 2016). In the knowledge creation model, 

knowledge utilisation is related to the process of internalisation and externalisation of 

knowledge. 

The perceived facilitation provided under the BDC is a considerable extrinsic motivator 

to promote learning within organisations. For the knowledge workers who personalised 

with positive initiative and motivation, they have a strong willingness to achieve a 

better learning environment through transforming themselves and organisations (Pedler 

et al., 1996). As for an entity whose operating nature is to manage data, information 

and knowledge, one should moves purposefully as a result of the reflection of new 

knowledge and insights (Garvin, 2000). Knowledge acquisition is critical for both 

individuals and organisations as well as difficult for both. The perceived facilitation 

formed by the Big Data Context favours the learning process, as well as some of the 

many ways in which knowledge can be acquired. Even if the knowledge workers with 

weak subjective motivation would be affected by the virtuous cycle from the 

organisations in this context. Consequently, this facilitates knowledge flows and 

processes and improves the knowledge structure within the organisation. These are also 

well established as part of the many core areas of a learning organisation, reflecting 

insight into what has been learned (Yang et al., 2004). 

H5: There is a positive and significant relationship between Expansion of Channels and 

Perception of Causality is supported by the data analysis. 
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H6: There is a positive and significant relationship between Expansion of Channels and 

Knowledge Sharing is not supported by the data analysis. 

H7: There is a positive and significant relationship between Expansion of Channels and 

Overall Organisational Efficiency is supported by the data analysis. 

There is one unsupported result from the three hypotheses about the expansion of social 

channels for knowledge sharing. Even though knowledge sharing social channels have 

been broadened, knowledge sharing behaviour has not significantly followed the pace. 

The clues from the analysis suggest that this is a knowledge representation method that 

has not yet made much progress. In an inapt analogy, even if the road widened, the 

traffic flow does not increase as the car factories have not changed their production 

methods, resulting in no change in productivity. It is a similar situation with knowledge 

sharing behaviour; although channels have increased, the way in which knowledge is 

transmitted has not changed. The most efficient means of knowledge transfer remains 

face-to-face as it simultaneously builds trust, benefits both parties and helps to 

understand those additional cues and nuances that the machine world cannot provide 

(Kemp & Grieve, 2014).  

Willingness to share knowledge impact positively in bidirectional ways of knowledge 

sharing in the organisations. De Vries et al. (2006) defined this bidirectional approach 

in terms of knowledge donating and collecting. In their research, donating and 

collecting had different levels which form a gap between each other when measured in 

the same organisation from the perspective of willingness, of which collecting is 

stronger than donating at the level of willingness. As similar to a market, an economic 

concept where supply and demand activities take place, a promising knowledge sharing 

environment is needed to donate and collect knowledge between knowledge carriers 

and requesters (Lin, 2007). Lin (2007), like many other authors, pointed out technology 

factors are one of the most significant clusters of factors that facilitate knowledge 

sharing process. Unfortunately, due to the limitation of the time background, Lin 

proposed ICT Use as the only one factor in the technology factor group, yet elements 

under the Big Data Context were not explored out in the contemporary background. 

The gap is not only reflected in the willingness, Lin also found it existed in the ICT Use. 

ICT Use benefits the knowledge collecting in a significant way while has no distinct 
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significance on the positive knowledge donating influence. Combined with the finding 

of this thesis, ICT Use at least is not one of the barriers that block the knowledge 

donating, one of the knowledge sharing paths. The extension of the ICT Use has 

evolved into many elements discussed in the previous analysis under the BDC, which 

shows they have positive influence on knowledge donating since the ICT use is not 

determined as one of the barriers. 

H8: There is a positive and significant relationship between Knowledge Sharing and 

Knowledge Creation is supported by the data analysis. 

H9: There is a positive and significant relationship between Knowledge Sharing and 

Perception of Causality is not supported by the data analysis. 

H10: There is a positive and significant relationship between Knowledge Sharing and 

Overall Organisational Efficiency is not supported by the data analysis. 

Of the three hypotheses associated with knowledge sharing, two were not supported. 

The most surprising finding is that knowledge sharing has no positive relation with the 

overall organisational efficiency, which is in opposition to the prevailing theory. 

However, this could happen, and what we can delve into here is that, given the rapid 

impact of the technological advances on traditional social structures, people have little 

time to adapt to the new context and to adjust their attitude, activity, structure, 

management to the fresh updates, especially in the target research field, a fast-

developing economic entity, China. The adaption in the new context is a force that 

drives organisational reform incessantly and forward, which also, is an energy 

exhaustion on the overall organisational efficiency. 

It has moved from the age of information explosion to the age of knowledge explosion. 

The human capacity to process knowledge, however, remains capped. When 

knowledge sharing reaches a certain level, it exceeds the needs of knowledge workers 

on their posts. Just as we panicked when the information explosion came, we spend a 

lot of energy trying to digest and process the vast amount of data and information, even 

though we have made great strides in acquiring and processing valid information than 

in the early days. In this era of knowledge explosion, the cost of data and information 

processing has been significantly reduced, but the same problem has occurred in the 
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processing of knowledge, and the overload of knowledge has left knowledge workers 

feeling that there is no end to what they can learn. But this is exceptional, or benignly 

painful, in the development of the field, because in the foreseeable future, the need for 

the right knowledge in the right place, the prioritisation of candidate knowledge and the 

optimisation of the efficiency of using the right knowledge are not insurmountable, but 

are to be expected. During the cross-sectional time period, the period when fieldwork 

ended, we were suffering from the “bliss” of a flood of knowledge. 

The mismatch between the carrying capacity of humans and machines for knowledge 

has led to a series of management failures to keep pace with technological advances, as 

technology, no matter how it develops, can only play an auxiliary or catalytic role on 

account of the limitations of humans themselves (Lloyd, 1996). It forces all 

organisations to re-evaluate what they know, what they do with that knowledge, and 

how they continually add value to it and increase the efficiency of their actions in 

meeting changing customer demands, rather than the human limit of how much 

knowledge they can cope with. 

No matter how invincible AlphaGo is at chess, it cannot produce the joy of victory, 

because the game was originally designed for humans to challenge themselves. It is the 

same situation when it comes to the use knowledge and intelligence. Machines use 

knowledge to turn it into productivity and efficiency, but some of that knowledge only 

works in human communities, because understanding humans and perceiving emotions 

are something that machines and algorithms are currently struggling to do.  

One particular reason why tacit knowledge is intangible and hard to articulate, is that 

tacit knowledge, though more about know-how, is usually not fully understood with its 

overall causal relationship, lacks know-why, or has little counterparts in physical life 

that people can refer to. As a result, it leads to the involvement of “irrelevant content” 

(Nelson, 1997) and superstitions (Nelson & Hsu, 2011), which hinders individuals or 

organisations from identifying the value of “being completely understood”. It is pivotal 

for human to diminish the hindrances, by adding external facilitation to understand the 

deeper principles and causal relationships of tacit knowledge, as is now the case with 

the BDC revolution. A deeper connection between tacit knowledge and BDC is that, 

the patterns, insights, indicators and pointers embedded in the BDC, discovered by 
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BDA are another form of unknown tacit knowledge (Kabir & Carayannis, 2013), as 

existing forms of both tacit knowledge and BDC discoveries are unstructured, highly 

conditional, indeterminate and indirect (Kikoski & Kikoski, 2004), yet undocumented 

(Junnarkar & Brown, 1997). After discovery, the process to explore the causal 

relationships and principles is next on the regular schedule. This process is the 

Externalization in the SECI model under the new climate. The difference of this regular 

schedule between the past and the present is the efficiency of participation with or 

without BDC guidance. 

The most disturbing factor is the interference of valid and invalid knowledge, which 

comes back to the question of information-knowledge conversion. The lack of thinking 

on the strategies of exploration and exploitation has caused market chaos, and whatever 

conditions that organisations have, they are rushing into the technology leap revolution. 

The high-tech fever shades their development path, leaving them little time to consider 

strategic plans for exploration or exploitation (Russ & Jones, 2011). Exploratory 

strategies that extend knowledge acquisition with the help of BDC technological 

enhancements generally require a long time frame (Levinthal & March, 1993). Myopia 

on this issue could lead to fatal losses for organisations, and the real situation proved 

this through the long-term observation. After fierce market competition in China, only 

few organisations with a complete and robust exploration strategy have survived to 

form the niche force in the emerging industry. Short-term interest would shake 

decision-makers’ faith in long-term plans when they decide to lean on BDC, which can 

lead to publicity stunt rather than solid productivity. Because once the decision of BDC 

attachment is made, this will be resource intensive; without high expected returns, 

disruptive strategies will become destructive (Hill & Rothaermel, 2003). The stress will 

either transform the business into what they expect to be, or damage it fatally. Thus, 

this finding has a strong restraint in relation to the time and development background 

limitation. 

H11: There is a positive and significant relationship between Perception of Causality 

and Knowledge Creation is supported by the data analysis. 

Causality is one of the knowledge properties. Through the correlations discovered by 

technologies in BDC, causality exploration could be directional. The deficiency of 
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traditional Web 2.0 technology embedded in the past KMS had become one of the KM 

initiative failure factors. By analysing the works of Levy (2009) and Paroutis and Al 

Saleh (2009), it reflects the deficiency in the flexibility of knowledge representation, 

accuracy of knowledge searching, intelligence of knowledge processing, integratability 

caused due to lack of system scalability, and cooperativity, resulting in low 

effectiveness of causality perception generating. New KMS driven by BDA, artificial 

intelligence and semantics would take the place of the traditional Web 2.0 technology 

and gradually overcome all these drawbacks. The development of ontology is the 

foundation of the semantic Web 2.0, and ontologies are constructed to enable 

knowledge sharing and reuse to a certain extent (Borst, 1997; O'Leary, 1998). Its core 

nature is also based on causality. Therefore, the perception of causality plays a 

significant role in both knowledge creation and knowledge application. 

H12: There is a positive and significant relationship between Data-Oriented Culture 

and Knowledge Creation is not supported by the data analysis. 

H13: There is a positive and significant relationship between Data-Oriented Culture 

and Knowledge Sharing is supported by the data analysis. 

H14: There is a positive and significant relationship between Data-Oriented Culture 

and Overall Organisational Efficiency is supported by the data analysis. 

Originating from the socio-technical perspective, “info-culture” (Pan & Scarbrough, 

1999) has come to the fore. In this big data era, it has evolved into data-oriented culture. 

As social and technical factors interweave in the way people communicate, operate and 

work, the question arises as to how a data-oriented culture can help the organisation in 

knowledge sharing and creation.  

For the future agenda of Data-oriented culture development, the attention should be 

institutionalization to sharing knowledge instead of creating knowledge in both 

traditional social approaches and in emerging technological approaches. The 

unidentified mediators block the influence on knowledge creation, but the culture 

dimension has direct impact on knowledge sharing. This needs further research to find 

the mediators that block the effect of data-oriented culture on knowledge creation. 
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H15: There is a positive and significant relationship between Knowledge Creation and 

Overall Organisational Efficiency is supported by the data analysis. 

Transactional knowledge is embedded within modern organisations, but has not been 

utilised satisfactorily over the past few years. Only this type of knowledge creation 

could improve organisational efficiency significantly. This has been proved by many 

other researches (Barney, 1991; Du Plessis, 2005) 

6.9 Conclusion 

This chapter presents standard SEM analysis processes. Operated by several statistical 

programs like SPSS, AMOS and R, multiple statistical procedures were conducted to 

build and verify a valid SEM model and obtain a SEM analysis report in the end. This 

chapter has two main parts for analysing: Data Screen and Model Evaluation. Data 

Screen is a series of processes to ensure the data is useable, reliable and valid for model 

construction, causal relation testing. The more valid the data is, the more reliable the 

model and the test result are. It starts the questionnaire examining and demographic and 

cross analysis to identify the data source. Then more topic related description analysis 

like non-response bias and normality analysis had taken place. Factor analysis is the 

most important process not only in the data screen, but also in the entire SEM analytical 

process, which confers the legitimacy, reliability and validity to the sample data. Model 

Evaluation presents how robust the framework is through the model fitness analysis. 

From cross validation and statistical power examination, it presents the validity of the 

model. At last, sample data was input to the model and the result of hypotheses are 

generated. The result interpretation will be discussed in the next discussion and 

conclusion chapter. 
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Chapter 7. Conclusion 

7.1 Chapter Introduction 

This chapter summarises the findings both in qualitative and quantitative exploratory 

research. This study attempts to discuss the exploration about what and how the 

changing factors brought by technology in the Big Data Context have influenced and 

changed the ecosystem of knowledge management. Through an in-depth investigation 

under the guidance of grounded theory, a conceptual model was extracted according to 

the approach of induction. The model is validated through a cross-sectional empirical 

study by using a set of statistical software. The relationships between the constructs and 

indicators are thoroughly examined by multiple verification methods. Discussion will 

take place on the conceptual model and the outcome of quantitative analysis. It 

concludes the implications of the findings both in theoretical and practical perspectives. 

Limitations of this study is emphasized as this study is strongly guided by the research 

paradigm. At last, advices are proposed for the directions of future work as this topic is 

worthwhile and will play a significant role in the future social and technological 

development. 

7.2 Discussion 

Taken as a whole, this research is an exploratory research with mixed methodology and 

approaches. The dynamic changes brought about by the new climate are constantly 

affecting people’s behaviour, mindset, and social patterns. Some unsupported 

hypotheses, contrary to the results of the qualitative phase, proven theories, and even 

common sense, are the result of the dynamic changes. However, this model cannot be 

completely rejected because it cannot be falsified at current stage and they still possess 

the legitimacy of existence. After all, this is a result from qualitative data, where many 

non-realistic renderings in the dialogue add to the factual bias, such as people’s 

expectations, personal preferences, and feelings from ad hoc experiences; but it reveals 

that there are deeper factors that need to be discussed and further observed in future 

research. In the course of the research, the quantitative investigation was carried out 

based on the analysis of qualitative enquiry, adopting the dimensions constructed by 

numerous codes. The qualitative results indicate the relations among these constructs 
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(i.e., dimensions) and their themes and categories. Of these constructs, four of them 

were field data generated, and the remaining three constructs were set by based on 

previous academic research. There has a more than one-year time gap between the 

qualitative data collection and the quantitative one. In the quantitative phase, 654 

questionnaires responded out of a total of 1087, a response rate is 60.2%; thereinto, 436 

questionnaires were identified valid, with the validness rate is 40.1%. Valid respondents 

mainly have experience on KM and at least one kind of technology in the BDC. Their 

industries and position vary randomly from practitioners to managers, professionals to 

youngers but the conditions mentioned above are reached, which could increase the 

reliability of their data.  

Throughout the work, the analysis answers the two core research questions posed in 

Chapter 1, as well as most of the peripheral questions. The answers to the peripheral 

questions are sorted out below and used as a logical structure for discussion and review 

of the overall study. 

What is Big Data Context? It is a Big Data-centric technology-enabling environment 

along with cloud computing, IoTs and AI. 

What changes does it bring? The impact of this technology build-up on a macro-

environmental level is enormous, affecting all aspects of human production, business, 

work and life patterns, some of which are even experiencing disruptive change. In 

Figure 2.1 Big Data Context schematic diagram, it can be seen that this powerful 

enabling effect has created a range of emerging applications that have driven society in 

a data-driven direction, resulting in one new model after another. This impact can be 

described as being in the Big Data Context. 

How do people involved in it think of the changes? The results of the qualitative 

analysis show that there are high expectations, subjectively speaking, of the benefits of 

future empowerment by big data. However, the quantitative analysis shows that the 

impact of the huge data-information-knowledge chain seems to have caused some 

problems in knowledge sharing from an objective practical point of view. People seem 

to be unaware that this negative effect is precisely due to the convenience of the data 
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environment. Of course, it is easy to associate the effect with an information explosion 

and to deduce that we may be in a knowledge explosion situation at the moment. 

Do they propose to explore new mechanism to response these changes? From 

observations of the field data collection process in the China region, practitioners have 

an urgent need for emerging technology enablement and would like to experiment with 

different combinations of technologies to suit their organisation's own needs. Some will 

even develop new requirements, or to put it bluntly, try to see what happens before they 

try to open the door to the need. There is a certain amount of bubbling that occurs as a 

result of this influx, and some organisations fail, but overall, it is manageable and 

promising. Many unicorns can be seen emerging, all of them linked to emerging 

technologies under the influence of the BDC. 

How does the Big Data impact various industries? The development of a range of 

emerging technologies has generated enthusiasm among practitioners in various 

industries. They seem to be motivated in this environment to exploit new markets and 

demands and to increase their competitiveness by combining new technologies to 

produce more attractive products and services. This question is a good indicator to 

justify why the focus of both the qualitative and quantitative studies should be on a 

spread of industries in selected regions of china, rather than on one sector. Big data is 

the basis for emerging technologies that facilitate the development of high performance, 

cloud computing, the Internet of Things, and artificial intelligence. In a region with a 

demographic dividend, data is as valuable as oil in China. Some want to exploit the 

insights from BDA to find new business opportunities and develop new demands; some 

want to provide faster, more comprehensive, more accurate and better quality services 

from the Internet of Things and artificial intelligence to improve their competitiveness; 

some want to provide high performance computing infrastructure and services for other 

businesses; etc. 

To what extent does BDC impact to KM? After a mixed methods analysis, interim 

answers to the research questions could be concluded. Research question 1: How do 

these two areas combine in the China region? And research question 2: What are the 

factors of BDC that impact Knowledge Creation and Knowledge Sharing at this stage? 

These two questions were answered in qualitative analysis, and in quantitative phase, it 
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identified the current impact power of those factors. A schematic diagram of knowledge 

management can be seen in Figure 2.5, where the supporting and enabling technologies 

at the outermost layer are essentially covered by the BDC. From the qualitative 

conclusion, it can be assumed that the organisational, social and managerial elemental 

layer has also been penetrated, but the quantitative conclusion is somewhat reserved 

and indicates that the impact has not been complete. The third level of the KM process 

has been influenced by the linked change of the external support layer in the KM 

process. The innermost theoretical and philosophical layer still follows classical 

theories and has not yet generated revolutionary philosophical trends. 

How do these two areas, the core knowledge management components and the big 

data context, combine in the China region? From the qualitative analysis, it shows 

the BDC technologies are generally auxiliary function tools. It has the potential to be 

data value detector, new knowledge generator, existing knowledge multiplier, process 

value facilitator, efficiency value catalyst, and utility value discriminator. The result of 

quantitative analysis is in line with the current technological and social progress 

because some relations are staying in the phase of expectation, not completely realised 

yet. 

Could these two areas lead to a new pattern of KM framework? One of the aims 

behind our explorations is to discover new patterns of knowledge management 

frameworks. However, the current level of BDC development does not impact on the 

classical theoretical framework of knowledge management, but only enhances the 

functionality of the local components and the benefits of the pathways based on the 

classical theory. This is because, as answered in the previous question, the current role 

of BDC is to act as a facilitator and enabler rather than as a conceptual and theoretical 

disruptor. Appropriate updating and complementing of existing theories and models is 

necessary at this stage. However, as technology becomes more iterative, major 

disruptive breakthroughs are not impossible in the future, so there is a need for a 

constant focus on the field. 

What are the factors of BDC that impact Knowledge Creation and Knowledge 

Sharing at this stage? The primordial element is of course the emerging technologies 

themselves, each of which is an independent element in the BDC. But when comes to 
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the role of the BDC in KM, the mediating factors are the ones to be explored in our 

qualitative analysis. What does the technology influence, and consequently what 

influences the knowledge management activities? The inductive construction of the 

qualitative analysis has resulted in four field-generated constructs, namely Perception 

of Causality, Digitalization of the “Ba”, Expansion of Knowledge Sharing Social 

Channel, and Data-Oriented Culture. 

Is there any space for improving the applicability and usability of the BDC in the 

KM? In terms of the current big data related technologies, the impact on the knowledge 

management is to strengthen the support and catalytic role of the management. It also 

plays a significant role of content provider which is the trend related to knowledge 

management in the 90s, and has promising development trend. However, there is still a 

long way to go before it becomes the dominant knowledge producer and provider of 

unobstructed knowledge sharing infrastructure as the results showed in the quantitative 

model.  

Is there a generalised model for the impact? The qualitative exploratory phase of this 

study yielded a conceptual model that is generalised within a constructivist paradigm. 

The model is a schematic model covering the researcher’s constructing process rather 

than a pathway diagram of correlations or causal links. The model is based on 

substantive theory, which means that it is more condition-specific than grand theory. In 

addition, the content of substantive theory is mainly descriptive, focusing on the 

essence, or rather the substance, of numerous case examples in a minimalist relational 

structure. In order to make the transition to measurable generalisability, for example, 

core relationships were refined for quantitative analysing purpose in this study, 

substantive theory also needs to make the transition to abstract middle-range theory as 

much as possible, because middle-range theory is an aid to the application of empirical 

research, i.e. to help generate general propositions, which in turn can be tested through 

empirical research as well (Merton & Merton, 1968). This study is still based on 

qualitative substantive theory and models, with quantitative empirical findings 

supplementing the substantive theory to express that the reality underpinning the theory 

is different, and bold speculation that it may be dynamic rather than contradictory, 

evolving over time, and in need of more follow-up testing. 
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7.3 Summary of The Research Findings 

BDC, the technology-enabling environment has an impact on all elements of the overall 

KM system to varying degrees. The impact on its core components, knowledge sharing 

and knowledge creation is also different at this stage. The substantive theory at 

qualitative phase of this research is that, the Big Data Context in the region of 

China, which is shaped by a variety of emerging technologies with Big Data as 

their fundamental core, has a significant impact on knowledge sharing and 

knowledge creation. The results of the qualitative analysis show that there should be 

a positive impact on all elements involved. However, the results of the quantitative 

phase reject part of the hypotheses. The impact is positive on knowledge creation, 

but surprisingly negative or insignificant on knowledge sharing. As this study is a 

cross-sectional time-comparative validation, the gaps in the validation results venture 

to presume that the impact is dynamic, that the impact change over time, also the impact 

is non-linear. As far as the results of the current study are concerned the impact can be 

seen to have a negative effect on some constructs. For current stage of what human 

progressed, it can be surmised that even if the enabling environment, BDC, is 

powerful, the ability of humans to receive and internalise knowledge is the 

bottleneck throughout the BDC/KM model, and that human social channels are 

still in the traditional stage of human-knowledge and human-human interaction, 

which does not change instantaneously with sudden changes in the environment 

and can be understood as path-dependent for knowledge management. As the 

machine environment in the conceptual model expands, when the human capacity to 

internalise knowledge is broken through, or the machine environment achieves an 

internalisation capacity beyond that of humans, the social channels will also change, 

making it possible to achieve the full positive impact of the BDC/KM model. 

It was delighted to find that the quantitative validation both partially validated the 

theoretical model and conflicted with part of it, suggesting that the cross-

methodological application of triangulation at the pragmatic level has worked. This is 

where the advantages of using a mixed method come into play. Most subjective feelings 

are removed, and objective data are used to compare over-expectations with the real 

situation. This helps us to locate where we are and to identify the gap between the ideal 

and the reality, which is another contribution of this study. The conclusion of the 
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quantitative part conflicts with the conceptual model, which does not mean that the 

model is wrong. Rather, it means that the results of the quantitative survey reflect the 

objective situation of the survey at that time, which means that there is still a certain 

gap between reality and expectations. Specifically, people’s expectations of the 

empowerment of the Big Data enabling environment and their vision of its future are 

hopeful, but the reality may be that the information explosion has turned into a 

knowledge explosion due to the convenience of the tools. The speed and upper limit of 

people’s internalised knowledge has not increased much due to the environment and 

the improvement of the tools, but the knowledge has come in like a flood, taking up a 

lot of time to sift through and internalise, which leads to knowledge sharing instead 

reduce its efficiency. Unlike knowledge sharing, knowledge creation is the flexible re-

export of knowledge that has already been internalised. the enabling environment is 

fully utilised for its internalised knowledge, allowing knowledge creation to develop 

steadily. 

After the simplified but profound model of knowledge creation process proposed by 

Nonaka (1991) in the 1990s, topics related to KM had been all the rage and ascended 

by the time (Scarbrough et al., 1999). For decades, knowledge intensity in organisations 

has been treated as one of the significant driving power to the knowledge economic 

activities (Smith, 2002), but the pragmatic questions were asked whether or not KM 

truly solve the knowledge related problems or improve the enterprise competitiveness, 

whether or not KM is a flash in the pan hyped by the idealism. Though KM is ongoing, 

the rise of KM had been trailing off. KM implements even had different levels of 

failures during a period of time (Rus & Lindvall, 2002b; Grant & Qureshi, 2006).  

Yet it is early to determine the fate of KM in this fast-changing world. On the other 

side, big data has risen from 2008 and soon reached the peak of the Hype Cycle for 

maturity of emerging technologies in Gartner (2012) special report. According to the 

expectation, a series of industries would adopt this emerging attempt within next phase 

of five or ten years. Though the technology innovation booming at a rapid pace every 

year has been instilling energy to every realm, it is still an unfamiliarity for the most 

organisations. The many do not know how to embrace this cutting-edge technology 

trend even they know there are much knowledge and Business Insight (BI) hidden in 

the big data (Sagiroglu & Sinanc, 2013). The question that how to manage the tacit 
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knowledge along with both the methods of KM and Big Data services needs to be 

followed up if organisations employ the big data management solution. An initial 

response for this question by Kabir and Carayannis (2013) is that the delving the answer 

is promising and worthwhile. To echo them, this research may partly respond to 

question as well by offering a substantive qualitative model and cross-section verified 

quantitative model. 

As this worldwide development has increased with the exploitation of data, the pursuit 

of research that seeks to identify the factors influencing knowledge management in the 

context of big data has attracted a number of researchers with this kind of awareness. 

Researchers like Batra (2014); Erickson and Rothberg (2014) had noticed big data may 

influence somewhere in KM as early as the concept of big data started to rise. Editor 

Pauleen and Wang (2017) also inspire researchers to follow up this topic by introducing 

their own starting conceptual model. However, a thin methodology leads to narrow 

dimensional research, which are these nascent researches common issue. As this impact 

is all-encompassing, a narrow dimensional study is preferable after an exploratory study 

of the full spectrum of the problem. This exploratory study of the full range of impacts 

will help to identify potential focuses for future research. It is inappropriate to convey 

a positivistic research by randomly select components of KM and big data without any 

theory foundation. If the concepts of KM components are not directly related to the 

ones of big data components, the self-adaptation process will cause a problem 

misguiding the followers in long term. Therefore, a fruitful methodology with mix 

methods and robust approaches is demanded to explore this budding topic. 

People have already known that KM has multiple categories of critical success factors 

from advanced technological perspective, also from social perspective organisational 

behaviour, structure, strategy, sociology and others (Kulkarni et al., 2006). In the 

qualitative research, what we found is the tendency and expectation are attached to that 

advanced technology have a chance to impact social factors more directly than before, 

as the conventional approaches normally act directly on KM behavioural subjects. The 

expectation is obvious according to the qualitative analysis, yet the quantitative analysis 

showed that people are not ready for the changes. One is that advanced technologies 

develop rapidly which is on fight with the establishment of traditional KM. Second, the 

establishment of the new system does not affect the coexistence and parallel with the 
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old system while the new advanced technologies are not completely mature. 

Organisations adjust according to their own developing progression, so the system 

switch process is relatively dynamic. Thus, the result of the quantitative has more 

referential value for phase comparison rather than practical value for system application.  

Although some of the hypotheses are not supported, the constructs are well formed 

according to the EFA and CFA identification, which indicates their relations vary as 

time goes. The time for the quantitative data collection is just at the start of the BDC 

related industry promotion. There is a Chinese saying that let the bullet fly for a while. 

We are at world history’ turning point, but what we need more is patience for 

technology deposition. We do have witnessed the magic that the BDC brought in our 

work and life, and it started to the knowledge management region. 

7.4 Research Implications 

This research shows a range of implication for both theoretical and practical sides. 

7.4.1 Theoretical Implications 

1. This research discovered both qualitative and quantitative methods are significantly 

imperative, especially for a nascent topic as few mature models could be referred.  

2. Semi-structured interviews based on the grounded theory lay a solid qualitative data 

foundation for the conceptual modelling and future quantitative analysis, which is a 

high and effective integrated and mixed methodology 

3. Different with other empirical works, this conceptual model was structured on the 

basis of field data mostly, with assistance of literature triangulation to prevent re-invent 

the wheel situation. This is the most challenging but interesting part for this study, 

because it is partially followed Glaserian grounded theory and partially Straussian 

grounded theory in the end. 

4. This research proposed a new conceptual model based on KM model and factors 

caused by Big data Context. As a nascent research topic from the ground, data becomes 
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important for the model validity. This conceptual model sets the root in this area, which 

could be referred for future work on the big data and KM relationships. 

5. In the quantitative analysis part. This research adopted one of the rigorous statistical 

method, SEM. SEM is a young statistical method which is classified into the second 

generation of statistical method and have higher reliability and validity due to its 

integration analysis instead of separation analysis. However, the hard part is not SEM 

itself, but the CFA for the data reliability and validity. They are the necessities for 

operating SEM. It has become well-known and well-used for a couple of decades. 

Previous KM literature rarely has this type of work. 

6. This research contributes to the KM and Big Data relation territories from vast and 

various industries. Collision between support and non-support opinions are received for 

a big picture of understanding the status quo of KM and Big Data 

7. The data collection methods and materials on both qualitative and quantitative sides 

are referable and ready-to-use for further research. 

7.4.2 Practical Implications  

1. Many enterprises are at the confused stage for not knowing how to embrace the new 

technology emergence, because they do not have in-depth understanding on the 

profound impact the technology emergence brings. This research provides different 

views from managers, decision-makers and developers across the various industries, 

which could help to sort the ideas and thinking in the Big Data Context. 

2. Implementing new technologies by embedding them into the work process would 

cost numerous resources. From a strategical perspective for design the future plan of 

updating, this research may be helpful 

3. For example, organisational culture has always been omitted in practical operations, 

yet our research find that it is a deep layer critical success factor for enterprises. From 

a holistic view, this research gives a sense of checklist for new technology 

implementation 
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4. It alarms the practitioners to take this seriously and cautiously, because the conditions 

might vary from enterprise to another, so do the countermeasures. Also, practitioners 

cannot be unduly conservative, otherwise it will fall behind the age. 

5. New model would provide practitioners a sense of priority of new plan launching. 

7.5 Research Limitation 

As an exploratory research, it is bound to have enormous limitations even though it is 

a mixed methodology type research which has multimethod validation. Both qualitative 

and quantitative phases have limitations. 

1. There has a dimension issue in this research. When the researchers try to understand 

a phenomenon, they should enter that what kind of the dimension is worth considering. 

Differences within one person, between people, between groups, between organisations, 

between industries, between countries, between regions and between cultures are the 

factors that facilitate the researchers to delve. However, in practice, it is easy to get 

trapped into cross-dimension issue while you may be researching unidimensional 

research, or the researchers themselves are not clear what dimension they should focus 

on. This research is a uni-country, cross industries, and cross groups research. It lacks 

the comparison with other counties or regions, especially the developed regions where 

have the same prosperous phenomenon. Therefore, further research focusing on the 

comparison between countries are necessary. 

2. In the qualitative phase, this research adopted a controversial research method, 

grounded theory. Positivistic founder of grounded theory insists no literature involves, 

while founder of constructivist believes theory should be built upon the available 

foundation, not merely and completely upon the raw data. Both sides have their own 

plausible reasons. This research followed the constructivism, which means it is not 

completely respect the raw data nor original idea on the field after literature 

triangulation.  

3. During the interview session, it is ambiguous to some extent when reaching to their 

own management operation. Sometimes it is difficult to judge how real or imagined are 

in those discourses especially for the researcher is not resident investigator and not 
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using long-term case study. Fortunately, the triangulation of quantitative methods 

alleviates this issue. The exposed gap between subjective perceptions and 

psychological expectations with positivism reality implies that even in in-depth 

interviews, subjective data are associated with uncertainty. 

4. With undermanned research team in this program, there is no extra coding power to 

set a comparable code set to examine the reliability of the categorisation process. Thus, 

researcher’s subjective consciousness is one of the uncertainties of this research (Cohen, 

1960). 

5. In the quantitative phase, it essentially belongs to a cross-section research design, as 

well as in the qualitative phase to be frank. The data set only represents that moment of 

respondents’ opinion. Especially in this topic regarding fast-changing environment and 

development. Due to the limitation of time and fund, there is no follow-up for change 

checking. 

6. Due to the lack of existing measurements for the questionnaire by few researches, 

this research question items were largely designed by the researcher himself. Though 

there were some experts reviewed the questions and rigorous reliability test had been 

conducted. It still seems to be lack of normative. 

7. In the transition phase, some abstract details were left out for model quantifiable 

convenience. This is the common issue for a mixed methodology research, which is 

difficult to avoid. Qualitative research findings for a phenomenon always contains a 

range of factors which cannot be estimated in quantitative method all in once due to the 

statistical method limitations. Some are difficult to measure; some are intentionally 

omitted. For example, in this research, political incentives are not included in the list of 

construct components. 

8. The questionnaire distribution was entrusted to a professional survey company for 

gaining the access to the special groups who have both KM experience and BDA 

contact, due to the time, geographic and connection limitation for the researcher. 

Otherwise, it might have much less sample. 
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9. The time gap between qualitative and quantitative research also lead to a difference 

between two models, which is difficult to identify. With a set of rigorous testing 

methods in quantitative phase, there are still several hypotheses were not supported, 

which means the difference may not be generated by the method omission but probably 

the different viewpoints, cognition, experience caused by time gap. 

10. Although SEM has enormous advantages compared with traditional statistical 

methods, there yet have a range of shortcomings to overcome, i.e. problem of latent 

variables collinearity. The main reason is that the structural equation model has many 

variables and the estimation procedure has complex of integration. The covariance 

matrix analysed in the structural model cannot be treated separately for all variable 

correlations, which makes the concept of multivariate collinearity appear fuzzy. 

Therefore, when the prediction variable has collinearity problem, it may lead to no 

problem in the mode adaptation, but the path coefficient is not significant, and even 

leads to the situation that the direction of the path coefficient is opposite to the 

hypothesis (Perloff & Shen, 2012). The problem of collinearity should be concerned in 

the future research. 

11. In addition, sample size is also an important requirement of SEM. Because SEM is 

a very rigorous analysis method, it has very strict requirements for sample data. SEM 

is an analysis method needs a large sample set. According to the rule of thumb, more 

than 200 samples are a basic requirement. More than 500 is usually the satisfactory 

standard, though in this research 436 sample number is acceptable. Therefore, if 

researchers have difficulties in collecting samples, SEM may not be the statistical 

method they should consider. Furthermore, if there are problems in the sample data, 

such as abnormal, extreme value or missing value, SEM will make researchers pay for 

that with impeding to generate good results, or even to perform the model operation. 

12. One of the main drawbacks of the study of sequential mixing methods is the 

incomplete transformation of the model between phases. Not all elements of the concept 

map in the qualitative part of this research were successfully transformed into variables. 

This is partly because the relationship of many of the elements to the object under study 

plays an explanatory and schematic role, and partly because current statistical methods 

do not allow for complex models with a large number of variables. 
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13. Due to the homogeneous nature of China’s political system, even the sample from 

Hong Kong SAR, which has a different political system, is insufficient to engage in a 

systematic comparative analysis of samples from different political systems. A major 

limitation of this paper is that it does not consider the political and policy factors that 

form a construct. However, we cannot ignore the role of the political environment and 

policy direction choices, facilitation, and interventions, which is a topic for further 

research. As well, both the economic environment and the national culture are not 

involved in horizontal comparisons due to geographical constraints. These macro 

environmental variables are uniformly treated as constants rather than variables in this 

study, but this does not mean that they are not variables. This is due to limitations in 

the region scope of the study. 

7.6 Recommendation for Future Research 

Data, in the future, will be as valuable as our current resources and assets, like petrol, 

gold, currency, and may be even more. It will disrupt the current economic and social 

models. Every behaviour will be easily recorded to supply the data. Knowledge is 

constantly being produced under this super transparent society. We are at the dawn of 

a new industrial revolution. In the result, though it is found some relationships are not 

supported in the quantitative phase, the constructs and relations were still conducted by 

the qualitative analysis, which means people fight for their expectations and this is a 

process to adjust their adaptation to the new changes. They are some fluctuations that 

every revolution could have.  

By rigorous data examination, it is assertible that there has a more intricate relationship 

for knowledge sharing and expansion of channels which need further research. As a 

matter of field experience, knowledge sharing might not be a simple linear correlation 

with the expansion of channels or even other seem-to-be-good constructs, it needs other 

professional statistical methods to identify and verify.  

Anyway, it is a fun journey to explore the collision between the KM world and Big 

Data Context. Because it provides a bright, promising and advanced future that is 

accessible in our limited lifetime. The result might be of little importance, yet the 

ultimate aim for the study is to arouse the interest on this impact by taking this 
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opportunity. Managing knowledge is always a challenge for humans. With the help of 

increasing technological advance, how far we can reach should be considered by every 

participant. 
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知识管理： 

基于大数据环境下的知识创造与知识分享的探索 
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You are being invited to take part in a research study as part of a PhD research project – 

participants should be told about the overall aim of the research and whether it will be for a 

degree. Before you decide it is important for you to understand why the research is being 

done and what it will involve. Please take time to read the following information carefully and 

discuss it with others if you wish. Please ask if there is anything that is not clear or if you 

would like more information. Take time to decide whether or not you wish to take part. Thank 

you for reading this.  

您被邀请参与一项博士学位研究项目，参与者将被告知该研究的目的以及是否包含获取学位。在您决定参与之前，清

楚这项研究为何开展并且涉及到的其他方面因素是非常重要的。请不吝费时来阅读以下信息并且向发起人讨论您所需

要的，比如一些尚未清楚的研究部分或者需要提供更多研究信息的部分。决定您是否参与此次研究调查在于您。感谢
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Supervisor Dr Jamshid Parvar, School of Mechanical, Aerospace and Civil Engineering, Dr 
Jamshid Parvar has more than 25 years experience of Project Management; and 
Management of Business Projects Involving IS/IT Systems. 

博士生导师 Jamshid Parvar 博士，机械航空航天与土木学院，Parvar 博士拥有 25 年以上的项
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PhD Candidate of Management of ProjectsYasi Tu, School of Mechanical, Aerospace and 

Civil Engineering  

项目管理博士生 涂亚斯 ，机械航空航天与土木学院 
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the Context of Big Data 

知识管理：基于大数据环境下的知识创造与知识分享的探索 

What is the aim of the research? 本研究的目的为何？ 

The aim is to explore how the big data revolution influences the Knowledge Creation and 

Knowledge Sharing. Specifically, whether the traditional ways disposing of data satisfy the 

knowledge creating from deluge of data to specific knowledge for decision support change. 

The aim is also to find how if it changes with the methods disposing of data and knowledge 

improved in this Big Data context, and find the approach that the Knowledge Creation and 

Knowledge Sharing in all the downward branches of the new type of Knowledge Management 

in the context of Big Data.  

本研究的目的为探索大数据的变革是如何影响传统的知识创造和知识分享的。具体例如，传统
处理数据的方法是否满足从如今巨大的数据中创造知识以供改变决策。探索在大数据环境下处
理数据的方法是否改变，知识是否增强，在知识管理下的分支包括知识创造和知识分享是否产
生新的管理方式等等都将是研究目的的一部分。 

Why have I been chosen? 为什么我会被选中？ 

Because you are the insider of knowledge management and have rich experience running 

knowledge management. Also, you may know your peers who knows this well to help the 

researcher go snowball. 

因为您是知识管理领域中践行知识管理有相当丰富的经验的局内人。并且，您可能知晓可能在
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What would I be asked to do if I took part? 如果我参加我将会被要求做什么？ 

You will be invited to attend an interview, maybe more later, and answer a list of semi-
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What happens to the data collected? 怎么处理研究者收集的数据？ 

All the data will be collected in the audio record devices and note memos, and will be 

analysed qualitatively in the late research work. And it will be stored in the University of 

Manchester database confidentially. 
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How is confidentiality maintained? 保密性怎么维持？ 

The data analysed in the research publication will all be used as anonymous quotes and the 
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University of Manchester database confidentially for 1 year. And it will be destroyed by the 

University. 
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所有在出版物中的研究分析数据将被匿名引用，不会透露参与者与其所在组织。音频数据将在
曼彻斯特大学数据库中机密地保存 1年，之后将被学校销毁。 

What happens if I do not want to take part or if I change my mind? 如果我不想参加或者

中途改变主意会怎样？ 

It is up to you to decide whether or not to take part. If you do decide to take part you will be 

given this information sheet to keep and be asked to sign a consent form. If you decide to 

take part you are still free to withdraw at any time without giving a reason and without 

detriment to yourself  

这场调研将完全取决与您自己是否决定参加。如果您决定参加将保留这份参与人信息表并填写
同意书。即使同意参加了这次调研，您也可以维护自己无条件地随时中止这次调研。 

Will I be paid for participating in the research? 参与这次调研会获得报酬吗？ 

The participants are all invited to be volunteers in this project. No payment for this research. 

本项目的所有参与者均为自愿参与，没有任何报酬。 

What is the duration of the research? 本项目研究时间段是什么？ 

It is from 2014 to 2018.The first year is for literature review to build up enough understanding. 

The second and third years are for data collection and analysing. The forth year is for 

completing the publication. 
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Where will the research be conducted? 研究将在哪开展？ 

In the offices of the participants and researcher’s office. 在参与者会谈室和调查者的研究所。 

Will the outcomes of the research be published? 研究结果会被出版吗？ 

Yes. The speech of the participants will be published in the researcher’s thesis and may be 

published in several journals. 

是的。参与者提供的言论数据将被出版到研究者的论文及期刊上。 

Criminal Records Check (if applicable) 犯罪记录检查（如需） 

No Criminal Records Check 无犯罪记录检查 

Who has reviewed the research project? 谁审查了这个研究项目？ 

The supervisor of this project, Dr Jamshid Parvar and the board of inspection of the school. 

这项研究的博士生导师  Jamshid Parvar 博士和学院监察委员会 

Contact for further information 联系方式 

Yasi Tu 
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School of Mechanical, Aerospace and Civil Engineering, 
Pariser Building 
Sackville Street 
University of Manchester  
Manchester M13 9PL  
yasi.tu@postgrad.manchester.ac.uk 
0086 13940020209 or 0044 7647215411 

 
Dr Jamshid Parvar 
School of Mechanical, Aerospace and Civil Engineering, 
Pariser Building (Room E8) 
Sackville Street 
University of Manchester  
Manchester M13 9PL  
jamshid@manchester.ac.uk  

 
What if something goes wrong? 如果哪个环节出错了呢？ 

If there are any issues regarding this research that you would prefer not to discuss with 
members of the research team, please contact the Research Governance and Integrity Team 
by either writing to 'The Research Governance and Integrity Manager, Research Office, 
Christie Building, The University of Manchester, Oxford Road, Manchester M13 9PL', by 

emailing: Research.Complaints@manchester.ac.uk, or by telephoning 0161 275 7583 or 

275 8093. 

Or 

If a participant wants to make a formal complaint about the conduct of the research they 
should contact the Research Governance and Integrity Manager, Research Office, Christie 
Building, University of Manchester, Oxford Road, Manchester, M13 9PL, by emailing: 

Research.Complaints@manchester.ac.uk, or by telephoning 0161 275 7583 or 275 8093. 

 

如果您有任何关于研究的问题并不想跟研究小组说，请联系研究管理和廉正组，通过以下地址
'The Research Governance and Integrity Manager, Research Office, Christie Building, 
The University of Manchester, Oxford Road, Manchester M13 9PL 或者 email 地址

Research.Complaints@manchester.ac.uk 或者致电 0044 161 275 7583 or 275 

8093。 
 
如果您对这项研究的开展有任何投诉，请同样使用上面的联系方式。 
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A Exploration of Knowledge Creation and Knowledge Sharing in the Context of Big 

Data 

 
CONSENT FORM 

同意书 
 
 
If you are happy to participate please complete and sign the consent form 
below 

如果你有意参加此次调研请在同意书下面签字 

Please initial box 请勾选 

 
 
 
 

I agree to take part in the above project 我同意参加上述的调研项目 

 
     

Name of participant 参与人姓

名 

 

 
Date 日期  Signature 签名 

Name of person taking 

consent 同意者姓名 

 

 

 

Date 日期  Signature 签名 

 
 
 

1. I confirm that I have read the attached information sheet on the 

above project and have had the opportunity to consider the 

information and ask questions and had these answered 

satisfactorily. 

1. 我确认我已经阅读过参此次研究参与人信息表并且有时间考虑以上

信息并回答研究问题 

 

2. I understand that my participation in the study is voluntary and that I am free to 

withdraw at any time without giving a reason and without detriment to any 

treatment/service. 

2. 我明白我的参与是自愿的并且我清楚我可以在无损其他活动的情况下无条件随时中

 止并撤销这次调研 

 

3.  I understand that the interviews will be audio-recorded 

 

3. 我清楚这些访问将被录音 

 

4. I agree to the use of anonymous quotes 

 

4. 我同意匿名引用的使用 

 

5. I agree that any data collected may be passed as anonymous 

data to other researchers 

5. 我同意任何从我这收集的被其他研究者传阅的数据都将是匿名的 
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Appendix 3. Company and Informant Profiles 

CKC organisation profile 

CKC organisation is one of the most known consulting organisation that serves the 

research and consultation of knowledge management mainly in China. It has located in 

Beijing surrounded by several universities where vast of talented resource reserve for 

15 years since 2001. Although it has only less than 100 employees, over 66 thousands 

major members and 5 thousands enterprises in this area have the cooperative 

relationship with CKC. This organisation is committed to promote the development and 

progression of knowledge management in every direction, either the technical or the 

managerial, which gains the voice of authority in the region of knowledge management 

in China as a profitable organisation. 

The methodology of knowledge management implementation that CKC tailored for the 

different companies, especially for large and medium enterprises, brings ample 

experience of knowledge management practice in the field. Providing a whole set of 

knowledge management system, publishing authoritative KM research report, and 

research planning the knowledge management regulatory framework, training the 

knowledge worker, solving the problems in KM process, hosting knowledge 

management summit conferences and clubs, so forth all belong to the CKC business. 

The integration of information technology and industrialization evaluation system has 

been established in Hubei and Guangxi province in full scale, which achieves great 

regards from stakeholders. 

Interview No. 01  

The interview object is the gatekeeper regarding knowledge management in China who 

is in the chair of director of CKC organisation, also known as the same level of senior 

manager. The interview with the director for around 50 minutes was coded by the 

researcher as CK-SM-01. 
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QHRM institution profile 

QHRM institution was established owned by the state in 1952, which is one of the 

largest domestic industrial information research and service institutions and one of the 

largest comprehensive science and technology presses located in Beijing. This 

institution has several subsidiary institutions involving research and publication. It has 

a complete knowledge externalization production line from knowledge creating by 

researching to knowledge processing and dissemination by batch publishing in the form 

of books, journals, audio-visual product, information service and consulting. 

Furthermore, it belongs to one of the National Science and Technology Library (NSTL) 

branches called National Engineering Technology Library (NETL) and ranks the top. 

The QHRM institution was nominated in the Top 500 of China’s most valuable brands 

by the World Brand Laboratory and hold the position in the front of Top 100 China’s 

publishing units. As for total capital, it was valued at 249 million US dollars in 2011 

due to its market-oriented development that makes it a large comprehensive publishing 

group from a traditional publisher. To date, it has signed 4000 copyright import and 

170 copyright export with US, UK, Japan, Singapore, Korea, Hong Kong, and Taiwan 

where approximately 30 million US dollars copyright trade amount has been dealt and 

150 million US dollars profit has been created in the product circulation. 

The institution supported by multiple and diverse digital platform has successfully 

extended the industrial chain further along modern digital publication, product 

circulation, E-commerce as well as E-learning, which can easily share the information 

and knowledge and offer advice and consultation. For example, one platform based on 

the Massive Open Online Courses (MOOC) + Classroom pattern documents tacit 

knowledge and files according to the tag labelled on the tacit knowledge, which bridges 

over the research and the client-side of publication. Rather, other platforms like for the 

internal research department, the managerial layer and so on are all relative premature. 

The research department involves such a variety of subjects with the cooperation of 

several universities as mechanical engineering, electrical and electronical engineering, 

automotive technology, architecture, computer science, business & management, 

foreign language, education, technical training, and life. The authority of the research 



322 

 

and publication ranks No.1 in the region of mechanical, electrical, automotive as well 

as business & management, No.2 in computer science, and No.3 in architecture. 

Interview No. 02 

This interview was engaged with an expert in the region of artificial intelligence and 

neural network as a professor in one of the famous universities of china, who is also 

concurrently in charge of the director post of the artificial intelligence department in 

QHRM institution. The interview with the director for around 50 minutes was coded 

by the researcher as QH-SM-01. 

Interview No. 03 

This interview was engaged with another expert holding the position of deputy director 

of big data and data mining department in QHRM institution, who has a great of 

knowledge about both big data and knowledge as a post doctor in the same university 

with the interviewee in interview No.2. The interview with the director for around 40 

minutes was coded by the researcher as QH-SM-02. 

SJT company profile 

SJT company, located in Beijing, started up in 2011 which is in the first group to 

provide the big data resource and supporting service. With the aim to focus on data, 

spread knowledge and share value, it has become one of the biggest data related service 

provider.  

SJT has five wholly owned subsidiaries, two of them located in Jiangsu Province, one 

located in Tianjin, one located in Hebei Province, and one located in California, USA. 

Totally, approximately 1100 employees dispersed around these headquarter and 

subsidiaries. The annual turnover could reach 3 million US dollars. What makes SJT 

develop in such fast speed is the synthetic factor that 50% employees are occupied in 

the innovation, research and technology developing under the atmosphere token form 

by the Chinese government encouragement and support in creation and innovation. 
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As for specific operating activities, SJT company concentrate on merging the discrete 

data and integrating heterogeneous types of data, mining value from data like 

knowledge, decision, vision, prediction and insight as a package of value-added service 

product. By attaining investigated offline data, industrial data and government-released 

data, SJT company involves in vast of regions, particularly in 10 major regions where 

massive data or big data exists which encompass science and technology, credit, 

transportation, medical, health, communications, weather, geography, quality 

inspection, environment, commerce, and electricity. SJT has developed several 

autonomous kernel technologies of its own, for example, non-structured data process, 

cloud computing and service at the big data level, etc. 

Interview No. 04 

In the organisational structure of SJT company, every department has several sections; 

each section has a vice executive manager; executive managers are in charge for their 

own departments; every three departments appoint a deputy general manager, and a 

general manager is responsible for all the deputy general managers. The interviewee is 

one of the deputy general managers who is in charge of the Research and Development 

(R&D) department, operation department and technical support centre. The researcher 

classifies the deputy general manager into the layer of general manager. The interview 

with the deputy general manager for around 30 minutes was coded by the researcher as 

SJ-GM-01. 

CSZB company profile 

CSZB is a professional, efficient and free business investment and financing service 

provider, or an intermediary company that can be viewed in the form of technological 

platform, mainly in the service of the entrepreneurship project for general TMT 

(Telecommunication, Media, Technology) industry, professional investment 

institutions, successful entrepreneurs, and professional investors. Moreover, it 

endeavoured to solve the key problems like information asymmetry, information 

opaqueness, no information sharing. The optimization of the social venture investment 

resources allocation is what CSZB aims to pursue, which is to improve the financing 
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efficiency of the whole society, reduce the time costs of entrepreneurs and investors, 

thereby to create new social value. 

CSZB was established in 2012, locates in Beijing, and has 210 employees. In the whole 

year of 2015, CSZB had already helped 170 entrepreneurial firm attain 150 million US 

dollars investment from every corner in China. To date, it has 4368 identified 

independent investors, 3900 institutional investors, 62570 financing projects, and 

14382 among them successfully matched. CSZB itself benefits from the return on these 

young enterprises where they invested at the beginning. 

The three core service platforms in CSZB helps this company obtain frequent business 

trade. The first one is venture capital data platform, which provide the data stream of 

the object company status from any period and other dynamic data and information 

about any participant. Another one is investment and financing exchange platform, with 

intelligent referring, where investors and financiers could match perfectly each other. 

The last one is venture capital activity platform, which provides intercommunions both 

online, and offline. 

Interview No. 05 

A Co-founder of CSZB company accepted the interview. He is in the position of general 

administrative supervisor. The interview with the co-founder for around 40 minutes 

was coded by the researcher as CS-SM-01. 

XQZX company profile 

XQZX is a company focuses on the Internet + psychological counselling, sitting in 

Beijing from 2014. The establishment idea is enlightened by the lack of psychological 

counselling supply and the undervaluation of psychological counselling effect in the 

Chinese market due to the culture and cognition difference. 

The composition of the employee categories is characteristic. 45% of them are the 

product developers, 25% of them are the psychological counsellors, 20% of another 

portion are the victims that suffered by psychological problems and recovered from 

those diseases. In 2015, it had the annual turnover of 1.3 million US dollars. 
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XQZX company began with the C2C forum of mutual help community in 2014, and 

transform into an artificial intelligence service provider that has 5 million high quality 

linguistic data, which the number is still increasing. The massive collaborative 

knowledge management with both AI and the employees combined with psychological 

counsellors and victims is a high priority. 

Interview No. 06 

The interviewee is the technical general manager, responsible for the system 

development and maintain. The interview with the general manager for around 30 

minutes was coded by the researcher as XQ-GM-01. 

Interview No. 07 

The interviewee in this part is a psychological counsellor who is also in charge of the 

knowledge management section as an executive manager. The interview with the 

executive manager for around 30 minutes was coded by the researcher as XQ-EM-01. 

YNCK company profile 

YNCK company is a biological technology and Internet of Things (IoT) development 

related company started in 2010, which is the last investigated object company in 

Beijing. It has two main directions. One of them called living vein identification and 

security verification which are profitable, and the other one called brainwave 

recognition and control which is under research and development. 

The main business focuses on the first direction with a full set of design project 

including core hardware design outside and core algorithm design inside, and a full set 

of data process system including cloud validation and big data analysis platform. With 

providing products, modules and chips, it contributes to the information encryption, 

mobile payment, card-not-present members, wearable detection on physical signs, and 

intelligent health products research and development. 

The R&D group in YNCK company has four sections with about 60 employees: 

hardware development, algorithm research, optical design and software programming. 
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Interview No. 08 

The head of R&D group in YNCK company is the interviewee who accepted this 

interview. The interview with the general manager for around 30 minutes was coded by 

the researcher as YNC-GM-01. 

YW company profile 

Headed south towards Nanjing, Jiangsu Province, there has one of the China's leading 

Internet technology on artificial intelligence service provider that dominates the large 

scale of service market at present. It started up in 2010, and has accumulated nearly 400 

million US dollars as capital. The number of employees is 214, and as the same as other 

investigated start-up companies, high rate, like 65% of them are for R&D section. 

YW company delivers intelligent service, question & answer AI service, image 

processing machine, data analysis, public opinion analysis and other products. These 

services and products radiate into the region of life service, community service, 

government service and business application. Each service or product integrates 

multiple characteristic technologies, for example, question & answer AI service for 

enterprises has the accumulation of multi-industrial and transdisciplinary semantic 

technology, algorithm optimization, rich interface support, Subtle knowledge combing 

and delivering, and deep data mining. With these advantages, customer corporations 

enjoy the fast knowledge base building, autonomic machine learning and knowledge 

maintaining and updating, multiple understanding on question with full possibility 

cover, and all-channel service cover. 

Interview No. 09 

One of the department heads accepted this interview, who is responsible for the 

technical team. As a general manager in the team, he is a technician per se as well. The 

interview with the general manager for around 30 minutes was coded by the researcher 

as YW-GM-01. 

Interview No. 10 



327 

 

The other one of the department heads in this company is responsible for the marketing 

team. This general manager graduates from science and technology who knows well in 

marketing. The interview with the general manager for around 30 minutes was coded 

by the researcher as YW-GM-02. 

MSZB company profile 

MSZB group is a young company in Nanjing, however its team consists a bunch of rich 

experience possessed engineers in the application of automation control, and machine 

vision system from other major traditional industrial enterprises. 

By the means of deep resource integration, MSZB group delivers a set of solutions from 

the design of the intelligent flexible manufacturing system to the research and 

development of specific non-standard automation equipment. The solutions also 

include intelligent plant, robots and systems integration, and electronic control system 

integration to forge the intelligent flexible manufacturing factory (FMF) with lean 

manufacturing strategy. 

In Industry 4.0 era, technology updating related to the intelligent sensor, industrial 

wireless network transmission, information fusion in intelligent processing is urgent for 

promoting data collection in complex industrial field, process monitoring, product 

quality tracking, production line optimizing, etc. 

Interview No. 11 

One of the MSZB group leaders doubles as the director accepted the interview, who 

values knowledge management as a core management content in MSZB group. The 

interview with the director for around 40 minutes was coded by the researcher as MS-

SM-01. 

TT company profile 

TT company is the pioneer in the region of virtual customer assistants and physical 

robots built in 2001 in Shanghai, which is reviewed by Gartner that it represents the top 

level of intelligent robot accompanied with other giants, for example, IBM, in the globe. 
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The product in TT is a technology platform that uses natural language processing and 

machine learning to reveal insights from large amounts of unstructured data. The 

difference of focus between TT and IBM is the unstructured data, one of which is on 

the western alphabet type of language, and the other one is on the Chinese character 

type of language. 

The TT company serves over 200 million entities covering more than 100 countries, 

which makes TT sit in the top of intelligent robot service provider in China. All the 

terminal equipment transmits data back to TT where accumulates the largest knowledge 

base scale in the field of telecommunication, finance, consulting, business, etc. 

In cloud service region, TT has preliminary plan building smart cities with the cloud 

computing and the big data interactive platform technology. With the support of other 

leading subordinate technologies like semantic understanding, intelligent question and 

answer service, intelligent voice capability, impeccable ability of knowledge 

management and rich interactive channel access ability, TT could build diverse 

platforms that can help any customer with their questions. 

Interview No. 12 

A general manager, who is responsible for the application management, knowledge 

management, material management, and operation and maintenance management, 

accepted this interview. The interview with the general manager for around 40 minutes 

was coded by the researcher as TT-GM-01. 

WG company profile 

WG company is a traditional medical apparatus and instruments design house in 

Shanghai started in 2005. In response to the wave of “Internet+” transformation and 

upgrading, it has a massive scale of revolution in itself to enable more intelligent and 

data-driven capabilities in the instruments as the intellectualized medical instrument 

criterion requests. 

To integrate more functions with Internet of things (IoT), big data analysis, knowledge 

base calling, cloud computing, the company has to separate an independent department 
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to rewrite the program of the medical instrument software. 

Interview No. 13 

An executive manager who manages the programmers in the knowledge base calling 

module accepted this interview. He is a senior programmer with 15 years’ experience 

of programming that enable him review the program in a fast and precise way. The 

interview with the executive manager for around 40 minutes was coded by the 

researcher as WG-EM-01. 

NJL company profile 

NJL company avails itself of the Internet booming development to facilitate the 

development of agriculture, known as “Internet + agriculture” company in Nanchang, 

Jiangxi Province, a great agricultural province where over 40% of land covers crops. 

It has three main strategic direction in their business, branding strategy, incubation 

strategy and e-commence strategy. The specific commercial operations subscribing the 

strategies are branding the products and the farmer, cultivating the educated graduates 

related with agriculture, and operating the marketing on the Internet with multiple 

technology of big data, which need plenty of farmers and agriculture graduates to be 

employees or co-operators.  

In one hand, NJL company established a virtual and virtualization platform that exhibits 

the spirit of star farmers and products, records how the farmers and agricultural 

technicians foster crops of high quality, and trades through the e-commerce system 

embedded. In the other hand, talent cultivation and lease on farmer’s land and labour 

could achieve multi-win situation benefits farmers, agriculture graduates, the company 

and government. 

Interview No. 14 

The interviewee is a general manager who graduated from an agriculture university in 

Nanchang. He is in charge of the incubation where the talents and skilled farmers 
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cultivate. The interview with this general manager for around 50 minutes was coded by 

the researcher as NJ-GM-01. 

HW company profile 

HW company is the No.1 in Top 100 Chinese Civilian-run Companies, which locates 

in Shenzhen. 

HW is a leading global information and communications technology (ICT) solutions 

provider, focusing on the ICT sector, insisting on prudent management, continuous 

innovation. In the area of telecommunication operators, telecommunication businesses, 

terminal service and cloud computing, HW has constructed end-to-end solutions such 

as providing competitive ICT solutions, products and services for the operator 

customers, enterprise customers and general consumers. HW commits to build the 

connection to the future information society, to build a better world of Internet of 

Things (IoT). At present, HW has more than 70000 employees, and operates in more 

than 170 countries and regions in the world, services more than a third of the world's 

population. The sales revenue in 2015 was 68 billon US dollars; net profit had reached 

5.6 billion US dollars. 

The product categories differ from hardware to software, and other demand solutions. 

For individual, HW provides smartphones, tablets, wearable intelligent gadget, mobile 

broadband, smart home, etc. For operating business, HW provides wireless network 

setup, fixed network setup, cloud computing network setup, telecommunication 

network setup and management software, network energy, exchange board, router, 

server, storage driver, surveillance, etc. 

It has five business groups (BG); they are Products & Solutions BG, Operator BG, 

Enterprise BG, Consumer BG, R&D BG. 

Interview No. 15 

Inside the R&D BG, there has 2012 laboratories, supply chain development, HW 

University and HW internal service. Subordinating the HW internal service, the 

knowledge management department is a pivotal functional section. The head of the HW 



331 

 

internal service accepted the interview. The interview with this general manager for 

around 30 minutes was coded by the researcher as HW-GM-01. 

Interview No. 16 

And the head of knowledge management department accepted the interview as an 

executive manager. The interview with this executive manager for around 30 minutes 

was coded by the researcher as HW-EM-01. 

YSKJ company profile 

Although this company is a start-up founded by elite partners in 2013 in Shenzhen, it 

is enticing that, during this short time, it has vast progress in automatic drive technology 

where the founders have faith to deliver safe, comfortable and low-cost auto drive 

products and services compared to other rivals. 

The main core in this company is the combination of three experienced technical teams 

whose expertise classifies software and hardware design and experience optimization 

in pivotal system team, computing visualization and artificial intelligence in intelligent 

control team, and 15 years Internet-related experienced leadership in leader team. 

Specifically, Advanced Drive Assist System (ADAS) is more accurate in current phase 

instead of automatic drive as complete auto-drive technological advance has a long way 

to go, and ADAS is the front mountain to cross over.  

The number of employees is less than 50 and each one of them is elite expert, which is 

highly appraised by investors and stakeholders. Financing scale is expanding from 

approximately 10 thousand US dollars to 5 million US dollars. 

Interview No. 17 

One of the founders, the CEO of YSKJ company, has bursting enthusiasm to share his 

knowledge, experience and professional opinion with other people including the 

researcher. Before he joined in the start-up partnership, he was in charge of the CEO in 

one of the top five Internet giants over the Great China region, and leading the project 
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of 5G electronic communication, smart computing and intelligent robot. The interview 

with the CEO for around 40 minutes was coded by the researcher as YSK-SM-01. 

Interview No. 18 

In the YSKJ company core teams, almost everybody is elite technician. One of them 

leading several colleagues as group leader is representative, who have focused on the 

auto-drive system framework design, planning and control for the fundamental design 

of the auto-drive prototype. This interviewee could be regarded as an executive 

manager. The interview with the executive manager for around 30 minutes was coded 

by the researcher as YSK-EM-01.  

LGTZ company profile 

LGTZ company, located in Shenzhen, is a fin-tech company, namely financial IT 

service company. Combining the financial service and IT service, LGTZ company is 

changing the way the general public investment, the status quo of the traditional 

financial services for the wealthy. It provides the automated financial management 

platform that used to be possessed by the capitalist. For normal people, they can enjoy 

the sophisticated financial advice and automatic financial operation as the capitalists 

do. 

To achieve the business goal, the investment strategy and portfolio decision-making in 

this product subscribes the data driven algorithm accompanying with the theoretical 

factor of behavioural finance, and humanised AI service.  

Thirty-six employees forge 1.5 million US dollars company in two years operation with 

efficient internal and external information and knowledge management. 

Interview No. 19 

One of the co-founders who values the function of knowledge management both 

internal and external, inside the products and the managerial system accepted the 

interview. The interview with the co-founder for around 30 minutes was coded by the 

researcher as LG-SM-01.  
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Interview No. 20 

A financial chief analyst would like to share how they do the knowledge management 

in practice in their section. The interview with the executive manager for around 30 

minutes was coded by the researcher as LG-EM-01. 

AMSJ company profile 

AMSJ company, founded in 2009, is a cloud computing technology based 

comprehensive service provider in Shenzhen. However, in the region of cloud 

computing, the competition has become increasingly fierce amongst several major 

enterprises in recent years in China. And only could major enterprises handle cloud 

computing to possess part of the market as one of their projects. 

AMSJ company is a subsidiary corporation under a global e-commence company, 

which concentrates on the cloud computing service. It serves above 20 industry 

domains, especially which relates to the e-commence closely, for example, e-trade, 

warehouse and supply chain, logistics, business analysis and consulting, etc. 

In ASMJ company, without the parent company and other subsidiary corporations scale, 

it has more than 2000 employees and 900 technicians and programmers. AMSJ serves 

1.8 million customers globally and has the revenue amount of 500 million US dollars 

in 2014. 

Interview No. 21 

The interviewee is one of the directors in AMSJ company, who takes charge of the big 

picture and also knows well the knowledge management inside this company. The 

interview with the director for around 30 minutes was coded by the researcher as AM-

SM-01. 

WYZH company profile 
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As an Internet technology company in Shenzhen, WYZH company devotes to 

disseminate the idea and content of science and technology. It started in 2010, and has 

become one of the most popular internet technology knowledge sharing companies. 

WYZH has several projects concurrently operating, for example, extensive interest in 

science and technology virtual community, popular science media, and a project also 

fits on mobile platform, sharing the most valuable knowledge, know-how and 

experience to everyone who wants to know it.  

The last project is profitable remarkably, which integrates knowledge map, expert 

calling, knowledge sharing, knowledge transferring and knowledge distribution. Not 

only when knowledge demand is coming, can it match the perfect expert to guide the 

customer, but also when knowledge demand is not coming, it will push the knowledge 

package that customer may have interest or even do not know. 

Interview No. 22 

The interviewee is the last project knowledge executive manager. He is responsible for 

the expert discovery and identification, knowledge content review and communicating 

with the technical section. The interview with the executive manager for around 30 

minutes was coded by the researcher as WY-EM-01. 

YSB company profile 

YSB is a company located in Hong Kong since 2003, which provides self-service data 

visualization platform for the intuitive decision-making solutions, guided analytics 

applications, embedded analysis and report presenting to approximately 40,000 

customers across the globe. It made 52 million US dollars revenue in 2012 and has 

above 100 employees for now. Optimizing Business intelligence and Business insight 

(2BI) by harnessing the big data from internal and external business activities across 

organisations. 

The types of data that could be input in YSB product and service involves 24 industries, 

like chemical industry, aerospace, government, health care, entertainment, bank, 

transportation, high-tech, etc. The interactive data discovery and visualisation based on 
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cloud storage, cloud computing and cloud analysis enable the helmsmen make wiser 

decision. 

Interview No. 23 

The head person of information department accepted the interview. The manager 

implements knowledge management tenet in his department. The interview with the 

general manager for around 30 minutes was coded by the researcher as YS-GM-01. 

Interview No. 24 

The executive manager who is responsible for semantic and unstructured data analysis 

in information department accepted the interview. The interview with the executive 

manager for around 30 minutes was coded by the researcher as YS-EM-02. 
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Appendix 4. Semi-structured Questions 

1. Could you briefly introduce your company/organisation and yourself? 

• Primary business 

• Annual revenue 

• Numbers of employees 

• Informant profile 

2. Do you have customer segments? What are they? 

3. Do you know Knowledge Management?  

4. Does your organisation implement KM?  

5. Could you briefly introduce how your KM function? 

• Open questions on knowledge sharing and creation are embedded according to 

the situation and nature of the investigated organisations 

6. Do you know Big Data? 

7. Is your organisation involved into Big Data trend? 

8. Could you introduce how your company engage in the Big Data trend? 

• Open questions on BDA, AI, IoTs are embedded according to the situation and 

nature of the investigated organisations  

9. How do you view this new trend? 

• Open questions are embedded according to the direction respondents’ lead 

10. What are the potential benefit it can provide? 

• Open questions are embedded according to the direction respondents’ lead 

11. Is there any other information you want to share with me? 
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Appendix 5. Questionnaire 

 

Knowledge Management： 

A Exploration of Knowledge Creation and Knowledge Sharing in the Big Data Context 

Questionnare 

知识管理： 

基于大数据环境下的知识创造与知识分享的探索 

调查问卷 

You are being invited to take part in a research study as part of a PhD research project. 

Please take time to fill the questionnaire if you wish. Please ask if there is anything that is not 

clear or if you would like more information. Take time to decide whether or not you wish to 

take part. Thank you for helping this project.  

您被邀请参与一项博士研究项目。请不吝费时来填写这份问卷。一些尚未清楚的研究部分或者需要提供更多研究信息

的部分。决定您是否参与此次研究调查在于您。感谢您的对本项目的支持。 

Part 1 Basic Information 第一部分 基本信息 

 

1. Your Gender 性别 

☐Male 男                                ☐Female 女 

 

2. Your Age 年龄 

☐20-30         ☐30-40          ☐40-50          ☐50-60 

 

3. Number of employees in your organisation 组织员工数量 

☐< 100        ☐100-1000         ☐1000-10000         ☐> 10000 

 
4. Your Department 

☐ Finance 财务 

☐ Consultancy 售前 

☐ Customer Service 售后 

☐ Human Resource 人力 

☐ IT 技术 

☐ Marketing 营销 

☐ Production 生产 

☐ R&D 研发 

☐ Training 培训 

☐ Management 管理 
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☐ Others 其它 

 

5. Managerial Level 管理级别 

☐ Top-level management 最高层管理 

☐ Middle-level management 中层管理 

☐ Front-level management 基层管理 

☐ Supervisory level 监督管理 

☐ Non-managerial level 无管理层级 

☐ Others 其它 

 
6. Your work experience 

☐ < 1 year          ☐ 1-3 years            ☐3-5 years           ☐ 5-7 years      ☐ >7 years 

 
7. Have you used any of these techniques below?  

您有使用过以下这些技术吗？ 

☐ Yes             ☐ No             ☐I don’t know 

 

7-1 If yes, please tick the box (multiple) 如果有，请勾选这些技术 (多选) 

☐ Massive data analysis and management 大数据分析和管理 

☐ Artificial intelligence 人工智能 

☐ Question answering system 问答系统  

☐ Knowledge portal 门户 

☐ Knowledge base 知识库 

☐ IoT or smart equipment 物联网及智能设备 

☐ Others 其它 

 
8. Does your company develop new technologies or strategies focused on knowledge? 

贵公司开发新兴技术或者应对策略吗？ 

☐ Yes             ☐ No             ☐I don’t know 

 
Part 2 Using your own judgement to select the degree of agreement 

第二部分 用你的经验判断选择赞成与否 

 
 
9. The analysis provided by big data increases the visibility of correlations between things 

大数据提供的分析会增加事物间相关性的可见度 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
10. I find it easier to make decisions using big or massive data analysis 

我发现使用大数据分析会容易帮我作出决策 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
 
 



339 

 

11. New conclusions from big data and AI analytics make me think about the cause and effect 

大数据与 AI 得出的新结论会促使我思考前因后果 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
12. The correlation between big data and AI is worthy of reference and use 

大数据和 AI 得出的相关性是值得参考的和使用的 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 

13. Big data and AI analytics inspire new ideas 

大数据与 AI 提供了许多新思路 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
14. Big data and AI analytics depict things more comprehensively 

大数据与 AI 对分析的事物描绘地更全面 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
15. Useful functions become more and more in like new portal, website, database, interactive 
system, analysis system 

新的门户，网站，数据库，交互系统，分析系统功能越来越多 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
16. The emergence of more data services has helped me increase my productivity 

出现更多的数据服务帮助我提高工作效率 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
17. Many data services will protect my credibility and mitigate my losses on my work 

很多数据服务会保障我的信誉，减轻我的损失 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
18. A number of data services provide features that I particularly need at work 

很多数据服务提供了我工作上特别需要的功能 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  
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19. I appreciate technology providing sources of information and knowledge 

我重视技术提供的信息与知识的来源 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
20. It is easy to obtain accurate information and knowledge than ever 

获取更准确的信息和知识更容易 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
21. Sensors that mimic human perception are more accurate 

模仿人类感知的传感器更精确 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
22. The state of social working life is gradually recorded and analysed by data services 

社交工作生活的状态逐渐被数字记录并得到分析 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
23. Digital office is getting easier 

数字办公变得更容易 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
24. Machines are easier to use 

机器用起来更加顺手 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
25. Communication between people or between human to machine is more convenient 

人与人或者机器通信更加方便 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
26. More and more works are replaced by machines 

有越来越多的工作由机器代替人工 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  
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27. Tend to have the software with big data analysis capabilities 

倾向于具有大数据分析能力的软件 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
28. Digital office is very popular or respected 

数字化办公是非常受欢迎的或受尊重 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
29. Work and conclusions using big data and AI analytics are more acceptable 

使用大数据和 AI 的工作和结论更容易被接受 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
30. We view data as an asset or an important resource for the organisation 

我们将数据视为组织的资产或者重要的资源 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
31. Not willing to return to the manual-based work mode 

不愿意回到原来的人工为主的工作方式 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
32. New technologies are often updated in the company 

公司里常更新新技术 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
33. Knowledge base is used frequently in companies 

公司里知识库使用频率高 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
34. Communication tools to discuss work affairs with high frequency 

通讯工具来讨论事务的频率高 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  
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35. The frequency of face-to-face discussions is high 

面对面来讨论事务的频率高 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
36. Able to find sources of knowledge and gain the access 

能够找到知识来源并获取他们 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
37. Able to know people who need knowledge and share it with them 

能够知道需要知识的人并分享给他们 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
38. Sharing knowledge is advocated or encouraged 

分享知识是受到提倡或鼓励的 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
39. There are many enlightening conclusions in the analysis system 

分析系统出现很多有启迪性的结论 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
40. New schemes are appearing more and more 

新方案出现的越来越多 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
41. New ideas are appearing more and more 

灵感来源越来越多 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
42. We have a number of alternative options while launching new projects 

我们有很多预备方案 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
 
 
 
 



343 

 

43. We are keen to discuss new ideas 

我们热衷于讨论新想法 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
44. Trial-and-error is worthy 

试错是值得的 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
45. Individuals can handle more things than before 

一个人可处理更多的事物 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
46. The speed of execution across the department has increased 

整个部门执行速度提高了 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
47. Communication becomes more and more convenient 

沟通越来越方便 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
48. Difficulties are being solved more quickly than before 

困难比以往更加快速地解决 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
49. New ideas are being executed with increasing frequency 

新想法出现的频率越来越高 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  

 
50. The quality of business accomplishment is getting better and better 

业务完成质量越来越高 

☐ Very disagree     非常不同意    ☐ Disagree     不同意      ☐Slightly Disagree     稍微不同意 

☐ Neither agree or disagree 既非同意，也非不同意 

☐ Slightly agree      稍微同意      ☐ Agree      同意            ☐Very agree    非常同意  
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Appendix 6. Cross Analysis 

 Chi-Square Tests Symmetric Measures 

  Value df 

Asymptotic 

Significance 

(2-sided) 

  Value 
Approximate 

Significance 

Q1-Q2 
Pearson Chi-

Square 
4.173a 3 .243 

Nominal by 

Nominal 
Phi 0.098 0.243 

 Likelihood Ratio 4.159 3 .245  Cramer's V 0.098 0.243 

 Linear-by-Linear 

Association 
.040 1 .842 

N of Valid 

Cases 
 436  

Q1-Q3 
Pearson Chi-

Square 
3 3 0.37 

Nominal by 

Nominal 
Phi 0.085 0.37 

 Likelihood Ratio 3.138 3 0.371  Cramer's V 0.085 0.37 

 Linear-by-Linear 

Association 
2.561 1 0.11 

N of Valid 

Cases 
 436  

Q1-Q4 
Pearson Chi-

Square 
16.832 10 0.078 

Nominal by 

Nominal 

Phi .196 .078 

 Likelihood Ratio 17.183 10 0.07 Cramer's V .196 .078 

 Linear-by-Linear 

Association 
0.28 1 0.597 

N of Valid 

Cases 
 436  

Q1-Q5 
Pearson Chi-

Square 
15.038 5 0.01 

Nominal by 

Nominal 

Phi .186 .010 

 Likelihood Ratio 15.1 5 0.01 Cramer's V .186 .010 

 Linear-by-Linear 

Association 
0.446 1 0.504 

N of Valid 

Cases 
 436  

Q1-Q6 
Pearson Chi-

Square 
11.061 4 0.026 

Nominal by 

Nominal 
Phi 0.159 0.026 

 Likelihood Ratio 10.821 4 0.029  Cramer's V 0.159 0.026 

 Linear-by-Linear 

Association 
2.001 1 0.157 

N of Valid 

Cases 
 436  

Q2-Q3 
Pearson Chi-

Square 
12.812a 9 .171 

Nominal by 

Nominal 
Phi 0.171 0.171 

 Likelihood Ratio 12.140 9 .206  Cramer's V 0.099 0.171 

 Linear-by-Linear 

Association 
3.622 1 .057 

N of Valid 

Cases 
 436  

Q2-Q4 
Pearson Chi-

Square 
27.817a 30 .580 

Nominal by 

Nominal 

Phi .253 .580 

 Likelihood Ratio 27.206 30 .612 Cramer's V .146 .580 

 Linear-by-Linear 

Association 
.948 1 .330 

N of Valid 

Cases 
 436  

Q2-Q5 
Pearson Chi-

Square 
7.158a 15 .953 

Nominal by 

Nominal 

Phi .128 .953 

 Likelihood Ratio 7.405 15 .945 Cramer's V .074 .953 

 Linear-by-Linear 

Association 
.129 1 .720 

N of Valid 

Cases 
 436  

Q2-Q6 
Pearson Chi-

Square 
4.939 12 0.96 

Nominal by 

Nominal 

Phi .106 .960 

 Likelihood Ratio 4.932 12 0.96 Cramer's V .061 .960 

 Linear-by-Linear 

Association 
0.218 1 0.641 

N of Valid 

Cases 
 436  

Q3-Q4 
Pearson Chi-

Square 
23.006 30 0.815 

Nominal by 

Nominal 
Phi .230 .815 
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 Chi-Square Tests Symmetric Measures 

  Value df 

Asymptotic 

Significance 

(2-sided) 

  Value 
Approximate 

Significance 

 Likelihood Ratio 22.514 30 0.835 Cramer's V .133 .815 

 Linear-by-Linear 

Association 
0.452 1 0.501 

N of Valid 

Cases 
 436  

Q3-Q5 
Pearson Chi-

Square 
28.099a 15 .021 

Nominal by 

Nominal 

Phi .254 .021 

 Likelihood Ratio 29.113 15 .016 Cramer's V .147 .021 

 Linear-by-Linear 

Association 
8.404 1 .004 

N of Valid 

Cases 
 436  

Q3-Q6 
Pearson Chi-

Square 
18.297 12 0.107 

Nominal by 

Nominal 
Phi 0.205 0.107 

 Likelihood Ratio 17.878 12 0.119  Cramer's V 0.118 0.107 

 Linear-by-Linear 

Association 
5.909 1 0.015 

N of Valid 

Cases 
 436  

Q4-Q5 
Pearson Chi-

Square 
39.011 50 0.869 

Nominal by 

Nominal 

Phi .299 .869 

 Likelihood Ratio 42.917 50 0.751 Cramer's V .134 .869 

 Linear-by-Linear 

Association 
0.294 1 0.588 

N of Valid 

Cases 
 436  

Q4-Q6 
Pearson Chi-

Square 
35.433a 40 .676 

Nominal by 

Nominal 
Phi 0.285 0.676 

 Likelihood Ratio 34.929 40 .698  Cramer's V 0.143 0.676 

 Linear-by-Linear 

Association 
.228 1 .633 

N of Valid 

Cases 
 436  

Q5-Q6 
Pearson Chi-

Square 
1379.345a 20 .000 

Nominal by 

Nominal 

Phi 1.779 .000 

 Likelihood Ratio 1081.245 20 .000 Cramer's V .889 .000 

 Linear-by-Linear 

Association 
378.688 1 .000 N of Valid Cases 436  
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Appendix 7. Covariance Matrix 

 Digit_Ba Data_Ori_Cul Exp_Channels Know_Sharing Per_Causality Know_Creation Over_Org_Eff KC6 

Digit_Ba 1.632        

Data_Ori_Cul 0.561 1.804       

Exp_Channels 0.172 0.059 2.092      

Know_Sharing 0.49 0.5 0.094 1.533     

Per_Causality 0.048 0.015 0.613 0.019 1.933    

Know_Creation 0.108 0.144 0.206 0.254 0.601 1.91   

Over_Org_Eff 0.682 1.014 0.699 0.079 0.384 0.723 2.128  

KC6 0.099 0.132 0.188 0.233 0.55 1.749 0.662 2.357 

KC5 0.103 0.137 0.196 0.242 0.571 1.817 0.688 1.664 

KC4 0.106 0.141 0.201 0.248 0.586 1.865 0.706 1.708 

KC3 0.102 0.135 0.192 0.238 0.562 1.788 0.677 1.638 

KC2 0.102 0.135 0.193 0.239 0.565 1.797 0.681 1.646 

KC1 0.108 0.144 0.206 0.254 0.601 1.91 0.723 1.749 

PoC1 0.048 0.015 0.613 0.019 1.933 0.601 0.384 0.55 

PoC2 0.046 0.014 0.587 0.018 1.853 0.576 0.368 0.527 

PoC3 0.044 0.013 0.567 0.017 1.787 0.555 0.355 0.509 

PoC4 0.047 0.014 0.603 0.019 1.901 0.59 0.377 0.541 

PoC5 0.045 0.014 0.583 0.018 1.84 0.572 0.365 0.524 

PoC6 0.043 0.013 0.549 0.017 1.733 0.538 0.344 0.493 

DOC6 0.515 1.655 0.054 0.458 0.013 0.132 0.93 0.121 

DOC5 0.553 1.779 0.058 0.493 0.014 0.142 1 0.13 

DOC4 0.548 1.762 0.058 0.488 0.014 0.141 0.991 0.129 

DOC3 0.509 1.636 0.054 0.453 0.013 0.131 0.92 0.12 

DOC2 0.544 1.749 0.057 0.484 0.014 0.14 0.983 0.128 

DOC1 0.561 1.804 0.059 0.5 0.015 0.144 1.014 0.132 

KS1 0.49 0.5 0.094 1.533 0.019 0.254 0.079 0.233 

KS2 0.54 0.551 0.103 1.691 0.021 0.28 0.087 0.257 

KS3 0.475 0.484 0.091 1.485 0.018 0.246 0.076 0.226 

KS4 0.465 0.474 0.089 1.456 0.018 0.242 0.075 0.221 

KS5 0.512 0.521 0.098 1.601 0.02 0.266 0.082 0.243 

KS6 0.497 0.507 0.095 1.556 0.019 0.258 0.08 0.236 

OOE6 0.648 0.963 0.663 0.075 0.364 0.687 2.021 0.629 

OOE5 0.671 0.997 0.687 0.077 0.378 0.711 2.093 0.652 

OOE4 0.663 0.985 0.679 0.076 0.373 0.702 2.067 0.643 

OOE3 0.675 1.004 0.691 0.078 0.38 0.716 2.106 0.656 

OOE2 0.688 1.023 0.705 0.079 0.387 0.73 2.148 0.668 

OOE1 0.682 1.014 0.699 0.079 0.384 0.723 2.128 0.662 

EoC1 0.172 0.059 2.092 0.094 0.613 0.206 0.699 0.188 

EoC2 0.179 0.061 2.174 0.097 0.637 0.214 0.726 0.196 

EoC3 0.172 0.059 2.098 0.094 0.615 0.206 0.701 0.189 

EoC4 0.168 0.058 2.039 0.091 0.597 0.2 0.681 0.184 

EoC5 0.173 0.059 2.1 0.094 0.615 0.206 0.701 0.189 

EoC6 0.174 0.06 2.117 0.095 0.62 0.208 0.707 0.191 

DoB6 1.453 0.5 0.153 0.436 0.042 0.097 0.607 0.088 

DoB5 1.769 0.608 0.186 0.531 0.052 0.118 0.739 0.108 

DoB4 1.706 0.586 0.18 0.512 0.05 0.113 0.713 0.104 

DoB3 1.56 0.536 0.164 0.468 0.046 0.104 0.652 0.095 

DoB2 1.673 0.575 0.176 0.502 0.049 0.111 0.699 0.102 

DoB1 1.632 0.561 0.172 0.49 0.048 0.108 0.682 0.099 
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 KC5 KC4 KC3 KC2 KC1 PoC1 PoC2 PoC3 

Digit_Ba         

Data_Ori_Cul         

Exp_Channels         

Know_Sharing         

Per_Causality         

Know_Creation         

Over_Org_Eff         

KC6         

KC5 2.741        

KC4 1.774 2.75       

KC3 1.701 1.746 2.576      

KC2 1.709 1.755 1.683 2.672     

KC1 1.817 1.865 1.788 1.797 2.931    

PoC1 0.571 0.586 0.562 0.565 0.601 2.992   

PoC2 0.547 0.562 0.539 0.542 0.576 1.853 2.746  

PoC3 0.528 0.542 0.52 0.522 0.555 1.787 1.713 2.557 

PoC4 0.562 0.577 0.553 0.556 0.59 1.901 1.821 1.757 

PoC5 0.544 0.558 0.535 0.538 0.572 1.84 1.763 1.701 

PoC6 0.512 0.526 0.504 0.507 0.538 1.733 1.661 1.602 

DOC6 0.126 0.129 0.124 0.124 0.132 0.013 0.013 0.012 

DOC5 0.135 0.139 0.133 0.134 0.142 0.014 0.014 0.013 

DOC4 0.134 0.137 0.132 0.132 0.141 0.014 0.014 0.013 

DOC3 0.124 0.128 0.122 0.123 0.131 0.013 0.013 0.012 

DOC2 0.133 0.136 0.131 0.131 0.14 0.014 0.014 0.013 

DOC1 0.137 0.141 0.135 0.135 0.144 0.015 0.014 0.013 

KS1 0.242 0.248 0.238 0.239 0.254 0.019 0.018 0.017 

KS2 0.267 0.274 0.263 0.264 0.28 0.021 0.02 0.019 

KS3 0.234 0.241 0.231 0.232 0.246 0.018 0.018 0.017 

KS4 0.23 0.236 0.226 0.227 0.242 0.018 0.017 0.017 

KS5 0.253 0.259 0.249 0.25 0.266 0.02 0.019 0.018 

KS6 0.245 0.252 0.242 0.243 0.258 0.019 0.018 0.018 

OOE6 0.653 0.67 0.643 0.646 0.687 0.364 0.349 0.337 

OOE5 0.677 0.694 0.666 0.669 0.711 0.378 0.362 0.349 

OOE4 0.668 0.686 0.658 0.661 0.702 0.373 0.357 0.345 

OOE3 0.681 0.699 0.67 0.673 0.716 0.38 0.364 0.351 

OOE2 0.694 0.713 0.683 0.687 0.73 0.387 0.371 0.358 

OOE1 0.688 0.706 0.677 0.681 0.723 0.384 0.368 0.355 

EoC1 0.196 0.201 0.192 0.193 0.206 0.613 0.587 0.567 

EoC2 0.203 0.209 0.2 0.201 0.214 0.637 0.61 0.589 

EoC3 0.196 0.201 0.193 0.194 0.206 0.615 0.589 0.568 

EoC4 0.191 0.196 0.188 0.189 0.2 0.597 0.572 0.552 

EoC5 0.196 0.202 0.193 0.194 0.206 0.615 0.59 0.569 

EoC6 0.198 0.203 0.195 0.196 0.208 0.62 0.594 0.573 

DoB6 0.092 0.094 0.09 0.091 0.097 0.042 0.041 0.039 

DoB5 0.112 0.115 0.11 0.111 0.118 0.052 0.05 0.048 

DoB4 0.108 0.111 0.106 0.107 0.113 0.05 0.048 0.046 

DoB3 0.099 0.101 0.097 0.098 0.104 0.046 0.044 0.042 

DoB2 0.106 0.109 0.104 0.105 0.111 0.049 0.047 0.045 

DoB1 0.103 0.106 0.102 0.102 0.108 0.048 0.046 0.044 
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 PoC4 PoC5 PoC6 DOC6 DOC5 DOC4 DOC3 DOC2 

Digit_Ba         

Data_Ori_Cul         

Exp_Channels         

Know_Sharing         

Per_Causality         

Know_Creation         

Over_Org_Eff         

KC6         

KC5         

KC4         

KC3         

KC2         

KC1         

PoC1         

PoC2         

PoC3         

PoC4 2.842        

PoC5 1.809 2.72       

PoC6 1.704 1.649 2.382      

DOC6 0.013 0.013 0.012 2.38     

DOC5 0.014 0.014 0.013 1.632 2.574    

DOC4 0.014 0.014 0.013 1.617 1.738 2.686   

DOC3 0.013 0.013 0.012 1.501 1.614 1.599 2.318  

DOC2 0.014 0.013 0.013 1.604 1.725 1.709 1.586 2.532 

DOC1 0.014 0.014 0.013 1.655 1.779 1.762 1.636 1.749 

KS1 0.019 0.018 0.017 0.458 0.493 0.488 0.453 0.484 

KS2 0.021 0.02 0.019 0.505 0.543 0.538 0.5 0.534 

KS3 0.018 0.017 0.016 0.444 0.477 0.473 0.439 0.469 

KS4 0.018 0.017 0.016 0.435 0.468 0.464 0.43 0.46 

KS5 0.019 0.019 0.018 0.478 0.514 0.51 0.473 0.506 

KS6 0.019 0.018 0.017 0.465 0.5 0.495 0.46 0.491 

OOE6 0.358 0.347 0.327 0.883 0.95 0.941 0.873 0.934 

OOE5 0.371 0.359 0.338 0.915 0.984 0.975 0.905 0.967 

OOE4 0.367 0.355 0.334 0.904 0.971 0.962 0.894 0.955 

OOE3 0.373 0.362 0.34 0.921 0.99 0.981 0.91 0.973 

OOE2 0.381 0.369 0.347 0.939 1.009 1 0.928 0.992 

OOE1 0.377 0.365 0.344 0.93 1 0.991 0.92 0.983 

EoC1 0.603 0.583 0.549 0.054 0.058 0.058 0.054 0.057 

EoC2 0.626 0.606 0.571 0.056 0.061 0.06 0.056 0.06 

EoC3 0.604 0.585 0.551 0.054 0.058 0.058 0.054 0.057 

EoC4 0.587 0.569 0.535 0.053 0.057 0.056 0.052 0.056 

EoC5 0.605 0.586 0.552 0.054 0.059 0.058 0.054 0.058 

EoC6 0.61 0.59 0.556 0.055 0.059 0.058 0.054 0.058 

DoB6 0.042 0.04 0.038 0.458 0.493 0.488 0.453 0.484 

DoB5 0.051 0.049 0.046 0.558 0.6 0.594 0.552 0.59 

DoB4 0.049 0.047 0.045 0.538 0.578 0.573 0.532 0.568 

DoB3 0.045 0.043 0.041 0.492 0.529 0.524 0.486 0.52 

DoB2 0.048 0.047 0.044 0.528 0.567 0.562 0.522 0.558 

DoB1 0.047 0.045 0.043 0.515 0.553 0.548 0.509 0.544 
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 DOC1 KS1 KS2 KS3 KS4 KS5 KS6 OOE6 

Digit_Ba         

Data_Ori_Cul         

Exp_Channels         

Know_Sharing         

Per_Causality         

Know_Creation         

Over_Org_Eff         

KC6         

KC5         

KC4         

KC3         

KC2         

KC1         

PoC1         

PoC2         

PoC3         

PoC4         

PoC5         

PoC6         

DOC6         

DOC5         

DOC4         

DOC3         

DOC2         

DOC1 2.757        

KS1 0.5 2.334       

KS2 0.551 1.691 2.758      

KS3 0.484 1.485 1.637 2.234     

KS4 0.474 1.456 1.605 1.41 2.232    

KS5 0.521 1.601 1.765 1.55 1.52 2.593   

KS6 0.507 1.556 1.715 1.507 1.477 1.624 2.383  

OOE6 0.963 0.075 0.082 0.072 0.071 0.078 0.076 2.979 

OOE5 0.997 0.077 0.085 0.075 0.073 0.081 0.078 1.987 

OOE4 0.985 0.076 0.084 0.074 0.073 0.08 0.077 1.963 

OOE3 1.004 0.078 0.086 0.075 0.074 0.081 0.079 1.999 

OOE2 1.023 0.079 0.087 0.077 0.075 0.083 0.08 2.039 

OOE1 1.014 0.079 0.087 0.076 0.075 0.082 0.08 2.021 

EoC1 0.059 0.094 0.103 0.091 0.089 0.098 0.095 0.663 

EoC2 0.061 0.097 0.107 0.094 0.093 0.102 0.099 0.689 

EoC3 0.059 0.094 0.104 0.091 0.089 0.098 0.095 0.665 

EoC4 0.058 0.091 0.101 0.089 0.087 0.095 0.093 0.646 

EoC5 0.059 0.094 0.104 0.091 0.089 0.098 0.096 0.666 

EoC6 0.06 0.095 0.105 0.092 0.09 0.099 0.096 0.671 

DoB6 0.5 0.436 0.481 0.423 0.414 0.455 0.443 0.577 

DoB5 0.608 0.531 0.585 0.514 0.504 0.554 0.539 0.702 

DoB4 0.586 0.512 0.564 0.496 0.486 0.534 0.519 0.677 

DoB3 0.536 0.468 0.516 0.454 0.445 0.489 0.475 0.619 

DoB2 0.575 0.502 0.554 0.486 0.477 0.524 0.509 0.664 

DoB1 0.561 0.49 0.54 0.475 0.465 0.512 0.497 0.648 
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 OOE5 OOE4 OOE3 OOE2 OOE1 EoC1 EoC2 EoC3 

Digit_Ba         

Data_Ori_Cul         

Exp_Channels         

Know_Sharing         

Per_Causality         

Know_Creation         

Over_Org_Eff         

KC6         

KC5         

KC4         

KC3         

KC2         

KC1         

PoC1         

PoC2         

PoC3         

PoC4         

PoC5         

PoC6         

DOC6         

DOC5         

DOC4         

DOC3         

DOC2         

DOC1         

KS1         

KS2         

KS3         

KS4         

KS5         

KS6         

OOE6         

OOE5 3.214        

OOE4 2.033 3.094       

OOE3 2.071 2.046 3.231      

OOE2 2.112 2.086 2.125 3.223     

OOE1 2.093 2.067 2.106 2.148 3.2    

EoC1 0.687 0.679 0.691 0.705 0.699 3.204   

EoC2 0.714 0.705 0.718 0.733 0.726 2.174 3.493  

EoC3 0.689 0.68 0.693 0.707 0.701 2.098 2.18 3.2 

EoC4 0.67 0.661 0.674 0.687 0.681 2.039 2.119 2.044 

EoC5 0.69 0.681 0.694 0.708 0.701 2.1 2.183 2.106 

EoC6 0.695 0.687 0.699 0.713 0.707 2.117 2.199 2.122 

DoB6 0.597 0.59 0.601 0.613 0.607 0.153 0.159 0.154 

DoB5 0.727 0.718 0.731 0.746 0.739 0.186 0.194 0.187 

DoB4 0.701 0.692 0.705 0.719 0.713 0.18 0.187 0.18 

DoB3 0.641 0.633 0.645 0.658 0.652 0.164 0.171 0.165 

DoB2 0.688 0.679 0.692 0.705 0.699 0.176 0.183 0.177 

DoB1 0.671 0.663 0.675 0.688 0.682 0.172 0.179 0.172 
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 EoC4 EoC5 EoC6 DoB6 DoB5 DoB4 DoB3 DoB2 DoB1 

Digit_Ba          

Data_Ori_Cul          

Exp_Channels          

Know_Sharing          

Per_Causality          

Know_Creation          

Over_Org_Eff          

KC6          

KC5          

KC4          

KC3          

KC2          

KC1          

PoC1          

PoC2          

PoC3          

PoC4          

PoC5          

PoC6          

DOC6          

DOC5          

DOC4          

DOC3          

DOC2          

DOC1          

KS1          

KS2          

KS3          

KS4          

KS5          

KS6          

OOE6          

OOE5          

OOE4          

OOE3          

OOE2          

OOE1          

EoC1          

EoC2          

EoC3          

EoC4 3.03         

EoC5 2.047 3.22        

EoC6 2.063 2.125 3.346       

DoB6 0.149 0.154 0.155 2.016      

DoB5 0.182 0.187 0.189 1.575 3.057     

DoB4 0.175 0.18 0.182 1.518 1.848 2.723    

DoB3 0.16 0.165 0.166 1.388 1.69 1.63 2.272   

DoB2 0.172 0.177 0.178 1.489 1.813 1.748 1.598 2.715  

DoB1 0.168 0.173 0.174 1.453 1.769 1.706 1.56 1.673 2.516 

 

 


