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#### Abstract

In this manuscript we study a contact problem between a deformable viscoelastic body and a rigid foundation. Thermal effects, wear and friction between surfaces are taken into account. A variational formulation of the problem is supplied and an existence and uniqueness result is proved. The idea of the proof rested on a recent result on history-dependent quasivariational inequalities. Finally, a perturbation of the data is initiated and a convergence result is demonstrated when the perturbation parameter converges to zero.
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## 1 Introduction

Analysis of mathematical models in Contact Mechanics is rapidly growing. These models are suggested for different materials using different boundary conditions modelling friction, lubrication, adhesion, wear, damage, etc. The aim of this paper is to model and establish the variational analysis of a contact problem for viscoelastic materials within the infinitesimal strain theory. The process is supposed to be the subject of thermal effects, friction and wear of contacting surfaces. Mathematical models in Contact Mechanics can be found in $[1,2,7,8,9,10,12,13,14,17,18,19,21,22,23,24]$.

[^0]Wear of surfaces is the degradation phenomenon of the superficial layer caused by many factors such as pressure, lubrication, friction and corrosion. Moreover, wear is a loss of use as a result of plastic deformations, material removal or fractures. Also, it is often connected to friction and lubrication. This phenomenon falls within a largest science named Tribology. The latter is encountered in industrial applications and everyday life (adhesion between wheels and rails and chalk squealing on a blackboard are simple examples). Analysis of contact problems with wear can be found in [4,5,16, 25].

Frictional contact represents a phenomenon which is frequently encountered almost everywhere in people's daily life. When two contacting bodies are subjected to relative motion, a friction force opposing motion appears leading to a modification of contact surfaces caused by particle detachment. Recent models of frictional contact problems can be found in [17, 19, 22, 23, 24].

Contact and friction processes are invariably accompanied by heat generation which may be considerable. Thermal effects in contact processes affect the composition and stiffness of the contacting surfaces, and cause thermal stresses in the contacting bodies. Moreover, the contacting surfaces exchange heat and energy is lost to the surroundings. Models taking into account thermal effects can be found in [3], [15] and [16] .

Thermoviscoelastic materials are materials which behave according to viscoelastic constitutive laws with added thermal effects. We model the material's behavior with a constitutive law with long memory of the form

$$
\begin{equation*}
\sigma(t)=\mathcal{A} \varepsilon(\dot{\mathbf{u}}(t))+\mathcal{G} \varepsilon(\mathbf{u}(t))+\int_{0}^{t} \mathcal{B}(t-s) \varepsilon(\mathbf{u}(s)) d s-\mathcal{M} \xi(t) \tag{1.1}
\end{equation*}
$$

in which $\mathcal{A}$ is the viscosity operator, $\mathcal{G}$ is the elastic operator and $\mathcal{B}$ is the relaxation tensor. Also, $\mathbf{u}$ denotes the displacement field, $\sigma$ represents the stress tensor, $\varepsilon(\mathbf{u})$ is the linearized strain tensor of infinitesimal deformations and $\varepsilon(\dot{\mathbf{u}})$ is the velocity of infinitesimal deformations. Moreover, $\xi$ is the temperature field and $\mathcal{M}=\left(m_{i j}\right)$ represents the thermal expansion tensor. In the particular case without thermal effects, the constitutive equation (1.1) reduces to the following viscoelastic constitutive law with long memory

$$
\sigma(t)=\mathcal{A} \varepsilon(\dot{\mathbf{u}}(t))+\mathcal{G} \varepsilon(\mathbf{u}(t))+\int_{0}^{t} \mathcal{B}(t-s) \varepsilon(\mathbf{u}(s)) d s
$$

The evolution of the temperature field $\xi$ is governed by the heat equation obtained from the conservation of energy, and defined by the following differential equation for the temperature

$$
\dot{\xi}(t)-\operatorname{Div}(\mathcal{K} \nabla \xi(t))=q(t)-\mathcal{M} \nabla \dot{\mathbf{u}}(t),
$$

where $\mathcal{K}=\left(k_{i j}\right)$ is the thermal conductivity tensor, $\operatorname{Div}(\mathcal{K} \nabla \xi)=\left(k_{i j} \xi_{, i}\right)_{, i}$ and $q(t)$ represents the density of volume heat sources. We recall that we use dots for derivatives with respect to the time variable $t$. The pointwise heat exchange condition on the contact surface is given by

$$
-k_{i j} \frac{\partial \xi}{\partial x_{i}}(t) \nu_{j}=k_{e}\left(\xi(t)-\theta_{R}(t)\right)
$$

where $k_{i j}$ are the components of the thermal conductivity tensor, $\nu_{j}$ are the normal components of the outward unit normal $\nu$ described in section $2, k_{e}$ is the heat exchange coefficient, $\xi$ is the the pointwise surface temperature and $\theta_{R}$ is the known temperature of the foundation.

The model is obtained by combining the thermoviscoelastic constitutive law with long memory term, wear and friction. Moreover, the process is studied on an unbounded interval of time $\mathbb{R}^{+}=[0,+\infty)$, which implies the use of the framework of Fréchet spaces of continuous functions, rather than the classical Banach spaces of continuous functions defined on a bounded interval of time. This leads to a new mathematical model governed by a history-dependent quasivariational inequality for the velocity field and a nonlinear equation for the temperature field. In this paper, we prove that the proposed model has a unique weak solution using history-dependent operators. Also, we study the continuous dependence of the weak solution of the problem with respect to the relaxation tensor, friction coefficient, volume forces and surface tractions.

Finally, to study the suggested model, we proceed as follows. In Section 2, some notations and preliminary material are introduced. In Section 3, we provide a description of the model of the contact process, we list assumptions on the data and derive a variational formulation of the model. In Section 4, we state and prove our main existence and uniqueness result, Theorem 2. Finally, in Section 5, a continuous dependence of the solution with respect to the data is proved.

## 2 Notations and preliminaries

In this short section, we present the notations we shall use and some preliminary material. We use the notation $\mathbb{N}$ for the set of positive integers and $\mathbb{R}^{+}$will represent the set of nonnegative real numbers, i.e. $\mathbb{R}^{+}=[0,+\infty)$. For $d \in \mathbb{N}$, we denote by $\mathbb{S}^{d}$ the space of second order symmetric tensors on $\mathbb{R}^{d}(d=1,2,3)$. The inner products and norms on $\mathbb{R}^{d}$ and $\mathbb{S}^{d}$ are defined by

$$
\begin{aligned}
& \mathbf{u} \cdot \mathbf{v}=u_{i} v_{i}, \quad\|\mathbf{v}\|=(\mathbf{v} \cdot \mathbf{v})^{\frac{1}{2}} \forall \mathbf{u}, \mathbf{v} \in \mathbb{R}^{d} \\
& \sigma . \tau=\sigma_{i j} \tau_{i j},\|\tau\|=(\tau . \tau)^{\frac{1}{2}} \forall \sigma, \tau \in \mathbb{S}^{d}
\end{aligned}
$$

Here and below, the indices $i$ and $j$ run between 1 to $d$ and, unless stated otherwise, the summation convention over repeated indices is used. Also, an index that follows a comma represents the partial derivative with respect to the corresponding component of the spatial variable, e. g. $u_{i, j}=\partial u_{i} / \partial x_{j}$.

Let $\Omega \subset \mathbb{R}^{d}(d=1,2,3)$ be a bounded domain with a Lipschitz continuous boundary $\Gamma$ and let $\Gamma_{1}$ be a measurable part of $\Gamma$ such that meas $\left(\Gamma_{1}\right)>0$. We use $\mathbf{x}=\left(x_{i}\right)$ for a generic point in $\Omega$ and we denote by $\nu=\left(\nu_{i}\right)$ the outward unit normal at $\Gamma, \mathbf{u}=\left(u_{i}\right), \sigma=\left(\sigma_{i j}\right)$.

Now, let consider the spaces

$$
\begin{aligned}
& V=\left\{\mathbf{v}=\left(v_{i}\right) \in H^{1}(\Omega)^{d} / \mathbf{v}=\mathbf{0} \text { on } \Gamma_{1}\right\}, \\
& Q=\left\{\tau=\left(\tau_{i j}\right) \in L^{2}(\Omega)^{d \times d} / \tau_{i j}=\tau_{j i}\right\} .
\end{aligned}
$$

We note that $V$ and $Q$ are real Hilbert spaces endowed with the inner products

$$
(\mathbf{u}, \mathbf{v})_{V}=\int_{\Omega} \varepsilon(\mathbf{u}) \cdot \varepsilon(\mathbf{v}) d x, \quad(\sigma, \tau)_{Q}=\int_{\Omega} \sigma \cdot \tau d x
$$

and the associated norms $\|\cdot\|_{V}$ and $\|\cdot\|_{Q}$ respectively. Here $\varepsilon$ represents the deformation operator given by

$$
\varepsilon(\mathbf{v})=\left(\varepsilon_{i j}(\mathbf{v})\right), \quad \varepsilon_{i j}(\mathbf{v})=\frac{1}{2}\left(v_{i, j}+v_{j, i}\right) \forall \mathbf{v} \in H^{1}(\Omega)^{d} .
$$

Completeness of the space $\left(V,\|\cdot\|_{V}\right)$ follows from the assumption meas $\left(\Gamma_{1}\right)>0$, which allows the use of Korn's inequality.

For an element $\mathbf{v} \in V$, we still write $\mathbf{v}$ for the trace of $\mathbf{v}$ on the boundary and we denote by $v_{\nu}$ and $\mathbf{v}_{\tau}$ the normal and the tangential components of $\mathbf{v}$ on the boundary $\Gamma$ given by $v_{\nu}=\mathbf{v} . \nu, \mathbf{v}_{\tau}=\mathbf{v}-v_{\nu} \nu$. Let $\Gamma_{3}$ be a measurable part of $\Gamma$. Then, by the Sobolev trace Theorem, there exists a positive constant $c_{0}$ which depends on $\Omega, \Gamma_{1}$ and $\Gamma_{3}$ such that

$$
\begin{equation*}
\|\mathbf{v}\|_{L^{2}\left(\Gamma_{3}\right)^{d}} \leq c_{0}\|\mathbf{v}\|_{V}, \quad \forall \mathbf{v} \in V \tag{2.1}
\end{equation*}
$$

For a regular function $\sigma \in Q$ we denote by $\sigma_{\nu}$ and $\sigma_{\tau}$ the normal and the tangential components of the vector $\sigma \nu$ on $\Gamma$, respectively, and we recall that

$$
\sigma_{\nu}=(\sigma \nu) . \nu, \quad \sigma_{\tau}=\sigma \nu-\sigma_{\nu} \nu
$$

We also recall that the divergence operator is defined by Div $\sigma=\left(\sigma_{i j, j}\right)$, the following Green's formula holds:

$$
\begin{equation*}
\int_{\Omega} \sigma . \varepsilon(\mathbf{v}) d x+\int_{\Omega} \operatorname{Div} \sigma \cdot \mathbf{v} d x=\int_{\Gamma} \sigma \nu \cdot \mathbf{v} d a, \quad \forall \mathbf{v} \in V . \tag{2.2}
\end{equation*}
$$

For functional reasons, it is convenient to shift the ambient temperature to zero on $\Gamma_{1} \cup \Gamma_{2}$. We consider for this purpose $\theta=\xi-\theta_{a}$, by assuming $\theta_{a} \in H^{1}\left(\mathbb{R}^{+}, H^{1}(\Omega)\right)$. Therefore, we have

$$
\xi(t)=\theta_{a}(t) \Rightarrow \theta(t)=0 \quad \text { on } \quad \Gamma_{1} \cup \Gamma_{2},
$$

and the following change of variable will be used

$$
\xi(t)=\theta(t)+\theta_{a}(t), \quad \xi_{0}=\theta_{0}+\theta_{a}(0)
$$

Then, the following spaces for the temperature field are introduced

$$
E=\left\{\gamma \in H^{1}(\Omega) / \gamma=0 \text { on } \Gamma_{1} \cup \Gamma_{2}\right\}, \quad F=L^{2}(\Omega)
$$

The spaces $E$ and $F$ endowed with their respective canonical inner products are Hilbert spaces. Identifying $F$ with its own dual, we obtain the Gelfand evolution triple $E \subset F \equiv F^{\prime} \subset E^{\prime}$, where the inclusion is continuous and dense.

Finally, we denote by $Q_{\infty}$ the space of fourth order tensor fields given by

$$
Q_{\infty}=\left\{\mathcal{E}=\left(\mathcal{E}_{i j k l}\right) / \mathcal{E}_{i j k l}=\mathcal{E}_{k l i j}=\mathcal{E}_{j i k l} \in L^{\infty}(\Omega), \quad 1 \leq i, j, k, l \leq d\right\}
$$

which is a real Banach space with the norm

$$
\|\mathcal{E}\|_{Q_{\infty}}=\max _{1 \leq i, j, k, l \leq d}\left\|\mathcal{E}_{i j k l}\right\|_{L^{\infty}(\Omega)}
$$

A simple calculation shows that

$$
\begin{equation*}
\|\mathcal{E} \tau\|_{Q} \leq d\|\mathcal{E}\|_{Q_{\infty}}\|\tau\|_{Q}, \quad \forall \mathcal{E} \in Q_{\infty}, \quad \tau \in Q \tag{2.3}
\end{equation*}
$$

For each Banach space $X$ we use the notation $C\left(\mathbb{R}^{+}, X\right)$ for the space of $X$ valued continuous functions defined on $\mathbb{R}^{+}$with values on $X$, and $C^{1}\left(\mathbb{R}^{+}, X\right)$ for the space of continuous differentiable functions defined on $\mathbb{R}^{+}$. Details can be found in [6] and [11] for instance.

The following results will be used in Section 4. We start by recalling a convergence criterion in $C\left(\mathbb{R}^{+}, X\right)$ of a sequence $\left(x_{k}\right)_{k}$ to an element $x$, which is given by the following,

$$
\left\{\begin{array}{l}
x_{k} \rightarrow x \text { in } C\left(\mathbb{R}^{+}, X\right) \text { as } k \rightarrow \infty \text { if and only if }  \tag{2.4}\\
\max _{r \in[0, n]}\left\|x_{k}(r)-x(r)\right\|_{X} \rightarrow 0 \text { as } k \rightarrow \infty \text { for all } n \in \mathbb{N} .
\end{array}\right.
$$

Moreover, the convergence of a sequence $\left(x_{k}\right)_{k}$ to an element $x \in C^{1}\left(\mathbb{R}^{+}, X\right)$ is given by

$$
\left\{\begin{array}{l}
x_{k} \rightarrow x \text { in } C^{1}\left(\mathbb{R}^{+}, X\right) \text { as } k \rightarrow \infty \text { if and only if }  \tag{2.5}\\
x_{k} \rightarrow x \text { in } C\left(\mathbb{R}^{+}, X\right) \text { and } \dot{x}_{k} \rightarrow \dot{x} \text { in } C\left(\mathbb{R}^{+}, X\right) \text { as } k \rightarrow \infty
\end{array}\right.
$$

where $\dot{x}$ denotes the time derivative of $x$ for all $x \in C\left(\mathbb{R}^{+}, X\right)$.
Next, we state a second result proved in [20] on history-dependent quasivariational inequalities. To this end, we introduce the following setting. Let $X$ be a real Hilbert space with the inner product $(., .)_{X}$ and the associated norm $\|\cdot\|_{X}$ and let $Y$ be a normed space with the norm $\|\cdot\|_{Y}$. Let $K$ be a subset of $X$ and consider the operators $A: K \rightarrow X, \mathcal{S}: C\left(\mathbb{R}^{+}, X\right) \rightarrow C\left(\mathbb{R}^{+}, Y\right)$, the functionals $\varphi: Y \times K \rightarrow \mathbb{R}$ and $j: X \times K \rightarrow \mathbb{R}$, in addition to the function $f: \mathbb{R}^{+} \rightarrow X$ such that
$K$ is a nonempty closed convex subset of $X$.

$$
\begin{align*}
& \left\{\begin{array}{l}
\text { (a) There exists } m_{A}>0 \text { such that } \\
\left(A \mathbf{u}_{1}-A \mathbf{u}_{2}, \mathbf{u}_{1}-\mathbf{u}_{2}\right)_{X} \geq m_{A}\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\|_{X}^{2}, \quad \forall \mathbf{u}_{1}, \mathbf{u}_{2} \in K .
\end{array}\right.  \tag{2.7}\\
& \text { (b) There exists } L_{A}>0 \text { such that } \\
& \left\|A \mathbf{u}_{1}-A \mathbf{u}_{2}\right\|_{X} \leq L_{A}\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\|_{X}, \quad \forall \mathbf{u}_{1}, \mathbf{u}_{2} \in K . \\
& \left\{\begin{array}{l}
\text { For every } n \in \mathbb{N}^{*} \text { there exists } s_{n}>0 \text { such that } \\
\left\|\mathcal{S} \mathbf{u}_{1}(t)-\mathcal{S} \mathbf{u}_{2}(t)\right\|_{Y} \leq s_{n} \int_{0}^{t}\left\|\mathbf{u}_{1}(s)-\mathbf{u}_{2}(s)\right\|_{X} d s, \\
\forall \mathbf{u}_{1}, \mathbf{u}_{2} \in C\left(\mathbb{R}^{+}, X\right), \forall t \in[0, n] .
\end{array}\right.  \tag{2.8}\\
& \left\{\begin{array}{l}
\text { (a) The function } \varphi(\mathbf{y}, .): K \rightarrow \mathbb{R} \text { is convex } \\
\text { and lower semicontinuous, for all } \mathbf{y} \in Y . \\
\text { (b) There exists } \alpha \geq 0 \text { such that } \\
\varphi\left(\mathbf{y}_{1}, \mathbf{v}_{2}\right)-\varphi\left(\mathbf{y}_{1}, \mathbf{v}_{1}\right)+\varphi\left(\mathbf{y}_{2}, \mathbf{v}_{1}\right)-\varphi\left(\mathbf{y}_{2}, \mathbf{v}_{2}\right) \\
\leq \alpha\left\|\mathbf{y}_{1}-\mathbf{y}_{2}\right\|_{Y}\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|_{X}, \\
\forall \mathbf{y}_{1}, \mathbf{y}_{2} \in Y, \quad \forall \mathbf{v}_{1}, \mathbf{v}_{2} \in K .
\end{array}\right.
\end{align*}
$$

$$
\begin{align*}
& \left\{\begin{array}{l}
\text { (a) The function } j(\mathbf{u}, .) \text { is convex and lower } \\
\text { semicontinuous on } K, \text { for all } \mathbf{u} \in X . \\
\text { (b) There exists } \beta \geq 0 \text { such that } \\
j\left(\mathbf{u}_{1}, \mathbf{v}_{2}\right)-j\left(\mathbf{u}_{1}, \mathbf{v}_{1}\right)+j\left(\mathbf{u}_{2}, \mathbf{v}_{1}\right)-j\left(\mathbf{u}_{2}, \mathbf{v}_{2}\right) \\
\quad \leq \beta\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\|_{X}\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|_{X}, \\
\quad \forall \mathbf{u}_{1}, \mathbf{u}_{2} \in X, \quad \forall \mathbf{v}_{1}, \mathbf{v}_{2} \in K .
\end{array}\right. \\
& f \in C\left(\mathbb{R}^{+}, X\right) . \\
& \beta<m_{A} .
\end{align*}
$$

We have the following result.
Theorem 1. Assume that (2.6)-(2.12) hold. Then there exists a unique function $\mathbf{u} \in C\left(\mathbb{R}^{+}, K\right)$ such that, for all $t \in \mathbb{R}^{+}$,

$$
\begin{align*}
& (A \mathbf{u}(t), \mathbf{v}-\mathbf{u}(t))_{X}+\varphi(\mathcal{S} \mathbf{u}(t), \mathbf{v})-\varphi(\mathcal{S} \mathbf{u}(t), \mathbf{u}(t)) \\
& \quad+J(\mathbf{u}(t), \mathbf{v})-J(\mathbf{u}(t), \mathbf{u}(t)) \geq(f(t), \mathbf{v}-\mathbf{u}(t))_{X}, \quad \forall \mathbf{v} \in K . \tag{2.13}
\end{align*}
$$

We note that (2.13) is a time-dependent variational inequality in which the functional $\varphi$ depends on the solution; such inequality is referred to as a quasivariational inequality. Moreover, following the terminology introduced in [20] we refer to an operator which satisfies condition (2.8) as a history-dependent operator. Therefore, (2.13) represents a history-dependent quasivariational inequality.

Finally, we assume that $X$ and $Y$ are two real Hilbert spaces with the inner products $(., .)_{X}$ and $(., .)_{Y}$, and the associated norms $\|.\|_{X}$ and $\|.\|_{Y}$, respectively. We denote by $X \times Y$ the product space of $X$ and $Y$ and we recall that $X \times Y$ is a real Hilbert space with the canonical inner product $(., .)_{X \times Y}$ given by
$\left(z_{1}, z_{2}\right)_{X \times Y}=\left(x_{1}, x_{2}\right)_{X}+\left(y_{1}, y_{2}\right)_{Y}, \quad \forall z_{1}=\left(x_{1}, y_{1}\right), z_{2}=\left(x_{2}, y_{2}\right) \in X \times Y$.
The associated norm of the space $X \times Y$, denoted $\|\cdot\|_{X \times Y}$, satisfies

$$
\begin{equation*}
\|z\|_{X \times Y} \leq\|x\|_{X}+\|y\|_{Y} \leq \sqrt{2}\|z\|_{X \times Y}, \quad \forall z=(x, y) \in X \times Y \tag{2.14}
\end{equation*}
$$

## 3 Problem statement and variational formulation

We consider a thermoviscoelastic body which occupies a bounded domain $\Omega \subset$ $\mathbb{R}^{d},(d=1,2,3)$ with a Lipschitz continuous boundary $\Gamma$, divided into three measurable parts $\Gamma_{1}, \Gamma_{2}$ and $\Gamma_{3}$, such that meas $\left(\Gamma_{1}\right)>0$. The body is acted upon by body forces of density $\mathbf{f}_{0}$ and surface tractions of density $\mathbf{f}_{2}$ act on $\Gamma_{2}$. We assume that the body is clamped on $\Gamma_{1}$, and therefore, the displacement field vanishes there. The body may come in contact over $\Gamma_{3}$ with a moving rigid foundation. The contact is supposed to be bilateral, which means that it is maintained at all times and there is only relative sliding. A common example of such a situation is a conveyer belt or a chain connecting two rotating wheels. Moreover, in our model, the contacting surfaces evolve via their wear which is modelled by the wear function $\omega: \Gamma_{3} \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$measuring the depth in the
normal direction of the removed material. Following [16], it is negative when the foundation is worn out, and positive when the surface of the body wears out. Here, we assume that the foundation is rigid and the body wears out, and therefore $\omega$ is nonnegative. Since the body is in bilateral contact with the foundation,

$$
\begin{equation*}
u_{\nu}=-\omega \tag{3.1}
\end{equation*}
$$

Since $\omega \geq 0$, it follows that $u_{\nu} \leq 0$. It means that the effect of the wear is the recession of $\Gamma_{3}$. So, we describe the evolution of the shape of the contact zone as a result of wear, see [16].

To describe the evolution of the wear, we use the following rate form of Archard's law of surface wear, (see [16] or [25])

$$
\dot{\omega}=-k_{\omega}\left|\sigma_{\nu}\right|\left\|\dot{\mathbf{u}}_{\tau}-\vartheta^{*}\right\|,
$$

where $k_{\omega}$ is the wear coefficient supposed to be a very small positive constant. Here, since the contact is bilateral, the foundation is itself moving with prescribed velocity $\vartheta^{*}=\vartheta^{*}(t)$. Moreover, for the sake of simplicity, we assume that $\vartheta^{*}$ is a positive constant; i.e. it does not vary in time. We can see that the rate of the wear of the surface is proportional to the contact pressure and to the relative slip speed $\dot{\mathbf{u}}_{\tau}-\vartheta^{*}$. Since the normal stress on the contact surface is negative ( $\sigma_{\nu} \leq 0$ on $\Gamma_{3}$ ), then the previous version of Archard's law becomes

$$
\dot{\omega}=-k_{\omega} \sigma_{\nu}\left\|\dot{\mathbf{u}}_{\tau}-\vartheta^{*}\right\|
$$

Also, we assume that $\alpha^{*}=\left\|\vartheta^{*}\right\|>0$ is large so that we can neglect $\left\|\dot{\mathbf{u}}_{\tau}\right\|$ besides $\left\|\vartheta^{*}\right\|$ and thus, we obtain

$$
\begin{equation*}
\dot{\omega}=-k_{\omega} \alpha^{*} \sigma_{\nu} \tag{3.2}
\end{equation*}
$$

We note that (3.2) implies $\dot{\omega} \geq 0$; that is the wear increases in time. Also, from (3.1), $\dot{u}_{\nu} \leq 0$. Now, let $\beta^{*}=1 / k_{\omega} \alpha^{*}$, which is supposed to be a positive constant. Then, using (3.1) and (3.2), we can eliminate the unknown function $\omega$ from the problem. We obtain the following boundary condition

$$
\sigma_{\nu}=\beta^{*} \dot{u}_{\nu}
$$

which has the same form of the normal damped response condition, see [16]. We note that, once the solution of the problem is obtained, $\omega$ is then calculated using (3.2). Recalling that there is only sliding contact, we model the friction by the following Coulomb's law of dry friction

$$
\left\|\sigma_{\tau}\right\|=\mu\left|\sigma_{\nu}\right|, \quad \sigma_{\tau}=-\lambda \dot{\mathbf{u}}_{\tau}, \quad \lambda \geq 0
$$

where $\mu>0$ is the friction coefficient. Since $\sigma_{\nu} \leq 0$, it follows that

$$
\left\|\sigma_{\tau}\right\|=-\mu \sigma_{\nu}, \quad \sigma_{\tau}=-\lambda \dot{\mathbf{u}}_{\tau}, \quad \lambda \geq 0
$$

We are interested in the deformation of the body for the entire time interval $\mathbb{R}^{+}=[0,+\infty)$. The process is assumed to be quasistatic, i.e. the inertial effect
in the equation of the motion is neglected. To simplify the notation, sometimes we do not indicate the dependence of a function on the spatial variable $\mathbf{x}$ or the time variable $t$. The classical formulation of the contact problem is as follows:

Problem P. Find a displacement field $\mathbf{u}=\left(u_{i}\right): \Omega \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{d}$, a stress field $\sigma: \Omega \times \mathbb{R}^{+} \rightarrow \mathbb{S}^{d}$ and a temperature field $\theta: \Omega \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that

$$
\begin{align*}
& \sigma(t)=\mathcal{A} \varepsilon(\dot{\mathbf{u}}(t))+\mathcal{G} \varepsilon(\mathbf{u}(t)) \\
& \quad+\int_{0}^{t} \mathcal{B}(t-s) \varepsilon(\mathbf{u}(s)) d s-\mathcal{M} \theta(t) \quad \text { in } \Omega \times \mathbb{R}^{+},  \tag{3.3}\\
& \dot{\theta}(t)-\operatorname{Div}(\mathcal{K} \nabla \theta(t))=q(t)-\mathcal{M} \nabla \dot{\mathbf{u}}(t) \quad \text { in } \Omega \times \mathbb{R}^{+},  \tag{3.4}\\
& \operatorname{Div} \sigma(t)+\mathbf{f}_{0}(t)=0 \quad \text { in } \Omega \times \mathbb{R}^{+},  \tag{3.5}\\
& \mathbf{u}(t)=0 \quad \text { on } \Gamma_{1} \times \mathbb{R}^{+},  \tag{3.6}\\
& \sigma(t) . \nu=\mathbf{f}_{2}(t) \quad \text { on } \Gamma_{2} \times \mathbb{R}^{+},  \tag{3.7}\\
& -k_{i j} \frac{\partial \theta}{\partial x_{i}}(t) \nu_{i}=k_{e}\left(\theta(t)-\theta_{R}(t)\right) \quad \text { on } \Gamma_{3} \times \mathbb{R}^{+},  \tag{3.8}\\
& \sigma_{\nu}(t)=\beta^{*} \dot{u}_{\nu}(t) \quad \text { on } \Gamma_{3} \times \mathbb{R}^{+},  \tag{3.9}\\
& \left\|\sigma_{\tau}(t)\right\|=-\mu \sigma_{\nu}(t), \quad \sigma_{\tau}=-\lambda \dot{\mathbf{u}}_{\tau}(t), \quad \lambda \geq 0 . \quad \text { on } \Gamma_{3} \times \mathbb{R}^{+},  \tag{3.10}\\
& \theta(t)=0 \quad \text { on }\left(\Gamma_{1} \cup \Gamma_{2}\right) \times \mathbb{R}^{+},  \tag{3.11}\\
& \mathbf{u}(0)=\mathbf{u}_{0}, \theta(0)=\theta_{0} \quad \text { in } \Omega . \tag{3.12}
\end{align*}
$$

We now describe the problem (3.3)-(3.12). First, equations (3.3)-(3.4) represent the thermoviscoelastic constitutive law and the evolution equation of the heat field respectively introduced in Section 1. Equation (3.5) is the balance equation for the stress field and it is used since the process is assumed to be quasistatic. Conditions (3.6)-(3.7) are the displacement-traction boundary conditions respectively.

Now, we comment on the conditions (3.8)-(3.11) which are the boundary conditions. Conditions (3.8) and (3.11) represent the temperature boundary conditions, where (3.8) is described in Section 1. The wear evolution and the bilateral contact yield condition (3.9). Condition (3.10) is the friction law where $\left(-\mu \sigma_{\nu}\right)$ is the friction bound function, $\mu \geq 0, \lambda \geq 0$.

Finally, (3.12) represents the initial conditions in which $\mathbf{u}_{0}$ and $\theta_{0}$ are the initial displacement and the initial temperature respectively.

We turn now to the variational formulation of the Problem $P$. To this end, we assume that the viscosity operator $\mathcal{A}$, the elasticity operator $\mathcal{G}$ and the relaxation tensor $\mathcal{B}$ satisfy

$$
\left\{\begin{aligned}
& \text { (a) } \mathcal{A}: \Omega \times \mathbb{S}^{d} \rightarrow \mathbb{S}^{d} . \\
& \text { (b) } \text { There exists } L_{\mathcal{A}}>0 \text { such that } \\
&\left\|\mathcal{A}\left(\mathbf{x}, \xi_{1}\right)-\mathcal{A}\left(\mathbf{x}, \xi_{2}\right)\right\| \leq L_{\mathcal{A}}\left\|\xi_{1}-\xi_{2}\right\| \\
& \forall \xi_{1}, \xi_{2} \in \mathbb{S}^{d}, \text { a. e. } \mathbf{x} \in \Omega . \\
& \text { (c) There exists } m_{\mathcal{A}}>0 \text { such that } \\
&\left(\mathcal{A}\left(\mathbf{x}, \xi_{1}\right)-\mathcal{A}\left(\mathbf{x}, \xi_{2}\right)\right) \cdot\left(\xi_{1}-\xi_{2}\right) \geq m_{\mathcal{A}}\left\|\xi_{1}-\xi_{2}\right\|^{2}, \\
& \forall \xi_{1}, \xi_{2} \in \mathbb{S}^{d}, \text { a. e. } \mathbf{x} \in \Omega .
\end{aligned}\right.
$$

$$
\left\{\begin{array}{l}
\text { (d) The mapping } \mathbf{x} \mapsto \mathcal{A}(\mathbf{x}, \xi) \text { is measurable on } \Omega \text {, }  \tag{3.13}\\
\text { for any } \xi \in \mathbb{S}^{d} \text {. } \\
\text { (e) The mapping } \mathbf{x} \mapsto \mathcal{A}(\mathbf{x}, \mathbf{0}) \text { belongs to } Q .
\end{array}\right.
$$

$\left(\right.$ (a) $\mathcal{G}: \Omega \times \mathbb{S}^{d} \rightarrow \mathbb{S}^{d}$.
(b) There exists $L_{\mathcal{G}}>0$ such that

$$
\begin{align*}
& \left\|\mathcal{G}\left(\mathbf{x}, \xi_{1}\right)-\mathcal{G}\left(\mathbf{x}, \xi_{2}\right)\right\| \leq L_{\mathcal{G}}\left\|\xi_{1}-\xi_{2}\right\|, \\
& \forall \xi_{1}, \xi_{2} \in \mathbb{S}^{d}, \text { a. е. } \mathbf{x} \in \Omega . \tag{3.14}
\end{align*}
$$

(c) The mapping $\mathbf{x} \mapsto \mathcal{G}(\mathbf{x}, \xi)$ is Lebesgue measurable on $\Omega$, for any $\xi \in \mathbb{S}^{d}$.
(e) The mapping $\mathbf{x} \mapsto \mathcal{G}(\mathbf{x}, \mathbf{0})$ belongs to $Q$.

$$
\begin{equation*}
\mathcal{B} \in C\left(\mathbb{R}^{+}, Q_{\infty}\right) \tag{3.15}
\end{equation*}
$$

The densities of body forces and surface tractions are such that

$$
\begin{equation*}
\mathbf{f}_{0} \in C\left(\mathbb{R}^{+}, L^{2}(\Omega)^{d}\right), \quad \mathbf{f}_{2} \in C\left(\mathbb{R}^{+}, L^{2}\left(\Gamma_{2}\right)^{d}\right) \tag{3.16}
\end{equation*}
$$

Coefficients $\mu$ and $\beta^{*}$ satisfy the following conditions

$$
\left\{\begin{array}{l}
\mu \in L^{\infty}\left(\Gamma_{3}\right), \quad \mu(x) \geq 0 \text { a.e. on } \Gamma_{3} .  \tag{3.17}\\
\beta^{*} \in L^{\infty}\left(\Gamma_{3}\right), \quad \beta^{*}(x) \geq \beta_{0}>0 \text { a.e. on } \Gamma_{3} .
\end{array}\right.
$$

The thermal tensors and the heat source density satisfy

$$
\left\{\begin{array}{l}
\mathcal{M}=\left(m_{i j}\right), \quad m_{i j}=m_{j i} \in L^{\infty}(\Omega) .  \tag{3.18}\\
\mathcal{K}=\left(k_{i j}\right), \quad k_{i j}=k_{j i} \in L^{\infty}(\Omega), k_{i j} \xi_{i} \xi_{i} \geq c_{k} \xi_{i} \xi_{i}, \\
\quad \text { for some } c_{k}>0, \text { for all }\left(\xi_{i}\right) \in \mathbb{R}^{d} . \\
q \in L^{2}\left(\mathbb{R}^{+}, L^{2}(\Omega)\right) .
\end{array}\right.
$$

Finally, the boundary and initial data verify

$$
\begin{equation*}
\mathbf{u}_{0} \in V, \quad \theta_{0} \in E, \theta_{R} \in L^{2}\left(\mathbb{R}^{+}, L^{2}\left(\Gamma_{3}\right)\right), k_{e} \in L^{\infty}\left(\Omega, \mathbb{R}^{+}\right) \tag{3.19}
\end{equation*}
$$

In order to get a variational formulation of the Problem $P$, we assume in what follows that $(\mathbf{u}, \sigma, \theta)$ are sufficiently regular functions which satisfy (3.3)(3.12). Let $\mathbf{v} \in V$ and $t>0$ be given.

Then, using the Riesz representation Theorem we define, for all $\mathbf{u}, \mathbf{v} \in V$ and $t \in \mathbb{R}^{+}$, the function $\mathbf{f}: \mathbb{R}^{+} \rightarrow V$ by

$$
\begin{equation*}
(\mathbf{f}(t), \mathbf{v})_{V}=\int_{\Omega} \mathbf{f}_{0}(t) \mathbf{v} d x+\int_{\Gamma_{2}} \mathbf{f}_{2}(t) \mathbf{v} d a \tag{3.20}
\end{equation*}
$$

Moreover, we define the mapping $J: V \times V \rightarrow \mathbb{R}$ as follows

$$
\begin{equation*}
J(\mathbf{u}, \mathbf{v})=\int_{\Gamma_{3}} \beta^{*}\left|u_{\nu}\right|\left(\mu\left\|\mathbf{v}_{\tau}\right\|+v_{\nu}\right) d a \tag{3.21}
\end{equation*}
$$

for all $\mathbf{u}, \mathbf{v} \in V$ and $t \in \mathbb{R}^{+}$. We note that, from assumptions (3.16) and (3.17), we can see that the integrals defined in (3.20)-(3.21) are well-defined and, in addition,

$$
\begin{equation*}
\mathbf{f} \in C\left(\mathbb{R}^{+}, V\right) \tag{3.22}
\end{equation*}
$$

Also, we note that for all $\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{v}_{1}, \mathbf{v}_{2} \in V$ we have

$$
\begin{aligned}
& J\left(\mathbf{u}_{1}, \mathbf{v}_{2}\right)-J\left(\mathbf{u}_{1}, \mathbf{v}_{1}\right)+J\left(\mathbf{u}_{2}, \mathbf{v}_{1}\right)-J\left(\mathbf{u}_{2}, \mathbf{v}_{2}\right) \\
& \quad=\int_{\Gamma_{3}} \beta^{*}\left(\left|u_{1 \nu}\right|-\left|u_{2 \nu}\right|\right)\left[\mu\left(\left\|\mathbf{v}_{2 \tau}-\mathbf{v}_{1 \tau}\right\|\right)+\left(v_{2 \nu}-v_{1 \nu}\right)\right] d a .
\end{aligned}
$$

Taking into account assumptions (3.17) combined with (2.1), we obtain

$$
\begin{align*}
& J\left(\mathbf{u}_{1}, \mathbf{v}_{2}\right)-J\left(\mathbf{u}_{1}, \mathbf{v}_{\mathbf{1}}\right)+J\left(\mathbf{u}_{2}, \mathbf{v}_{\mathbf{1}}\right)-J\left(\mathbf{u}_{2}, \mathbf{v}_{2}\right) \\
& \quad \leq c_{0}^{2}\left\|\beta^{*}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}\left(\|\mu\|_{L^{\infty}\left(\Gamma_{3}\right)}+1\right) \quad\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\|_{V}\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|_{V} . \tag{3.23}
\end{align*}
$$

Finally, using (2.2), it is staightforward to see that if $\mathbf{u}, \sigma$ and $\theta$ are sufficiently regular functions which satisfy (3.5)-(3.11), then we obtain the following variational formulation of the Problem $P$.

Problem $P_{V}$. Find a displacement field $\mathbf{u}: \mathbb{R}^{+} \rightarrow V$, a stress field $\sigma: \mathbb{R}^{+} \rightarrow$ $Q$ and a temperature field $\theta: \mathbb{R}^{+} \rightarrow E$ such that for all $t \in \mathbb{R}^{+}$,

$$
\begin{align*}
& \sigma(t)=\mathcal{A} \varepsilon(\dot{\mathbf{u}})+\mathcal{G} \varepsilon(\mathbf{u})+\int_{0}^{t} \mathcal{B}(t-s) \varepsilon(\mathbf{u}(s)) d s-\mathcal{M} \theta(t)  \tag{3.24}\\
& (\mathcal{A} \varepsilon(\dot{\mathbf{u}}(t)), \varepsilon(\mathbf{v})-\varepsilon(\dot{\mathbf{u}}(t)))_{Q}+(\mathcal{G} \varepsilon(\mathbf{u}(t)), \varepsilon(\mathbf{v})-\varepsilon(\dot{\mathbf{u}}(t)))_{Q} \\
& \quad+\left(\int_{0}^{t} \mathcal{B}(t-s) \varepsilon(\mathbf{u}(s)) d s-\mathcal{M} \theta(t), \varepsilon(\mathbf{v})-\varepsilon(\dot{\mathbf{u}}(t))\right)_{Q} \\
& \quad+J(\dot{\mathbf{u}}(t), \mathbf{v})-J(\dot{\mathbf{u}}(t), \dot{\mathbf{u}}(t)) \geq(\mathbf{f}(t), \mathbf{v}-\dot{\mathbf{u}}(t))_{V}, \text { for all } \mathbf{v} \in V,  \tag{3.25}\\
& \dot{\theta}(t)+K \theta(t)=R \dot{\mathbf{u}}(t)+Z(t) \text { in } E^{\prime},  \tag{3.26}\\
& \mathbf{u}(0)=\mathbf{u}_{0}, \quad \theta(0)=\theta_{0}, \tag{3.27}
\end{align*}
$$

where $K: E \rightarrow E^{\prime}, R: V \rightarrow E^{\prime}$ and $Z: \mathbb{R}^{+} \rightarrow E^{\prime}$ are given by

$$
\begin{aligned}
& (K \tau, \eta)_{E^{\prime} \times E}=\sum_{i, j=1}^{d} \int_{\Omega} k_{i j} \frac{\partial \tau}{\partial x_{j}} \frac{\partial \eta}{\partial x_{i}} d x+\int_{\Gamma_{3}} k_{e} \tau \eta d a \\
& (R \mathbf{v}, \eta)_{E^{\prime} \times E}=-\int_{\Omega} m_{i j} \frac{\partial v_{i}}{\partial x_{j}} \eta d x \\
& (Z(t), \eta)_{E^{\prime} \times E}=\int_{\Gamma_{3}} k_{e}\left(\theta_{R}(t)-\theta_{a}(t)\right) \eta d a+\int_{\Omega}\left(q(t)-\dot{\theta}_{a}(t)\right) \eta d x \\
& \quad-\sum_{i, j=1}^{d} \int_{\Omega} k_{i j} \frac{\partial \theta_{a}(t)}{\partial x_{j}} \frac{\partial \eta}{\partial x_{i}} d x
\end{aligned}
$$

for all $\mathbf{v} \in V, \tau, \eta \in E$.

## 4 Existence and uniqueness result

Our main existence and uniqueness result of this section is the following.
Theorem 2. Assume (3.13)-(3.19). Then, there exists $L_{0}>0$ depending only on $\Omega, \Gamma_{1}, \Gamma_{3}$ and $\mathcal{A}$ such that if $\left\|\beta^{*}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}\left(\|\mu\|_{L^{\infty}\left(\Gamma_{3}\right)}+1\right)<L_{0}$, Problem $P_{V}$ has a unique solution which satisfies

$$
\begin{align*}
& \mathbf{u} \in C^{1}\left(\mathbb{R}^{+}, V\right), \quad \sigma \in C\left(\mathbb{R}^{+}, Q\right), \\
& \theta \in C\left(\mathbb{R}^{+}, F\right) \cap L^{2}\left(\mathbb{R}^{+}, E\right) \cap W^{1,2}\left(\mathbb{R}^{+}, E^{\prime}\right) . \tag{4.1}
\end{align*}
$$

The proof of Theorem 2 will be carried out in several steps. We assume in what follows that (3.13)-(3.19) hold and, everywhere below, we denote by $c$ a generic positive constant which is independent of time and whose value may change from one occurrence to another. We start with the following result for the unique solvability of equation (3.26).

Lemma 1. Given $\mathbf{u} \in C^{1}\left(\mathbb{R}^{+}, V\right)$, there exists a unique function $\theta=\theta(\mathbf{u}) \in$ $C\left(\mathbb{R}^{+}, F\right) \cap L^{2}\left(\mathbb{R}^{+}, E\right) \cap W^{1,2}\left(\mathbb{R}^{+}, E^{\prime}\right)$ such that for all $t \in \mathbb{R}^{+}$,

$$
\begin{align*}
\dot{\theta}(t)+K \theta(t) & =R \dot{\mathbf{u}}(t)+Z(t) \text { in } E^{\prime},  \tag{4.2}\\
\theta(0) & =\theta_{0} . \tag{4.3}
\end{align*}
$$

Also, if $\theta_{i}=\theta\left(\mathbf{u}_{i}\right) \in C\left(\mathbb{R}^{+}, F\right)$ are solutions of (4.2)-(4.3) which correspond to $\mathbf{u}_{i} \in C^{1}\left(\mathbb{R}^{+}, V\right)$, for $i=1,2$, then we have for all $t \in \mathbb{R}^{+}$

$$
\begin{equation*}
\left\|\theta_{1}(t)-\theta_{2}(t)\right\|_{F}^{2} \leq c \int_{0}^{t}\left\|\dot{\mathbf{u}}_{1}(s)-\dot{\mathbf{u}}_{2}(s)\right\|_{V}^{2} \quad d s, \quad c>0 \tag{4.4}
\end{equation*}
$$

Proof. For $t \in \mathbb{R}^{+}$fixed, we note that the operator $K: E \rightarrow E^{\prime}$ is linear continuous and strongly monotone. Moreover, Friedrich's-Poincaré inequality yields

$$
(K \tau, \tau)_{E^{\prime} \times E} \geq c|\tau|_{E}^{2}, \quad c>0 .
$$

Since we have the Gelfand triple $E \subset F \equiv F^{\prime} \subset E^{\prime}$, we use a classical result on first order evolution equations given in [18] to prove the unique solvability of (4.2)-(4.3) at any $t$.

Now, for $\mathbf{u}_{i} \in C^{1}\left(\mathbb{R}^{+}, V\right), i=1,2$, we still use the notation $\theta_{i}=\theta\left(\mathbf{u}_{i}\right)$, $i=1,2$. Let $t \in \mathbb{R}^{+}$be fixed. Then, we have

$$
\begin{align*}
& \left(\dot{\theta}_{1}(t)-\dot{\theta}_{2}(t), \theta_{1}(t)-\theta_{2}(t)\right)_{E^{\prime} \times E}+\left(K \theta_{1}(t)-K \theta_{2}(t), \theta_{1}(t)-\theta_{2}(t)\right)_{E^{\prime} \times E} \\
& \quad=\left(R \dot{\mathbf{u}}_{1}(t)-R \dot{\mathbf{u}}_{2}(t), \theta_{1}(t)-\theta_{2}(t)\right)_{E^{\prime} \times E} \tag{4.5}
\end{align*}
$$

We integrate (4.5) over $(0, t)$ and we use the strong monotonicity of $K$ and the Lipschitz continuity of $R: V \rightarrow E^{\prime}$ to deduce that (4.4) holds at any $t \in \mathbb{R}^{+}$.

In the next step in the proof of Theorem 2, we define the operators $\mathcal{S}_{1}$ : $C\left(\mathbb{R}^{+}, V\right) \rightarrow C\left(\mathbb{R}^{+}, V\right)$ by

$$
\begin{equation*}
\mathcal{S}_{1} \mathbf{w}(t)=\int_{0}^{t} \mathbf{w}(s) d s+\mathbf{u}_{0} \tag{4.6}
\end{equation*}
$$

It is clear that $\mathcal{S}_{1}$ is a history-dependent operator since it verifies

$$
\begin{equation*}
\left\|\mathcal{S}_{1} \mathbf{w}_{1}(t)-\mathcal{S}_{1} \mathbf{w}_{2}(t)\right\|_{V} \leq \int_{0}^{t}\left\|\mathbf{w}_{1}(s)-\mathbf{w}_{2}(s)\right\|_{V} d s \tag{4.7}
\end{equation*}
$$

Also, let introduce the operator $\mathcal{S}: C\left(\mathbb{R}^{+}, V\right) \rightarrow C\left(\mathbb{R}^{+}, Q \times F\right)$ given by $\mathcal{S} \mathbf{w}(t)=\left(\mathcal{S}_{2} \mathbf{w}(t), \mathcal{S}_{3} \mathbf{w}(t)\right)$ such that

$$
\begin{align*}
& \mathcal{S}_{2} \mathbf{w}(t)=\mathcal{G} \varepsilon\left(\mathcal{S}_{1} \mathbf{w}(t)\right)+\int_{0}^{t} \mathcal{B}(t-s) \varepsilon\left(\mathcal{S}_{1} \mathbf{w}(s)\right) d s  \tag{4.8}\\
& \mathcal{S}_{3} \mathbf{w}(t)=\theta\left(\mathcal{S}_{1} \mathbf{w}(t)\right) \tag{4.9}
\end{align*}
$$

Let $Y=Q \times F$ and let define the functional $\varphi: Y \times V \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\varphi(\mathbf{y}, \mathbf{v})=(\tau-\mathcal{M} \eta, \varepsilon(\mathbf{v}))_{Q} \tag{4.10}
\end{equation*}
$$

for all $\mathbf{y}=(\tau, \eta) \in Y, \mathbf{v} \in V$.
This allows us to introduce the following variational problem.
Problem $Q_{V}$. Find a velocity field $\mathbf{w}: \mathbb{R}^{+} \rightarrow V$ such that for all $t \in \mathbb{R}^{+}$,

$$
\begin{align*}
& (\mathcal{A} \varepsilon(\mathbf{w}(t)), \varepsilon(\mathbf{v})-\varepsilon(\mathbf{w}(t)))_{Q}+\varphi(\mathcal{S} \mathbf{w}(t), \mathbf{v})-\varphi(\mathcal{S} \mathbf{w}(t), \mathbf{w}(t))  \tag{4.11}\\
& \quad+J(\mathbf{w}(t), \mathbf{v})-J(\mathbf{w}(t), \mathbf{w}(t)) \geq(\mathbf{f}(t), \mathbf{v}-\mathbf{w}(t))_{V}, \quad \forall \mathbf{v} \in V
\end{align*}
$$

The link between the Problems $P_{V}$ and $Q_{V}$ is provided by the following equivalence result.

Lemma 2. Let the triplet $(\mathbf{u}, \sigma, \theta)$ be a solution of Problem $P_{V}$ satisfying (4.1). Then, the velocity field $\mathbf{w}=\dot{\mathbf{u}}$ is a solution of Problem $Q_{V}$ and $\mathbf{w} \in C\left(\mathbb{R}^{+}, V\right)$. Conversely, if $\mathbf{w} \in C\left(\mathbb{R}^{+}, V\right)$ is a solution of Problem $Q_{V}$, then the triplet $(\mathbf{u}, \sigma, \theta)$ defined by

$$
\begin{equation*}
\mathbf{u}=\mathcal{S}_{1} \mathbf{w}, \theta=\mathcal{S}_{3} \mathbf{w}, \quad \sigma=\mathcal{A} \varepsilon(\mathbf{w})+\mathcal{S}_{2} \mathbf{w}-\mathcal{M} \mathcal{S}_{3} \mathbf{w} \tag{4.12}
\end{equation*}
$$

is a solution of Problem $P_{V}$ and it satisfies (4.1).
Proof. Let $(\mathbf{u}, \sigma, \theta)$ be a solution of Problem $P_{V}$ which satisfies regularity (4.1) and let use the notation $\mathbf{w}=\mathbf{u}$. From (3.27) we have

$$
\mathbf{u}(t)=\int_{0}^{t} \mathbf{w}(s) d s+\mathbf{u}_{0}
$$

and then (4.6) implies

$$
\begin{equation*}
\mathbf{u}(t)=\mathcal{S}_{1} \mathbf{w}(t) \tag{4.13}
\end{equation*}
$$

Next, by Lemma $1, \theta(t)=\theta(\mathbf{u}(t))$. Using (4.13) and (4.9), we get

$$
\begin{equation*}
\theta(t)=\mathcal{S}_{3} \mathbf{w}(t) \tag{4.14}
\end{equation*}
$$

We use now (4.13)-(4.14) and (4.8) as well as (4.10) and the notation $\mathbf{w}=\dot{\mathbf{u}}$ in $(3.25)$ to see that $\mathbf{w}$ is a solution of Problem $Q_{V}$. Since $\mathbf{u} \in C^{1}\left(\mathbb{R}^{+}, V\right)$, then $\mathbf{w} \in C\left(\mathbb{R}^{+}, V\right)$.

Conversely, let $\mathbf{w} \in C\left(\mathbb{R}^{+}, V\right)$ be a solution of Problem $Q_{V}$ and let define the triplet $(\mathbf{u}, \sigma, \theta)$ by (4.12). Let $t \in \mathbb{R}^{+}$. By using definition of $\mathbf{u}$ in (4.12) with (4.6), it follows that $\mathbf{w}=\dot{\mathbf{u}}$ and that $\mathbf{u}(0)=\mathbf{u}_{0}$. Also, regularity of $\mathbf{w}$ yields $\mathbf{u} \in C^{1}\left(\mathbb{R}^{+}, V\right)$. Next, from the definition of $\theta$ in (4.12) and from (4.6) and (4.9), we deduce that $\theta(t)=\theta(\mathbf{u}(t))$. Therefore, Lemma 1 shows that (3.26) holds with regularity $\theta \in C\left(\mathbb{R}^{+}, F\right) \cap L^{2}\left(\mathbb{R}^{+}, E\right) \cap W^{1,2}\left(\mathbb{R}^{+}, E^{\prime}\right)$. Moreover, $\sigma$ is calculated from (4.12) and it is clear, using (3.13), that $\sigma \in C\left(\mathbb{R}^{+}, Q\right)$. Finally, we recall that $\mathbf{w}=\mathbf{u}$ and we use (4.11), definition of $\sigma$ in (4.12) and (4.10) to find (3.25). It is now clear that the triplet $(\mathbf{u}, \sigma, \theta)$ is a solution of Problem $P_{V}$ with regularity (4.1).

The last step in the proof of Theorem 2 consists in the proof of the unique solvability of Problem $Q_{V}$ which is provided in the following result.

Lemma 3. Problem $Q_{V}$ has a unique solution $\mathbf{w} \in C\left(\mathbb{R}^{+}, V\right)$.
Proof. We apply Theorem 2 with $K=X=V, Y=Q \times F$. Let define the operator $A: C\left(\mathbb{R}^{+}, V\right) \rightarrow C\left(\mathbb{R}^{+}, V\right)$ by

$$
(A \mathbf{w}, \mathbf{v})=(\mathcal{A} \varepsilon(\mathbf{w}), \varepsilon(\mathbf{v}))_{Q} \quad \forall \mathbf{w}, \mathbf{v} \in V
$$

We use (3.13) (b) and (3.13) (c) to find that

$$
\begin{aligned}
\left\|A \mathbf{w}_{1}-A \mathbf{w}_{2}\right\|_{V} & \leq L_{\mathcal{A}}\left\|\mathbf{w}_{1}-\mathbf{w}_{2}\right\|_{V} \\
\left(A \mathbf{w}_{1}-A \mathbf{w}_{2}, \mathbf{w}_{1}-\mathbf{w}_{2}\right)_{V} & \geq m_{\mathcal{A}}\left\|\mathbf{w}_{1}-\mathbf{w}_{2}\right\|_{V}^{2}
\end{aligned}
$$

which shows that condition (2.7) of Theorem 2 is satisfied.
Moreover, by using assumptions on $\mathcal{M}$ given in (3.18), it is easy to show that the functional $\varphi$ given in (4.10) is convex and lower semi continuous on $V$, which means that it satisfies condition (2.9) (a). In addition, for all $\mathbf{y}_{1}=\left(\tau_{1}, \eta_{1}\right)$, $\mathbf{y}_{2}=\left(\tau_{2}, \eta_{2}\right) \in Y, \mathbf{v}_{\mathbf{1}}, \mathbf{v}_{\mathbf{2}} \in V$ we have

$$
\begin{aligned}
& \varphi\left(\mathbf{y}_{1}, \mathbf{v}_{2}\right)-\varphi\left(\mathbf{y}_{1}, \mathbf{v}_{\mathbf{1}}\right)+\varphi\left(\mathbf{y}_{2}, \mathbf{v}_{\mathbf{1}}\right)-\varphi\left(\mathbf{y}_{2}, \mathbf{v}_{2}\right) \\
& \quad=\left(\tau_{2}-\tau_{1}, \varepsilon\left(\mathbf{v}_{1}\right)-\varepsilon\left(\mathbf{v}_{2}\right)\right)_{Q}-\left(\mathcal{M} \eta_{2}-\mathcal{M} \eta_{1}, \varepsilon\left(\mathbf{v}_{1}\right)-\varepsilon\left(\mathbf{v}_{2}\right)\right)_{Q} .
\end{aligned}
$$

By assumptions on $\mathcal{M}$ given in (3.18) and (2.14) we can see that

$$
\begin{align*}
& \varphi\left(\mathbf{y}_{1}, \mathbf{v}_{2}\right)-\varphi\left(\mathbf{y}_{1}, \mathbf{v}_{\mathbf{1}}\right)+\varphi\left(\mathbf{y}_{2}, \mathbf{v}_{\mathbf{1}}\right)-\varphi\left(\mathbf{y}_{2}, \mathbf{v}_{2}\right) \\
& \quad \leq\left\|\tau_{2}-\tau_{1}\right\|_{Q}\left\|\mathbf{v}_{2}-\mathbf{v}_{1}\right\|_{V}+\|\mathcal{M}\|\left\|\eta_{2}-\eta_{1}\right\|_{L^{2}(\Omega)}\left\|\mathbf{v}_{2}-\mathbf{v}_{1}\right\|_{V}  \tag{4.15}\\
& \quad \leq \sqrt{2} \max \{1,\|\mathcal{M}\|\}\left\|\mathbf{y}_{2}-\mathbf{y}_{1}\right\|_{Y}\left\|\mathbf{v}_{2}-\mathbf{v}_{1}\right\|_{V},
\end{align*}
$$

which means that condition (2.9) (b) is satisfied with $\alpha=\sqrt{2} \max \{1,\|\mathcal{M}\|\}$.
For the functional $J$, we use (3.17) and (2.1) to deduce that $J$ satisfies condition (2.10) (a). Also, we can see from (3.23) that condition (2.10) (b) is satisfied with $\beta=c_{0}^{2}\left\|\beta^{*}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}\left(\|\mu\|_{L^{\infty}\left(\Gamma_{3}\right)}+1\right)$.

Next, let $n \in \mathbb{N}^{*}, t \in[0, n]$ and let $\mathbf{w}_{1}, \mathbf{w}_{2} \in C\left(\mathbb{R}^{+}, V\right)$. Then, the definition of the operator $\mathcal{S}$ yields

$$
\begin{align*}
& \left\|\mathcal{S} \mathbf{w}_{1}(t)-\mathcal{S} \mathbf{w}_{2}(t)\right\|_{Q \times L^{2}(\Omega)} \\
& \quad \leq\left\|\mathcal{S}_{2} \mathbf{w}_{1}(t)-\mathcal{S}_{2} \mathbf{w}_{2}(t)\right\|_{Q}+\left\|\mathcal{S}_{3} \mathbf{w}_{1}(t)-\mathcal{S}_{3} \mathbf{w}_{2}(t)\right\|_{F} . \tag{4.16}
\end{align*}
$$

However, from (4.8) and by using assumptions (3.14)-(3.15) and inequality (2.3), we obtain for all $\mathbf{v} \in V$,

$$
\begin{aligned}
& \left(\mathcal{S}_{2} \mathbf{w}_{1}(t)-\mathcal{S}_{2} \mathbf{w}_{2}(t), \varepsilon(\mathbf{v})\right)_{Q} \leq L_{\mathcal{G}}\left\|\varepsilon\left(\mathcal{S}_{1} \mathbf{w}_{1}(t)\right)-\varepsilon\left(\mathcal{S}_{1} \mathbf{w}_{2}(t)\right)\right\|_{Q} \\
& \quad \times\|\varepsilon(\mathbf{v})\|_{Q}+\max _{r \in[0, n]}\|\mathcal{B}(r)\|_{Q_{\infty}} \int_{0}^{t}\left\|\varepsilon\left(\mathcal{S}_{1} \mathbf{w}_{1}(s)\right)-\varepsilon\left(\mathcal{S}_{1} \mathbf{w}_{2}(s)\right)\right\|_{Q} d s\|\varepsilon(\mathbf{v})\|_{Q}
\end{aligned}
$$

which implies

$$
\begin{aligned}
& \left\|\mathcal{S}_{2} \mathbf{w}_{1}(t)-\mathcal{S}_{2} \mathbf{w}_{2}(t)\right\|_{Q} \leq L_{\mathcal{G}}\left\|\mathcal{S}_{1} \mathbf{w}_{1}(t)-\mathcal{S}_{1} \mathbf{w}_{2}(t)\right\|_{Q} \\
& \quad+\max _{r \in[0, n]}\|\mathcal{B}(r)\|_{Q_{\infty}} \int_{0}^{t}\left\|\mathcal{S}_{1} \mathbf{w}_{1}(s)-\mathcal{S}_{1} \mathbf{w}_{2}(s)\right\|_{Q} d s
\end{aligned}
$$

From the previous inequality and (4.7), we can say that, for any $n \in \mathbb{N}^{*}$, there exists an $n$-dependent constant $r_{n}>0$ such that

$$
\begin{equation*}
\left\|\mathcal{S}_{2} \mathbf{w}_{1}(t)-\mathcal{S}_{2} \mathbf{w}_{2}(t)\right\|_{Q} \leq r_{n} \int_{0}^{t}\left\|\mathbf{w}_{1}(s)-\mathbf{w}_{2}(s)\right\|_{V} \quad d s \quad \forall t \in[0, n] \tag{4.17}
\end{equation*}
$$

Also, using (4.9) we can see that

$$
\left\|\mathcal{S}_{3} \mathbf{w}_{1}(t)-\mathcal{S}_{3} \mathbf{w}_{2}(t)\right\|_{F}=\left\|\theta\left(\mathcal{S}_{1} \mathbf{w}_{1}(t)\right)-\theta\left(\mathcal{S}_{1} \mathbf{w}_{2}(t)\right)\right\|_{F} .
$$

From (4.13), it follows that $\mathcal{S}_{1} \mathbf{w}_{1}(t)=\mathbf{u}_{1}(t), \mathcal{S}_{1} \mathbf{w}_{2}(t)=\mathbf{u}_{2}(t)$. Then, we use (4.6) to see that $\dot{\mathbf{u}}_{1}(t)=\mathbf{w}_{1}(t), \dot{\mathbf{u}}_{2}(t)=\mathbf{w}_{2}(t)$. We now apply (4.4) to obtain

$$
\left\|\mathcal{S}_{3} \mathbf{w}_{1}(t)-\mathcal{S}_{3} \mathbf{w}_{2}(t)\right\|_{F}^{2} \leq c \int_{0}^{t}\left\|\mathbf{w}_{1}(s)-\mathbf{w}_{2}(s)\right\|_{V}^{2} d s
$$

Since $\mathbf{w}_{1}, \mathbf{w}_{2} \in C\left(\mathbb{R}^{+}, V\right)$ we find that for all $t \in[0, n]$

$$
\left\|\mathcal{S}_{3} \mathbf{w}_{1}(t)-\mathcal{S}_{3} \mathbf{w}_{2}(t)\right\|_{F}^{2} \leq c \int_{0}^{t}\left\|\mathbf{w}_{1}(s)-\mathbf{w}_{2}(s)\right\|_{V} d s
$$

Moreover, we can see that there exists $n^{*} \in \mathbb{N}$ such that

$$
\left\|\mathcal{S}_{3} \mathbf{w}_{1}(t)-\mathcal{S}_{3} \mathbf{w}_{2}(t)\right\|_{F} \leq n^{*}\left\|\mathcal{S}_{3} \mathbf{w}_{1}(t)-\mathcal{S}_{3} \mathbf{w}_{2}(t)\right\|_{F}^{2}
$$

Then,

$$
\begin{equation*}
\left\|\mathcal{S}_{3} \mathbf{w}_{1}(t)-\mathcal{S}_{3} \mathbf{w}_{2}(t)\right\|_{F} \leq c n^{*} \int_{0}^{t}\left\|\mathbf{w}_{1}(s)-\mathbf{w}_{2}(s)\right\|_{V} d s \tag{4.18}
\end{equation*}
$$

From (4.16), (4.17) and (4.18), we conclude that

$$
\begin{equation*}
\left\|\mathcal{S} \mathbf{w}_{1}(t)-\mathcal{S} \mathbf{w}_{2}(t)\right\|_{Q \times F} \leq s_{n} \int_{0}^{t}\left\|\mathbf{w}_{1}(s)-\mathbf{w}_{2}(s)\right\|_{V} d s \tag{4.19}
\end{equation*}
$$

where $s_{n}=c n^{*}+r_{n}>0$. Therefore condition (2.8) is satisfied. Finally, (3.22) implies (2.11). Also, we suppose that

$$
c_{0}^{2}\left\|\beta^{*}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}\left(\|\mu\|_{L^{\infty}\left(\Gamma_{3}\right)}+1\right)<m_{\mathcal{A}}
$$

and then condition (2.12) is satisfied. Taking $L_{0}=\frac{m_{A}}{c_{0}^{2}}$, Theorem 2 is then a direct consequence of Lemmas 1 and 3 . We recall that $c_{0}$ depends on $\Omega, \Gamma_{1}$ and $\Gamma_{3}$ and, therefore, $L_{0}$ depends on $\Omega, \Gamma_{1}, \Gamma_{3}$ and $\mathcal{A}$.

## 5 A convergence result

In this section, we study the dependence of the solution of Problem $P_{V}$ with respect to perturbations of the data. For a parameter $\rho>0$, we prove that the solution $\left(\mathbf{u}_{\rho}, \sigma_{\rho}, \theta_{\rho}\right)$ of the perturbated Problem $P_{V}^{\rho}$ converges to the solution $(\mathbf{u}, \sigma, \theta)$ of the Problem $P_{V}$ obtained in Theorem 2. To this end, we assume in what follows that (3.13)-(3.23) still hold as well as the condition mentioned in Theorem 2 which is given by

$$
\left\|\beta^{*}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}\left(\|\mu\|_{L^{\infty}\left(\Gamma_{3}\right)}+1\right)<L_{0}
$$

where $L_{0}>0$.
For the sake of simplicity, we restrict the study of the continuous dependence of the solution for the relaxation tensor $\mathcal{B}$, the coefficient of friction $\mu$ and the densities of the body forces and surface tractions $\mathbf{f}_{0}$ and $\mathbf{f}_{2}$, respectively. Then, for $\rho>0$, let $\mathcal{B}_{\rho}, \mu_{\rho}, \mathbf{f}_{0 \rho}$ and $\mathbf{f}_{2 \rho}$ be the perturbations of $\mathcal{B}, \mu, \mathbf{f}_{0}$ and $\mathbf{f}_{2}$, respectively, satisfying assumptions (3.15), (3.16) and (3.17). Also, for all $\mathbf{u}, \mathbf{v} \in V$ and $t \in \mathbb{R}^{+}$, let define the mapping $J_{\rho}: V \times V \rightarrow \mathbb{R}$ and the function $\mathbf{f}_{\rho}: \mathbb{R}^{+} \rightarrow V$ by

$$
\begin{align*}
& J_{\rho}(\mathbf{u}, \mathbf{v})=\int_{\Gamma_{3}} \beta^{*}\left|u_{\nu}\right|\left(\mu_{\rho}\left\|\mathbf{v}_{\tau}\right\|+v_{\nu}\right) d a  \tag{5.1}\\
& \left(\mathbf{f}_{\rho}(t), \mathbf{v}\right)_{V}=\int_{\Omega} \mathbf{f}_{0 \rho}(t) \mathbf{v} d x+\int_{\Gamma_{2}} \mathbf{f}_{2 \rho}(t) \mathbf{v} d a
\end{align*}
$$

Moreover, we assume that there exists $m_{0} \geq 0$ such that

$$
\begin{equation*}
c_{0}^{2}\left\|\beta^{*}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}\left(\left\|\mu_{\rho}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}+1\right) \leq m_{0}<m_{\mathcal{A}} \quad \text { for each } \rho>0 . \tag{5.2}
\end{equation*}
$$

The perturbation of the Problem $P_{V}$ is given by the following.
Problem $P_{V}^{\rho}$. Find a displacement field $\mathbf{u}_{\rho}: \mathbb{R}^{+} \rightarrow V$, a stress field $\sigma_{\rho}$ : $\mathbb{R}^{+} \rightarrow Q$ and a temperature field $\theta_{\rho}: \mathbb{R}^{+} \rightarrow E$ such that for all $t \in \mathbb{R}^{+}$,

$$
\begin{aligned}
& \sigma_{\rho}(t)=\mathcal{A} \varepsilon\left(\dot{\mathbf{u}}_{\rho}\right)+\mathcal{G} \varepsilon\left(\mathbf{u}_{\rho}\right)+\int_{0}^{t} \mathcal{B}_{\rho}(t-s) \varepsilon\left(\mathbf{u}_{\rho}(s)\right) d s-\mathcal{M} \theta_{\rho}(t) \\
& \quad\left(\mathcal{A} \varepsilon\left(\dot{\mathbf{u}}_{\rho}(t)\right), \varepsilon(\mathbf{v})-\varepsilon\left(\dot{\mathbf{u}}_{\rho}(t)\right)\right)_{Q}+\left(\mathcal{G} \varepsilon\left(\mathbf{u}_{\rho}(t)\right), \varepsilon(\mathbf{v})-\varepsilon\left(\dot{\mathbf{u}}_{\rho}(t)\right)\right)_{Q} \\
& \quad+\left(\int_{0}^{t} \mathcal{B}_{\rho}(t-s) \varepsilon\left(\mathbf{u}_{\rho}(s)\right) d s-\mathcal{M} \theta_{\rho}(t), \varepsilon(\mathbf{v})-\varepsilon\left(\dot{\mathbf{u}}_{\rho}(t)\right)\right)_{Q} \\
& \quad+J\left(\dot{\mathbf{u}}_{\rho}(t), \mathbf{v}\right)-J\left(\dot{\mathbf{u}}_{\rho}(t), \dot{\mathbf{u}}_{\rho}(t)\right) \geq\left(\mathbf{f}(t), \mathbf{v}-\dot{\mathbf{u}}_{\rho}(t)\right)_{V}, \forall \mathbf{v} \in V \\
& \\
& \dot{\theta}_{\rho}(t)+K \theta_{\rho}(t)=R \dot{\mathbf{u}}_{\rho}(t)+Z(t) \text { in } E^{\prime}, \\
& \mathbf{u}_{\rho}(0)=\mathbf{u}_{0}, \quad \theta_{\rho}(0)=\theta_{0} .
\end{aligned}
$$

Then, from Theorem 2, Problem $P_{V}^{\rho}$ has a unique solution $\left(\mathbf{u}_{\rho}, \sigma_{\rho}, \theta_{\rho}\right)$ satisfying the regularity

$$
\begin{aligned}
& \mathbf{u}_{\rho} \in C^{1}\left(\mathbb{R}^{+}, V\right), \quad \sigma_{\rho} \in C\left(\mathbb{R}^{+}, Q\right), \\
& \theta_{\rho} \in C\left(\mathbb{R}^{+}, F\right) \cap L^{2}\left(\mathbb{R}^{+}, E\right) \cap W^{1,2}\left(\mathbb{R}^{+}, E^{\prime}\right)
\end{aligned}
$$

Now, let consider the following assumptions

$$
\begin{align*}
\mathcal{B}_{\rho} & \rightarrow \mathcal{B} \text { in } C\left(\mathbb{R}^{+}, Q_{\infty}\right) \text { as } \rho \rightarrow 0  \tag{5.3}\\
\mu_{\rho} & \rightarrow \mu \text { in } L^{\infty}\left(\Gamma_{3}\right) \text { as } \rho \rightarrow 0  \tag{5.4}\\
\mathbf{f}_{0 \rho} & \rightarrow \mathbf{f}_{0} \text { in } C\left(\mathbb{R}^{+}, L^{2}(\Omega)^{d}\right) \text { as } \rho \rightarrow 0  \tag{5.5}\\
\mathbf{f}_{2 \rho} & \rightarrow \mathbf{f}_{2} \text { in } C\left(\mathbb{R}^{+}, L^{2}\left(\Gamma_{2}\right)^{d}\right) \text { as } \rho \rightarrow 0 \tag{5.6}
\end{align*}
$$

These assumptions allow us to give the following convergence result.
Theorem 3. Assume that (5.3)-(5.6) hold. Then, the solution $\left(\mathbf{u}_{\rho}, \sigma_{\rho}, \theta_{\rho}\right)$ of the Problem $P_{V}^{\rho}$ converges to the solution $(\mathbf{u}, \sigma, \theta)$ of the Problem $P_{V}$; i.e.

$$
\begin{aligned}
& \mathbf{u}_{\rho} \rightarrow \mathbf{u} \text { in } C^{1}\left(\mathbb{R}^{+}, V\right), \quad \sigma_{\rho} \rightarrow \sigma \text { in } C\left(\mathbb{R}^{+}, Q\right) \quad \text { as } \rho \rightarrow 0 . \\
& \theta_{\rho} \rightarrow \theta \text { in } C\left(\mathbb{R}^{+}, F\right) \quad \text { as } \rho \rightarrow 0 .
\end{aligned}
$$

Proof. Let $\rho>0$ and let use the notations $\mathbf{w}(t)=\dot{\mathbf{u}}(t)$ and $\mathbf{w}_{\rho}(t)=\dot{\mathbf{u}}_{\rho}(t)$ for the velocity fields. Since there is a perturbation of the relaxation tensor $\mathcal{B}$, we use definitions (4.8)-(4.9) to define the operator $\mathcal{S}_{\rho}: C\left(\mathbb{R}^{+}, V\right) \rightarrow$ $C\left(\mathbb{R}^{+}, Q \times F\right)$ by

$$
\begin{align*}
\mathcal{S}_{\rho} \mathbf{w}(t) & =\left(\mathcal{S}_{2 \rho} \mathbf{w}(t), \mathcal{S}_{3} \mathbf{w}(t)\right)  \tag{5.7}\\
\mathcal{S}_{2 \rho} \mathbf{w}(t) & =\mathcal{G} \varepsilon\left(\mathcal{S}_{1} \mathbf{w}(t)\right)+\int_{0}^{t} \mathcal{B}_{\rho}(t-s) \varepsilon\left(\mathcal{S}_{1} \mathbf{w}(s)\right) d s  \tag{5.8}\\
\mathcal{S}_{3} \mathbf{w}(t) & =\theta\left(\mathcal{S}_{1} \mathbf{w}(t)\right)
\end{align*}
$$

We can see from Lemma 2 that the solution $\left(\mathbf{u}_{\rho}, \sigma_{\rho}, \theta_{\rho}\right)$ of the Problem $P_{V}^{\rho}$ satisfies

$$
\begin{align*}
& \mathbf{u}_{\rho}=\mathcal{S}_{1} \mathbf{w}_{\rho}, \quad \sigma_{\rho}=\mathcal{A} \varepsilon\left(\mathbf{w}_{\rho}\right)+\mathcal{S}_{2 \rho} \mathbf{w}_{\rho}-\mathcal{M} \mathcal{S}_{3} \mathbf{w}_{\rho},  \tag{5.9}\\
& \theta_{\rho}=\mathcal{S}_{3} \mathbf{w}_{\rho},  \tag{5.10}\\
& \left(\mathcal{A} \varepsilon\left(\mathbf{w}_{\rho}(t)\right), \varepsilon(\mathbf{v})-\varepsilon\left(\mathbf{w}_{\rho}(t)\right)\right)_{Q}+\varphi\left(\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t), \mathbf{v}\right)-\varphi\left(\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t), \mathbf{w}_{\rho}(t)\right) \\
& \quad+J\left(\mathbf{w}_{\rho}(t), \mathbf{v}\right)-J\left(\mathbf{w}_{\rho}(t), \mathbf{w}_{\rho}(t)\right) \geq\left(\mathbf{f}_{\rho}(t), \mathbf{v}-\mathbf{w}_{\rho}(t)\right)_{V}, \forall \mathbf{v} \in V \tag{5.11}
\end{align*}
$$

Now, let $\rho>0$ and $t \in[0, n]$. Taking $\mathbf{v}=\mathbf{w}(t)$ in (5.11) and $\mathbf{v}=\mathbf{w}_{\rho}(t)$ in (4.11), we add the resulting inequalities to obtain

$$
\begin{align*}
& \left(\mathcal{A} \varepsilon\left(\mathbf{w}_{\rho}(t)\right)-\mathcal{A} \varepsilon(\mathbf{w}(t)), \varepsilon\left(\mathbf{w}_{\rho}(t)\right)-\varepsilon(\mathbf{w}(t))\right)_{Q} \leq \varphi\left(\mathcal{S} \mathbf{w}(t), \mathbf{w}_{\rho}(t)\right) \\
& \quad-\varphi(\mathcal{S} \mathbf{w}(t), \mathbf{w}(t))+\varphi\left(\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t), \mathbf{w}(t)\right)-\varphi\left(\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t), \mathbf{w}_{\rho}(t)\right) \\
& \quad+J\left(\mathbf{w}(t), \mathbf{w}_{\rho}(t)\right)-J(\mathbf{w}(t), \mathbf{w}(t))+J\left(\mathbf{w}_{\rho}(t), \mathbf{w}(t)\right) \\
& \quad-J\left(\mathbf{w}_{\rho}(t), \mathbf{w}_{\rho}(t)\right)+\left(\mathbf{f}_{\rho}(t)-\mathbf{f}(t), \mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right)_{V} . \tag{5.12}
\end{align*}
$$

Next, we proceed to estimate each term of the previous inequality. First, from assumption (3.13) (c), we find that

$$
\begin{equation*}
m_{\mathcal{A}}\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V}^{2} \leq\left(\mathcal{A} \varepsilon\left(\mathbf{w}_{\rho}(t)\right)-\mathcal{A} \varepsilon(\mathbf{w}(t)), \varepsilon\left(\mathbf{w}_{\rho}(t)\right)-\varepsilon(\mathbf{w}(t))\right)_{Q} \tag{5.13}
\end{equation*}
$$

Also, we use (4.15) to see that

$$
\begin{align*}
& \varphi\left(\mathcal{S} \mathbf{w}(t), \mathbf{w}_{\rho}(t)\right)-\varphi(\mathcal{S} \mathbf{w}(t), \mathbf{w}(t))+\varphi\left(\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t), \mathbf{w}(t)\right) \\
&-\varphi\left(\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t), \mathbf{w}_{\rho}(t)\right) \leq \sqrt{2} \max \{1,\|\mathcal{M}\|\} \\
& \quad \times\left\|\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t)-\mathcal{S} \mathbf{w}(t)\right\|_{Y}\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} . \tag{5.14}
\end{align*}
$$

However, from definition of $\mathcal{S} \mathbf{w}(t)$ and (5.7), it follows that

$$
\left\|\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t)-\mathcal{S} \mathbf{w}(t)\right\|_{Y} \leq\left\|\mathcal{S}_{2 \rho} \mathbf{w}_{\rho}(t)-\mathcal{S}_{2} \mathbf{w}(t)\right\|_{Q}+\left\|\mathcal{S}_{3} \mathbf{w}_{\rho}(t)-\mathcal{S}_{3} \mathbf{w}(t)\right\|_{L^{2}(\Omega)}
$$

By (4.8), (5.8) and by using (3.14)-(3.15), we deduce that

$$
\begin{aligned}
& \left\|\mathcal{S}_{2 \rho} \mathbf{w}_{\rho}(t)-\mathcal{S}_{2} \mathbf{w}(t)\right\|_{Q} \leq L_{\mathcal{G}}\left\|\mathcal{S}_{1} \mathbf{w}_{\rho}(t)-\mathcal{S}_{1} \mathbf{w}(t)\right\|_{V} \\
& \quad+\left\|\int_{0}^{t}\left(\mathcal{B}_{\rho}(t-s) \varepsilon\left(\mathcal{S}_{1} \mathbf{w}_{\rho}(s)\right)-\mathcal{B}(t-s) \varepsilon\left(\mathcal{S}_{1} \mathbf{w}(s)\right)\right) d s\right\|_{Q} .
\end{aligned}
$$

We write,

$$
\begin{aligned}
& \mathcal{B}_{\rho}(t-s) \varepsilon\left(\mathcal{S}_{1} \mathbf{w}_{\rho}(s)\right)-\mathcal{B}(t-s) \varepsilon\left(\mathcal{S}_{1} \mathbf{w}(s)\right)=\mathcal{B}_{\rho}(t-s) \\
& \quad \times\left(\varepsilon\left(\mathcal{S}_{1} \mathbf{w}_{\rho}(s)\right)-\varepsilon\left(\mathcal{S}_{1} \mathbf{w}(s)\right)\right)+\left(\mathcal{B}_{\rho}(t-s)-\mathcal{B}(t-s)\right) \varepsilon\left(\mathcal{S}_{1} \mathbf{w}(s)\right) .
\end{aligned}
$$

Then, we obtain

$$
\begin{aligned}
& \left\|\mathcal{S}_{2 \rho} \mathbf{w}_{\rho}(t)-\mathcal{S}_{2} \mathbf{w}(t)\right\|_{Q} \leq L_{\mathcal{G}}\left\|\mathcal{S}_{1} \mathbf{w}_{\rho}(t)-\mathcal{S}_{1} \mathbf{w}(t)\right\|_{V}+\max _{r \in[0, n]}\left\|\mathcal{B}_{\rho}(r)\right\|_{Q_{\infty}} \\
& \times \int_{0}^{t}\left\|\mathcal{S}_{1} \mathbf{w}_{\rho}(s)-\mathcal{S}_{1} \mathbf{w}(s)\right\|_{V} d s+\max _{r \in[0, n]}\left\|\mathcal{B}_{\rho}(r)-\mathcal{B}(r)\right\|_{Q_{\infty}} \int_{0}^{t}\left\|\mathcal{S}_{1} \mathbf{w}(s)\right\|_{V} d s
\end{aligned}
$$

We recall that $\mathcal{S}_{1} \mathbf{w}(t)=\mathbf{u}(t)$. From the last inequality and (4.6), we can see that for any $t \in[0, n]$, there exists an $n$-dependent constant $d_{n}>0$ such that

$$
\begin{align*}
& \left\|\mathcal{S}_{2 \rho} \mathbf{w}_{\rho}(t)-\mathcal{S}_{2} \mathbf{w}(t)\right\|_{Q} \leq d_{n}\left(\int_{0}^{t}\left\|\mathbf{w}_{\rho}(s)-\mathbf{w}(s)\right\|_{V} d s\right) \\
& \quad+\max _{r \in[0, n]}\left\|\mathcal{B}_{\rho}(r)-\mathcal{B}(r)\right\|_{Q_{\infty}} \int_{0}^{t}\|\mathbf{u}(s)\|_{V} d s \tag{5.15}
\end{align*}
$$

Moreover, applying (4.4) and proceeding in the same way followed to find (4.18), we obtain

$$
\begin{equation*}
\left\|\mathcal{S}_{3} \mathbf{w}_{\rho}(t)-\mathcal{S}_{3} \mathbf{w}(t)\right\|_{F} \leq c \int_{0}^{t}\left\|\mathbf{w}_{\rho}(s)-\mathbf{w}(s)\right\|_{V} d s \tag{5.16}
\end{equation*}
$$

Combining (5.15) and (5.16) yields

$$
\begin{gather*}
\left\|\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t)-\mathcal{S} \mathbf{w}(t)\right\|_{Y} \leq h_{n} \int_{0}^{t}\left\|\mathbf{w}_{\rho}(s)-\mathbf{w}(s)\right\|_{V} d s \\
\quad+\max _{r \in[0, n]}\left\|\mathcal{B}_{\rho}(r)-\mathcal{B}(r)\right\|_{Q_{\infty}} \int_{0}^{t}\|\mathbf{u}(s)\|_{V} d s \tag{5.17}
\end{gather*}
$$

where $h_{n}=c+d_{n}>0$. As a result of (5.14) and (5.17), we deduce that

$$
\begin{align*}
\varphi( & \left.\mathcal{S} \mathbf{w}(t), \mathbf{w}_{\rho}(t)\right)-\varphi(\mathcal{S} \mathbf{w}(t), \mathbf{w}(t))+\varphi\left(\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t), \mathbf{w}(t)\right) \\
& \quad-\varphi\left(\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t), \mathbf{w}_{\rho}(t)\right) \leq \sqrt{2} \max \{1,\|\mathcal{M}\|\} \max _{r \in[0, n]}\left\|\mathcal{B}_{\rho}(r)-\mathcal{B}(r)\right\|_{Q_{\infty}} \\
& \times\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} \int_{0}^{t}\|\mathbf{u}(s)\|_{V} d s+h_{n} \sqrt{2} \max \{1,\|\mathcal{M}\|\} \\
\times & \left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} \int_{0}^{t}\left\|\mathbf{w}_{\rho}(s)-\mathbf{w}(s)\right\|_{V} d s \tag{5.18}
\end{align*}
$$

Moreover, we use (3.21), (3.23) and (5.1); after some standard computations it follows that

$$
\begin{aligned}
& J\left(\mathbf{w}(t), \mathbf{w}_{\rho}(t)\right)-J(\mathbf{w}(t), \mathbf{w}(t))+J\left(\mathbf{w}_{\rho}(t), \mathbf{w}(t)\right)-J\left(\mathbf{w}_{\rho}(t), \mathbf{w}_{\rho}(t)\right) \\
& \quad=\int_{\Gamma_{3}} \beta^{*}\left(\left\|\mathbf{w}_{\rho, \tau}(t)\right\|-\left\|\mathbf{w}_{\tau}(t)\right\|\right)\left(\mu\left|w_{\nu}(t)\right|-\mu_{\rho}\left|w_{\rho, \nu}(t)\right|\right) \\
& \quad+\int_{\Gamma_{3}} \beta^{*}\left(\left|w_{\nu}(t)\right|-\left|w_{\rho, \nu}(t)\right|\right) \cdot\left(w_{\rho, \nu}(t)-w_{\nu}(t)\right) .
\end{aligned}
$$

Then, by writing

$$
\mu\left|w_{\nu}(t)\right|-\mu_{\rho}\left|w_{\rho, \nu}(t)\right|=\left(\mu-\mu_{\rho}\right)\left|w_{\nu}(t)\right|+\mu_{\rho}\left(\left|w_{\nu}(t)\right|-\left|w_{\rho, \nu}(t)\right|\right),
$$

and by using (2.1), we obtain

$$
\begin{align*}
& J\left(\mathbf{w}(t), \mathbf{w}_{\rho}(t)\right)-J(\mathbf{w}(t), \mathbf{w}(t))+J\left(\mathbf{w}_{\rho}(t), \mathbf{w}(t)\right)-J\left(\mathbf{w}_{\rho}(t), \mathbf{w}_{\rho}(t)\right) \\
& \leq c_{0}^{2}\left\|\beta^{*}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}\left(\left\|\mu_{\rho}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}+1\right)\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V}^{2} \\
& +c_{0}^{2}\left\|\beta^{*}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}\left\|\mu_{\rho}-\mu\right\|_{L^{\infty}\left(\Gamma_{3}\right)}\|\mathbf{w}(t)\|_{V}\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} . \tag{5.19}
\end{align*}
$$

Finally, Cauchy-Schwartz inequality yields

$$
\begin{equation*}
\left(\mathbf{f}_{\rho}(t)-\mathbf{f}(t), \mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right)_{V} \leq\left\|\mathbf{f}_{\rho}(t)-\mathbf{f}(t)\right\|_{V}\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} \tag{5.20}
\end{equation*}
$$

Let use the notations

$$
\begin{align*}
\xi_{\rho n} & =\sqrt{2} \max \{1,\|\mathcal{M}\|\} \max _{r \in[0, n]}\left\|\mathcal{B}_{\rho}(r)-\mathcal{B}(r)\right\|_{Q_{\infty}} \int_{0}^{n}\|\mathbf{u}(s)\|_{V} d s  \tag{5.21}\\
\phi_{\rho} & =c_{0}^{2}\left\|\beta^{*}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}\left\|\mu_{\rho}-\mu\right\|_{L^{\infty}\left(\Gamma_{3}\right)} \max _{s \in[0, n]}\|\mathbf{w}(s)\|_{V}  \tag{5.22}\\
\delta_{\rho} & =\max _{s \in[0, n]}\left\|\mathbf{f}_{\rho}(s)-\mathbf{f}(s)\right\|_{V} \tag{5.23}
\end{align*}
$$

Then, we combine (5.21)-(5.23) with inequalities (5.12)-(5.13) and (5.18)(5.20) to deduce that

$$
\begin{aligned}
& {\left[m_{A}-c_{0}^{2}\left\|\beta^{*}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}\left(\left\|\mu_{\rho}\right\|_{L^{\infty}\left(\Gamma_{3}\right)}+1\right)\right]\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V}} \\
& \leq\left(\xi_{\rho n}+\phi_{\rho}+\delta_{\rho}\right)+h_{n} \sqrt{2} \max \{1,\|\mathcal{M}\|\} \int_{0}^{t}\left\|\mathbf{w}_{\rho}(s)-\mathbf{w}(s)\right\|_{V} d s
\end{aligned}
$$

Moreover, condition (5.2) yields

$$
\begin{aligned}
& \left(m_{A}-m_{0}\right)\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} \leq\left(\xi_{\rho n}+\phi_{\rho}+\delta_{\rho}\right) \\
& \quad+h_{n} \sqrt{2} \max \{1,\|\mathcal{M}\|\} \int_{0}^{t}\left\|\mathbf{w}_{\rho}(s)-\mathbf{w}(s)\right\|_{V} d s
\end{aligned}
$$

We apply a Gronwall argument to the previous inequality to find

$$
\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} \leq \frac{1}{m_{A}-m_{0}}\left(\xi_{\rho n}+\phi_{\rho}+\delta_{\rho}\right) e^{\frac{h_{n} \sqrt{2} \max \{1,\|\mathcal{M}\|\}}{m_{A}-m_{0}} t}
$$

and therefore,

$$
\begin{align*}
& \max _{t \in[0, n]}\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} \\
& \quad \leq \frac{1}{m_{A}-m_{0}}\left(\xi_{\rho n}+\phi_{\rho}+\delta_{\rho}\right) e^{\frac{h_{n} \sqrt{2} \max \{1,\|\mathcal{M}\|\}}{m_{A}-m_{0}} n} . \tag{5.24}
\end{align*}
$$

Then, we use the convergence definition (2.4) and assumptions (5.3)-(5.6) to see that

$$
\begin{equation*}
\xi_{\rho n} \rightarrow 0, \quad \phi_{\rho} \rightarrow 0, \quad \delta_{\rho} \rightarrow 0 \quad \text { as } \rho \rightarrow 0 . \tag{5.25}
\end{equation*}
$$

From (5.24)-(5.25), we conclude that

$$
\begin{equation*}
\max _{t \in[0, n]}\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} \rightarrow 0 \quad \text { as } \rho \rightarrow 0 \tag{5.26}
\end{equation*}
$$

Let denote by $\mathbf{u}_{\rho}(t)=\mathcal{S}_{1} \mathbf{w}_{\rho}(t), \mathbf{u}(t)=\mathcal{S}_{1} \mathbf{w}(t)$ the displacement fields corresponding to the velocity fields $\mathbf{w}_{\rho}(t)$ and $\mathbf{w}(t)$, where $\mathcal{S}_{1}$ is the operator given in (4.6). Therefore, (4.7) and (5.26) yield

$$
\max _{t \in[0, n]}\left\|\mathbf{u}_{\rho}(t)-\mathbf{u}(t)\right\|_{V} \rightarrow 0 \quad \text { as } \rho \rightarrow 0
$$

Also, we recall that $\dot{\mathbf{u}}_{\rho}(t)=\mathbf{w}_{\rho}(t), \dot{\mathbf{u}}=\mathbf{w}(t)$ and we use (5.26), the previous inequality as well as (2.5) to get

$$
\mathbf{u}_{\rho} \rightarrow \mathbf{u} \text { in } C^{1}\left(\mathbb{R}^{+}, V\right) \quad \text { as } \rho \rightarrow 0
$$

Finally, from (5.9)-(5.10) and definitions of $\sigma$ and $\theta$ in (4.12), we deduce that

$$
\begin{aligned}
& \left\|\sigma_{\rho}(t)-\sigma(t)\right\|_{Q}+\left\|\theta_{\rho}(t)-\theta(t)\right\|_{F} \leq L_{\mathcal{A}}\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} \\
& \quad+\left\|\mathcal{S}_{2 \rho} \mathbf{w}_{\rho}(t)-\mathcal{S}_{2} \mathbf{w}(t)\right\|_{Q}+\|\mathcal{M}+1\|\left\|\mathcal{S}_{3} \mathbf{w}_{\rho}(t)-\mathcal{S}_{3} \mathbf{w}(t)\right\|_{F} .
\end{aligned}
$$

Then, (2.14) implies

$$
\begin{aligned}
& \left\|\sigma_{\rho}(t)-\sigma(t)\right\|_{Q}+\left\|\theta_{\rho}(t)-\theta(t)\right\|_{F} \leq L_{\mathcal{A}}\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} \\
& \quad+\sqrt{2} \max \{1,\|\mathcal{M}\|+1\}\left\|\mathcal{S}_{\rho} \mathbf{w}_{\rho}(t)-\mathcal{S} \mathbf{w}(t)\right\|_{Y}
\end{aligned}
$$

We use now (5.17) and (5.21) to obtain

$$
\begin{align*}
& \left\|\sigma_{\rho}(t)-\sigma(t)\right\|_{Q}+\left\|\theta_{\rho}(t)-\theta(t)\right\|_{F} \leq \xi_{\rho n}+L_{\mathcal{A}}\left\|\mathbf{w}_{\rho}(t)-\mathbf{w}(t)\right\|_{V} \\
& \quad+h_{n} \sqrt{2} \max \{1,\|\mathcal{M}\|+1\} \int_{0}^{t}\left\|\mathbf{w}_{\rho}(s)-\mathbf{w}(s)\right\|_{V} d s \tag{5.27}
\end{align*}
$$

We combine (5.26), (5.27) and the convergence $\xi_{\rho n} \rightarrow 0$, as $\rho \rightarrow 0$ given in (5.25) to conclude that

$$
\begin{gather*}
\max _{t \in[0, n]}\left\|\sigma_{\rho}(t)-\sigma(t)\right\|_{Q} \rightarrow 0 \quad \text { as } \rho \rightarrow 0  \tag{5.28}\\
\max _{t \in[0, n]}\left\|\theta_{\rho}(t)-\theta(t)\right\|_{F} \rightarrow 0 \quad \text { as } \rho \rightarrow 0 \tag{5.29}
\end{gather*}
$$

We use (5.28)-(5.29) and the convergence definition (2.4) to get the following convergences

$$
\begin{array}{ll}
\sigma_{\rho} \rightarrow \sigma \text { in } C\left(\mathbb{R}^{+}, Q\right) & \text { as } \rho \rightarrow 0 \\
\theta_{\rho} \rightarrow \theta \text { in } C\left(\mathbb{R}^{+}, F\right) & \text { as } \rho \rightarrow 0
\end{array}
$$

which concludes the proof of Theorem 3.

## References

[1] M. Barboteu, D. Danan and M. Sofonea. Analysis of a contact problem with normal damped response and unilateral constraint. ZAMM-Z Angew Math. Mech., 96(4):408-428, 2015. https://doi.org/10.1002/zamm.201400304.
[2] A. Capatina. Variational Inequalities and Frictional Contact Problems-Advances in Mechanics and Mathematics. Springer, New York, 2014.
[3] O. Chau. A class of thermal sub-differential contact problems. AIMS Mathematics, 2(4):658-681, 2017. https://doi.org/10.3934/Math.2017.4.658.
[4] J. Chen, W. Han and M. Sofonea. Numerical analysis of a quasistatic problem of sliding frictional contact with wear. Methods Appl. Anal., 7(4):687-704, 2000. https://doi.org/10.4310/MAA.2000.v7.n4.a5.
[5] C. Ciulcu, T.V. Hoarau-Mante and M. Sofonea. Viscoelastic sliding contact problems with wear. Math. Comput. Modelling., 36(7-8):861-874, 2002. https://doi.org/10.1016/S0895-7177(02)00233-9.
[6] C. Corduneanu. Problèmes globaux dans la théorie des équations intégrales de Volterra. Ann. Math. Pures Appl., 67(1):349-363, 1965. https://doi.org/10.1007/BF02410815.
[7] C. Eck, J. Jarušek and M. Krbeč. Unilateral Contact Problems: Variational Methods and Existence Theorems. Pure Applied Mathematics, Chapman/CRC Press, New York, 2005.
[8] I. Halvácek, J. Haslinger, J. Nečas and J. Lovišek. Solution of Variational Inequalities in Mechanics. Springer, New York, 1988. https://doi.org/10.1007/978-1-4612-1048-1.
[9] W. Han and M. Sofonea. Quasistatic Contact Problems in Viscoelasticity and Viscoplasticity- Studies in Advanced Mathematics, volume 30. American Mathematical Society-International Press, 2002. https://doi.org/10.1090/amsip/030.
[10] K. Kazmi, M. Barboteu, W. Han and M. Sofonea. Numerical analysis of history-dependent quasivariational inequalities with applications in contact mechanics. Esaim Math. Model. Numer. Anal., 48(3):919-942, 2014. https://doi.org/10.1051/m2an/2013127.
[11] J. J. Massera and J. J. Scha̋ffer. Linear Differential Equations and Function Spaces. Academic Press, New York, 1966.
[12] S. Migórski, A. Ochal and M. Sofonea. Non Linear Inclusions and Hemivariational Inequalities. Models and Analysis of Contact Problems. Advances in Mechanics and Mathematics, vol. 26, Springer, New York, 2013.
[13] S. Migórski, M. Shillor and M. Sofonea. Special section on contact mechanics. Nonlinear Anal. Real World Appl, 22:435-436, 2015. https://doi.org/10.1016/j.nonrwa.2014.10.005.
[14] P.D. Panagitopoulos. Inequality Problems in Mechanics and Applications. Birkha̋user, Boston, 1985. https://doi.org/10.1007/978-1-4612-5152-1.
[15] M. Selmani and L. Selmani. Frictional contact problem for elastic-viscoplastic materials with thermal effects. Appl. Math. Mech. -Engl. Ed., 34(6):761-776, 2013. https://doi.org/10.1007/s10483-013-1705-7.
[16] M. Shillor, M. Sofonea and J.J. Telega. Models and Analysis of Quasistatic Contact. Lecture Notes in Physics Springer, Berlin Heidelberg, 2004. https://doi.org/10.1007/b99799.
[17] M. Sofonea, W. Han and M. Barboteu. Analysis of a viscoelastic contact problem with multivalued normal compliance and unilateral constraint. Comput. Methods Appl. Mech. Eng., 264:12-22, 2013. https://doi.org/10.1016/j.cma.2013.05.006.
[18] M. Sofonea, W. Han and M. Shillor. Analysis and Approximation of Contact Problems with Adhesion or Damage. Chapman \& Hall/ CRC, New York, 2006.
[19] M. Sofonea, K. Kazmi, M. Barboteu and W. Han. Analysis and numerical solution of a piezoelectric frictional contact problem. Appl. Math. Model., 36(9):4483-4501, 2012. https://doi.org/10.1016/j.apm.2011.11.077.
[20] M. Sofonea and A. Matei. History-dependent quasivariational inequalities arising in contact mechanics. Eur. J. Appl. Math., 22(5):471-491, 2011. https://doi.org/10.1017/S0956792511000192.
[21] M. Sofonea and A. Matei. Mathematical Models in Contact Mechanics. London Mathematical Society Lecture Note Series, vol. 398, Cambridge University Press, Cambridge, 2012. https://doi.org/10.1017/CBO9781139104166.
[22] M. Sofonea and F. Pătrulescu. A viscoelastic contact problem with adhesion and surface memory effects. Math. Model. Anal., 19(5):607-626, 2014. https://doi.org/10.3846/13926292.2014.979334.
[23] M. Sofonea, F. Pătrulescu and A. Farcaş. A viscoplastic contact problem with normal compliance, unilateral constraint and memory term. Appl. Math. Opt., 69(2):175-198, 2014. https://doi.org/10.1007/s00245-013-9216-2.
[24] M. Sofonea and Y. Souleiman. A viscoelastic sliding contact problem with normal compliance, unilateral constraint and memory term. Mediterr. J. Math., 13(5):2863-2886, 2016. https://doi.org/10.1007/s00009-015-0661-9.
[25] N. Strőmberg. Continuum Thermodynamics of Contact, Friction and Wear. Ph.D. Theisis, Linőkping University, Sweeden, 1995.


[^0]:    Copyright © 2019 The Author(s). Published by VGTU Press
    This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

