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Abstract

Gene regulation, the process responsible for taking a static genome and producing
the diversity and complexity of life, is largely mediated through the sequence
specific binding of regulators. The short, degenerate nature of the recognized
elements and the unknown rules through which they interact makes deciphering
gene regulation a significant challenge.

In this thesis, we utilize comparative genomics and other approaches to exploit
large-scale experimental datasets and better understand the sequence elements
and regulators responsible for regulatory programs. In particular, we develop
new computational approaches to (1) predict the binding sites of regulators using
the genomes of many, closely related species; (2) understand the sequence motifs
associated with transcription factors; (3) discover and characterize microRNAs,
an important class of regulators; (4) use static predictions for binding sites in
conjunction with chromatin modifications to better understand the dynamics of
regulation; and (5) systematically validate the predicted motif instances using a
massively parallel reporter assay.

We find that the predictions made by our algorithms are of high quality and
are comparable to those made by leading experimental approaches. Moreover,
we find that experimental and computational approaches are often complemen-
tary. Regions experimentally identified to be bound by a factor can be species
and cell line specific, but they lack the resolution and unbiased nature of our
predictions. Experimentally identified miRNAs have unmistakable signs of being
processed, but cannot provide the same insights our machine learning framework
does. Further emphasizing the importance of integration, combining chromatin
mark annotations and gene expression from multiple cell types with our static
motif instances allows for increasing our power and making additional biologi-
cally relevant insights.

We successfully apply the algorithms in this thesis to 29 mammals and 12 flies
and expect them to be applicable to other clades of eukaryotic species. Moreover,
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we find that our performance has not yet plateaued and believe these methods
will continue to be relevant as sequencing becomes increasingly commonplace
and thousands of genomes become available.

Thesis Supervisor: Manolis Kellis
Title: Associate Professor of Computer Science
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Chapter 1

Introduction

1.1 Motivations

While gene regulation is vital to all life, our understanding of the underlying

players and their precise roles remains incomplete. This thesis presents the de-

sign and application of algorithms seeking to increase our knowledge of this basic

process. Interest in computational regulatory genomics has greatly increased in

recent years due to rapid advances experimental techniques, particularly the ex-

ponential drop in the cost of sequencing.

The rapid rate of this advancement is apparent when examining publications

in the field. In 2000, the first draft of the Drosophila genome was published (∼120

megabases; Adams et al., 2000). A year later a decade long project culminated

with the publication of the first draft of the human genome (∼3 gigabases; Lander

et al., 2001; Venter et al., 2001). Today we have the sequence of 12 flies (Stark et al.,

2007b; Drosophila 12 Genomes Consortium, 2007), dozens of mammals (Lindblad-

Toh et al., 2011), and hundreds of additional eukaryotes (Kersey et al., 2009).

Further, sequencing is now applied to even individuals of a species with dozens

already sequenced and hundreds planned (Kaiser, 2008).

We benefit from this new abundance of data throughout this thesis — from

predicting regulators, the patterns they recognize, to their specific instances in

the genome. We also use these technologies to predict regulators and test them
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using a high throughput enhancer assay. This dramatic rate of technological ad-

vancement has made it difficult to predict the potential scope and direction of

research making it an exciting time to be involved in computational biology.

1.2 Relevant biology background

This section will provide an overview of the biological concepts necessary to un-

derstand the work in this thesis. The interested reader is encouraged to consult

a more thorough treatment of the relevant topics, which is available in text books

on molecular biology (Alberts et al., 2002; Watson et al., 2007; Lodish et al., 2007),

gene regulation (Latchman, 2010), and computational biology (Durbin et al., 1998;

Jones and Pevzner, 2004) and through online resources (e.g., Wikipedia). This

treatment will also ignore most exceptions (which exist for nearly every biologi-

cal statement) unless they are necessary for understanding a concept in this thesis.

1.2.1 Basics of molecular biology

All life on earth is made up of building blocks called cells. Genetic material in

the form of deoxyribonucleic acid (DNA) is found in nearly all of these cells and

encodes the primary “blueprints” for the development and response of the cells to

external stimuli. This thesis will focus on eukaryotes, a class of organisms which

includes fungi, plants and animals and for which most of the DNA is found in

the nucleus. The language of DNA has a 4 character system of adenine (A),

cytosine (C), guanine (G) and thymine (T), which are referred to as bases (bp)

or nucleotides (nt). DNA is structured as a double-helix with complementary

base-pairing (A to T, G to C) to facilitate easy replication, a feature noted since its

initial characterization (Watson and Crick, 1953).

DNA is organized into chromosomes which are essentially long strings of the

4 bases. Obtaining these strings is the desired result of sequencing, but sequenc-

ing errors and repetitive regions can complicate the complete recovery of each
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Figure 1-1: Central dogma of molecular biology and an incomplete list of the
major regulators involved.

chromosome’s sequence. Chromosomes contain specific substrings that encode

functional elements. These functions can overlap with the same base having mul-

tiple roles. Finding the coordinates of specific classes of functional elements will

be one of the primary focuses of this thesis.

Large areas of the genome (from tens to as many as millions of bases) are

transcribed into ribonucleic acid (RNA) by RNA polymerase proteins and are re-

ferred to as genes. The direction of RNA synthesis (like DNA synthesis) is always

the same: from 5′ to 3′ (these refer to specific atoms in the chemical backbone of

DNA and RNA) and starts from the transcription start site (TSS) and continues

until the transcription end site (TES; also known as the poly(A) site). DNA/RNA

sequences in this paper will always be indicated in this order. Compared to DNA,

RNA has specific chemical differences, including the nucleotide uracil (U) instead

of T and does not always exist in a double-stranded form. RNAs take on a num-

ber of roles in the cell and for some viruses can even be the primary carrier of

genetic information.

Messenger RNAs (mRNAs) and are one of the primary types of RNAs en-

coded by the genome. They are transcribed (or expressed) and then are processed

(‘spliced’) removing sections referred to as introns leaving the exons. These ma-
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TF2TF1 miRNA1

Figure 1-2: A simple model of gene regulation. Regulators (top) each have an
associated motif to which they bind. Transcription factors (TFs) bind near the
TSSs of genes they regulate, while microRNAs (miRNAs) bind to the 3′ UTRs of
mRNAs.

ture transcripts are then translated into proteins using a code based on sliding

non-overlapping windows of length 3. Each of the 64 3-base sequences (or codons)

specifies one of 20 amino acids. Translation always begins with an AUG and ends

with a UAA, UAG, or UGA. The portion of the processed mRNA that is un-

translated before the coding portion is referred to as the 5′ UTR and the portion

following it is the 3′ UTR. The transcription of DNA to RNA and the subsequent

translation to proteins is referred to as the central dogma of molecular biology

(Figure 1-1).

In eukaryotes chromosomes are wrapped around proteins called histones cre-

ating nucleosomes. Both the DNA and histones can undergo semi-stably inher-

ited covalent changes referred to as epigenetic modifications. Experimental tech-

niques, such as ChIP-chip or ChIP-seq (Figure 1-4), are used to read the mod-

ification state of each region of the genome (with resolution depending on the

type of modification and the technique). Cataloging the modification state (or

epigenome) is a substantial effort because many dozens of known modifications

exist and must be annotated for each cell type (Bernstein et al., 2010; Celniker

et al., 2009; Consortium, 2011b). These changes are correlated with various func-

tional properties (Suzuki and Bird, 2008; Kouzarides, 2007; Ernst and Kellis, 2010),

a fact that we will exploit in this thesis when predicting functional regions of the

genome.
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1.2.2 Gene regulation

While every cell in the body contains essentially the same DNA, cells themselves

have dramatically different morphologies, behavior, and functions. This diversity

is largely driven through the specific regulation of which genes are active in a

cell. In turn, regulation occurs in every step between the DNA sequence and

protein function (Figure 1-1). This section will briefly go through the mechanisms

through which this occurs.

In vertebrates, some genes are responsive to DNA methylation near their up-

stream of their TSS. DNA methylation can effectively turn off a gene (Suzuki

and Bird, 2008) and can be stably inherited across cell devisions. In mammals

most cytosines (C) that are followed by a guanine (G) are methylated. Because

of the specific chemistry involved, methylated cytosines have a propensity to be

mutated to thymine (T). Consequently the genome as a whole is depleted of CG

dinucleotides. CpG islands are particularly common near housekeeping genes

where DNA is not methylated in the germline and consequently CGs are not

depleted.

Transcription itself is a five step process: pre-initiation, initiation, clearance,

elongation and termination. The primarily regulators involved in this process are

proteins called transcription factors (TFs). Each TF recognizes a specific pattern

to which it binds. This sequence, called a motif, can be of variable length (5-20+

bases) and can be degenerate (e.g., recognizing either an A or a G at a specific

position). Further, TFs can bind a variable distance from the gene: while there is

a clear enrichment of TF binding sites near the genes they target, there are also

examples of distal binding sites, called enhancers, many thousands of bases away

from a TSS. The various steps of transcription can be individually regulated as

well: for example, polymerase can pause at a promoter and fail to produce full

length transcripts (Core and Lis, 2008).

The product of transcription is a precursor mRNA (pre-mRNA). The subse-

quent splicing is regulated through the binding of factors called exonic/intronic
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splicing enhancers/silencers (reviewed in Wang and Burge, 2008). Alternative

splicing, along with alternative transcription start and end sites, can lead differ-

ent isoforms of the same gene. Current evidence suggests that more than two-

thirds of human genes and two-fifths of Drosophila genes undergo some form of

alternative splicing (Benjamin J., 2006), making it an important source of diver-

sity for multicellular organisms. Although not explicitly discussed in this thesis,

many of the approaches utilized here are also applicable to predict instances of

splicing-related regulators.

After splicing the mature mRNA is exported from the nucleus into the cy-

toplasm where it is ready for translation. Several regulators including pumilio

proteins (Wharton et al., 1998) and microRNAs (miRNAs) can bind to the RNA

through sequence specificity and influence degradation or translation of the tran-

script.

MicroRNAs are one of the most important regulators (reviewed in Winter

et al., 2009; Bartel, 2004) and are of particular interest to this thesis. MicroRNA

genes, which can be over 1 kb in length, are transcribed from the genome and

fold into ∼80-nt hairpin (Figure 1-3). These are then processed first in the nu-

cleus and then in the cytoplasm to create a short (∼22-nt) mature miRNA. These

short RNAs bind to the 3′ UTR and sometimes coding region (Stark et al., 2007b;

Schnall-Levin et al., 2010) of a gene. Recognition of bases 2-7 of the miRNA (the

seed) through canonical base pairing (A-U, G-C, not G-U) is largely responsible

for the specificity of a miRNA in animals. Additional strength is added by a match

to the 8th base, and having a match that is followed by an A and base pairing to

the remaining portion of the miRNA (Lewis et al., 2005). Recognition by a miRNA

leads to repression of the target mRNA effectively reducing the expression of a

gene.
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1.3 Comparative genomics

Species on earth can be placed into a tree or phylogeny indicating their relation-

ships (incomplete lineage sorting and horizontal gene transfer make this only

roughly true, however we will ignore it in this thesis as it is relatively rare in

the species we consider). When species have experienced sufficiently little diver-

gence, genomes can be aligned to predict orthologous bases and identify specific

mutations. A number of procedures exist for this problem and whole genome

alignment is an active area of research. We use alignments provided by the UCSC

genome browser which are generated using MULTIZ (Blanchette et al., 2004).

Comparative genomics is the technique of taking advantage of this evolution-

ary history to better understand the genome. It can be difficult to predict even

well specified genomic elements such as protein coding genes because we do not

know all the rules that govern them. A popular and long successful strategy is

essentially identify places that have a conspicuous reduction of mutations (Rubin

et al., 2000; Kellis et al., 2003). Of course the cell cannot see the evolutionary his-

tory of a segment of DNA. However, a lack of mutations suggests that a segment

is important and thus undergoing purifying selection. Beyond a lack of muta-

tions, for some elements such as genes the specific pattern of mutations that do

occur can be suggestive of this specific function (evaluated in Lin et al., 2008).

This thesis will make extensive use of comparative genomics to predict func-

tional elements. As we will show, we have sufficient power now to discover

regulatory motifs with the number of species available. However, in most cases

we still do not have sufficient signal to find short, poorly specified motif instances

with high specificity. As more genomes are sequenced, the specific mutational

pattern can be examined to determine the likelihood of a position evolving like a

motif match. Consequently, comparative algorithms will continue to be of interest

and will have to be designed to deal with additional genomes.
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1.4 Relevant experimental techniques

This section will give an overview the large-scale experimental techniques utilized

in this thesis (with the exception of MPRA, which will be described in Chapter 6).

Understanding these techniques and their potential drawbacks is important for

interpreting the results of this thesis and understanding the conclusions drawn.

1.4.1 DNA Sequencing

DNA sequencing refers to the process of obtaining the order of bases in a DNA

molecule — data that is absolutely necessary for essentially all the analysis found

in this thesis. Substantial efforts over the past few decades have led to a dra-

matic reduction in the cost of sequencing (Schuster, 2008), which has had marked

changes to how many molecular biology experiments are carried out.

Sanger sequencing, originally described in the mid-1970s (Sanger et al., 1977),

was one of the first sequencing techniques and also the primary method used

to sequence all the genomes utilized in this thesis. The basic protocol involves

using labeled dideoxynucleotide triphosphates as DNA chain terminators. By

running on a gel the product of the reaction of a sample with each of the four

dideoxynucleotides (and the deoxynucleotides), one can read the bases in order

by comparing the relative sizes of the resulting synthesized DNA. While the ini-

tial technique was a labor intensive process, alterations to the original chemistry

and automation procedures led to the feasibility of sequencing large mammalian

genomes (reviewed in Alterovitz et al., 2009).

Because this technology was only able to produce contiguous sequences of

length no greater than a few hundred bases, additional techniques were neces-

sary for decoding larger genomic regions (e.g., entire chromosomes). The whole-

genome shotgun approach is presently the dominant strategy for this purpose

and was first applied to an animal genome to sequence Drosophila melanogaster

(Adams et al., 2000). This approach fragments the genome into smaller pieces

which are selected at random for sequencing. Subsequent computational tech-
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niques are then used to assemble these fragments by utilizing their overlapping

base pairs (Batzoglou et al., 2002; Huang et al., 2003). Because of this random

selection procedure, regions of the genome can be missed by chance requiring a

high coverage of sequencing in order to ensure each base is likely to be sequenced

at least once.

Significant pressure to further reduce the price of sequencing led to the de-

velopment of sequencing techniques that were highly parallelized and able to

decode many more bases at a given cost (Shendure and Ji, 2008). Two commercial

sequencing platforms based on a cyclic-array procedure (Shendure et al., 2005;

Margulies et al., 2005) that produced data used in this thesis include 454 Genome

Sequencers (Roche Applied Science) and the Illumina Genome Analyzer. These

produce shorter contiguous segments, but with a vastly higher total amount of

sequence. This made these technologies particularly suitable for sequencing miR-

NAs (used in Chapter 4) and for ChIP-seq (used in Chapters 2, 3, 5), although

genome assembly using these short reads has also been investigated (Zerbino

and Birney, 2008).

Sequencing and the subsequent assembly can suffer from a number of prob-

lems that can lead to missing or inaccurate sequence (Pop et al., 2002). The algo-

rithms presented in this thesis, particularly that of Chapter 2, are designed to be

robust against these errors by only minimally penalizing them. Moreover, many

of the results presented in this thesis are statistical in nature and consequently are

not strongly effected by the relatively few errors that occur due to sequencing.

1.4.2 mRNA expression analysis

While all cells have essentially the same DNA, a different complement of genes is

expressed in each cell type. Consequently, determining the specific genes that are

active in a given sample of cells is of great interest to understanding the under-

lying biology. While it is generally desired to identify the specific proteins that

are active in a cell type, this is technically difficult (Garbis et al., 2005). How-
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ever, assaying nucleic acids is considerably simpler and very frequently used as a

surrogate for the protein levels.

One popular approach for measuring the level of mRNAs in a sample is the

DNA microarray (Schena et al., 1995). Microarrays contain tens to millions spots

each with many copies of a single stranded DNA probe. Because the location of

these probes is known, by placing a sample of nucleic acid (usually DNA com-

plementary to an mRNA sample) and identifying the level to which the spots

hybridize to the sample, a quantitative measure of the amount of RNA can be ob-

tained. DNA microarrays can be made either using cDNA probes corresponding

to fragments of mRNAs (Cheung et al., 1999; Duggan et al., 1999; DeRisi et al.,

1996) or using synthesized oligonucleotide arrays (Irizarry et al., 2003).

cDNA microarrays are generated from a library of mRNAs and have probes

that can be hundreds of base pairs long. However, because it is difficult to deposit

consistent amounts of probe in each spot, generally two samples are hybridized

to each array, using a separate florescent label for each. By comparing the rela-

tive ratio of the two colors for each spot, an estimate of the abundance of each

transcript across multiple samples can be made.

In contrast, oligonucleotide arrays have probes that are arbitrarily synthesized

sequences of relatively short length (10-200 bp). Because these sequences may not

uniquely identify a transcript and in order to reduce noise, typically many such

probes are designed for each mRNA and the expression level of each transcript

is estimated by combining these values (Irizarry et al., 2003). In Chapter 6, we

exploit this synthesis procedure not for expression analysis but rather to produce

a large library of arbitrary sequences.

Both DNA microarray technologies suffer from what can be very high noise

levels (Reis-Filho et al., 2006). Moreover, due to the design assumptions, microar-

ray manufacturers advise against the comparison of expression between genes

and cross-hybridization between similar sequences can make it difficult to inter-

pret results. Consequently, as sequencing has become cheaper RNA-seq tech-

nologies (Mortazavi et al., 2008; Wang et al., 2009) are starting to replace DNA

21



microarrays.

1.4.3 Chromatin immunoprecipitation

Beyond the static genome lies a dynamic collection of proteins and modifications

that decorate the genome. As described above, in this thesis we will want to

know where TFs bind to the genome and what chromatin modifications exist

in each genomic region. Chromatin immunoprecipitation (ChIP; Solomon et al.,

1988) followed by the application to a microarray (ChIP-chip; Ren et al., 2000; Iyer

et al., 2001) or sequencing (ChIP-seq; Robertson et al., 2007) permit the assaying

of these genomic features in a dynamic manner (Figure 1-4). The same type of

arrays can be used for ChIP-chip as are used for expression analysis. However,

because there are many more genomic features that are candidates for protein

binding compared to the number of mRNAs, producing arrays for ChIP-chip can

be a much more challenging problem and require trade-offs in terms of coverage

and cost.

A number of potential issues exist with both ChIP-chip and ChIP-seq. First,

they inherit the problems with their underlying technology and can have a sig-

nificant error rate (Buck and Lieb, 2004). For ChIP-seq, repetitive regions and

sequencing errors make mapping the reads to the genome can be a significant

challenge (Park, 2009).

Beyond technical issues, ChIP techniques, when applied to TFs, are inherently

only able to find regions bound in the specific sample and are unable to find

other potential binding sites for a factor. Further, the high rate of turnover be-

tween species (Odom et al., 2007) suggests that many binding sites may not be

selectively functional making the results of ChIP experiments difficult to put in

context. Finally, they are unable to distinguish between sequence specific binding

and non-specific binding due to highly accessible regions, which may constitute

a large number of the bound regions (Li et al., 2008).
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Figure 1-4: Diagram of chromatin immunoprecipitation (ChIP) followed by as-
sessment with microarray (chip) or sequencing (seq).
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1.5 Common data used

1.5.1 Comprehensive collection of known motifs

Known motifs were collected primarily from large scale datasets or databases,

but with significant manual annotation. For human, we collected human, mouse,

and rat motifs from Transfac (version 11.3; Matys et al., 2003), vertebrate motifs

from Jaspar (version 2008; Sandelin et al., 2004), and large scale systematic motifs

generated by Protein Binding Microarrays (Berger et al., 2006; Badis et al., 2009;

Berger et al., 2008). For Drosophila we used fly motifs from Transfac and Jaspar

in addition to motifs collected from various literature sources (Sen et al., 2010;

Reed et al., 2008; Noyes et al., 2008a,b; MacArthur et al., 2009; Down et al., 2007;

Ivan et al., 2008; Wasserman and Sandelin, 2004). Names for the motifs were

standardized by factor name (in human some families were collapsed if their

motifs were similar enough; fly motifs were named by their fly base symbol).

Hierarchical clustering of mammalian motifs is performed using centroid linkage

and a cutoff of 0.95. This cutoff is high enough where the motifs essentially match

the same genomic locations and is used only for identifying redundancy. For each

cluster only the motif closest to the centroid is retained.

1.5.2 Genome annotations

Because the work in this thesis is centered around model organisms, we are able

to exploit available annotations. When performing motif instance prediction, it

is important to exclude regions that may have other sources of evolutionary con-

straint (e.g., coding sequence) and regions that are difficult to align (e.g., repeats).

Consequently, all simple repeats, repeat masked regions, coding regions, 3′ UTRs,

exons from non-coding genes, and chromosomes Y and M are excluded unless

otherwise specified. Simple repeats and repeat masked regions are taken from

UCSC for the appropriate assembly (Kent et al., 2002). Fly gene annotations

for dm3 were taken from Flybase v5.28 (Tweedie et al., 2009) and miRBase v15
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(Griffiths-Jones et al., 2008). Human hg18 annotations (used in Chapters 2 and 5)

are taken from GENCODE v2b (Harrow et al., 2006); hg19 annotations (used in

Chapter 3) are taken from Gencode v4.

1.6 Thesis overview

This thesis deals with using computational approaches to better understand gene

regulation. The contributions include:

• A novel, practical algorithm for predicting comparative motif instances

(Chapter 2). We analyze the performance of the algorithm in recovering

motifs in the context of experimental and functional datasets and for differ-

ing numbers of species. We conclude that additional species will allow us to

predict additional instances at the same confidence. To make this analysis

possible, we develop a number of high-performance computational tools.

• The systematic annotation of motifs for hundreds of human ChIP-seq

datasets (Chapter 3), appropriate for use with the method developed in

Chapter 2. We use statistical corrections for enrichment and carefully

chosen controls to correct for various issues and are able to find: (1) the

most accurate motif for a TF; (2) a handful of unvalidated, novel motifs;

(3) cooperating and antagonizing factors; and (4) meaningful differences

in binding of the same factor between cell types. We do a thorough anal-

ysis of the results and find many factor relationships that are confirmed

in the literature and make several additional predictions appropriate for

follow-up.

• Methods for computationally predicting microRNA (miRNA) hairpins and

their corresponding 5′ cleavage sites using comparative and structural in-

formation (Chapter 4). To predict these regulators we use a customized

random forest algorithm and achieve over 4,500-fold enrichment for real

hairpins over random hairpins in the genome. We find that our perfor-
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mance is better than a competing algorithm that was run on the same data.

Predicting the mature miRNA produces additional motifs for use with our

motif instance algorithm; we use an SVM and update several previously

made predictions, leading to a significant update in the target spectra.

• The annotation of cell line specific factors in human and fly using chromatin

modifications (Chapter 5). We find: (1) our comparative motif instances can

be reliably used to predict key regulators of cell types; (2) these regulators

can be classified as activators or repressors by how their enrichment signa-

tures correlated with the expression of the regulators in the same cell types;

and (3) the enrichments of activator motifs and their correlation with expres-

sion can be used to classify chromatin marks or states in terms of activator

potential.

• The systematic testing of the predictions made in Chapters 2 and 5 (Chapter

6). We apply a massively parallel reporter assay (MPRA) to measure the en-

hancer activity of thousands of sequences centered on motif instances and

their engineered manipulations. In doing so, we significantly increase the

number of experimentally validated enhancers and careful statistical analy-

sis leads to a number of insights: (1) 145-bp is often sufficient to capture the

enhancer activity when centered on motif instances; (2) enhancers centered

on comparative motif instances are ∼2 times more likely to be functional

as those centered on random motif matches; (3) several other properties are

correlated with sequences that have strong enhancer activity, including chro-

matin mark dip scores (an indication of nucleosome exclusion), motif match

strength, and the enrichment of motifs for other factors; (4) manipulating

the motif match affects expression consistent with the specificity indicated

by the PWM: disruptive mutations that would prevent TF binding eliminate

enhancer activity, whereas mutations permitted by the PWM do not affect

enhancer activity; (5) disrupting the binding sites for repressors can lead to

an increase in expression in the cell type where the repressor in active; and
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(6) together these results validate our motif instances and our factor/cell-

line predictions.
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Chapter 2

Regulatory motif instance prediction

This chapter will describe and evaluate an algorithm for predicting functional

motif instances using multiple, closely related species. We define functional motif

instances as those that would result in a reduction of fitness of an organism if

disrupted, although we also expect them to be more likely to be biochemically

active than a simple motif match. The comparative motif instances produced here

will be used in Chapter 5 to examine the relationship between motif instances

and chromatin modifications and then systematically experimentally validated in

Chapter 6. While I was responsible for almost all aspects of the implementation

and analysis, some of this work, particularly the initial algorithmic design and

the Drosophila results, were done as part of a collaboration with Alexander Stark.

This chapter is based on results previously published in Kheradpour et al. (2007),

Stark et al. (2007b), and Lindblad-Toh et al. (2011) with notable additions.

2.1 Introduction

Once the motif for a regulator has been determined, a natural desire is to pre-

dict its functional locations. However, a consequence of short nature of most

metazoan motifs (5-15 bp) is that they will frequently match the genome just by

chance — a fully specified 6-mer will match a uniformly random genome once

every 46 ≈ 4000 bases. A large mammalian genome therefore contains hundreds
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Figure 2-1: Challenges associated with motif instance identification using many
aligned genomes (hypothetical motif matches are indicated in red). (a) The sim-
ple, straightforward case is when an instance is found fully conserved in the
orthologous position near a given gene. (b) Motif turn-around or alignment er-
rors can lead to a motif match being found in a location proximal to one in the
target genome, but not directly aligned. (c) Motif matches can be missing due to
turn-over or sequencing errors. The motif instances can also be found far from a
gene, making them difficult to assign.

of thousands of matches for such a motif, far more than the number of regions

bound in an experimental assay (tens of thousands at most). The source of this

discrepancy is not completely clear, but chromatin structure, lack of necessary co-

factors or motif multiplicity, and incorrect models of binding have been proposed

as possible explanations (Wasserman and Sandelin, 2004; Badis et al., 2009).

Consequently, the general approach toward motif instance prediction has been

to increase power by looking for motif matches that are more likely to be associ-

ated with functionality but less likely to occur just by chance. A popular way to

do this is by finding regions of the genome that are enriched for a set of transcrip-

tion factors known to act in concert (Berman et al., 2002; Schroeder et al., 2004;

Philippakis et al., 2006). This has been successful because it requires only one

genome but can predict sequences that have a high probability of functionality.

However, these approaches are inherently require a set of motifs known to act

together and are unable to find motif matches that occur in isolation.

An alternative approach that is able to find isolated binding sites is phyloge-

netic footprinting, which exploits the preferential conservation of motif instances.

Early work in this area mainly focused predicting motif instances that were per-

fectly conserved in orthologous regions between two or more species (Sharan

et al., 2003; Ettwiller et al., 2005; Lewis et al., 2005) whereas Ho Sui et al. (2005)
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matched motifs to areas with conservation above some threshold. Conversely,

Blanchette and Tompa (2002) used an alignment-free approach to find k-mers in

orthologous promoters that were unusually well conserved and Moses et al. (2004)

models binding using a strict phylogenetic model to find regions that evolve ac-

cording to the motif and not the background. These methods were generally not

designed to cope with large phylogenies of species containing sequencing and

alignment errors.

In this chapter we present our own practical alignment-free phylogenetic foot-

printing algorithm. We will then evaluate our method separately using 29 placen-

tal mammals and 12 fruit flies. We expect this method to be generally applicable

as long as whole genome alignments can be produced and there is sufficient total

branch length.

2.2 Producing robust comparative motif instances

The complexity of large phylogenies leads to a number of issues that prevent sim-

ple matching of motifs to conserved genomic regions. Sequence properties, such

as dinucleotide biases, must be considered because they greatly influence the

abundance of a motif and its observed mutation rate. Consequently, we produce

control motifs specific to each motif we scan that are diverse and have similar

properties to our original motif (Figure 2-2). Further, the low coverage genomes

used for some studies (e.g., the 29 mammals) will lead to large gaps in the as-

semblies for some species necessitating a scoring scheme that does not strongly

penalize for a missing species in a dense species tree. Even with complete data,

unannotated functional elements may match a motif and produce an apparently

conserved instance, requiring the measuring of background level of conserva-

tion. Because alignment algorithms are imperfect and motif turnover may lead

to motifs appearing to have moved (Odom et al., 2007), we support shifts in

the placement of motif instances in the alignment. These motif turn-over events

represent conservation of function, not a phylogenetic relationship between the
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4
Randomly select up to 10 motifs but only permit
at most one motif per cluster

1

Produce 100 shuffles of our original motif while
roughly preserving the overall information
content structure

Original motif

2
Filter motifs, requiring they match the genome
about as often (+/‐ 20%) as the original motif

Genome sequence

3
Cluster the remaining potential control
motifs at a correlation cutoff of 0.8

Figure 2-2: Procedure for generating shuffled motifs.

corresponding bases. Consequently, our motif instances are produced using an

alignment-free approach that has been used by others for similar purposes (Ward

and Bussemaker, 2008).

For each motif in our database (see Section 1.5.1), 100 putative control motifs

are generated by randomly shuffling the columns of each PFM (Figure 2-2). Be-

cause the particular way the information content of a motif is ordered may affect

the background level of conservation (e.g., a group of specified bases surrounded

by unspecified bases may be more likely to be conserved by chance), we create

three bins of information content and shuffle only within each bin. Each of the 100

shuffled motifs is then matched to the genome (as described in Section 2.3) and

only those that have ±20% the number of matches of the original motif are con-

sidered (building on Lewis et al., 2003). The remaining motifs are then clustered
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Figure 2-3: Example motif match to CTCF and corresponding computation of
BLS. BLS is equal to the size of the smallest subtree that contains all the species
with a motif match. The advantages of this approach over a simple measure of
conservation are indicated. This example is illustrative and not all species used
for 29 mammals study are included. BLS is measured here in substitutions per
site (sps).

at a 0.8 correlation cutoff and up to 10 control motifs are chosen in random order,

allowing only one motif per cluster. We find that the cutoff of 0.8 results in mo-

tifs that are sufficiently dissimilar as to not frequently match the same sequences

disrupting our statistics which assume independence.

Because we require identical base-composition and similar number of overall

matches, for some motifs no control motifs can be generated and thus are not

amenable to our algorithm (this generally occurs for < 1% of motifs). The algo-

rithm does not permit lower quality controls and thus does not compromise the

quality of motif instances.

Our analysis is centered around the same species as an input whole genome

alignment, which is typically a model organism such as human, mouse, or

Drosophila melanogaster. All the other species in the alignment are used as in-

formants. For each motif match (Section 2.3) in the target genome, we compute
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a branch length score (BLS; Figure 2-3)). This is done by using whole-genome

alignments to identify the other species that have a motif match in the aligned

position (expanding this to allow motif movement is described below). The BLS

is then defined as the branch length of smallest subtree containing all species

with a motif match.

We then produce a mapping between BLS and confidence (intended to ap-

proximate 1 - false discovery rate; Figure 2-4) for each BLS (at 100 evenly spaced

values from 0 to the total branch length of the tree) by computing the number of

instances that reach that BLS score and comparing that to the number we would

expect to be according to the control motifs. Let r̄b be the fraction of instances

for control motifs that have BLS score ≥ b, and let rb = nb
n0

where nb indicates

the number of motif matches to our motif that have BLS ≥ b. We define the

confidence cb:

cb =
nb − r̄b × n0

nb

= 1− r̄b
rb

notice that while cb will be negative if the control motifs are more conserved than

the original motif, because c0 = 0 and will always have the most instances, we

never report motif instances with less than 0 confidence.

This measure of alignment-free conservation does not use a fully specified

model of evolution. However, because it empirically corrects for phenomena

that would otherwise be difficult to model (e.g., conservation due to non-coding

RNAs), we have found it to be useful in practice, which we will show in the

remainder of this thesis.

Wilson score interval (Wilson, 1927) with z = 1 is applied to both r (correct-

ing downward) and rc (correcting upward) in order to produce a conservative

estimate of confidence in situations with few instances. This is essentially the

same computation we use for evaluating enrichments (see Section 5.2). We also

permit motif movement by repeating the procedure for each of the 32 windows

34



Matches to 
control mo�fs

C
o

n
fi

d
en

ce
N

u
m

b
er

 o
f 

m
at

ch
es

 (
in

 t
h

o
u

sa
n

d
s)

Branch length score (BLS)

Matches to real mo�f

Confidence

0.5 1.0 1.5 2.0 2.50.0
0

3

6

0.0

0.2

0.4

0.6

0.8

1.09

Figure 2-4: Computation of confidence score for motif instances of CTCF in mam-
mals. The number of instances for the motif that reach each branch length is
computed (dark blue). Control motifs are used to compute an expected back-
ground level (light blue), correcting for alignment-free conservation by chance or
due to overlap with unannotated elements. The fraction of the dark to light blue
above results in the confidence score (red).

35



w = 0, 5, 10, 20, . . . , 100, 120, . . . , 500 allowing both the motif and the control motifs

to move w bases in the informant genomes relative to the position aligned to our

target species. Consequently, for each confidence cutoff from 0.1, 0.2, . . . , 0.9 the

BLS and w combination that results in the highest sensitivity is chosen. However,

permitting movement only modestly increases the number of instances (∼17% in

human) and consequently our method is still largely alignment driven (Figure

2-5).

In human, confidence prediction is done on only autosomes (non-X/Y/M

chromosomes), and then instances are produced on the chromosome X using the

mapping produced on the autosomes but with a tree produced on chromosome

X. This is important to correct for the higher background level of conservation

of chromosome X (Vicoso and Charlesworth, 2006). Chromosome Y is ignored

because data in other species is incomplete (not all sequenced mammals were

male) . Scaling and motif movement analysis shown below ignores instances on

chromosome X (Figures 2-5, 2-10, 2-14 and 2-15).

2.3 Techniques for matching motifs

Typically, motifs are available as 4xN matrices indicating for each position the fre-

quency of each base (position frequency matrix; PFM). Before matching, PFMs are

typically converted to PWMs by incorporating a background model and putting

them into log space. In this thesis we use a pseudo count of 0.001 (to prevent

undefined values) and a uniform background. In this chapter, we will generally

use a threshold corresponding to 4−8 as determined by TFM-Pvalue (Touzet and

Varre, 2007). Matching a single PWM to one genome is a straightforward com-

putational task involving summing floats across each position and comparing to

a cutoff. A number of tools are available for this task, including MAST (Bailey

and Gribskov, 1998), storm (Schones et al., 2005), and AffinityProfile (Foat et al.,

2006). For our purposes we needed a tool that could: (1) match motifs to multiple

species, (2) scan in a window in the other species while avoiding the same match
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confidence when allow motif movement and flips or not. Solid line indicates no
change whereas dotted line is a 17% increase (the overall proportion of additional
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being assigned to multiple matches in the target, while being (3) fast enough to

feasibly match thousands of motifs to mammalian scale genomes. Here we de-

scribe technical details of our motif matching software (written in C) that fulfills

these requirements.

For each motif, all fully specified 8-mers that could begin a motif match are

computed (recursively; motifs less than length 8 are padded with Ns). These are

put into a 48 entry lookup table so that while scanning the target species genome

a single lookup can produce a list of all potentially matching motifs. We found

that this heuristic dramatically increases the speed of matching (about 10 times,

for our typical mammalian runs).

Once we have found a motif match in the target species, we must determine

which informant genomes also match. For this purpose, we compute the flanking

matches to our motif in the target genome. These are used to eliminate the aligned

regions in the informant species that are closer to some other motif match in the

target species. This is an important step to avoid a single match in an informant

species from making multiple target species matches appear conserved. Once the

informant species with motif matches are determined, we compute the BLS using

a parent tree representation of the phylogenetic tree.

Finally, many analyzes require computing enrichments by counting the num-

ber of instances in each type of region. Because the resulting match files can be

as large as 200 gigabytes compressed, most software to produce overlaps would

fail when trying to load them into memory. To deal with this challenge we pro-

duced software to determine overlapping regions for files sorted by chromosome

then start position. Overlaps are then produced using the following algorithm

(which is the same as the “chromsweep” algorithm independently implemented

by BEDtools; Quinlan and Hall, 2010):

1 stored_lines = {}

2 while new_line = read_line(file_1 ):

3 // when comparing positions , also compare chromosomes

4
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5 // scan through list of stored elements and remove ones

6 // we will never overlap in another read in file_1 line

7 for line in stored_lines in order:

8 if line.end < new_line.start:

9 delete stored_lines[line]

10 else if line.start >= new_line.start:

11 break // short circuit

12

13 // read in new lines

14 while not(eof(file_2 )) and

15 (

16 isempty(stored_lines) or

17 stored_lines.last.start <= new_line.end

18 ):

19 line = read_line(file_2)

20 if line.end >= new_line.start:

21 stored_lines.push(line)

22

23 // print out matching elements

24 for line in stored_lines in order:

25 if line.start <= new_line.end:

26 print new_line , line

27 else:

28 break // short circuit

The running time of this algorithm is O( f1 + f2 + o) where f1 and f2 are the

number of lines in each file and o is the number of overlaps (we only examine

a constant number of stored_lines more than we print or read in each iteration).

More importantly, memory usage is only O(omax) where omax is the maximum

number of elements a region in f1 overlaps in f2. Sorted motif matches are au-

tomatically produced by scanning chromosomes in alphanumeric sort order and

sorted regions are produced by unix sort (which, depending on implementation,
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Conf-
idence

No. motifs
reaching

confidence

Total No.
instances

% examined
bases

covered

No. TFs with
a motif

reaching
confidence

Total No.
instances

(best motif
per TF)

0.0 630 55,021,406 80.6 335 35,366,716
0.1 540 15,817,545 45.3 294 11,181,918
0.2 492 8,385,913 26.0 270 6,068,955
0.3 435 4,697,272 14.3 252 3,495,271
0.4 375 2,675,802 7.7 225 2,050,302
0.5 293 1,449,752 3.9 188 1,175,237
0.6 216 707,141 1.7 151 595,984
0.7 129 269,944 0.6 101 240,849
0.8 56 90,464 0.2 45 80,138
0.9 16 33,822 0.1 14 29,080

Table 2-1: Basic statistics on the predicted human motif instances.

uses disk cache as necessary). Together these tools permit us to match hundreds

of motifs to entire mammalian genomes with relative ease (on an appropriately

sized cluster).

2.4 Validating the predicted mammalian regulatory

network

Of the 688 motifs initially in our database, 630 (representing 335 factors) were able

to be matched at the required stringency and have at least one shuffle motif. The

number of instances found at various cutoffs are indicated in Table 2-1.

ChIP-chip/seq is a popular experimental technique for determining the bind-

ing sites of a factor in vivo (Section 1.4.3). However, because ChIP inherently

does not capture binding events that occur in all cell types, and not all binding

events are conserved, we do not expect perfect concordance between ChIP re-

gions and comparative motif instances. Regardless, an enrichment in one relative

to the other would suggest the validity of the motif instances because we expect

functional motif instances to be more likely to be bound in vivo.

For this purpose, we assembled a database of published ChIP-chip/seq
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Factor Cell type Technology Num peaks Motif used Citation

CTCF CD4+ T
ES (mouse) Sequencing 21,544

8,546 (+mouse) Jaspar MA0139.1 Barski et al. (2007)
Mouse: Goren et al. (2010)

ER MCF-7 Paired-end Tags 1,229 7 Transfac M00191 Lin et al. (2007a)

Fos K562 CML Sequencing 18,963 7 Transfac M00926 Raha et al. (2010)

FOXA2 Liver Promoter array 143
19 (+mouse) Jaspar MA0047.2 Odom et al. (2007)

HNF1 Liver Promoter array 246
23 (+mouse) Jaspar MA0046.1 Odom et al. (2007)

HNF4 Liver Promoter array 1,231
99 (+mouse) Transfac M01036 Odom et al. (2007)

HNF6 Liver Promoter array 149
20 (+mouse) Transfac M00639 Odom et al. (2007)

Myc K562
ES (mouse)

Sequencing
Promoter array (mouse)

15,749
2,399 (+mouse) Transfac M00187 Raha et al. (2010)

Mouse: Kim et al. (2008)

NF-κB GM12878 Sequencing 38,559 Jaspar MA0061.1 Kasowski et al. (2010)

NRSF Jurkat T Sequencing 1,931 Transfac M00325 Johnson et al. (2007)

p53 HCT116 Paired-end Tags 62,939 Transfac M00034 Wei et al. (2006)

STAT1 HeLa-S3 Sequencing 41,530 Transfac M00224 Robertson et al. (2007)

YY1 NT2/D1 Sequencing 11,018 Transfac M00651 Consortium (2011a)

Table 2-2: Listing of datasets and motifs used in human analysis. Datasets were
identified from the literature and the peaks identified in the study were used
after mapping to the appropriate assembly (if necessary) using liftOver (Kent
et al., 2002). For factors that also had a dataset available in mouse, we show the
number of peaks found in human that were bound in the orthologous mouse
positions. When multiple motifs were available for a factor, we chose the one
with the highest enrichment in the human dataset (ignoring conservation).
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Figure 2-6: Enrichment of motifs in published experimental datasets. (a,b) Known
motifs for each factor show an enrichment in experimental datasets which in-
creases with alignment-free conservation. (b) Enrichment dramatically increases
for regions that are bound in both human and in the orthologous positions in
mouse.

datasets (Table 2-2) and we do, indeed, observe increased enrichment of our

comparative motif instances (Figure 2-6). Enrichments are computed as the

ratio of the fraction of motif instances inside a region to the fraction of bases

inside that region. For example, if 20% of a motif’s instances are bound by a

given factor, but only 1% of the genome is bound, then we would report an

enrichment of 20-fold. Moreover, this enrichment increases, often substantially,

with increasing confidence (Figure 2-7) and is also seen for fly datasets (Figure

2-8), demonstrating the generality of this method.

In many cases, a larger proportion of the predicted motif instances do not

overlap experimentally bound sites than is expected given the precision indicated

by the confidence level. These may result from (1) an inaccurate confidence pre-

diction, (2) false negatives in the experimental procedure, (3) the existence of a

regulator with similar binding affinity, (4) regions bound in cell types not as-

sayed, or a combination therein. It is, therefore, interesting to note that for CTCF,

which has fairly consistent binding across cell types (Kim et al., 2007; Cuddapah

et al., 2009) and whose binding specificity is not similar to that of any other factor
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Figure 2-7: Enrichment of corresponding motifs in bound regions. Most factors
show consistent and substantial increases in enrichment with increasing confi-
dence. Motif enrichments divided by enrichment at 0.0 confidence (i.e. all motif
instances).
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Figure 2-8: Increase in enrichment is also seen for fly factors with experimental
data taken from literature (Abrams and Andrew, 2005; Zeitlinger et al., 2007;
Sandmann et al., 2006, 2007).
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Figure 2-9: The CTCF motif in human has confidence levels roughly tracking the
fraction of bound instances (blue; right) while maintaining tens of thousands of
instances (red; left).

(maximum motif similarity to any factor lower than that of 92% of factors), has

relatively strong agreement between the confidence score and the observed frac-

tion of instances overlapping experimentally identified sites while maintaining a

high enrichment (Figure 2-9). A similar trend is seen for NRSF.

There is a substantial difference in the enrichment levels seen for each factor,

both for comparative instances and all motif matches. This may be due to a

variety of reasons, including: (1) the quality of each experimental dataset and the

corresponding known motif; (2) the specificity the factor has for its own motif,

versus other contributors of binding; and (3) a variable range of motif turnover

depending on the selective pressures on binding sites for a given factor. Despite

this, we do consistency see significant enrichment of the motif matches which

then increases as we apply conservation.

Because not all binding events are conserved across species (Borneman et al.,

2007; Schmidt et al., 2010) and many are not functional (MacArthur et al., 2009),

not all experimentally identified regions are expected to have a conserved motif

instance. However, the conserved binding sites appear to be very important and

indeed tend to be found near targets known to be developmentally important
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Figure 2-10: Scaling of motif instances using different species subsets. We reran
our instance prediction procedure using varying number of species and found
that it appears prediction power has not yet saturated. We note that we continued
to use the same alignments, simply using only rows corresponding to the species
of interest. Consequently, performance strictly on fewer species could be worse
because the alignments would not benefit from the intermediate species. The
relative value of low coverage (∼2x) and high coverage (∼8x) is shown.

(Schmidt et al., 2010). When we consider only those binding sites that are also

conserved in mouse, we find that the enrichment is dramatically higher (Figure

2-6b).

2.5 Scaling of motif instance prediction

Due to their short length and degeneracy, instance prediction greatly benefits

from additional species. Indeed, for the mammals we find an increase in the

number of predicted instances as the total branch length of the species considered

is increased (Figure 2-10). Further, while for a given branch length using high

46



coverage genomes consistently leads to higher sensitivity than using low coverage

genomes adding low coverage genomes still significantly improves performance.

We also examined the extent to which adding additional species affected the

quality of the motif instances in terms of predicting bound regions. We found

that while we found many more instances at the same confidence level using

more species, the enrichments in experimental datasets is comparable (Figure 2-

11). This is consistent with our expectation that additional species gives us higher

power for the prediction of motif instances that are likely to be functional, while

our confidence measure accurately assesses their quality.

2.6 ChIP vs. motif instances

While there is a correlation between ChIP and comparative motif instances, there

are also significant differences. This raises the question of which more accurately

predicts motif instances that are likely to be functional. Consequently, we identi-

fied regions independent from both ChIP and motif matches that we expect to be

associated with likely functional regions bound by a given factor and use these to

compare the two.

We expect instances of NF-κB, an important immune regulator, to be prefer-

entially located in GM/HUVEC enhancers and in the upstream regions of im-

mune response genes. Indeed, we see this trend for both NF-κB motif instances

and ChIP bound regions (Figure 2-12). Further, we continue to have an enrich-

ment (4.2-fold) for motif instances that do not intersect with the ChIP regions.

Moreover, considerably higher enrichment is seen for motifs in the promoters of

immune response genes. ChIP regions that have a motif instance are more than

two-fold more enriched in these likely functional regions than either of the criteria

alone, demonstrating the complementarity of motifs and experimental techniques.

We see a similar trends for STAT1 and p53 in enhancers where we expect them to

be active (Figure 2-12).

In fly we do a similar analysis and find that two mesodermal activators (Twist
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Figure 2-11: Comparison of motif instances at 40% confidence using only 4 mam-
mals (human, mouse, rat, dog) to those found using all 29 mammals. Bars show
log ratio of indicated numbers.
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TF Comparison region Targets Enrichment Number of insts

NF‐κB GM/HUVEC enhancers ChIP (GM12878) 28.3 27,873

Conserved mo�f instances 21.4 1,680

ChIP/Mo�f intersec�on 49.2 644

Mo�fs without ChIP 4.2 1,036

NF‐κB Immune response
genes (GO:0006955)

ChIP (GM12878) 3.0 27,873

Conserved mo�f instances 6.3 1,680

ChIP/Mo�f intersec�on 11.4 644

Mo�fs without ChIP 3.1 1,036

STAT1 K562/GM enhancers ChIP (HeLaS3) 6.8 30,046

Conserved mo�f instances 5.8 422

ChIP/Mo�f intersec�on 15.9 153

Mo�fs without ChIP 0.0 269

p53 NHEK/HMEC enhancers ChIP (HCT116) 2.3 31,904

Conserved mo�f instances 12.7 193

ChIP/Mo�f intersec�on 12.6 39

Mo�fs without ChIP 12.7 154

Figure 2-12: Comparison of ChIP and comparative motif instances (at 40% confi-
dence) for predicting regions and genes likely to be bound by a factor. Enhancer
regions defined in Ernst et al. (2011). Regions within 2kb of a gene TSS are used
as for assessing regulatory enrichment.
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and Mef2) have comparable ability to find muscle genes (as defined in Tomancak

et al., 2002), again with the intersection having considerably higher enrichment.

Moreover, for the mesodermal repressor Snail, whose binding sites we expect to

be avoided near mesodermal genes, we find that particularly true for comparative

motif instances. Given that the motif instances have enrichments consistent with

those of ChIP, a significant advantage beyond the low cost of the motif instances

is their ability to suggest specific regulatory bases — a property we will take

advantage of in Chapter 6.

While we see comparable enrichments for motifs and ChIP datasets in these

functional defined regions, the sensitivity can differ dramatically between the two.

For example, the factors shown in Figure 2-12 have many more peaks than the

number of motif instances at 40% confidence. Consequently, when few compara-

tive motif instances are available, ChIP may be more appropriate for identifying

a broad range of the targets of a factor. However, these results suggest that com-

parative motif instances would perform comparably to ChIP when only a small

number of confident instances are necessary.

2.7 Comparison to motif discovery

While de novo comparative motif discovery (Cliften et al., 2003; Kellis et al., 2003;

Xie et al., 2005; Stark et al., 2007b) and instance prediction are related problems,

motif discovery does not generally benefit from additional species as much as mo-

tif instance prediction does. Indeed, we have found that a small number of species

appropriately placed is sufficient to statistically distinguish real motifs from fake

ones (Figure 2-14). This is a consequence of motif discovery methods leveraging

statistical over conservation across thousands of matches without needing to pre-

dict any individual instances. Moreover, we find that genome-wide conservation

scores are highly correlated when computed both when using four species and

the entire eutherian tree (Figure 2-15).

50



Twist

Mef‐2

Snail

Mo�fs inside ChIP

Mo�fs

Mo�fs outside ChIP

ChIP

ChIP without mo�f

84210.50.25

Enrichment in muscle gene promoters
Figure 2-13: Enrichments of motifs and ChIP-chip in regions likely to be func-
tional. We observe enrichments of mesodermal activators Twist and Mef-2 along
with depletion of the repressor Snail within 2 kb upstream of genes expressed in
embryonic muscles. We see that the motif instances (at 60% confidence) perform
at least as well as ChIP and that the intersection of the two has dramatically higher
enrichments. Except for Snail, all p-values are significant with P <5× 10−3.
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Figure 2-14: Distinguishing real from random motifs requires a limited number
of species. ROC curves comparing different informant species subsets in predict-
ing real motifs. Two methods are used to score motifs: MCS (Xie et al., 2005)
in solid lines or MEC (Stark et al., 2007b) in dashed lines at varying BLS levels
(without motif movement). All motifs with at least two shuffles (N = 577) in the
known motif database were scored genome-wide to show a preference for being
conserved at the optimal branch length score (in terms of AUC) for each species
subset. Additionally, shuffles of these motifs were scored using the same crite-
rion. Using only mouse, rat, and dog as informant species performs essentially
identically to using the entire eutherian tree in separating the known and shuffled
motifs. Indeed, even using just a single informant (mouse), has nearly equivalent
performance. The two scoring schemes also distinguish between the two motif
sets equally well. This demonstrates that at the number of instances and level
of conservation seen for motifs in our database, motif discovery will likely not
perform better when using motif conservation methods that employ a statistical
conservation signal across the instances found genome-wide.
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Figure 2-15: Motif conservation score (MCS; Kellis et al., 2003, 2004; Xie et al.,
2005) is strongly correlated when using the entire eutherian tree or only mouse,
rat and dog as informant species. A correlation of 0.99 is seen between the
MCS scores on known motifs computed using all eutherian informant species
and when only using mouse, rat, and dog as informants (r=0.99). MCS is com-
puted as the negative log of the hypergeometric p-value of the conservation rate
of the motif compared to the controls for that motif. This analysis does not pre-
clude the possibility of the existence of motifs specific to a given clade (e.g., the
primates) that are yet to be described.
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2.8 Conclusion and future directions

In this chapter we showed that comparative genomics is a powerful tool in pre-

dicting likely functional motif instances. We present an algorithm for finding

comparative motif instances that is robust to low quality genomes, alignment

difficulties, and common evolutionary events. We also show that these motif in-

stances are correlated with in vivo binding and have competitive enrichment with

ChIP for identifying genes likely to be functional for a given TF. The main biolog-

ical contribution is the prediction of specific target genes for hundreds of factors

in human and fly, each with a specified confidence level.

The methods presented in this chapter have been adapted and extended by

others. Xie et al. (2009) modify BLS with a Bayesian approach that permits partial

matches to a species, producing a Bayesian BLS. Friedman et al. (2009) extend

our work in a different direction customizing it for use with miRNA binding sites

and show that correcting for the variable nature of conservation in the genome

can lead to increased signal and more confidently predicted motif instances. Due

to the rigorous statistical approach and control motifs, method improvements do

not invalidate the stated specificity of predicted motif instances, but rather at best

can increase the number that can be predicted.

In addition to these changes, a number of extensions could improve the predic-

tion of motif instances. Much of the power of BLS comes from its lack of making

specific model assumptions (such as a strict model of evolution). However, a

consequence of this is that a strongly non-phylogenetically consistent collection

of matching species (such as only a distant informant), may obtain a high BLS

score. Additional research is required to determine a good way to create a more

model-based approach while retaining the robustness of BLS (for example, but

incorporating the number of matching species).
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Chapter 3

Systematic characterization of motifs

in transcription factor binding

experiments

This chapter presents a systematic analysis of the motif content of hundreds of

human ChIP-seq datasets carried out on transcription factors. It represents work

done as part of the ENCODE consortium, from which the data is derived. I took

the peak data from ENCODE and developed and applied the motif discovery

pipeline, and did the subsequent analysis presented in this chapter.

3.1 Introduction

Chromatin immunoprecipitation (ChIP; Solomon et al., 1988) followed by hy-

bridization to an array (ChIP-chip; Ren et al., 2000; Iyer et al., 2001) or sequencing

(ChIP-seq; Robertson et al., 2007) enable the genome-wide identification of the

binding sites of transcription factors present in a given sample. As these technolo-

gies have matured, their use has become increasingly widespread. The regions

called as peaks by these experimental techniques can be as small as 300 bp for

ChIP-chip (Qi et al., 2006) and 50 bp for ChIP-seq (Guo et al., 2010), depending

on the experimental design and algorithmic processing of the raw data. However,
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many applications require a deeper understanding of the regulatory code which

necessitates (1) identifying the relevant motif(s) for each factor, (2) understanding

the interplay between them, and (3) predicting their instances. To address this

need, we have performed a systematic motif-centric analysis of the human TF

binding profiles produced by ENCODE.

Predicting the motifs responsible for TF binding is an active area of research. It

is complicated by computational difficulties in finding enriched patterns (Tompa

et al., 2005), the binding of many factors in close proximity (Moorman et al.,

2006), the complex and varying composition of the genome (Lander et al., 2001),

and the prevalence of peaks without a clear motif match (Li et al., 2008). One

popular approach to deal some of these problems is to use multiple de novo motif

Figure 3-1 (on the next page): Output shown for the Foxa factor group, a rela-
tively representative example. (a) The known and discovered motifs for the factor
group, drawn with WebLogo (Crooks et al., 2004). Because the original orien-
tation is arbitrary they are flipped as necessary to increase the similarity of the
displayed orientations. (b-d) Similarity between the motifs for this factor group
and the motifs: (b) for this factor group, (c) for all other factor groups, and (d)
other known motifs from our database that were not used as a known motif for
any factor group. For (c,d) the motif must match at least one motif for this fac-
tor with similarity ≥ 0.75. Similarities are shown in black/white scale with gray
starting at 0.65. Names on top in parentheses match known motif names used
in Lindblad-Toh et al. (2011). (e) Enrichments of motifs in (b-c) for the datasets
for this factor group. Datasets are named indicating the factor, cell type/stage,
lab code, followed by values to differentiate datasets and make them unique. Red
is used for enrichment over 1, blue is used for enrichment below 1 (depletion;
which is rare in this study). Enrichments are not shown for motifs when con-
trol motifs could not be generated or there wasn’t sufficient information content
to match at a 4−8 p-value. (f) Magnified enrichment heatmap value. The three
triangles represent the background regions used for enrichment; the top triangle
is all regions, the left triangle is those within 2kb of an annotated TSS and the
right triangle is those outside the 2kb window (the regions used in the left and
right triangles partition that of the top triangle). The number shown is the en-
richment in the inclusive background. Here we see an apparent contradiction: a
higher enrichment for the union than the parts. This occurs because the higher
counts permit a smaller confidence interval around the ratios used to compute
the enrichment. Heatmaps are ordered using hierarchical clustering followed by
optimal leaf ordering (Bar-Joseph et al., 2001).
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discovery tools (e.g., Che et al., 2005; Romer et al., 2007; Sun et al., 2010). This is

strategy that we take, which has the important feature of producing diverse list

of motifs for each factor.

The main contribution of this chapter is the systematic application of motif dis-

covery to hundreds of datasets along with the integration of motifs collected from

the literature. These motifs along with carefully performed enrichment analysis in

the relevant datasets are available at http://compbio.mit.edu/motif-disc/human.

The interface (Figure 3-1) allows for browsing each factor group individually, dis-

playing the known (literature) and discovered motifs and their similarities to each

other and to motifs of other factor groups. For each motif the enrichment of its

instances is indicated in each of the relevant datasets.

Together these features permit readily identifying many of the results we

present here. Along with these statistics, the underlying data files for this anal-

ysis, including the motif matrices and their genome-wide matches, are provided.

The breath of datasets enables systematic comparisons and analyzes that are not

possible when only one or a few factors are studied in isolation. The remainder

of this chapter details our de novo discovery pipeline and examples of the type of

analysis it enables.

3.2 Methods

Human motifs are collected from various large scale databases, as described in

Section 1.5.1. Enrichments are computed as described in Section 5.2, using a

Wilson’s interval corrected ratio of ratios.

3.2.1 Comparing motifs

Motif similarity is defined as the maximal Pearson’s correlation of the PWM made

into a 4xN vector across all offsets and both orientations, padding unmatched

positions with N’s (Pietrokovski, 1996). Motifs are considered a match if they
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have a similarity of at least 0.75; weak matches or variants are determined through

manual inspection. We found that the cutoff of 0.75 to be the limits of similarity

shared between variants of motifs for the same factor, although it is ultimately

arbitrary.

3.2.2 Processing and naming of experimental datasets

Human ENCODE (Consortium, 2011a) protein binding datasets (excluding Pol2

and Pol3) were taken from the January, 2011 freeze. They were processed uni-

formly using SPP (Kharchenko et al., 2008) as described in Kundaje et al. (in

review). To avoid potentially confounding issues, we excluded from our analysis:

(1) the Y and mitochondrial chromosomes; (2) the hg19 rmsk and simple repeat

tracks from UCSC (created on April 27, 2009; Kent et al., 2002); and (3) protein

coding regions, exons for non-coding genes, and 3′ UTRs taken from Gencode v4

Harrow et al. (in review).

3.2.3 Performing de novo motif discovery

Peaks were randomly partitioned into two datasets for the purpose of separating

discovery and enrichment and limit over-fitting. The top 250 peaks for the first

partition were used in motif discovery (high intensity peaks generally have better

enrichment for motifs; MacArthur et al., 2009). Five tools were run independently

run on each dataset: AlignACE (v4.0 with default parameters; Hughes et al.,

2000), MDscan (v2004 with default parameters; Liu et al., 2002), MEME (v3.5.7

with a maximum of 10 iterations and -maxw 10, 15, and 25 for the 3 motifs;

Bailey and Elkan, 1994), Weeder (v1.4.2 with option large; Pavesi et al., 2001), and

Trawler (v1.2 with 250 random intergenic blocks for background; Ettwiller et al.,

2007). Any motifs beyond the top three for any method on one dataset were

discarded.
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3.2.4 Selecting and ordering discovered motifs

For each factor group we order the motifs from all discovery programs by the en-

richment in the second random partition that was held out for dataset where they

were discovered, where for this step only we randomly select 10% of the back-

ground regions to reduce the amount of computation. We then select discovered

motifs for each factor by this rank order discarding any motif that matches a pre-

vious one with similarity greater than 0.75. Because this enrichment is compared

to background regions, patterns that are simply common in the genome but not

more common in the bound regions are not selected. Moreover, because the en-

richment must be greater than 1 (i.e. no enrichment), and because the enrichment

procedure we employ uses confidence intervals (Section 5.2), all selected motifs

are effectively statistically significantly enriched in the dataset for which they are

taken.

We supplement these discovered motifs with the known motifs from the liter-

ature (described above) and rematch the motifs to the entire background regions

and produce comparable enrichments for all datasets.

3.3 Resource description

Our goal with this resource was to (1) produce a collection of varied, enriched

motifs for each factor; (2) avoid repetitive, weakly enriched motifs that do not

capture real biology of the factor; and (3) avoid variants of the same motif. With

this in mind, motif discovery is conducted separately on each dataset using five

motif discovery tools (Figure 3-2) and each factor and all its datasets are manually

placed into ‘factor groups’ on the basis of known motifs and homology. Known

motifs from the literature and the top 10 most enriched discovered motifs (dis-

allowing redundancy) are collected for each factor group and named as factor-

group_known# for known motifs and factor-group_disc# for discovered motifs.

Known motifs are ordered arbitrarily, whereas the discovered motifs are ordered
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in descending order of the enrichment value that was used to choose them.

One imperfect way to judge this procedure is to compare the discovered motifs

against those previously identified, mainly in vitro motifs. Recovery of known

motifs varies significantly by method, but taking the most enriched motif (our

pipeline) is competitive with the best single method (Figure 3-3). However, the

main advantage of our pipeline is that it produces several dissimilar motifs that

can be used to analyze properties of the factors and datasets and thereby make

connections between them.

AlignACE MDscan TrawlerMEME Weeder

Top 250 of par��on #1

Compendium of 

discovered mo�fs

Discovered mo�fs 

ranked by enrichment

Take top 10 

non‐redundant mo�fs

Randomly split all peaks

into two par��ons

For each experiment of 

a given factor group

All peaks of par��on #2

Take top 3 mo�fs

for each tool

Figure 3-2: Outline of motif discovery pipeline.

Datasets Factors Factor groups Factor groups with
literature motif

Human 427 125 84 53

Table 3-1: Statistics on the datasets used for the analysis.

Ultimately, only 12 of the 84 factor groups had no enriched discovered motif.

Nine of these TF groups contain factors with no known DNA binding domain
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Pipeline

AlignACE

MDscan

MEME

Trawler

Weeder

31 +4 +4 (14)

12.7
+2.3 +0.2

(37.8)

23.8
+1.2 +0.6

(27.4)

30.1
+1.5 +0.3

(21.1)

(38.5)

(38.8)10.2

+2.1 +1.9

5.9
+5.2 +3.4

Figure 3-3: Performance of discovery in terms of number of factor groups for
which the known motif was recovered. A motif is considered a match if it matches
any of the known motifs for a factor group (see Methods for details on how
matches are computed). The number of additional factors that have a match is
shown with each additional motif (only 3 motifs are taken from each individual
method, whereas we have up to 10 for the pipeline). The number of factor groups
with no motif match is shown in parenthesis. When multiple datasets exist for
a factor group, the fraction that match is used in computing its contribution for
computing the performance of the individual tools.

(BRF, CtBP2, GCN5, HDAC8, NELFe, SPT20, SUZ12, WHIP, and XRCC4) as indi-

cated by UniProt (Bairoch, 2004) while the remaining three (NR4A, ZNF274, and

ZZZ3) do. Moreover, while these twelve TF groups cover 22/427 datasets (5%),

they account for 12 of the 56 (21%) datasets flagged as unreliable based on vari-

ous quality metrics (all datasets for BRF, GCN5, NELFe, NR4A, SPT20, and ZZZ3;

see Kundaje et al., in review), suggesting this lack of motifs may not reflect the

biology of some of these factors. Of these factors, only NR4A has a previously

identified known motif and that motif is not enriched in the dataset.

Through manual inspection, we identified 46 discovered motifs that are

either low-complexity (e.g., dinucleotide repeats) or consistently have weak

enrichment (<2) and do not match known motifs. These represent 16% of

the 293 discovered motifs are likely either due to slight biases in the dis-

covery pipeline or due to real but relatively weak specificity for the factor.

We will generally exclude these motifs from further discussion, however

they remain available on the website for any relevant analysis: AP-1_disc10,

ATF3_disc3-4, BDP1_disc3, BHLHE40_disc2, CHD2_disc2-3, E2F_disc7-8,
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EBF_disc2, ELF1_disc2-3, ERalpha-a_disc4, Egr-1_disc6, Ets_disc9, GATA_disc5,

GR_disc6, HDAC2_disc6, Hey1_disc2, Myc_disc9-10, Nrf_disc3, NRSF_disc4-5,

p300_disc8-9, PAX_disc5, PU.1_disc3, Pou2f2_disc2, Rad21_disc5-8, SRF_disc2,

STAT_disc6-7, Sin3Ak-20_disc5-7, TATA_disc10, TCF12_disc5-6, YY1_disc3-5, and

Znf143_disc4.

Further, while our pipeline inherently avoids variants of the same discovered

motif, because correlation does not capture all similarity properties between

motifs, some variants were still found. This most frequently is seen for longer

motifs that can be broken up into recognizable but globally dissimilar pat-

terns. Like with the low complexity motifs, we ignore these motifs that have

an apparent similarity to the known motif for the factor but for which a better

matching and enriched motif is also found: CHD2_disc3, CTCF_disc2-7,10,

E2F_disc5, Egr-1_disc7, ERalpha-a_disc3, Ets_disc4, Foxa_disc2, GATA_disc4,

HNF4_2-3, Irf_disc6, Myc_disc6-8, Nrf1_disc3, NF-E2_disc4, NRSF_disc2-3,6-

7,10, Rad21_disc2,4,9-10, STAT_disc5, Sin3Ak-20_disc3-4, TCF12_disc3, and

ZBTB7A_disc2. Some variants also existed amongst the discovered motifs, and

they are indicated as “weak matches” when discussed.

3.4 Biological results and example resource applica-

tions

Here we present an incomplete analysis of the biological insights an examination

of our resource enables. In the interest of clarity, most descriptions of TFs will

be omitted, but may be found along with further references at RefSeq (Pruitt and

Maglott, 2001) and Entrez (Maglott et al., 2007).

3.4.1 Recovery of the known specificity for TFs

After removing variants and low complexity motifs, 11 of the 53 factor groups

with a known motif (BHLHE40, EBF, Maf, NF-Y, NF-kappaB, NRSF, Pou2f2, SRF,
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YY1, ZBTB7A, and ZEB1) had only one discovered motif found which matched

the corresponding known motif for that factor group. The fact that most factors

are enriched for multiple, distinct motifs highlights the complexity of TF binding

and the importance of interaction between factors.

Much more common than the case of finding a single motif matching a

previously characterized motif for a factor is finding several motifs one of which

matches the known. Indeed, this is what we see for 20 factor groups (CEBPB,

CTCF, ERalpha-a, Egr-1, Foxa, GATA, GR, HNF4, Mef2, Myc, NF-E2, Nrf1,

PRDM1, PU.1, Pax-5, Pou5f1, RFX5, RXRA, STAT, and TCF12) where the most

enriched discovered motif (disc1) matches a known motif for that factor group.

Moreover, for 4 factor groups (AP-2, Ets, Mxi1, and TCF4) the second discovered

motif (disc2) matches the known and for an additional 4 groups (AP-1, E2F,

Irf, and SP1) the third discovered motif (disc3) matches. Consequently, for each

of these factor groups several additional motifs were discovered that appear to

have meaningful matches to either known motifs for other factors or to novel

non-repetitive motifs. In the next section will describe the additional motifs we

find for these factors, which in many cases are factors known to interact (either

cooperatively or competitively) and in others make predictions for interacting

partners suitable for additional investigation.

For several factor groups (e.g., Hsf, Nanog, Pbx3, SREBP, and TAL1) the known

motif is not found at all. Frequently this is because the known motif itself is not

enriched and may not accurately capture the specificity of the factor in vivo. For

example, the “known” p300 motif from Transfac was likely built on a very specific

bound region of p300 and would not accurately capture its binding in all cell types

where it interacts with a variety of factors and has no DNA binding domain

of its own (we avoided removing such motifs to prevent bias in the dataset).

Likewise, the known ZBTB33 motif is not enriched at all in the bound regions

and unsurprisingly we do not discovery a motif that matches it.

While some known motifs were problematic, we largely found our database of

known motifs to be relatively comprehensive and had difficulty finding matches
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to novel motifs outside it. An exception is ZNF263_disc1 which does not match

a motif in our database, but does roughly match the specificity for ZNF263 indi-

cated in Frietze et al. (2010) despite only having weak enrichment (1.8-fold).

While the motifs that match each other (either known or discovered) gener-

ally have similar enrichments, in some cases we find substantially higher enrich-

ment for some motif variants over others (Figure 3-4). For example PRDM1_disc1

matches the known PRDM1 motif but is 19-fold enriched, compared to 7-fold for

the most enriched known PRDM1 motif, even though both are similar. Sometimes

the more enriched motif is for a more distant family member: for example, for

ELF1 (an Ets factor) we did not find the corresponding known motif, however,

ELF1_disc1 matches other Ets motifs and is about twice as enriched as the known

motif. Known motifs often show a broad range in enrichment: Mef2 has 6 motifs

described in Transfac, with an enrichment differential of as much as 4-fold consis-

tently across datasets. Our resource provides a principled way to choose amongst

variants of a motif.

Differences in enrichment of the known motif for a factor across datasets for

the same factor was frequently seen. For example, the known CTCF motif is en-

riched in datasets in a range of 23- to 62-fold on identically processed data. These

examples are suggestive of problematic datasets, but could also be a consequence

of the different biology of these cell types.

Generally the discovered motifs we find are not able to distinguish between

families of factors. An exception is ERalpha vs. ERRA (which we place into

the ERalpha-a factor group). The ERR-alpha motif is two facing ERalpha-a sites.

We recover these two motifs as ERalpha-a_disc1 (matching the known ERalpha-a

motif) and ERalpha-a_disc2 (matching the known ERRA). We find enrichments

that mirror this relationship: ERRA datasets are more enriched for disc, while

ERRalpha-a datasets are more enriched for disc1.

Twenty factor groups had no known motif but now have discovered enriched

motifs (BAF155, BATF, BCL, BDP1, CCNT2, CHD2, CTCFL, HDAC2, HEY1,

HMGN3, KAP1, Rad21, SETDB1, SIRT6, SMC3, SP2, Sin3A, THAP1, TR4, and
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Figure 3-4: Comparison of known versus discovered motifs. Displayed is the
known and discovered motif with the maximum enrichment across all datasets
for a factor group. Only the discovered motifs that match a known motif for
a factor group are considered. The maximum enrichment is indicated for each
factor and, in parenthesis, the “raw” enrichment for the same dataset without the
use of the shuffle motifs for correction.
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ZNF263). These discovered motifs may represent the direct or indirect (e.g.,

through cofactors) DNA binding specificity.

3.4.2 Shared motifs suggest interacting relationships

One of the most striking features of this analysis is that most factors have motifs

for other factors enriched in their binding sites. This may occur due to: (1) the

cooperative binding of the two factors to the same locations; (2) an interfering re-

lationship between factors where one binds near the other to prevent binding; (3)

high similarity in binding specificity; (4) the two factors functioning on a similar

set of genes (e.g., ones specific to one tissue), without directly interacting; or (5)

the factors binding to similar genomic regions (e.g., near genes). Our analysis

doesn’t directly rule out any of these possibilities, however, (3) is generally ver-

ifiable using our motif similarity metrics and (5) can be examined by inspecting

only the TSS-proximal enrichment.

The motif most enriched in multiple datasets was the TPA DNA response

element (TRE; TGA[C/G]TCA), which is recognized by the AP-1 transcription

factor when it is formed by Fos/Jun dimers (Karin et al., 1997) and other factors

including Maf and NF-E2. The enrichment of the TRE in a dataset is often

stronger than that of even the known in vitro sequence specificity and may

arise from a number of phenomena, including (1) a cooperatively interaction

with AP-1, (2) competition with AP-1 for the same binding sites, leading to a

potentially repressive role for the TF, or (3) reuse of binding sites due to, for

example, accessibility of chromatin. We find a motif matching the TRE motif for

20 factor groups (AP-1_disc3, AP-2_disc1, BAF155_disc1, BATF_disc1, BCL_disc2,

CTCF_disc8-9, GATA_disc2, GR_disc2, HMGN3_disc1, Irf_disc2, KAP1_disc1,

Maf_disc1, Mef2_disc3, Myc_disc3, NF-E2_disc1, p300_disc1, PRDM1_disc2,

RXRA_disc3, STAT_disc2, and TCF4_disc1).

We found that the enrichment of the TRE to be particularly notable for a few

factors. GATA and AP-1 have known cooperative binding (Kawana et al., 1995).
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Factor Matching discovered motifs

CTCF Rad21_disc1 (Wendt et al., 2008); SMC3_disc1 (Rubio et al., 2008);
CTCFL_disc1 (Jelinic et al., 2006)

CEBPB STAT_disc4 (Choi et al., 2007)
Ets GATA_disc3 (Rothbächer et al., 2007); Mef2_disc2 (Taylor et al.,

1997); TR4_disc1 (O’Geen et al., 2010)
GATA TAL1_disc1 (Kappel et al., 2000; Mouthon et al., 1993)
Mrg Pbx3_disc2 (Bischof et al., 1998)
Myb Ets_disc8 (Dudek et al., 1992)
Myc Sin3Ak-20_disc2 (Nascimento et al., 2011)
NF-Y Irf_disc1 (Li-Weber et al., 1994); CEBP_disc2 (Yu et al., 1995);

E2F_disc2 (Caretti et al., 2003); RFX5_disc2 (Villard et al., 2000);
SP1_disc1-2 (Roder et al., 1999)

NRSF Sin3Ak-20_disc1 (Huang et al., 1999)
PU.1 Irf_disc5 (Scott et al., 1994)
Pou5f1 Nanog_disc2 (Looijenga et al., 2003; Loh et al., 2006)
TRE BAF155_disc1 (Ito et al., 2001); GATA_disc2 (Kawana et al., 1995);

TCF4_disc1 (Nateri et al., 2005); STAT_disc2 (Ivanov et al., 2001)
YY1 THAP1_disc1 (Mazars et al., 2010; Yu et al., 2010)

Table 3-2: Selected shared motifs with literature support. Shown are the motifs
that match a known motif for the indicated factor along with relevant citations.
Details in the text.
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BAF155, BAF170, Brg1, and Ini1 (which we place into the BAF155 factor group)

are members of the SWI/SNF chromatin remodeling complex (Wang et al., 1996)

which is necessity for proper regulation by Fos/Jun dimers (Ito et al., 2001); and

TCF4_disc1, which matches the TRE, is more enriched than the known TCF4

motif (TCF4_disc2) in only the TCF4 colorectal cancer cell line HCF-116 dataset,

consistent with the known interaction of Jun and TCF4 during intestinal cancer

development (Nateri et al., 2005).

AP-1 also binds to the cAMP response elment (CRE; TGACGTCA) when the

dimer is formed by ATF3/Jun (Karin et al., 1997) and this is the motif we find as

AP-1_disc1. However, AP-1_disc3 (which matches the TRE) is the most enriched

motif in Fos datasets. Interestingly, ATF3_disc1 is not the CRE, but rather the

E-box (see below). We do, however, find a variant of the CRE (with additional

specificity) as ATF3_disc2. The most enriched discovered motif for E2F, E2F_disc1

also matches the CRE and is highly enriched in all datasets.

Myc is a critical regulator which recognizes the E-box sequence. To aid in com-

parisons, we include Max, which forms complexes with Myc, and USF1/2, which

also recognizes the E-box sequence, in the Myc factor group. We find multiple

motifs enriched in Myc binding sites, highlighting the multifunctional role Myc

and the other E-box recognizing proteins play. We found a version of the E-box

with additional specificity (Myc_disc1) was highly enriched in USF1/2 bound re-

gions (max 98-fold for USF2 vs. <9-fold enrichment for Myc/Max). This motif

was also more enriched than the known E-box motifs in USF datasets, includ-

ing compared to motifs originally identified for USF. We find a second, less spe-

cific E-box motif (Myc_disc2), which shows more even enrichment across factors.

Morever, Myc_disc4 matches RFX5 and is enriched particularly for Max bound

regions in H1-hESC and GM12878, and Myc_disc5 matches the CEBPB known

motif and is enriched in Myc regions bound in unstimulated K562 cells. Mxi1,

which was not included in the Myc factor group although it does interact with

Max to bind to Myc-Max sites (Zervos et al., 1993), has Mxi1_disc1 which matches

RFX5 in both the K562 and HeLa-S3 cell lines. We also find discovered motifs of
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other factors matching the E-box, including Sin3Ak-20_disc2 (discussed below),

NF-E2_disc2-3, and SIRT6_disc1. It is notable that while SIRT6 is a chromatin-

associated protein without a known DNA binding domain (Mostoslavsky et al.,

2006), the only discovered motif matches the E-box (with 16-fold enrichment in

SIRT6 bound regions) suggesting that Myc or another E-box recognizing factor

may play an important, but indirect chromatin-related role.

Motif enrichment is able to predict both positive and negative interactions

for the same factor. For example, Sin3A, a co-repressor known to interact with

a number of proteins, has discovered motifs matching NRSF (Sin3Ak-20_disc1

and more weakly disc3-4) and Myc (Sin3Ak-20_disc2). These are consistent with

Sin3A’s known involvement in repression by NRSF (Huang et al., 1999) and Sin3A

being a known antagonist for Myc (Nascimento et al., 2011).

We analyzed six Irf family datasets: Irf1 binding in K562 cells stimulated by

IFNa (viral innate response) or IFNg (viral, bacterial, and tumor control); Irf3 in

HepG2, GM12878, and HeLa-S3; and Irf4 in GM12878. The most strongly en-

riched motif (Irf_disc1, matching NF-Y) is very highly enriched (>20-fold) for all

three Irf3 datasets and Irf1 in K562 under IFNg stimulation. This suggests that

binding of Irf to NF-Y sites occurs only under specific conditions and by only

some Irf members and potentially expands on the previously documented inter-

action of NF-Y and Irf2 at a single promoter (Li-Weber et al., 1994). Irf_disc4,

which matches SP1, is enriched in the same cell types, albeit at much lower levels.

Irf_disc3, which matches the known Irf consensus, shows weak-to-no enrichment

in these datasets, but shows an enrichment of 8.8-fold for Irf1 bound regions in

K562 cells under IFNa stimulation and 3.1-fold enrichment for Irf4 bound regions

in GM12878. Irf_disc2, which matches the TRE, is enriched primarily in GM12878

regions bound by Irf4. The known PU.1 motif matches Irf_disc5, and recipro-

cally PU.1_disc2 matches the Irf motif, consistent with the importance of PU.1 in

hematopoietic development (Scott et al., 1994).

Beyond the discovered motif for Irf, several other discovered motifs (AP-

1_disc2, CEBP_disc2, E2F_disc2, Pbx3_disc1, RFX5_disc2, and SP1_disc1-2) match
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the known NF-Y specificity (CCAAT). These discovered motifs are consistent with

several known interactions of NF-Y. RFX5 promotes the cooperative binding be-

tween RFX and NF-Y (Villard et al., 2000), CEBPB and NF-Y interact in at least

one promoter (Yu et al., 1995) and SP1 and NF-Y are known to interact (Roder

et al., 1999). E2F_disc2 has particularly high enrichment in E2F4 datasets, consis-

tent with the cooperative role E2F4 and NF-Y play in cell cycle regulation (Caretti

et al., 2003).

STAT factors are involved in regulating number of growth related functions.

We analyze STAT1, STAT2, and STAT3 here in the context of GM12878, HeLa-S3,

MCF10A-Er-Src, and K562 cells. We find relatively consistent enrichment of the

STAT full site (TTCCNGGAA), which STAT_disc1 matches, while finding weak

enrichment for just the half-site (TTCC). We also find motifs involved in other

proliferative functions including STAT_disc2, which is particularly enriched in

STAT3 datasets and matches the TRE, consistent with STAT3 being one of the

many interaction partners for AP-1 (Ivanov et al., 2001). STAT_disc3 matches the

Irf consensus and has enrichment that is particularly high in STAT1 and STAT2

datasets stimulated by IFNa, highlighting the cooperativity of STAT factors and

Irf in immune functions. STAT_disc4 is a match to the CEBPB motif and is found

enriched in STAT3 datasets, consistent with the known cooperative role for these

two factors (Choi et al., 2007).

Transcription factors with Ets domains are highly conserved and involved in

several cellular processes (reviewed in Sementchenko and Watson, 2000). A num-

ber of TFs have discovered motifs that match the Ets consensus, including Egr-

1_disc2, GATA_disc3, Nrf1_disc2, Pax-5_disc4, TR4_disc1, and Mef2_disc2. These

discovered motifs are supported by known interactions between GATA and Ets in

sea squirts (Rothbächer et al., 2007), Mef2 and the Ets factor PEA3 (Taylor et al.,

1997), and TR4 with the Ets factor ELK4 (O’Geen et al., 2010). Moreover, Pax-5

and Ets factors have shared roles in the development of B-cells (Adams et al.,

1992; Fitzsimmons et al., 1996). Looking at the discovered Ets motifs, we find that

Ets_disc8 matches the known motif for Myb and the two have been known to co-
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operate, a relationship that is important in the context of certain cancers (Dudek

et al., 1992).

THAP1 has two discovered motifs, both of which match the known YY1 motif

(the first with additional specificity added by an apparent HNF4 motif). To our

knowledge, the relationship between THAP1 and YY1 has not been directly ob-

served, however, THAP1 has been known to associate with the coactivator HCF-1

(Mazars et al., 2010) and YY1 and HCF-1 are known to interact (Yu et al., 2010).

Our result suggests that THAP1 and YY1, possibly with the addition of HNF4,

may interact at least in the K562 cell line for which we have THAP1 binding data.

Rad21_disc3 also matches YY1, suggesting an additional interaction.

Nanog, an important pluripotency transcription factor, has a known motif that

is only weakly enriched (1.3-fold) in the bound regions and not discovered by our

pipeline. We see much stronger enrichment for the known Pou5f1 and Pou2f2

motifs, for which we also find similar motifs (Nanog_disc2 and Nanog_disc4,

respectively), consistent with their shared roles in pluripotency (Looijenga et al.,

2003; Loh et al., 2006). The interaction of these factors is further supported by

Pou5f1_disc2 matching the known Pou2f2 motif. Additionally, Nanog_disc2 and

disc3 match the known motifs for TCF4 and TCF12, respectively, again consistent

with the important role TCF proteins play in stem cells (Yi and Merrill, 2007).

CTCF plays a variety of vital roles in the organization of chromatin ar-

chitecture (Phillips and Corces, 2009) and the motifs we discover matching

the known CTCF specificity (Rad21_disc1, SMC3_disc1,2-4, CTCFL_disc1,10,

ZBTB7A_disc1,2, SP2_disc3 and RXRA_disc2,5; some weakly) are largely com-

patible with this role. Rad21 is a highly conserved protein involved in DNA

double strand repair (McKay et al., 1996) known to co-localize with CTCF (Wendt

et al., 2008). Cohesion, of which SMC3 is a subunit, is brought to the chromatin

by CTCF (Rubio et al., 2008). Further, while the function of the CTCF paralog

CTCFL is not completely known, it does appear to be involved in imprinting

through interaction with a histone methyltransferase (Jelinic et al., 2006).

A few of the discovered motifs contain additional specificity or appear to
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be combinations of multiple, distinct motifs. For example, Egr-1_disc4 appears

to be a combination of multiple motifs (Egr-1, Ik-1, and a homeobox motif)

and SETDB1_disc1 contains the Znf143 core sequence with significant additional

specificity. The appearance of these motifs suggest highly specific “grammars”

for these motifs that may require specific spacing and orientation of binding sites

for functionality.

We find several additional enrichments of potential interest. Pbx3_disc2

matches the known Mrg motif, consistent with the known cooperative binding of

Mrg and Pbx (Bischof et al., 1998). TAL1_disc1 matches GATA, with the potential

connection that GATA and TAL1 are known to be important in hematopoiesis

and vascular development (Kappel et al., 2000; Mouthon et al., 1993). Hsf_disc1

matches the known CEBP motif and has much higher enrichment in Hsf datasets

(31-fold) compared to the known motifs for Hsf (<9-fold). Additionally, Egr-

1_disc5, HNF4_disc5, Nrf1_disc3, Pax-5_disc2, RXRA_disc4/Pax-5_disc3, and

SREBP_disc1 match the known motifs for Zic, Sox, SP1, Pax-2/3, Irf, and RFX5,

respectively, suggesting additional previously uncharacterized interactions.

Lastly, we find some motifs that show more ambiguous matches: BAF155_disc2

shows weak similarity to homeobox TGTAGT motif, TR4_disc2-3 weakly matches

the known HNF4 motif, and Egr-1_disc3/SETDB1_disc2 matches the repetitive

Nrf1 motif.

3.4.3 Key regulators revealed by cell line specific enrichments

Factors directly responsible for the establishment of enhancers, chromatin restruc-

turing, or polymerase recruitment frequently exhibit binding that is highly cell

line specific. Because most of these factors do not have their own sequence speci-

ficity, their binding is often correlated with that of regulators important for the

specific cell line. We analyze several such factors (BCL, BDP1, CCNT2, Foxa,

HDAC2, HMGN3, KAP1, p300, TATA, and TCF12) and find that key cell line reg-

ulators can be predicted by examining enrichments in cell lines specific datasets.
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As a transcriptional coactivator, p300 interacts numerous TFs (reviewed in

Chan and La Thangue, 2001) and it has been shown to have binding that can

predict tissue-specific enhancers (Visel et al., 2009). Conversely, Foxa has a DNA

binding domain and plays an important role in liver development and function

(Costa et al., 2003) and is a pioneer factor responsible for priming chromatin for

the binding of other factors (reviewed in Zaret and Carroll, 2011). Other proteins

involved in chromatin restructuring include HDAC2, which transcriptionally re-

presses through histone deacetylation (Johnson and Turner, 1999) and HMGN3

(Furusawa and Cherukuri, 2010). Further, two factor groups are directly involved

in transcription including three RNA Pol3 subunits (BDP1, RPC155, and TFIIIC-

110 and CCNT2, which is involved in the elongation of Pol2 (Peng et al., 1998).

Eight of these ten factor groups have at least one dataset in K562 (ery-

throleukaemia cells), and for four of these we discover motifs that match

the GATA consensus which is then enriched specifically in the K562 datasets

(BCL_disc5, CCNT2_disc1, HDAC2_disc1, and HMGN3_disc2). GATA has a

known important role in K562 (Partington and Patient, 1999) and we also have

previously found an association with GATA motifs and chromatin state derived

enhancers for K562 cells (Ernst et al., 2011). We also find three additional motifs

that have enrichment specific to the factor group’s K562 dataset: BDP1_disc1, a

23-nt motif that contains the STAT consensus, HMGN3_disc1 which matches the

TRE, and KAP1_disc2 which matches no known motif.

Likewise, for GM12878, an EBV mediated lymphoblastoid cell line, we find

3 discovered motifs that match the known Irf motif (BCL_disc4, p300_disc5, and

TCF12_disc4). Irf-4 have been shown to be important in the establishment of these

cell lines (Xu et al., 2008) and the family is an important player in immune cells

(Paun and Pitha, 2007). This enrichment is also consistent with our previous study

using epigenetic marks (Ernst et al., 2011), where we found Irf to be the strongest

enriched motif in GM12878 specific enhancers. We also find GM12878 specific en-

richment for motifs matching NF-kappaB (BCL_disc6) and Pou2f2 (TATA_disc9),

consistent with the known biology of these factors (Corcoran et al., 1993; Baeuerle
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and Henkel, 1994).

Interestingly, we find that the TRE motif is found and enriched in a cell

line specific manner for several factors, but for different cell lines. For exam-

ple, HMGN3_disc1 is enriched in K562, BCL_disc2 has the highest enrichment

in GM12878, KAP1_disc1 is only enriched in the HEK2932 and U2OS cell lines,

and p300_disc7 has enrichment in the neuroblastoma cell line SK-N-SH-RA and

HeLa-S3. This suggests that perhaps AP-1 or other factors recognizing TRE are

selectively interacting with these proteins depending on the cell line.

The motifs we find specifically enriched in HepG2 (liver carcinoma) datasets

match the known motifs for: Foxa (HDAC2_disc2, p300_disc3, and TCF12_disc2),

HNF4 (Foxa_disc5 and HDAC2_disc5), and CEBP (p300_disc2,6), three key liver

regulators (Costa et al., 2003; Lee et al., 2005). We find motifs with enrichments

specific to H1-hESC which include matches to the pluripotency factor Pou2f2

(TATA_disc9), the near universally expressed repressor NRSF (BCL_disc3 and

HDAC2_disc4), and key metabolic regulator Nrf1 (HDAC2_disc4). We find addi-

tional cell line specific enrichments for Foxa_disc3 (TCF12) in ECC-1, Foxa_disc4

(STAT) in both T-47D and ECC-1, and p300_disc2,6 (CEBP) and p300_disc4 (Ets)

with enrichment in the HeLa-S3 dataset.

Even for these factors we find motifs that are consistently enriched across

assayed cell lines for a given factor. Foxa_disc1, for example, matches the known

Foxa motif, indicating that the coordinated binding Foxa participates in occurs

in concert with Foxa’s motif recognition. Most of the motifs we discover for

RNA Pol2 machinery (TAF1, GTF2B, GTF2F1, and TBP) are enriched in all cell

lines, including the known TATAAA motif (TATA_known4). Also, TATA_disc1,

disc6, and disc 8 have consistent enrichment and match the known motifs for YY1

(which is known to be important in establishing transcription; Seto et al., 1991),

NF-Y, and Ets. The top discovered motif BCL_disc1 matches the known Ets motif

and is also enriched across datasets.
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3.4.4 Novel motifs raise possibility of unknown regulators
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Figure 3-5: The eight putative novel motifs.

While we are able to putatively explain the majority of motifs we discover

as either matches to previously known motifs or low complexity sequences,

we do discover 30 putative novel motifs (Figure 3-5). We were able to place

these into 8 groups on the basis of their similarity: Novel1 (BRCA1_disc1,

CHD2_disc1, Ets_disc3,6, GR_disc3, and ZBTB33_disc1-4), Novel2 (BAF155_disc2,

Egr-1_disc4, Ets_disc1,5,7, SETDB1_disc1, SIX5_disc1-3, and Znf143_disc1-3),

Novel3 (SP2_disc3, TCF12_disc3, and ZBTB7A_disc2), Novel4 (RFX5_disc3),

Novel5 (BDP1_disc2), Novel6 (TATA_disc5,7), Novel7 (KAP1_disc2), and Novel8

(E2F_disc6). These novel motifs were placed into a clusters first using the corre-

lation criteria with 0.75 cutoff, but then manually annotated to include additional

similar motifs particularly those found for the same factors.

Novel1 (using ZBTB33_disc1) is very highly enriched in at least one dataset

for each of the factor groups for which it is found (BRCA1, CHD2, Ets, GR, and

ZBTB33). All five factor groups except CHD2 have at least one known motif, and

for each of these datasets Novel1 is more enriched in at least one dataset than

any known motif (the result for GR is questionable because only one dataset has
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enrichment and that dataset has been independently flagged as problematic; see

Kundaje et al., in review). The shared role of BRCA1 and CHD2 in DNA damage

repair (Nagarajan et al., 2009; Deng, 2003) suggests that Novel1 may be involved

in this or other shared roles for these factors and highlights the utility in shared

motif enrichment even outside of motifs directly tied to a factor.

Similarly, for SIX5 we see only weak enrichment of the known SIX5 motif, and

fail to discover a motif similar to it. However, Novel2 (using SIX5_disc1) shows

over 100-fold enrichment for all three datasets (K562, GM12878, and H1-hESC).

Novel2 also shows very high enrichment in datasets for which it was not found,

including ATF3 (all datasets have >20-fold enrichment with GM12878 having

106-fold) and Nrf1 (all datasets have >30-fold enrichment). Moreover, the known

Znf143 motif, which is 4-fold enriched in the one Znf143 dataset, is also not re-

covered, but Novel2 is 24-fold enriched. The breath of datasets sharing this motif

suggests it may be recognized by an important regulator.

Like the known ZBTB7A motif, Novel3 (using SP2_disc3) is largely poly-G,

which causes us to underestimate its enrichment due to our shuffling process.

Despite this, however, it does show enrichment in several datasets, including for

the factor groups for which it was discovered. Likewise, Novel4 (RFX5_disc3)

shows moderate but consistent (2- to 6-fold) enrichment across the RFX5 datasets.

The consensus is comprised of two of the same components as the known motifs

(AAC and TGA), but ordered differently. Consequently, it may represent the

binding specificity of, for example, an alternative isoform of RFX5. The remaining

motifs (Novel5-8), were found for factors that show cell line specific enrichments.

Consequently, these may represent specificities for regulators that are previously

unidentified.

3.5 Conclusions

In this chapter we provide a systematic and comprehensive collection of motifs

for hundreds of human TF binding datasets. TF binding can be complex, with
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a factor recognizing several or motifs, or binding in the apparent absence of any

motif (reviewed in Farnham, 2009).

We also perform a thorough analysis of the results and make a number of

biological contributions. We make specific predictions for interacting factors, val-

idating several of them through a literature review. The several remaining inter-

actions are appropriate for further follow-up. We also predict a number of novel

motifs that are appropriate for further validation, either through computational

means (e.g., conservation analysis) or experimentally.

This motif resource is used in several ENCODE papers, demonstrating its

value for high throughput analyses. Our motifs are being matched at low strin-

gency to find peaks that are void of any motif in order to understand the mecha-

nism through which motif-less peaks are generated (Consortium, in review). The

collection of known motifs and enrichment techniques we present here are also

being used as a secondary validation of peaks (Landt et al., in review). Because

having the motifs allows for more precisely determining the bases responsible for

binding, these motifs enable analyzes involving population data (Spivakov et al.,

in review). Beal et al. (in review) are analyzing the conversation of motif instances

produced by this dataset amongst the mammals. Kundaje et al. (in review) delve

deeper into the relationship between pairs of motifs and use our motifs to predict

factors that co-associate. Two other ENCODE papers also perform motif discov-

ery: Wang et al. (in review) produce a non-redundant list of discovered motifs

but do not perform an extensive analysis of the relationships between factors and

Neph et al. (in review) use DNase footprinting data to predict relevant motifs.

Having a motif catalog is also the first step in predicting high quality compu-

tational targets of factors, which may allow the prediction of binding sites that

were, for example, not found in the conditions assayed. Two popular strategies

are used for this purpose. One is using the clustering of of motif instances for

factors known to cooperate to form cis-regulatory modules (Berman et al., 2002;

Schroeder et al., 2004). This resource is well-suited for this purpose because it

naturally provides sets of motifs that are likely to cooperate. Instances can also
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be predicted using the strategy we discuss in the previous chapter, using many,

closely related genomes.
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Chapter 4

Computational discovery and

characterization of microRNAs

This chapter presents novel machine learning algorithms for two related mi-

croRNA (miRNA) problems. First, we use evolutionary and structural features

to build a de novo catalog of miRNAs. Second, we use additional features, in-

cluding indirect ones, to predict the regulatory bases of the miRNA, which are

essential for understanding the its target spectra. After presenting these algo-

rithms we evaluate them on 12 Drosophila genomes and compare to experimental

predictions and find unmatched performance. This work was done in collabo-

ration with Alexander Stark and Leopold Parts, where I was responsible for the

machine learning and several other computational aspects, but not the identifica-

tion of putative hairpins and the generation of the features for each. This study

was previously published in Stark et al. (2007a).

4.1 Introduction and historical context

MicroRNAs were first discovered in 1993 and have since become recognized as be-

ing an important class of regulators in animal genomes (reviewed in Bartel, 2004).

They are endogenous, ∼22-nt RNAs that deactivate mRNAs through interacting

with 3′ UTRs and more limitedly, the coding region (Stark et al., 2007b; Bartel,
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Figure 4-1: Minimum free energy (MFE) structure of dme-mir-988 as produced by
RNAfold (Gruber et al., 2008). The mature and star sequences are indicated. The
most highly sequenced RNA from the less sequenced arm (Figure 4-2) is referred
to as the “star” sequence. The use of the “star” terminology has become some-
what less common recently in light of the high recorded frequency of both strands
having functional mature sequences and the designation of the mature and star
depending on the specific sample. Consequently, functional mature sequences
have been named by their respective arm (i.e., either -5p or -3p) (Griffiths-Jones
et al., 2008). X indicates the 5′ end of the mature miRNA which is the primary
determinant of the binding of the miRNA.

2009; Schnall-Levin et al., 2010). In fly and worm genomes they are estimated to

be about 1-2% as abundant as protein coding genes and each miRNA can target

up to hundreds of genes (Bartel, 2009).

MicroRNAs are transcribed from potentially large genes (>> 1kb) to produce

the primary or pri-miRNA (Figure 1-3). These are then processed twice: once

in the nucleus by the protein Drosha to produce a hairpin structure (Figure 4-1;

∼85-nt) and then again by Dicer in the cytoplasm to produce the mature miRNA

(∼22-nt) and the complementary star sequence. The star sequence is then gener-

ally discarded while the mature is incorporated into the RNA-induced silencing

complex (RISC). Despite their importance in understanding the regulation of miR-

NAs, annotation of pri-miRNAs has not been amenable to purely computational

approaches and is only now becoming experimentally possible through analysis

of chromatin modifications (Corcoran et al., 2009).

On the other hand, determination of the miRNA hairpins has been an active

area of research both through experimental and computational approaches (re-

viewed in Berezikov et al., 2006). The first miRNAs were found using forward

genetics. Later, experimental protocols were developed to sequence size selected

RNAs to identify the products of miRNA processing. These are then matched to
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the genome and miRNA hairpins are identified by the examination of the pro-

cessed RNA products (Figure 4-2). Putative miRNAs (e.g., predicted from com-

putational methods), could also be confirmed through Northern Blot analysis (Lai

et al., 2003), although with a relatively high false positive rate (this technique is a

source of the non-sequenced miRNAs in miRBase).

Because the number of miRNAs is relatively small (e.g., ∼250 for fly, ∼1500

for human; Kozomara and Griffiths-Jones, 2010) manual annotation of sequenced

reads is possible, and was performed, for example, in Ruby et al. (2007). More

recently, miRDeep (Friedlander et al., 2008) has permitted the automated process-

ing of small RNA sequence datasets for identifying miRNAs. We also developed

a partially automated pipeline for identifying miRNAs from small RNA sequenc-

ing reads and successfully applied it to find platypus (Murchison et al., 2008)

and later Tasmanian devil (Murchison et al., 2010) miRNAs, the later without an

available devil genome.

In contrast to these experimentally driven approaches, in this chapter we

present a de novo computational approach for the prediction of miRNAs, a prob-

lem that has been previously investigated (Lai et al., 2003; Bentwich et al., 2005;

Lim et al., 2003a,b). These require comparative information because, as we will

see, miRNA-like hairpins are highly abundant in the genome and structural fea-

tures alone are insufficient for their identification. In recent years, advances in

technology have led to sequencing largely supplanting computational methods

for miRNA prediction. Consequently, this study and a parallel one (Ruby et al.,

2007) continue to be the most recent large scale efforts to computationally predict

miRNAs. Moreover, this study continues to be relevant even today because: (1)

17 of the predicted miRNAs have not yet been sequenced and may represent real

miRNAs that have low expression or are found only in cell types or conditions

not experimentally assayed, and (2) as we will see the features that are ultimately

used are informative to miRNA biology.
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GGGCAUUUUGGGUGUGUGAUUUGUAGCAAAGUGAUAUGUAUUUGAUCAUCCCCUUGUUGCAAACCUCACGCCAAAGAUGAUCU
+++++++++++++                                                                      CGGUACCGGGCAUUUUGGGU           4   
             +++++++++++++++++++++++                                               GUGUGAUUUGUAGCAAAGUGAUA        3   
             ++++++++++++++++++++++                                                GUGUGAUUUGUAGCAAAGUGAU         10  
             +++++++++++++++++++++                                                 GUGUGAUUUGUAGCAAAGUGA          10  
             ++++++++++++++++++++                                                  GUGUGAUUUGUAGCAAAGUG           6   
              +++++++++++++++++++++                                                UGUGAUUUGUAGCAAAGUGAU          2   
              ++++++++++++++++++++                                                 UGUGAUUUGUAGCAAAGUGA           1   
                                                +++++++++++++++++++++++            UCCCCUUGUUGCAAACCUCACGC        4   
                                                ++++++++++++++++++++++             UCCCCUUGUUGCAAACCUCACG         16  
                                                 +++++++++++++++++++++++           CCCCUUGUUGCAAACCUCACGCC        10  
                                                 ++++++++++++++++++++++            CCCCUUGUUGCAAACCUCACGC         5747
                                                 +++++++++++++++++++++             CCCCUUGUUGCAAACCUCACG          5617
                                                 ++++++++++++++++++++              CCCCUUGUUGCAAACCUCAC           510 
                                                 +++++++++++++++++++               CCCCUUGUUGCAAACCUCA            173 
                                                 ++++++++++++++++++                CCCCUUGUUGCAAACCUC             2   
                                                  +++++++++++++++++++++            CCCUUGUUGCAAACCUCACGC          12  
                                                  ++++++++++++++++++++             CCCUUGUUGCAAACCUCACG           1   
                                                   +++++++++++++++++++++           CCUUGUUGCAAACCUCACGCC          5   
                                                   ++++++++++++++++++++            CCUUGUUGCAAACCUCACGC           15  
                                                   +++++++++++++++++++             CCUUGUUGCAAACCUCACG            2   
                                                    +++++++++++++++++++            CUUGUUGCAAACCUCACGC            6   
                                                    ++++++++++++++++++             CUUGUUGCAAACCUCACG             1   
                                                     ++++++++++++++++++            UUGUUGCAAACCUCACGC             2   

Figure 4-2: Sequenced reads matched to genomic hairpin of dme-mir-988. The
number of reads for each sequence is indicated. The characteristic read abundance
pattern for miRNAs is seen: reads match the hairpin in two groups with the
mature (here 3′) having much higher abundance than the star sequence. Other
notable features are the higher variability in the 3′ end of the mature sequences
and occasional reads from the extreme ends of the miRNA; reads are occasionally
also recovered from the loop but are absent here.

4.2 MicroRNA hairpin prediction

4.2.1 Random forests for miRNA gene finding

We developed a machine learning framework for the purposes of predicting

miRNA hairpins in the Drosophila melanogaster genome. To predict miRNA-like

hairpins, we first ran RNAfold from the Vienna package (Hofacker et al., 1994)

on 120-nt windows (overlap of 90-nts) and trimmed each window to the end of

any hairpins. The resulting fold was used to infer the arms and loop of each hair-

pin. As a lenient prescreening, we removed all hairpins shorter than 63-nts, with

an arm of less than 20-nts or with less than 70% arm base-pairing. We were left

760,355 potentially overlapping list of putative miRNA hairpins. Amongst these

760,000 hairpins we found all 60 sequenced Drosophila melanogaster miRNAs from

miRBase release 9.0 (Griffiths-Jones et al., 2008), which we use as our positive set.

Because the number of estimated fly miRNAs is only in the hundreds (Lai et al.,

2003), we expect the vast majority of the 760,000 hairpins to be spurious. Con-
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Figure 4-3: Selected hairpin features from Table 4-1. Boxes show 25th percentiles,
whiskers show 95th percentiles. We see that known miRNAs have several struc-
tural features that partially distinguish them including a lower (i.e. more signifi-
cant) MFE and a higher number of symmetric vs. asymmetric bulges. However,
the conservation-based features are those that are particularly discriminative in-
cluding the correlation to the conservation profile for known miRNAs and the
number of genomes the hairpin is found in.

sequently, while a true negative set cannot be identified, we expect that the bulk

properties of all the hairpins to be dominated by those of non-miRNA hairpins.

For each melanogaster hairpin sequence, we selected the best BLAST (Altschul

et al., 1990) match with E-value ≤ 1× 10−5 in each of the 11 other genomes (CAF1

assemblies). We then added 50-nt flanking sequenced and produced a multiple

alignment using ClustalW (Thompson et al., 1994). For historical reasons we did

not use whole genome alignments for this purpose (high quality ones were not

yet available). However, we suspect this procedure would work roughly as well

(or perhaps even better) if run on, for example, the UCSC genome browser align-

ments because they cover the known miRNAs well and may be more accurate

due to their use of synteny and intermediate species.

Each hairpin was then scored using various structural and conservation-based

properties (Table 4-1 and Figures 4-3 and 4-6). We see that the best feature (Fig-

ure 4-4) only provides 327-fold enrichment for known miRNAs at the cutoff with
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Feature Known
miRNAs

miRNA-like
hairpins

Random
hairpins

Enrichment

1. Correlation to average conservation profile of
known miRNAs

0.75 - 0.97 -0.28 - 0.7 -0.28 - 0.77 327.5

2. Match fraction for the less conserved arm 5.9 - 12 1.8 - 8.9 1.6 - 8.1 42.3
3. Z-score of the minimum free energy (MFE) with
respect to the length and GC content

2.7 - 6.2 0.11 - 3.4 -2.5 - 2.5 39.2

4. Match fraction for the more conserved arm 6.1 - 12 2.5 - 10 2.5 - 10 16.1
5. Mismatch fraction for the region flanking the
more conserved arm

1.9 - 6.4 0.05 - 3.7 0.05 - 3.7 13.4

6. Mismatch fraction for the loop 0.33 - 5.5 0 - 2.2 0 - 2.1 10.9
7. Number genomes the hairpin is present in (range
2..12)

7 - 12 3 - 12 3 - 12 9.6

8. Mismatch fraction for the region flanking the less
conserved arm

2.4 - 6.2 0.1 - 4.6 0.09 - 4.7 6.6

9. MFE of the consensus fold -41 - -20 -30 - -2.5 -27 - -1.6 6.3
10. Average difference between the MFE of the con-
sensus fold and the individual fold

0.59 - 9.4 1.9 - 22 1.3 - 21 6.2

11. (less conserved arm conservation)/(loop conser-
vation)

0.99 - 1.7 0.63 - 1.2 0.53 - 1.2 5.2

12. Number of bases conserved in the longest stretch
of perfectly conserved base pairs in an arm

20 - 39 5 - 29 1 - 22 5.0

13. Match fraction for the region flanking the less
conserved arm

3.9 - 8.6 1.7 - 7.9 1.7 - 7.6 4.7

14. (more conserved arm conservation)/(loop con-
servation)

1 - 1.8 0.86 - 1.4 0.87 - 1.3 4.1

15. Match fraction for the loop 4.1 - 12 2 - 10 2.2 - 9.7 3.9
16. (MFE of consensus fold/average MFE of the in-
dividual ortholog folds)

0.68 - 1 0.15 - 0.96 0.12 - 0.97 3.7

17. Match fraction for the region flanking the more
conserved arm

3.9 - 8.7 2 - 8.8 1.9 - 8.6 3.4

18. Mismatch fraction in less conserved arm 0.036 - 1.8 0.19 - 3.4 0 - 4.4 3.3
19. (No. symmetric bulges)/(No. asymmetric
bulges)

0.33 - 7 0.000025 - 3 0.00005 -
10,000

3.0

20. Mismatch fraction in more conserved arm 0 - 1.3 0 - 1.4 0 - 1.8 2.6
21. Number of paired bases in the best stretch of 22
base pairs

18 - 22 16 - 21 3 - 19 2.6

22. Indel fraction for the loop 0 - 0.16 0 - 0.17 0 - 0.14 2.4
23. Percent of arm bases that are paired 0.77 - 0.9 0.72 - 0.86 0.67 - 1 2.3
24. Number of bases that need to be removed to
make all internal bulges symmetric

1 - 7 1 - 13 0 - 10 2.0

25. Indel fraction for the region flanking more con-
served arm

0.012 - 0.17 0 - 0.14 0 - 0.15 2.0

26. Less conserved arm length 31 - 47 21 - 52 3 - 42 1.7
27. More conserved arm length 31 - 47 21 - 52 3 - 42 1.7
28. Indel fraction for the less conserved arm 0 - 0.036 0 - 0.23 0 - 0.26 1.7
29. Indel fraction for the region flanking less con-
served arm

0.018 - 0.17 0 - 0.2 0 - 0.2 1.5

30. Loop length 4 - 26 4 - 64 4 - 110 1.4
31. Structure length 73 - 100 65 - 120 47 - 120 1.4
32. Number of substructures 0 - 0 0 - 1 0 - 2 1.4
33. Indel fraction for the more conserved arm 0 - 0.02 0 - 0.078 0 - 0.07 1.2
34. Number of internal bulges 3 - 8 2 - 9 0 - 6 1.2

Table 4-1: Features used for hairpin discovery. Ranges are 5-95% intervals; Hair-
pins indicate the 760,000 genomic miRNA-like hairpins and Random indicates
random genomic hairpins (without the ‘miRNA-like’ filter). Enrichment indicates
the enrichment of known hairpins when using the cutoff on the feature with the
highest information content. All indicated features were used by random forest
algorithm, however, these features come from a larger pool that were manually
pruned for redundancy. We did not make substantive changes to the predictions
after intersection with miRNAs from Ruby et al. (2007).
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dmel ----TAAATACCAAA-CCACCTAGCAAAAAGGACTA-CACCAA-GGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGTAATTACACA-TCATACTATACAATGTGCTAGCTTTCTTTGCTTGACTACAAGCCGCA---TTTGATAAAAGAATCCCAATCGAACTGCACCACTTAAT
dsim ----TAAAAACCAAA-CCACCTAGCAAAAAGGACTA-CACCAA-GGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGTAATTACACA-TCATACTATACAATGTGCTAGCTTTCTTTGCTTGACTACAAGCCGCA---TTTGATTAAAGAACCCCAATCGAACTGCACCACTTACT
dsec ----TAAAAACCAAA-CCACCTAGCAAAAAGGACTA-CACCAA-GGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGTAATTACACA-TCATACTATACAATGTGCTAGCTTTCTTTGCTTGACTACAAGCCGCA---TTTGATTAAAGAACCCCAATCGAACTGCACCACTTACT
dyak -----AAAAACCAAAACCTCCTAGCAAAAAGGACTA-CACCAA-GGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGTAATTACACA-TCATACTATACAATGTGCTAGCTTTCTTTGCTTGACTACAAGCCGCA---TTTGATTAAAGAATCCCAATCGAACCGCACCACTTACT
dere ----TAAAAACCAAA-CCACCTAGCAAAAAGGACTA-CACCAA-GGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGTAATTACACA-TCATACTATACAATGTGCTAGCTTTCTTTGCTTGACTACAAGCCGCA---TTTGATTAAAGAATCCCAATCGAACTGCACCACTTGCT
dana ----TCACGACCTAA-CCACCCAGCAAAAAGGACTA-CACCAA-GGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGCAACTAAGAA-TCGTACTATACAATGTGCTAGCTTTCTTTGCTTGACAATAAGCCGCA---TTTGATTTGAAAATCCCCCCCCAATGGAGTTCTATGTG
dpse -----CGCAAACCAT-AAGCCCAACAAAAAGGACCAGCACCAA-GGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGTACTT-CAGA-TCGTACTATACAATGTGCTAGCTTTCTTTGCTTGACTATAAGCCTCATTTGAACAGCCCAGCCCCCCGCCCCAAACAGCTCCCGT---
dper -----CGCAAACCAT-AAGCCCAACAAAAAGGACCAGCACCAA-GGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGTACTT-CAGA-TCGTACTATACAATGTGCTAGCTTTCTTTGCTTGACTATAAGCCTCATTTGAACAGCCCAGCCCCCCGCCCCGAACAGCTCCCGT---
dwil -----TAAAACCTCAATTAAAT-GCAAAAAGGACTA-CTTAAAAGGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGTAATTATTCAATCATACTATACAATGTGCTAGCTTTCTTTGCTTGACTATAAGCCACAGA-TATGATCTAAATAGAC-AGTTGACACCAGCCATATAT-
dmoj -CTGACATAAACCAA-GCA---AGCAAAAAGGACTA-CACCAA-GGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGTACTTATAGA-CCATACTATACAGCGTGCTAGCTTTCTTTGCTTGACTATAAGCCGCAAAGA-CATCCCACACACACTCGCCCAGCCATACAATGTG--
dvir -AGCAGGCAAGCTAA-AAG---GACAAAAAGGACTA-CACCAA-GGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGTATTTATAGA-GCATACTATACAGCGTGCTAGCTTTCTTTGCTTGACAATAAGCCGCAA--AGAAAACCAACCCCCCCATCCCTCTCTACACACACAC-
dgri AAAAACAAAAACCA--GCA---AGCAAAAAGGACTA-CACCAA-GGACCTTTTTCTCTCTGGCAAATTGAGGTAGTAGGTTGTATAGTAGTATCTATCTA-CCATACTATACAGCTTGCTAGCTTTCTTTGCTTGACTATAAGCAGCATAGAACGAAACCCTCTCACACACTGAAAAAAAAAACAC---
                                                              ((.((((((..(((.(((((.(((((((((((........... ...))))))))))).))))).)))..)))))).))
     ******** ********************************************************************************************************************************************************************************** *
     ******** **************************************************************************************************************************************************** ***************************** *
     ******** **************************************************************************************************************************************************** ***************************** *
     ******** **************************************************************************************************************************************************** ****** *********** ********** *
     ****  ** *** ****************************************************************************************************************************** *****************  ***** *********** * ***** **  
     ****  ** *** *** **** **************************************************************************** **************************************** ******** *** ****  *** * ****  ****    ***** *   
     ****  *  * * *** **** ********************************************************************** *** * **************************************** ********  *   **   **  * ***   * **      *** *   
     ****  *  * * ***      ********************************************************************** *** * **************************************** ********       *    *    ***   * **      *** *   
     *        * * * *      * ******************************************************************** ***   ** * *********  ************************ ***** **       *    *     *    * *           *   
     *        * * *          ********** * *******************************************************  *    ** * *********  ********************** * ***** **       *          *                      
              * *            ********** * *   ** ********************************************** *  *    *  * *********   ********************* * ****  **                  *                      
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Figure 4-4: Conservation profile of dme-let-7, which roughly follows the average
conservation profile of all sequenced miRNAs. Very high conservation is seen in
the arm corresponding to the mature miRNA and high conservation is seen in the
opposite arm. The loop and flanking regions tolerate mutations. Correlation to
the average profile is the most distinguishing single feature.

highest information content — when recovering 42 known miRNAs it also pre-

dicts 1,625 additional miRNAs — which is significantly greater than the current

prediction of the number of conserved miRNAs and, as we will see, more than

we predicted when combining features.

In order to combine these features, we employed a machine learning algorithm

similar to Random Forests (Breiman, 2001) but customized for our purposes. Us-

ing the combined conservation and structural feature set (Table 4-1 and Figure

4-6), 500 decision trees were trained on a positive training set of 60 miRNAs and

a different randomly selected negative set of 250 of the remaining miRNA-like

hairpins.

Decisions trees were trained using the standard C4.5 algorithm on continuous

variables (Quinlan, 1996). We start by placing all the samples in one node. Nodes

are then iteratively selected (the order is unimportant) and split according to the

feature and cutoff combination that results in the in the highest information gain.

This simplifies to maximizing ∑i∈1,2 ∑j∈0,1 |xi,j| log
|xi,j|
|xi|

, where |xi,j| indicates the

number of samples in partition i that are positive (j = 1) or negative (j = 0).

This is repeated until there is no additional information gain at any node for a

simple split. While we experimented with pruning of the decision trees (merging

nodes that were otherwise homogeneous), we found that it did not improve per-
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formance. The resulting 500 decisions trees “vote” and the aggregate score is the

fraction which vote that a sample is a miRNA, where the vote for each tree is the

majority value at the leaf the sample resolves to.

The intent of this procedure was to capture the variety of known miRNAs

while not excluding potentially real genomic hairpins. The final score for a hair-

pin was derived through cross validation where, in order to avoid optimistic per-

formance due to over-fitting, we placed all overlapping hairpins and all known

miRNAs that are products of recent duplication into the same cross validation

group. The 760,000 putative hairpins were also scored using cross validation by

being randomly placed into one of two cross validation groups. From all hairpins

that overlap on the same strand, only the hairpin with the highest score is kept. In

some cases, this led to known miRNAs having a slightly revised hairpin selected.

Score Locus Name Host gene Species Predicted mature Targets

1.000 3R 27091338 27091410 - Novel-8 12+ CAAATTAACTGCGACATGGC 479
0.986 3L 4989729 4989829 + Novel-17 10+ AAAATTATGCGGAAACGGAAGC 519
0.980 3L 10936322 10936415 + Novel-21 12+ TCGTCGCATGCGCGTGATCAAC 26
0.980 3R 23797295 23797385 - Novel-22 betaTub97EF 9 TTTATTGCGGCCTGGCCTGACA 521
0.978 2R 10136644 10136747 + Novel-23 12+ GAAAGAATAAGAACGGCCAACT 105
0.976 3R 22570390 22570454 + Novel-24 12+ TCAATCAAATCACATGACTGCT 98
0.976 3R 24822601 24822689 - Novel-25 CG1443 12+ TGCATTTAAGCCAATTAGCATA 292
0.974 3L 7188122 7188227 - Novel-27 5 TGAGTCCTTTCACTGGCCACTC 23
0.968 2L 11749802 11749899 - Novel-28 8+ TGCTTTGAGGTTTATTAGCTGC 109
0.964 3R 16281787 16281884 + Novel-31 12+ AATGTCATTAAATTCTCATACA 68
0.962 X 15110474 15110559 + Novel-32 11+ TTTTATTTGTGTCACTGAGTGG 1399
0.960 3R 21923504 21923596 + Novel-33 12+ TTTGTTCGAGTTGACGTTTGGA 178
0.960 X 18015331 18015398 - Novel-34 10 TACATAATGTCTCTGTAGGCC 320
0.958 2L 3858079 3858150 + Novel-35 12+ AATTTAATGTGTCGGCGTGTTT 482
0.958 2R 13077473 13077566 + Novel-36 Klp54D 8+ TGTTCTCTCCCATTTCTGACTC 59
0.952 2L 15654271 15654348 - Novel-39 11+ TAATTGCCTGTAAACATAAAGG 146
0.952 3L 7528550 7528614 - Novel-41 12+ TACTTTTACTTTCATTTATCAA 193

Table 4-2: Predicted, non-validated miRNAs (score ≥ 0.95). While these 17 puta-
tive miRNAs were not validated, they may represent miRNAs expressed in condi-
tions or cell types not assayed by sequencing efforts. “Locus” indicates positions
in dm2 assembly; “Species” indicates the number of species the hairpin is found
in with “+” indicating the mature is fully conserved in all species. Number of
targets from Kheradpour et al. (2007).

4.2.2 Recovery of known and newly sequenced miRNAs

Ultimately, the combination of these scores in this machine learning framework

is able to enrich for known miRNAs at ∼4,500-fold (Figure 4-5 and 4-6). After

collapsing overlapping hairpins, 101 distinct predicted miRNAs had a score of
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Combined score 4,551.4

1. Conserva�on profile 327.5
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Figure 4-6: Comparison of machine learning score to hairpin features in terms
of the number of previously known miRNAs and number of random hairpins
recovered at the cutoff with the highest information. Combining the features
leads to a dramatically higher enrichment for known miRNAs, sufficient for the de
novo identification of miRNAs. Features corresponding to those used in machine
learning indicated by number (see Table 4-1).
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Figure 4-7: Performance of hairpin prediction algorithm on different subsets of
species. Size of circle indicates number of species used (from 2 to 12).

at least 0.95, our more stringent cutoff. Among these we recover 51 of the 60

miRNAs used in our training set. Moreover, we find 9 of 18 miRNAs that were

included in miRBase but not validated through sequencing (additional sequenc-

ing led to 4 of the 18 being discarded; Ruby et al., 2007). 24 of the remaining

41 predicted hairpins are validated through comparison with sequencing reads

produced in parallel to this study (Ruby et al., 2007). The remaining 17 miRNAs

predictions (Table 4-2) have diverse structural and evolutionary properties indica-

tive of miRNA function and may be expressed at low levels or in conditions not

assayed.

To investigate the scaling of performance with a variable number of Drosophila

species, we reran our algorithm (learning new models) using different subsets

of the 12 available species and looked at the number of verified miRNAs in the

top 100 predictions (Figure 4-7). As in Chapter 2 with motif instance prediction,

performance roughly scales linearly with branch length and does not appear to

have saturated with the 12 fly genomes. We recover 84 miRNAs when using

all 12 species, however, we are able to recover as many as 76 miRNAs using

only 2 species (D. melanogaster and the most distant species, D. grimshawii). Also,

using a single informant species tends to perform better than using several species
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with the same combined branch length, suggesting room for improvement in

comparative features which may not be fully capitalizing on the phylogenetic

relationship off the species.

These analysis also allow us to compare to Lai et al. (2003), that also made D.

melanogaster miRNA predictions, but only using D. pseudoobscura as an informant.

Lai et al. predicted a total of 208 miRNAs, which in retrospect contains 73 ver-

ified miRNAs. In contrast, our algorithm run using only D. pseudoobscura as an

informant recovers 84 miRNAs in the top 208 predictions, a significant increase.

This difference is attributable to one of three differences between our approaches:

the specific features we use, the machine learning algorithm we employ, or the

availability of additional training miRNAs.

Ruby et al. (2007) also made computational miRNA predictions contempo-

raneously to ours and found 75 validated miRNAs in their top 100 predictions

compared to the 83-84 we found in our top 100. However, it is important to note

that: (1) the 75 includes 31 miRNAs that were used in training, (2) Ruby et al.

used only 6 species at a total branch length of 3.91. At a similar branch length

(but different species set) we recover between ∼78-79 validated miRNAs. More-

over, our top 101 predictions contain 41 miRNAs not in miRBase, of which 24

(59%) are experimentally validated, while Ruby et al. predicts 45 miRNAs not in

miRBase, of which only 20 are validated using the same experimental dataset.

4.3 Accurately predicting the mature miRNA

4.3.1 Relevant features of mature miRNAs

The functional specificity of a miRNA is almost completely determined by the

first 8 bases of the mature sequence, particularly positions 2-8 (reviewed in Bartel,

2009). Consequently, while discovery of miRNA hairpins is important for under-

standing the evolution and genomic context of a specific miRNA, knowing the

mature sequence is vital to determining their functional significance. Once the
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precise 5′ cleavage position is known, the reverse complement of positions 2-8

can be treated as motifs to be matched against the 3′ UTRs of genes (see Chapter

2). Highlighting the biological pressure to produce the appropriate mature 5′ end,

the 5′ end processing of mature sequences is more accurate than that of either 3′

ends or of the 5′ end of the star sequence (Ruby et al., 2006).

While sequencing the mature miRNAs (Figure 4-2) is the gold standard for

identifying the 5′ end, several properties also distinguish them and have been

used for their prediction (Table 4-3 and Figure 4-9), although with limited power

(e.g., Lai et al., 2003). First, the mature sequence is almost always perfectly con-

served in nearby species. Second, as has been previously observed (Lau et al.,

2001), while ∼30% of miRNA bases are uridine (U), 78% of mature miRNAs start

with a U. Further, we observe that the number of paired bases in a window near

the mature start is constrained.

Mature miRNAs also exhibit features that while not observable by the process-

ing machinery, never-the-less distinguish their 5′ end (Figure 4-8). In particular,

it has been observed that the sequences that recognize miRNAs are preferentially

conserved in 3′ UTRs of genes that are potential targets for miRNAs (Lewis et al.,

2005; Stark et al., 2005; Xie et al., 2005). Moreover, these 7-mers are avoided in the

3′ UTRs of ubiquitously expressed genes (Stark et al., 2005; Farh et al., 2005), pre-

sumably because otherwise they would be inadvertently down regulated in cell

types where the corresponding miRNAs are expressed. Because 7-mers starting

at adjacent bases share a significant fraction of their targets, the conservation and

avoidance profile for adjacent 7-mers is highly correlated. We account for this

when combining the scores, as we will see, to accurately predict the mature 5′

cleavage.

4.3.2 Using an SVM to find the 5′ cleavage site

We computed relevant features (Table 4-3) for each position in each miRNA hair-

pin, excluding those that would not permit sufficient space for a mature miRNA
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Feature Known 5′ Other positions Enrichment

1. Target 7-mer conservation profile correlation -0.12 - 0.94 -0.49 - 0.65 15.2
2. Target 7-mer conservation score 5.9 - 110 -0.54 - 24 11.04
3. Target 7-mer avoidance score -1.5 - 4.6 -3.5 - 3.7 4.11
4. Length of perfect conservation that follows, including start 15 - 32 0 - 32 3.54
5. 20-mer conservation 0.99 - 1 0.83 - 1 2.85
6. 0/1 presence of U 0.78 0.30 2.62
7. 0/1 start of perfect 20-mer conservation 0.95 0.42 2.24
8. 0/1 start of perfectly conserved 8-mer followed by a 95%-
conserved 12-mer

0.97 0.45 2.15

9. Size of symmetric loop 0 - 2 0 - 2 1.9
10. Distance from terminal loop 0 - 9 -5 - 20 1.46
11. Distance from start of the hairpin 3 - 16 -2 - 23 1.43
12. Overlap length with the loop region 0 - 0 0 - 5 1.24
13. 0/1 loop at 1 position 0.27 0.22 1.21
14. Number of paired bases in window of 7 3 - 7 2 - 7 1.18
15. 0/1 loop at 2 position 0.08 0.21 1.16
16. 0/1 loop at -2 position 0.18 0.26 1.11
17. Size of overlapping bulged loop 0 - 0 0 - 6 1.08
18. 0/1 loop at -1 position 0.22 0.25 1.04
19. Number of paired bases in window of 3 1 - 3 0 - 3 1.03
20. Number of paired bases in window of 5 2 - 5 1 - 5 1.02
21. 0/1 loop at current position 0.23 0.23 1

Table 4-3: Features used for mature 5′ prediction. Ranges are 5-95% intervals,
except for binary statistics which are given as fractions.

(for positions in the left arm, we required at least 15-nts before the start of the

loop and for positions in the right arm, we allowed no more than a 3-nt overlap

with the loop and required at least 18-nts before the end of the hairpin). 7-mer

conservation is assessed using motif-conservation scores (MCS) of 7-mers calcu-

lated on all annotated 3′ UTRs, as previously described (Kellis et al., 2003, 2004;

Xie et al., 2005) and the avoidance score is computed for each 7-mer using the 3′

UTRs of global anti-target genes (Stark et al., 2005) by computing the deviation

relative to all genes by Z-scores.

Within each hairpin, we linearly normalized each feature to be from 0 to 1 and

marked each known mature site as a positive and all remaining permissible sites

as negative. We augmented the features for each position with the features of the

previous and next positions, permitting the machine learning algorithm to take

advantage of, for example, 7-mer conservation scores for adjacent positions. We

used SVMlight (Joachims, 1999) to train an SVM with default parameters (linear

kernel and positive gain 1) on all the permissible locations from all the known

hairpins and predicted the mature location by taking the permissible location in
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each hairpin with the highest SVM score. SVM scores are normalized to have

mean 0 and standard deviation 1 within each miRNA. As with the hairpin pre-

diction, we use cross validation to obtain a predicted mature location for each

miRNA (each hairpin is only scored by models trained on known hairpins that

exclude it and all its family members).

4.3.3 Performance of mature prediction

Using cross validation, we obtained the correct 5′ end for 47 out of 60 training

miRNAs (78%) and were within 1-bp for an additional 4 (e.g., Figure 4-10). An

additional 14 previously unsequenced miRNAs were in miRBase that now had

sequencing evidence and consequently a reliably known 5′ end. We disagreed

with the previous annotation in 9 cases. For 6 of those 9 we were more accurate

than the previous annotation: for 4 we were exactly right, and for the other two

within 1-nt. In 5 cases we agreed with the previous annotation, 4 of which were

confirmed by sequencing and the other both the previous annotation and ours

was off by 1.
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4.4 Biological insights

Beyond the computational contributions of our machine learning approach, the

specific useful features and the predicted miRNAs expand our knowledge of

miRNA biology.

4.4.1 Multiple functional mature products from one locus

In the hairpin analysis above, we considered whether or not we were able to

predict the correct locus (i.e., ignoring the strand). Initially it may seem to be

difficult to distinguish between two strands of a miRNA, and indeed evolutionary

features generally do not differ between the two strands. However, because RNA

structure permits G-U base pairing, RNAs derived from opposite DNA strands

generally have different folds.

Consequently, while 51 of the 60 training miRNAs had a score ≥ 0.95 on the

positive strand, only 21 had a hairpin on the negative strand whose score was

≥ 95. Moreover, only 4 of the training miRNAs had a higher score on the sense

strand compared to the anti-sense strand. Interestingly, 4 miRNAs (dme-iab-4,

mir-307, -124, and -305) also had reads on the opposite strand, albeit at much

lower levels than on the positive strand. For all four of these cases both strands

had scores of at least 0.97. Experimental follow by us and others of one such case,

dme-iab-4, led to the prediction of a functional anti-sense miRNA in the heavily

studied Hox cluster (Tyler et al., 2008; Stark et al., 2008; Bender, 2008).

We also found evidence for functionality of alternative mature sequences. In

particular, when we accurately predicted the mature 5′ end, an average of 90% of

reads intersecting a miRNA supported that start compared to 78% when we failed

(P = 6× 10−3). A striking example of this is dme-mir-964, where the position

we predict (shifted by 1-nt) is supported by more than half as many reads that

support the annotated start (Figure 4-11). Moreover, we found a higher number

of reads for miRNAs that had high scoring star sequence: the 10 miRNAs with

the highest star SVM score had 9% of their reads supporting the star, compared
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mature arm.

to 2% for other miRNAs.

4.4.2 Novel hairpins give alternative explanation for transcripts

The validated dme-mir-996 overlaps with the 5′ UTR of CG31044 and the unval-

idated Novel-60 overlaps with the coding region of CG33311. As part of an in-

dependent effort to update the coding exon catalog of D. melanogaster (Lin et al.,

2007b), these two genes were determined to lack evolutionary properties asso-

ciated with protein coding exons. In particular, alignments of their exons were

littered with frame shifting indels, stop codons and non-synonymous mutations.

Consequently, our analysis provides an alternative explanation for these previ-

ously identified transcripts as pri-miRNAs. Further, it highlights the benefits of

performing an unbiased, de novo search, that unlike previous approaches did not

explicitly exclude exons.

4.4.3 MicroRNA expression, conservation, and targets correlated

We expect the newly sequenced miRNAs (Ruby et al., 2007) to have a lower over-

all expression level due to the necessity to employ more sensitive methods for
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their discovery (high-throughput sequencing). Indeed, this is what we observe:

the mean number of mature reads for newly discovered miRNAs is 796 compared

to 4337 for the 60 previously identified miRNAs (Mann-Whitney P = 2.5× 10−5).

This follows our performance in hairpin prediction: our top 101 predictions con-

tained 51 of the 60 (85%) previously sequenced miRNAs, but only 33 of the 74

(45%) newly sequenced miRNAs.

Moreover, we find a strong correlation between the MCS score (and conse-

quently the number of 3′ UTR targets) for each miRNA family and the number

of sequenced reads (Figure 4-12). These observations highlight the correspon-

dence between the biological properties (e.g., abundance) and the computational

features (e.g., conservation level).

4.5 Conclusion

In this chapter we present two novel algorithms for discovering and characteriz-

ing miRNAs. We find that our hairpin prediction algorithm outperforms other

comparable algorithms and achieves an unprecedented enrichment for known

miRNAs. We also validate most of the predicted miRNAs through intersection

with sequencing reads. Because to our knowledge no similar large-scale de novo

miRNA discovery studies have been released since our original publication of this

work, our miRNA discovery algorithm remains state-of-the-art. These methods

are broadly applicable and can be used in any circumstance where at least two

closely related species and a catalog of known miRNAs is available. The frame-

work is also general and can be extended to include additional diverse features

(e.g., chromatin modifications).

4.5.1 Biological contributions

We also make a number of biological contributions. First, we provide a catalog

of new miRNAs, including 17 high-confidence predictions with structural and
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conservation properties consistent with miRNAs. They may represent important,

yet condition restricted miRNAs that have eluded sequencing efforts. We also

demonstrate the correlation between conservation and biological features: low

abundance of a miRNA is correlated with lower levels of conservation and fewer

targets. This theme is found elsewhere in this thesis, particularly in the analysis

of motif instances.
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Chapter 5

Predicting key cell line regulators

using chromatin dynamics, regulator

expression, and motif enrichments

In this chapter we analyze the relationship between regulatory motif instances

and cell line specific annotations of chromatin marks. We will make specific pre-

dictions of regulators for human cell lines, seven of which we will test in the next

chapter. Some of the analysis presented here was previously published in Ernst

et al. (2011) and Consortium et al. (2010), where the experimental data and the

creation of chromatin states and their clusters is described. Beyond the generation

of this input data, I performed the computational motif analysis presented in this

chapter.

5.1 Introduction

The establishment and maintenance of a cell type requires the coordinated action

of several transcription factors (Davidson et al., 2003). Moreover, transcription

factors have a driving role in cell identity and can be used to reprogram cells to al-

ternate states (Takahashi and Yamanaka, 2006). In this chapter we integrate three

datasets in order to predict relevant regulators for cell types: (1) our comparative
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motif instances; (2) cell line specific chromatin modifications and the correspond-

ing chromatin states; and (3) RNA expression levels for the corresponding cell

types.

5.2 Computing enrichments of motifs

A frequent problem in computational biology is the prediction of enriched or

depleted motifs within a set of sequences. Very often these sequences will be

defined by a list of genes; for example, the promoters of transcripts expressed in

a given tissue. In this chapter we consider regions that have similar chromatin

modifications, however the same principles apply.

Because of the broad applicability of motif enrichment analysis, it has been

extensively studied. Typically, a foreground and background set of sequences is

provided with the desire to identify motifs whose matches occur more frequently

in the foreground set. In turn, one of two statistics is generally produced for each

motif and for both the foreground and background sets: the number of matching

sequences (e.g., genes) or the number of motif instances found within each set.

A relatively straightforward approach was taken by Liu et al. (2003): motifs

with at least twice as many instances in the promoters of the genes they con-

sidered compared to other genes were considered enriched. Typically, however,

a simple cutoff on fold-enrichment is avoided and instead a p-value or similar

statistical value is computed. For example, Toucan (Aerts et al., 2003) computes

an estimate of the number of motif matches for a sequence and compares this to

the expected number based on background regions, producing a p-value using a

binomial approximation.

ROVER (Haverty et al., 2004) normalizes each motif against background set

of regions and then computes a binomial p-value on the number of matching

sequences in the foreground. Likewise, Clover (Frith et al., 2004) produces a

composite score for each sequence which is then combined across sequences and

generates p-values using multiple strategies such as motif or sequence shuffling.
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PASTAA (Roider et al., 2009), like Clover, produces a score for each sequence.

However, it produces hypergeometric p-values by considering several cutoffs on

the sequence scores. McLeay and Bailey (2010) compare several methods for com-

puting enrichment and present linear regression as a competitive way to find

enriched motifs.

Some methods also incorporate comparative information to filter motif

matches to ones more likely to be functional, but these need to be careful to

deal with varying levels of conservation between the foreground and back-

ground. Sharan et al. (2003) uses conservation between two species, human

and mouse, and computes p-values using a normal approximation correcting

for the amount of conservation and length of sequences. oPOSSUM (Ho Sui

et al., 2005) also matches motifs to conserved regions, and produces two ranked

list based on p-values computed both using a hypergeometric p-value on the

number of matching sequences and a binomial p-value correcting for the length

and conservation of each sequence.

While finding enriched motifs have been extensively studied, none of the

methods we found had all features we desired, particularly: (1) incorporation

of motif instances generated using the BLS alignment-free conservation mea-

sure (Chapter 2); (2) the production of a meaningful enrichment value that isn’t

strongly affected by large counts as p-values are; (3) ability to cope with different

sizes of input regions, levels of conservation, and compositions.

We address these feature requirements in the following way. Enrichments are

computed for each motif and set of regions by computing the fraction of motif

instances that fall within the foreground (rm = fm
nm

, where nm and fm indicate the

total number of motif instances and the number in the foreground, respectively).

This same ratio is computed for control motifs produced as described in Chapter

2. Confidence intervals are then made for each of these ratios (r) using the Wilson
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score interval (Wilson, 1927) with z = 1.5:

w(r, n) =
r + z2

2n ± z
√

r(1−r)
n + z2

4n2

1 + z2

n

Finally, the extreme of each confidence interval is take such that the resulting

ratio of original-to-control motif ratios is closest to 1 (if the confidence intervals

overlap, the corrected enrichment is 1):

e =


w(rm, nm)−/w(rc, nc)+ if w(rm, nm)− > w(rc, nc)+

w(rm, nm)+/w(rc, nc)− if w(rm, nm)+ < w(rc, nc)−

1 otherwise

This corrected enrichment approaches the raw enrichment when counts are

very high, but otherwise tends to be conservative and avoids high enrichment or

depletion levels due to chance alone.

When precisely two types of regions are considered that partition the total set

of regions (e.g., in Figure 5-2), we use a bias-corrected log-odds ratio (Fleiss et al.,

2003):

l = log( fm + 0.5) + log(nc − fc + 0.5)− log( fc + 0.5)− log(nm − fm + 0.5)

We then use the standard error of this statistic to compute a 95% (z = 1.96)

confidence interval around each value and again take the most conservative en-

richment value:

w = z ∗
√
( fm + 0.5)−1 + (nc − fc + 0.5)−1 + ( fc + 0.5)−1 + (nm − fm + 0.5)−1

e =


l − w if l > w

l + w if l < −w

0 otherwise

The benefit of this value is that it is symmetric with respect to which partition
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of the regions is considered the foreground.

5.3 Predicting cell type specific regulators

We utilize motif enrichment analysis on epigenetic modification-based regions

to predict cell line specific regulators and then examine the expression of the

corresponding regulators in order to estimate the role of the regulator (either

activator or repressor).

Motif enrichment analysis has previously been used on cell type specific data.

We performed de novo motif discovery and analyzed motif enrichments in five

human cell lines, but did not consider the difference between the available cell

lines Heintzman et al. (2009). Xi et al. (2007) mapped DNaseI hypersensitivity

sites across 1% of the genome in six human cell lines. They found specific known

motifs enriched in the hypersensitive sites specific to individual cell lines, but did

not correlate these with expression of the corresponding factors. Pennacchio et al.

(2007) predicted putative enhancers using conservation and predicted expression

cell types using cross validation.

Moreover, several methods have been designed that predict network connec-

tions between genes, often using motif instances as inputs (reviewed in Kim et al.,

2009). For example, Segal et al. (2008) integrated TF expression along the anterior-

posterior axis of the fly to predict expression of genes based on their motif in-

stances. Time courses have also been decomposed in this way, with DREM (Ernst

et al., 2007) able to predict TFs responsible for coordinated changes in the expres-

sion of genes and then examine the corresponding expression change of driving

regulators.

5.4 Individual chromatin marks in human and fly

We start by individually examining human chromatin modification annotations.

Specific chromatin modifications are associated with various genomic functional
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Modification Functional association

H3K4me1 Enhancer
H3K4me2 Promoter/enhancer
H3K4me3 Poised/active promoter
H3K27ac Activation
H3K9ac Activation
H3K27me3 Repression
H4K20me1 Activation
H3K36me3 Transcription
CTCF Insulators
WCE Whole cell extract
RNA Expression

(a)

Cell line Source

HUVEC Umbilical vein endothelial
NHEK Keratinocytes
GM12878 Lymphoblastoid
K562 Myelogenous leukemia
HepG2 Liver carcinoma
NHLF Normal human lung fibroblast
HMEC Mammary epithelial cell
HSMM Skeletal muscle myoblasts
H1 Embryonic

(b)

Table 5-1: (a) Experiments conducted for each cell line. (b) Encode cell lines used
in chromatin analysis.

properties including activation, repression, transcription, enhancers and promot-

ers (Barski et al., 2007; Birney et al., 2007). Moreover, differences in expressed

genes across cell types is correlated with corresponding changes in chromatin

modifications (Heintzman et al., 2009). Consequently, we reasoned that motifs

enriched in cell type specific regions associated with a chromatin mark would be

suggestive of function of the corresponding regulators.

As part of the ENCODE project, whole genome annotations of 8 chromatin

marks, CTCF, and RNA expression were produced for 9 cell lines (Table 5-1).

From this data and for each chromatin modification we define three sets of re-

gions: (1) modified in that cell line (bound; ignoring the state in the other cell

types); (2) uniquely modified in the cell line and not bound in any of the remain-

ing cell lines; and (3) uniquely not modified (missing) in the specific cell line, but

carrying the modification in all other cell lines.

For example, the motif for NF-κB, an important immune regulator (Baeuerle

and Henkel, 1994), is enriched in regions that uniquely have modifications asso-

ciated with activation in GM12878 (H3K4me1-3, H3K27ac, H3K9ac; Figure 5-1).

Conversely, the NF-κB motif is enriched in the regions that do not have do not

have the repressive H3K27me3 mark in GM12878, but do in all other cell lines.
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Figure 5-1: Variable motif enrichment is seen for NF-κB in regions of dynamic
chromatin. (a) NF-κB motif (matched at at PWM p-value 4−6 and 50% confidence)
is enriched in active regions unique to GM12878. (b) Conversely, the motif is
enriched in regions that are repressed in all other cell types. (c) The NF-κB factor
is expressed more highly in GM12878 than other cell lines.
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Moreover, we see that NF-κB is expressed particularly highly in GM12878. To-

gether these support a model where NF-κB is expressed in GM12878 and con-

sequently binds to locations leading to their activation. The function of NF-κB

in GM12878 has been previously recognized and is required for the establish-

ment of the cell line (Cahir McFarland et al., 1999). Because it seems unlikely

that the availability of binding sites for a given factor would result in its expres-

sion (although such a model could be developed), this analysis provides a list of

potentially functional factors in a cell line.

We also applied similar techniques for predicting regulators that differed be-

tween two D. melanogaster cell lines, S2 and BG3 (Figure 5-2). Here we examined

regions that had the modification uniquely in one cell line versus the other and

used the log-odds symmetric enrichment criterion outlined above. Generally we

saw that a higher level of enrichment in “active” marks was correlated with lower

enrichment in “repressive” marks in the same cell line. Consequently, we de-

fined activators as factors for which expression and enrichment in active marks

(or depletion in repressive marks) coincided. For example, CrebA is more highly

expressed in S2 cells, and likewise has motif instances that are more enriched

in S2 active regions (e.g., H3K4me2) but depleted in S2 inactive regions (e.g.,

H3K27me3). Twist shows the same trend, but for BG3. We expect to have greater

power to predict cell line specific regulators if additional cell lines become avail-

able, as they were with human.

5.5 Assessing the activator association of chromatin

marks

We reasoned that for factors responsible for the establishment of chromatin

marks associated with activation, we expect a positive correlation between the

expression vector and the “unique” enrichment. Conversely, for repressive

marks we expect a positive correlation between the expression vector and the
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Figure 5-2: Motifs associated with regions of dynamic chromatin modifications.
We computed the enrichment comparing S2 (red) and BG3 (blue) of motif in-
stances at a 30% confidence level and 4−7 PWM threshold p-value. We consider
regions that have the modification in either BG3 or S2, but not both. Enrichments
computed using the conservative, bias-corrected log-odds ratio. Motifs for TFs
were placed into a cluster if they shared a transcription factor or had a Pearson
correlation of at least 0.75 and the motif with the maximal enrichment was used.
Ordering of rows and columns above done manually to highlight trends. Modifi-
cation data from Kharchenko et al. (2011)
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Ac�vator associa�on
Figure 5-3: Correlation between the enrichment of all activating factor’s motif
instances in regions unique to a cell type and the expression of the factor in
that cell type. We see a positive correlation between enrichment in “activating
marks” and expression of factors, while we see a negative correlation for the
“repressive mark”. Uses expression only in trans but recapitulates cis association
between mark and expression and suggests a casual link between factor binding
and chromatin modifications.

“missing” enrichments. To test if this is a global trend, we selected transcription

factors in any GO category consistent with activators (GO:0016563, GO:0045944,

GO:0045893, GO:0045941, or GO:0003713) that were not also annotated as repres-

sors (GO:0016564, GO:0000122, GO:0045892, GO:0016481, or GO:0003714) and

had a known motif. We then computed the correlation between the expression

and unique vector, and subtracted the correlation between the expression vector

and the missing vector.

Averaging across all factors we found a positive correlation for chromatin

modifications associated with activators (H3K4me1-3, H3K27ac, H3K9ac), and

negative correlation for H3K27me3 (Figure 5-3). Conversely, for modifications

without a clear role in activator or repression (H3K36me3 and CTCF), we found

average correlations very close to 0. This remarkable result shows that chro-

matin modifications can be accurately classified based on the expression of trans-

activators whose motifs are enriched in them in a cell line specific manner.
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Figure 5-4: Characterization of clustered enhancer activity patterns (a) For each
cluster, the average weight of the strong enhancer State 4 (percent) in each of the
cell types. The number of 200bp windows that fall into each cluster. (b) Top most
enriched (red) and depleted (blue) motifs in each of the clusters. (c) Top left of
each box: enrichment (log2) of all motifs from panel (b) shown across all clusters.
Bottom right of each box: expression in each cluster for the corresponding factor.
Correlation between these two vectors shown on top in the purple/orange scale.
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5.6 Chromatin state analysis predicts cell line regula-

tors

While looking at marks in isolation allowed us to predict cell line specific regula-

tors, it is recognized that individual marks often do not capture the unique state

of a region and moreover several marks can be redundant (Kharchenko et al.,

2011; Ernst and Kellis, 2010). Further, the uniqueness criteria can be restrictive

because many regulators may act in two or more cell types. Consequently, we

replaced our use of a single chromatin mark to define regions with a combination

of marks consistent with an enhancer chromatin state, as provided in Ernst et al.

(2011). Further, rather than look only at regions that were uniquely on (or off) in

a single cell type, we partitioned the enhancer regions into 20 clusters of different

on/off patterns (using k-means). In addition to motif enrichments, and as we did

for individual marks, we incorporated expression values for the factors (averag-

ing over multiple factors recognizing the same motif, when applicable). However,

because a cluster of cell types does not have an expression, we instead used the

Pearson correlation between the expression vector and the cluster center.

We compared motif enrichments across these clusters (using as the back-

ground the union of all enhancers) suggesting several cell-type specific regulators

(Figure 5-4). For example, we found the Oct4 motif enriched in enhancers spe-

cific to human embryonic stem cells and found a coordinated expression of Oct4,

consistent with the role Oct4 plays in embryonic stem cells (Loh et al., 2006).

Moreover, for HNF1 and HNF4 we found enrichment and expression in HepG2

(liver carcinoma), consistent their importance in liver function and development

(Costa et al., 2003).

We also see enrichments that are present in clusters across several cell lines.

Ets factors are a predicted regulator for enhancers that are active in both GM12878

and HUVEC (cluster G), but not those only active in either one alone (Clusters F

and K). p53 has a widespread role in regulation (Wei et al., 2006) and is found

as an activator for four primary cell lines, HSMM, NHLF, NHEK and HMEC
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(clusters N, Q, and R), but not in cell lines where it is inactivated due to mutation

(K562; Law et al., 1993), viral infection (GM12878; Forte and Luftig, 2009), or

cytoplasmic localization (ES; Solozobova et al., 2009).

For these factors (and several others) we saw a correlation between expression

and enrichment across the 20 clusters, which we model as a signature of an acti-

vator. We see the opposite trend for putative repressors: Gfi1 and Bach2 show an

anti-correlation between expression and enrichment and indeed these two factors

have known repressive roles (Muto et al., 1998; Hock and Orkin, 2006). For some

factors we see minimal correlation, which may be due to us not having the cor-

rect specific gene tied to the motif or due to post transcriptional regulation of TF

activity.

5.7 Conclusion

In this chapter we show how motif enrichments coupled with expression analysis

can predict putative regulators. We also show evidence that motifs are the drivers

of chromatin modifications and that the modifications can be accurately classi-

fied by their trans relationships with factors. Because it seems unlikely that the

accessibility of binding sites leads to the expression of factors, the results of this

chapter support a model where expression of a factor leads to the establishment

of appropriate chromatin domains where it binds.

The predictions we make in this chapter are a compelling biological contri-

bution on their own, particularly in the context of their agreement with known

roles of the specific factors. However, we will systematically test seven of our

predictions in the next chapter.
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Chapter 6

Systematic design and testing of

enhancer sequences for dissection of

regulatory motif function

In this chapter we test the predictions of Chapters 2 and 5 by selecting predicted

regulators for two cell lines and systematically, interrogating their expression. The

chromatin states used in this chapter were provided prior to publication by Jason

Ernst and the experimental work was carried out by Alexandre Melnikov, Peter

Rogov, Li Wang, Xiaolan Zhang, Jessica Alston, and Tarjei Mikkelsen. The exper-

imental technique we use in this chapter prior to its publication was developed

by Alexandre Melnikov, Peter Rogov, Anand Murugan, Xiaolan Zhang, and Tarjei

Mikkelsen. I chose and manipulated the putative enhancer sequences and did the

subsequent analysis from the raw read counts.

6.1 Introduction

The recent proliferation of ChIP-seq applied to chromatin modifications has per-

mitted the large-scale prediction of putative enhancer regions in the genome

(Ernst and Kellis, 2010; Heintzman et al., 2009). However, previous approaches

to large scale identification of the specific factors responsible for establishing the
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enhancers (e.g., ChIP-chip or Chip-seq) have been either low resolution and un-

able to show the necessity of binding (Ren et al., 2000; Iyer et al., 2001; Robertson

et al., 2007) or focused on only a few sites (Patwardhan et al., 2009; Baliga, 2001).

Further, while evolutionarily conserved motif instances for transcription factors

(TFs) make highly precise predictions for the nucleotides involved in regulation

(Chapter 2; Moses et al., 2004; Xie et al., 2005; Kheradpour et al., 2007), their large

scale validation has not been previously attempted.

In this chapter we present the systematic testing of two major aspects of this

thesis: the motif instance predictions made in Chapter 2 and the relationships

between specific motifs and cell lines made in Chapter 5. We employ a massively

parallel reporter assay (MPRA; Melnikov et al., 2012) to measure the transcrip-

tional levels induced by hundreds of erythroleukemia (K562) and liver carcinoma

(HepG2) enhancers (Ernst et al., 2011) centered on the regulatory motif instances.

For each of 2,104 instances of five activator and two repressor motifs, we made

directed modifications of the bases corresponding to these motif matches (while

keeping the flanking bases constant) and observe the change in expression with 10

unique bar-codes for each of 5,418 variants, resulting in 54,180 distinct expression

measurements. For TFs with the signature of activators, we find robust evidence

that: (1) enhancers centered on comparative motif instances have higher expres-

Figure 6-1 (on the next page): Analysis of all motifs that are enriched in enhancers
for HepG2 or K562 (relevant details in Figure 6-2). (a) The motif-motif correla-
tion (at all shifts including reverse complement). Different variants of literature
motifs are numbered. (b) The enrichment (red) or depletion (blue) of the mo-
tif at different comparative confidence cutoffs in enhancers for the indicated cell
line. (c) The relative expression (log2) of the factor corresponding to the motif in
the cell lines. Where several proteins exist for a given motif we average the ex-
pression values. We ultimately choose (indicated in order) Zfp161_3 (Badis et al.,
2009), Nrf-2_3 (Jaspar MA0150.1), HNF4_6 (Transfac M00158), GATA_14 (Jaspar
MA0140.1), Gfi1_1 (Transfac M00250), HNF1_1 (Jaspar MA0046.1), and Foxa_2
(Jaspar MA0047.2) on the basis of their enrichment/depletion, expression and
sequence-level uniqueness. We note that because our analysis is unable to distin-
guish between factors which share a motif, we may not capture the expression of
all potential alternative factors.
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sion than those centered on motif instances ignoring conservation, (2) scrambling

or removing the motif instance results in a significant reduction in expression and

(3) mutations that do not disrupt the motif consensus have no effect on expres-

sion. Conversely, disrupting motif instances corresponding to a repressive TF can

lead to an increase in expression in a cell type where the enhancers are usually

not active.

Lastly, we identify additional characteristics of these enhancers that show

highest wild-type activity and find that signatures of nucleosome exclusion and

comparative motif information are most informative. These results strongly con-

firm the cell line specific enhancer predictions, the role of evolutionary signatures

for motif instance prediction, and that MPRA is a viable technique for measuring

enhancer activity, suggesting a general strategy for deciphering cis-regulatory el-

ements. Further, this work provides as a resource thousands of tested enhancers,

hundreds of which we estimate to be functional. This is comparable to the num-

ber of enhancers tested in mammalian systems in vivo (Visel et al., 2007) and is, to

our knowledge, the largest dataset in human cell lines.

6.2 Enhancer sequence selection and design

We define cell line specific enhancers as the union of states 4 and 5 (“strong en-

hancers”) from (Ernst et al., 2011) excluding regions within 2kb of a TSS and select

two cell lines, HepG2 (liver carcinoma) and K562 (erythrocytic leukemia), for in

experimental validation. We choose these enhancers because they are produced

for cell lines for which MPRA is amendable and were available at the start of this

study. We use our human motif instances described in Chapter 2 and employ the

activator and repressor signatures defined in Chapter 5 to systematically select

relevant motifs for these two cell lines (Figure 6-1). This results in 3 putative ac-

tivators for HepG2: HNF1, HNF4 and FOXA, all involved in liver development

and function (Costa et al., 2003), and two activators for K562: the hematopoiesis

regulator family GATA (Weiss and Orkin, 1995) and NRF2 (Figure 6-2). We also
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select ZFP161 and GFI1 as repressors for HepG2 and K562, respectively, based on

depletion of motifs in the corresponding cell line and note that both these factors

have previously been recognized as repressors (Sobek-Klocke et al., 1997; Hock

and Orkin, 2006).

The technology we employ (MPRA) permits the testing the enhancer activity

of 145-bp sequences. We select wild-type sequences from the genome by taking

matches to the selected motifs that fall within cell-line specific enhancers, with

the specific number selected described in Table 6-1. We test each wild-type pu-

tative enhancer along with several directed manipulations in order to verify that

transcription factor binding was responsible for expression.

For every tested wild-type sequence we generate a version with only the motif

match scrambled. The specific permutation used for each motif is determined

by creating 100 random scrambles and choosing the one with the lowest simi-

larity to the original motif (Figure 6-3). For each TF we also select 15 sequences

(Table 6-1) and produce an additional 6 manipulations: (1) complete removal of

the motif match, with additional flanking sequence to fill the 145-bp; the single

base pair change that (2) maximally reduces, (3) makes the smallest change or (4)

maximally increases the PWM match score; and (5,6) two random manipulations

performed by choosing two positions inside the motif match (without replace-

ment) and changing them to one of the other 3 bases regardless of the effect it has

on the PWM match score.

6.3 Experimental enhancer activity determination

Experimental measurement of enhancer activity for all generated sequences is

performed in both K562 and HepG2, regardless of the cell line where the enhancer

was originally found. We employ a massively parallel reporter assay (MPRA) for

this purpose (details in Melnikov et al., 2012) with two biological replicates and

10 unique bar codes for each tested sequence (overview in Figure 6-4). Briefly,

oligonucleotide libraries were synthesized by Agilent, Inc. containing, in order,
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Figure 6-2: The motifs ultimately chosen for analysis. (a) Selected rows and
columns from Figure 6-1. Activators and repressors for HepG2 and K562 were
chosen based on the three criteria: (1) minimal motif-motif similarity, (2) enrich-
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expression of the corresponding factor in the target cell line. (b) Diagram show-
ing selected activators and repressors. We show that by manipulating the motif
matches we are able to produce a cell line specific reduction in expression for the
activators.
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123



Selected mo�f instance 

inside 145 bp context

SV40 promoter

and "inert" ORF

54,180 constructs

x2,104 regions

Synthesize in Agilent array; construct plasmid pool (x2 replicates)

Add 10 bp tag for each of 5,418

candidate enhancer sequence (x10)

Manipula�ons to the 

wildtype sequence

Scramble

Removal

Max 1‐bp decrease

Least 1‐bp change

Max 1‐bp increase

Random 1‐bp change (x2)

sequence

to test
tag

(~30M reads each, resul�ng in 216,720 reporter measurements)

Count mRNA tags

in K562 cells

Count mRNA tags

in HepG2 cells

Count plasmid tags

(for normaliza�on)

Transfect HepG2 and 

K562 cells

Fo
r 

~1
0

%
 o

f

te
st

ed
 s

eu
q

en
ce

s

Figure 6-4: Overview of computational and experimental procedure used to test
motif instances found within enhancers.
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Activators Repressors

HepG2 HNF1, HNF4, FOXA ZFP161
K562 GATA, NRF2 GFI1

Same cell line 160 18
+scramble 160 18
+other manipulations 15 (x6) 0
Opposite cell line 18 160
+scramble 18 160
+other manipulations 0 15 (x6)

Table 6-1: Number of tested sequences for each class and factor. This design was
repeated twice; once for comparative instances (Chapter 2) and once for motif
matches ignoring conservation (which could overlap the comparative instances).
Some sequences were not included for technical reasons or due to too few motif
matches; see Table 6-2. For the comparative instances, we always choose the
instances with highest confidence. Ties are broken randomly.

the tested sequence, KpnI/XbaI restriction sites, and a variable 10-bp tag sequence

and flanking prime sites (a total of 200-bp). Full-length oligonucleotides were

isolated (Visel et al., 2009) and directionally cloned into the MPRA vector (Pat-

wardhan et al., 2009). The KpnI/XbaI restriction sites were used to insert SV40

promoter and the luc2 ORF5 into the constructs. Transfections were performed

into 5× 106 HepG2 cells (using FugeneTM HD) and into 4× 106 K562 cells (using

Nucleofection).

The plasmid, K562 mRNA, and HepG2 mRNA libraries were sequenced using

36-nt single-end reads on the Illumina HiSeq 2000 instrument. Reads matching

one of the 54,000 designed tags were counted and divided by the total for each

pool. Each mRNA count was then divided by the corresponding plasmid count

(excluding tags with fewer than 40 plasmid reads) and the log2 ratio, divided by

the median for that cell line, was used as our expression value (where 0 is taken

as the baseline in our plots). However, because only a small portion of our tested

sequences corresponded to what we later determined to be a functional enhancer

for each cell line, we estimate that the 0 baseline is approximately the background

level of expression for our promoter. We find that the data is reproducible (Figure

6-5).
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Figure 6-5: (a) Cumulative distribution of the plasmid read counts for the two
replicates. 17.6% and 16.5% of tags for replicates 1 and 2, respectively did not
pass the criteria of having at least 40 reads. However, because each tested se-
quence was tested with 10 unique tags per replicate, only 46 of 5,418 (0.85%)
tested sequences had no passing tags in both replicates. (a) Comparison of the
two replicates using the same averaging procedure as was employed when com-
ing all data (see Methods). Pearson correlation is 0.69 and 0.36 for HepG2 and
K562 data, respectively. The lower correlation seen for K562 is attributable to
biological properties of the cell line and the transfection procedure. These corre-
lations are within the 95% confidence intervals when comparing tags 1-5 to 6-10
across both replicates (0.63-0.69, and 0.27-0.36, respectively), indicating we can-
not attribute a significant portion of the difference to biological variance. 60 of
the 5,418 tested sequences were excluded due to not having any plasmids with
sufficient (40) plasmid reads in at least one replicate.
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6.4 Results

6.4.1 Comparative motif instances for activators select functional

enhancers

Figure 6-6 shows the results for a tested HepG2 enhancer centered on a alignment-

free conserved (comparative) HNF4 motif instance. We see that the tested region

falls within a ‘dip’ in the H3K27ac chromatin signal (Figure 6-6b). Expression is

completely absent in K562 (Figure 6-6c) where we predict neither HNF4 nor the

enhancer to be active. However we see robust expression for the original sequence

in HepG2, which is abolished by any of the disruptive mutations but maintained

by the non-disruptive mutations.

These trends generalize to the other tested comparative HNF4 instances in

HepG2 enhancers (Figure 6-7) and beyond to the other activator / cell-line com-

binations (Figure 6-8 and 6-17). For all activators the expression level driven by

sequences selected using comparative motif matches significantly drops when the

motif match is scrambled (combined Wilcoxon PW = 3× 10−54). Moreover, the ex-

pression level of the comparative enhancers with scrambled motifs is lower than

that of random motif matches (combined Mann-Whitney PU = 7.6× 10−10). This

drop in expression to background levels demonstrates that the motif matches are

necessary for the enhancer activity of these sequences in the assayed cell line.

We tested additional disruptive mutations for 74 comparative activator motif

instances. For these 74 loci, all three disruptive mutations (scramble, removal,

max 1-bp decrease) resulted in significantly reduced expression levels (combined

PW = 2.2× 10−7, 1.5× 10−4 and 1.7× 10−6, respectively). Moreover, we did not

find a statistically significant difference in the expression between scrambling and

complete removal of the motif match (PW = 0.1335) and scrambling resulted in

only a slightly significantly lower expression level than than the best 1-bp reduc-

tion (PW = 0.0454). We found no significant increase or decrease in the resulting

expression for the 1-bp neutral modification (PW = 0.0814), however, there was
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Figure 6-6: Example putative enhancer region centered on a motif match for an
activator inside a HepG2 enhancer. (a) The tested sequence was selected for being
centered on a HNF4 motif match and found in a HepG2 enhancer. Chromatin
state tracks are colored with promoters in red, poised promoters in purple, en-
hancers in orange (strong) and yellow (weak), insulators in blue, transcribed states
in green, repressed regions in grey and low signal/repetitive regions in light grey
(described in Ernst et al., 2011). (b) The H3K27ac signal shows a significant dip in
HepG2 coincident with the tested region, a signature of potential nucleosome ex-
clusion consistent with the binding of a TF. (c) The original sequence shows strong
expression in HepG2 (replicates shown as black bars, combined value shown as
red line) whereas expression is absent in K562. Disruptive mutations (scramble,
removal and max 1-bp decrease) eliminate expression, whereas the neutral and
particularly the max 1-bp increase do not. Random mutations have behavior con-
sistent with whether mutation is tolerated by the motif consensus (upper case)
or not (lower case). Bases changed relative to original sequence are indicated by
stars (*).
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Figure 6-8: Comparison of the effect of the scramble manipulation for enhancers
centered on both alignment-free conserved and all motif instances. Correspond-
ing p-values are in Figure 6-9.

a significant increase (PW = 0.0056) in expression for the 1-bp match score im-

provement. The consistent difference between the 1-bp changes that reduce the

motif match strength versus those that do not demonstrate that the specificity to

the motif sequence is the driving aspect responsible for the observed changes in

enhancer activity. For the random manipulation, we found a significant correla-

tion between the reduction in expression and the match score difference for those

Figure 6-9 (on the next page): (a) P-values showing a consistent and strongly signifi-
cant reduction in expression specific to disruption of motif binding sites. P-values
are computed using the aWilcoxon signed-rank and bMann-Whitney U two-tailed
non-parametric tests. Headers indicate the maximum number of tested sequences
per factor in parenthesis (precise numbers are in Table 2). P-values in parenthe-
sis indicate an increased value in either the ainstances ignoring conservation or
for the bmodified sequence. Values used in in the text are highlighted in bold.
Corresponding to bar plots in Figures 6-8 and 6-17a. (b) Same as (a), except with
expression cell line reversed to demonstrate cell type specificity. A notable excep-
tion is NRF2. (c) Same as (a), except with both expression and enhancer cell lines
switched. Only 18 such sites were selected per factor, and they were only tested
with the scramble modification. Corresponding to bar plots in Figure 6-17b.
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enhancers that showed at least 0.5 expression score (Figure 6-10).
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Figure 6-10: Change in expression for random manipulations of conserved in-
stances with wild type expression score of at least 0.5 (52 of the 148 random
manipulations). A correlation is seen between the change in match score strength
and the corresponding change in expression (r = 0.402; random permutation
P = 0.0023). Match score is normalized for each motif such that 0 is the weakest
possible permitted match and 1 is a perfect match (scores can be less than 0 after
the manipulations).

We generally did not see an effect for manipulations when the motif and en-

hancer cell type did not match the cell type where expression was measured

(Figure 6-17). A notable exception is NRF2, for which scrambling motif instances

found in K562 enhancers also resulted in a significant reduction in expression

when measured in the HepG2 cell line (PW = 1.1× 10−12). This change in en-

hancer activity is significantly higher for the instances that are also enhancers in
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HepG2 (PU = 0.0138). This suggests that NRF2 is also active in HepG2 and in-

deed this has been previously reported (Gong and Cederbaum, 2006). Because

our initial motif enrichment and expression analysis failed to show this possibil-

ity, this suggests that MPRA may be a viable method for performing a de novo

identification of active factors in a cell line through the systematic evaluation of

motif matches in cell line specific enhancers.
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Figure 6-11: We estimate the number of ‘real’ enhancers by considering the frac-
tion that reduce in expression upon scrambling. Here for comparative motif in-
stances for activators, 71% of tested sequences reduce upon scrambling
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6.4.2 Estimating the number of functional tested enhancers

We found that 29% of comparative instances of activators had increased expres-

sion in their target cell line upon scrambling. In order to obtain a lower bound

on the number of functional enhancers, we conservatively assume that only non-

functional enhancers will increase upon scrambling and that non-functional en-

hancers are equally likely to decrease on scrambling. Consequently, we estimate

that 100%− 2× 29 = 42% of the tested enhancers based on comparative motif

instances are functional (Figure 6-11). The same analysis for instances ignoring

conservation results in an estimate of 23% being real, based on 39% increasing in

expression upon scrambling.

We also estimate this fraction of real instances in an independent way using

the replicate data and find remarkably similar results. As described above, each

sequence is tested with ten distinct tags and two biological replicates, although

some are thrown out due to having too few plasmid reads. We compute a one-

sided Mann-Whitney p-value for each tested sequence comparing these up to 20

values to the corresponding values for their scramble. We then compute q-values

(Benjamini and Hochberg, 1995) from these p-values and estimate a lower bound

for the number of functional enhancers at each cutoff by taking the product of the

q-value and the number of samples at that q-value. The maximum of these values

— 37% for comparative instances and 21% for instances ignoring conservation

— is then an independent lower bound estimate of the number of functional

enhancers.

6.4.3 Properties of functional enhancers

We examined the enhancers based on instances for activators ignoring conserva-

tion to identify features that lead to expression. We first notice that the motif

match sequence alone cannot explain this difference (Figure 6-12), consequently

the tested context of the sequence must play an important role. We looked at

several features of the sequence to identify which could be responsible for this
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Figure 6-14: (a) Predicted power of each of these features for separating the top
and bottom quartile of expression for tested sequences. (b) Combination of the
properties shown in (a) using various machine learning techniques and compar-
ison to best individual feature (H3K27ac dip). We employed 7 machine learn-
ing techniques implemented by WEKA (v3.6.4; Hall et al., 2009) and scored each
of top and bottom 25% of sequences for each activator dataset in a leave-one-
out cross-validation framework. Three pairs of sequences overlapped and were
placed in the same cross-validation group. We find that the logistic regression
algorithm outperforms the best individual feature (AUC 0.74 vs. 0.70).
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Figure 6-15: Example putative repressor region tested inside HepG2 enhancer. (a)
Tested sequence for a repressor, GFI1. A alignment-free conserved GFI1 motif in-
stance inside a HepG2 enhancer is selected. (e) Upon scrambling the binding site,
the repression initially seen in K562 (where GFI1 is predicted to be a repressor) is
reduced. No change is seen in HepG2 where we do not predict GFI1 to be active.

difference in expression and found that a local reduction in the chromatin sig-

nal best differentiated between high and low expressed sequences (Figure 6-13).

Moreover, we found that combining these features could result in a modest in-

crease in performance (Figure 6-14), suggesting the non-redundancy of the best

feature with the others.

Because MPRA is conducted in plasmids that are not thought to become fully

chromatinized and the 145-bp sequences are completely removed from their en-

dogenous sequence context, this suggests a causative role for the TFs in both

moving the chromatin and leading to increased expression. However, further in

vivo studies would be necessary to validate this.

6.4.4 Repressor motifs block enhancer activity

In addition to the five enriched motifs we predicted to be activators, we also con-

sider the case of motif depletion in cell line specific enhancers. We reason that this

depletion coupled with expression of the corresponding factor is consistent with a

repressor: regions bound by an actively expressed protein would be silenced and
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Figure 6-16: Model of action for repressors and the effect of mutating their bind-
ing sites. Expression is unchanged in the cell line where enhancers are taken
from because the repressor is not present. Conversely, in the unmatched cell line
expression is increased upon mutation of the repressor binding site. This model
accommodates multiple mechanisms for repressor action including turning off of
the moderate SV40 promoter or preventing the binding of unknown activators.

lose enhancer activity. We expect that manipulation of the bases recognized by

a repressor could result in aberrant enhancer activity in a cell line where the re-

pressor is expressed. We predict one potential repressor for each cell line: ZFP161

for HepG2 and GFI1 for K562 (Figure 6-3). Because we do not expect functional

binding sites of these factors in their corresponding cell line, we instead test sites

found in the opposite cell line.

Figure 6-15 shows an example tested putative repressor region, centered on a

alignment-free conserved GFI1 motif match in an HepG2 enhancer. We notice a

reduction of expression from baseline in the cell line where enhancer activity was

not seen (K562). This reduction is then eliminated upon scrambling the binding

site for the putative repressor (GFI1). This increase in expression is consistent

with our repressor model (Figure 6-16) and the trend we see for comparative

GFI1 motif instances in HepG2 enhancers (Wilcoxon PW = 0.0369; Figure 6-9)

measured in K562 cells. Conversely, no significant change was seen in HepG2

cells where the enhancers were selected (PW = 0.5798). However, we did not

observe any statistically significant difference in expression driven by ZFP161
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motif instances in K562 enhancers on the basis of comparative or scrambling in

either K562 or HepG2 cells. This may be because we (1) incorrectly predicted

ZFP161 as a repressor in HepG2 cells, (2) additional repressive signals that beyond

the match to ZFP161 acted redundantly to prevent expression, (3) we were unable

to test a sufficient number of sites for significance.

6.5 Conclusion

We have shown that small windows (145 bp) around comparative motif instances

are often sufficient to capture cell line specific enhancer activity. Further studies

will need to be conducted to predict the specific context cues beyond the motif

match that result in expression. Also, the larger context around the tested se-

quences may have additional effects, either increasing the cell line specific expres-

sion or reducing the effect of manipulations due to redundancy. The combinato-

rial nature of regulation was also not investigated here and is perhaps something

that will most benefit from MPRA’s capacity to test thousands of sequences in

parallel.

6.5.1 Biological contributions

The results of this experiment also lead to a number of biological contributions.

We make a clear confirmation of the role that activators play in the establish-

ment of enhancers. Particularly, rather than a view of enhancers as being very

highly conserved sequences that tolerate few mutations (Visel et al., 2007), we

show that they can and do tolerate neutral (‘silent’) manipulations. Moreover, we

highlight the perhaps under appreciated role that repressors make in restricting

inappropriate enhancer activity. Finally, we identify specific features associated

with enhancers and quantify their relative importance in the context of the regions

we selected — an analysis only made possible by the large number of enhancers

we tested here.
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Enhancer
cell line Factor Conser-

vation Original Scramble Removal Max 1-bp
decrease

Least
1-bp

change

Max 1-bp
increase

Random
1-bp

change
Total

HepG2 HNF1 high 154a 160 15 15 15 15 30 400
ignored 158a 160 15 15 15 15 30 406

HNF4 high 160 160 15 15 15 15 30 408
ignored 160 160 15 15 15 15 30 409

FOXA high 160 160 15 15 15 15 30 407
ignored 160 160 14b 15 15 15 30 406

GATA high 18 18 36
ignored 18 18 36

NRF2 high 18 18 36
ignored 18 18 36

ZFP161 high 10d 10d 20
ignored 18 18 36

GFI1 high 160 160 15 15 15 15 30 408
ignored 160 160 15 15 15 15 30 410

K562 HNF1 high 18 18 36
ignored 18 18 36

HNF4 high 18 18 36
ignored 18 18 36

FOXA high 18 18 36
ignored 17a 17a 34

GATA high 160 160 15 15 15 15 30 408
ignored 160 160 15 15 15 15 30 408

NRF2 high 159b 159b 14c 14c 14c 14c 28c 400
ignored 160 160 12c 12c 12c 12c 24c 392

ZFP161 high 51d 51d 15 15 15 15 30 191
ignored 105d 105d 15 15 15 15 30 299

GFI1 high 18 18 36
ignored 18 18 36

Total 2104 2112 203 204 204 204 412 5418

Table 6-2: Precise number of tested sequences. Number fewer than indicated in
Table 6-1 due to aidentical sequences being found at different locations or due
to matches on opposite strands, bthe creation of a restriction site at boundary of
tested region, cthe motif instance being the best possible match to the desired mo-
tif, and consequently excluded from all non-scramble manipulations, or dhaving
too few matches in the desired enhancer type. Totals indicate the number of dis-
tinct tested sequences and thus differ from sum of the corresponding rows or
columns due to reuse of sequences across modifications (e.g., a random mutation
matching one of the directed 1-bp modifications) or reuse of a position (e.g., a
comparative instance tested even when conservation was not taken into account).
These identical sequences are tested only once.
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Figure 6-17: (a) Bar plots showing differences amongst locations tested for ad-
ditional modifications. Because these are restricted to only these regions, the
original and scramble value differs from those in Figure 6-8 (b) As with Figure
6-8, except on the opposite cell types for both enhancer selection and cell type
(using the 18 control enhancers tested per factor). Lack of significant difference is
seen for every factor except NRF2.
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Chapter 7

Conclusion

7.1 Summary of results

This thesis presented computational approaches for integrating diverse datasets

with the goal of understanding the regulation of animal genomes.

We began with a novel, robust empirically driven algorithm for predicting

functional motif instances using comparative genomics (Chapter 2). Our ap-

proach is able to predict instances in complex animal genomes where limited

sequencing, alignment errors, and evolutionary turn over is commonplace with

a score correcting for motif composition and complexity. We found that the re-

sulting motif instances were competitive with ChIP-chip/seq in predicting genes

where we expect a regulatory relationship, but can be produced without experi-

ments or antibodies. The core of our algorithm is a matching program which we

engineered to be fast enough to produce instances using dozens of large, mam-

malian genomes. These motif instances build a network relationship between

genes and are used extensively throughout the thesis, highlighting their practical-

ity.

In the next two chapters we explored two ways motifs could computationally

be predicted. In Chapter 3 we utilize motif discovery in ChIP-seq datasets to

better understand the relationship between transcription factors. We are able to

recover the known specificity for the majority of TFs and, moreover, we find addi-
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tional enriched motifs for most datasets. In turn, these additional motifs predict

key regulator relationships, many of which we validate as either synergistic or

antagonistic through an extensive literature search. We also find several motifs

that had not been previously described.

We predict motifs in Chapter 4 through the de novo computational discov-

ery of miRNAs and the characterization of their 5′ mature cleavage. Beyond the

unmatched performance of these algorithms, we find a remarkable connection

between our features and the underlying biology: miRNAs that were easy for our

algorithm to find were also expressed at higher levels by the organism and when

we had difficultly predicting the correct processing position, so did the cell.

Lastly, we sought how we could go beyond our static motif instances and un-

derstand the fundamentally dynamic nature of development. In Chapter 5 we

predicted regulators, both activators and repressors, using specific signatures of

expression and motif enrichment in chromatin states for nine human cell lines.

We first supported these predicted regulators through an analysis of known biol-

ogy for the cell lines we considered. We then systematically tested our predictions

using a hypothesis driven approach centered around engineered sequences based

on our motif instances (Chapter 6). We found that we were able to predict func-

tional enhancers using our comparative motif instances at rates comparable to in

vivo enhancers identified using much longer, highly conserved sequences. Again,

our predictions and their subsequent validation allowed us to learn a number

of biological lessons, including the features associated with functional enhancers

and the behavior of activators versus repressors.

7.2 Future work

The work presented in this thesis can be extended in a variety of ways, particularly

as technology and available data increases.

As we argued in Chapter 2, mammalian comparative motif discovery does not

greatly benefit from many additional species, and we reason that the same is true
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for other clades (e.g., yeasts and flies). Conversely, we found that for both mo-

tif instances (Figure 2-10) and miRNAs (Figure 4-7) additional species found in

appropriate places in the phylogeny would continue to increase discovery power.

Consequently, we expect that as time passes and the number of available genomes

goes from dozens to thousands the utility of these algorithms and their predic-

tions will increase.

In Chapter 3 we saw significant differences in the quality of known motifs

for transcription factors. A currently unexplored area in comparative regulatory

genomics is using conservation not for de novo motif discovery, but rather for

refining known motifs. There are several challenges for this type of approach,

including how to integrate phylogenetic data, deal with problematic alignments,

and assess performance. However, comparative and experimental data may com-

plement each other here as we have shown they do elsewhere in this thesis.

Moreover, while we used our comparative motif instances to understand chro-

matin dynamics and TF binding, our motif instances may also be useful for di-

rectly understanding combinatorial binding of transcription factors. For example,

we could examine the frequency of conserved motif instances occurring in the

vicinity of each other, or the relative orientations — two analysis that cannot be

done using experimental binding data alone.

To increase the impact of our motif instances, we need to be able to link them

to genes. For instances very close to genes (e.g., within 2kb) their linking is

relatively unambiguous, something we take advantage of in Chapter 2. However,

more than 90% of the human genome is more than 2kb away from a transcription

start site and known enhancers have been found hundreds of kilobases away

from their target TSS (Nobrega et al., 2003; Lettice et al., 2003). New technologies

such as 3C (Dekker et al., 2002), Hi-C (Lieberman-Aiden et al., 2009), and ChIA-

PET (Fullwood et al., 2009) promise to identify links between genes and distant

regulatory loci. This may allow for a dramatically higher sensitivity in predicting

which motifs regulator which genes.

We showed that MPRA is often able to recapitulate in vivo enhancer activ-
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ity outside of the original context using a 145-bp enhancer region centered on a

alignment-free conserved motif instance. However, it remains to be seen how the

motif and the remaining ∼135-bp interact. Rather than a stochastic mutational

approach on a small number of loci, a hypothesis driven design focusing on motif

matches may be fruitful. Moreover, we believe MPRA could be useful in predict-

ing specific regulators that are active in a cell type, overcoming problems with

expression analysis stemming from protein-level modification.

While advances in experimental techniques seem inevitable, they are equally

unpredictable. Consequently, while the specific means through which insights in

regulatory genomics will occur is unknown, the continued increase in knowledge

about this important aspect of molecular biology seems assured. This promise

ensures that the future of computational biology will be as exciting as recent

years have been.
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