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Abstract

The ability to computationally predict the properties of new materials, even prior to
their synthesis, has been made possible due to the current accuracy of modern ab
initio techniques. In some cases, high-throughput computations can be used to cre-
ate large data sets of potential compounds and their computed properties. However,
regardless of the field of application, such a computational high-throughput approach
faces a major problem: to be relevant, the properties need to be computed on com-
pounds (i.e., stoichiometries and crystal structures) that will be stable enough to be
synthesized. In this thesis, we address this compound prediction problem through
a combination of data mining and high-throughput Density Functional Theory. We
first describe a method based on correlations between crystal structure prototypes
that can be used with a limited computational budget to search for new ternary
oxides. In addition, for the treatment of sparser data regions such as quaternaries,
a new algorithm based on the data mining of ionic substitutions is proposed and
analyzed. The second part of this thesis demonstrates the application of this high-
throughput ab initio computing technique to the lithium-ion battery field. Here, we
describe a large-scale computational search for novel cathode materials with specific
battery properties, which enables experimentalists to focus on only the most promis-
ing chemistries. Finally, to illustrate the potential of new compound computational
discovery using this approach, a novel chemical class of cathode materials, the car-
bonophosphates, is presented along with synthesis and electrochemical results.

Thesis Supervisor: Gerbrand Ceder
Title: R.P. Simmons Professor of Materials Science
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Chapter 1

Total energy computations with
Density Functional Theory

The fundamental laws necessary for
the mathematical treatment of a
large part of physics and the whole
of chemistry are thus completely
known, and the difficulty lies only in
the fact that application of these
laws leads to equations that are too
complex to be solved

Paul Dirac, 1929

Computing the total energy of a crystalline solid is necessary to the evaluation
of many materials properties. In the following chapters, total energy computations
will be used to assess the phase stability of new compounds or the voltage of battery
materials. Among the different tools available to the materials scientist, ab initio
computations in the Density Functional Theory (DFT) framework can provide an
accurate estimate of this total energy. [6, 7, 8] Ab initio or first principles methods
consist in evaluating materials properties at the atomistic level using the fundamental
laws of quantum mechanics. In this chapter, we present briefly the different approx-
imations at the root of DFT. The specific implementations and parameters chosen
in this thesis are also described. More details on the derivations presented can be
found in standard solid state physics and electronic structure textbooks (for instance
[9, 10, 11, 12]). In addition, as this thesis uses DFT computations on a large scale,
running thousands of DFT computations in many different chemical systems without
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much human intervention, we will present briefly the infrastructure needed for such
high-throughput ab initio computations.

1.1 The Schrödinger equation and the many-body

problem

From quantum mechanics, the ground state energy E0 of a system of N nuclei (lo-
cated at coordinates {R1,R2, ...,RN−1,RN}) and n electrons (located at coordinates
{r1, r2, ..., rn−1, rn}) can be obtained by solving the time-independent Schrödinger
equation:

Hψ = Eψ (1.1)

Where ψ is the wave function for the full system (nuclei and electrons) and H is
the Hamiltonian1

H = −
∑
i

∇2
i −

∑
i,I

ZI
|ri −Ri|

+
1

2

∑
i 6=j

1

|ri − rj|
−
∑
I

1

2MI

∇2
I +

1

2

∑
i 6=j

ZIZJ
|RI −Rj|

(1.2)

Where MI and ZI are the masses and charges of the different nuclei.
This hamiltonian can be decomposed in five terms

H = Te + Vext + Vint + TN + EN (1.3)

These terms are

• the kinetic energy of the electrons:

Te = −
∑
i

∇2
i (1.4)

• the potential acting on the electrons due to the nuclei

Vext =
∑
i,I

ZI
|ri −Ri|

(1.5)

• the electron-electron interaction
1We will use in this chapter the Hartree atomic units
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Vint =
1

2

∑
i 6=j

1

|ri − rj|
(1.6)

• the kinetic energy of the nuclei

TN =
∑
I

1

2MI

∇2
I (1.7)

• the interaction between nuclei

EN =
1

2

∑
i 6=j

ZIZJ
|RI −RJ |

(1.8)

The first approximation we follow is to neglect the kinetic energy of the nuclei. The
important difference in mass between electrons and nuclei (on the order of 103), makes
this Born-Oppenheimer approximation accurate for the vast majority of systems.

The Hamiltonian is reduced then to:

H = Te + Vext + Vint + EN (1.9)

The nuclei coordinates are only parameters in the Hamiltonian and the wave
function depends only on the electronic variables:

ψ(r1, r2, ..., rn−1, rn) (1.10)

The problem we are facing now is a quantum many-body problem for the electrons
in an Hamiltonian set by the nuclei positions. This many-body problem is extremely
difficult to solve directly and needs typically to be approximated by a simpler problem
with a solution expected to be close enough to the exact solution.

1.2 The Hartree-Fock approach

1.2.1 The Hartree approximation

One crude approximation to the many-body problem, proposed by Hartree, consists
in assuming that the n electrons can be treated as independent particles. The wave
function becomes then:

ψ(r1, r2, ..., rn−1, rn) = φ1(r1)φ2(r2)...φn−1(rn−1)φn(rn) (1.11)

The φi(ri) are n independent electron wave functions.
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A fundamental result in quantum mechanics states that if E0 is the ground state
energy solution of the Schrodinger equation, for any wavefunction ϕ:

< ϕ|H|ϕ >
< ϕ|ϕ >

> E0 (1.12)

This is called the variational principle. This principle can be used with the hamil-
tonian in (1.9) and the constraint that the wave function should have the Hartree
form (presented in (1.11)) to prove that the solution to the Schrödinger equation in
the Hartree approximation is obtained by solving the Hartree equation:

[−1

2

∑
i

∇2
i −

∑
I

ZI
|ri −RI |

+
∑
j 6=i

ˆ
φ∗j(rj)

1

|ri − rj|
φj(rj)]φi(ri) = εiφi(ri) (1.13)

Each electron i is treated independently but in an effective potential determined
by an integration over the wave functions of the other electrons. In this regard,
the Hartree approximation is a mean-field approximation replacing the complicated
many-body problem by n simpler problems in a mean-field potential.

When solving the equation for the ith wave function the effective potential depends
on all the other wave functions. This equation therefore needs to be solved by self-
consistency. Self-consistency is a procedure in which the wave function for the step k
are found through solving the equation (1.13) with the effective potential determined
by the wave function in step k − 1. The procedure is repeated until all the wave
functions converge to a solution.

1.2.2 The Hartree-Fock approximation

Electrons being fermions, the exact wavefunction needs to be antisymmetric by ex-
change of electrons:

ψ(r1, r2, ..., rj, ..., rk, ..., rn−1, rn) = −ψ(r1, r2, ..., rk, ..., rj, ..., rn−1, rn) (1.14)

This constraint can be added to the independent electron Hartree approach by
using a Slater determinant as wavefunction instead of (1.11):
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Ψ(r1, r2, . . . , rn) =
1√
n!

∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ2(r1) · · · φn(r1)

φ1(r2) φ2(r2) · · · φn(r2)
...

...
...

φ1(rn) φ2(rn) · · · φn(rn)

∣∣∣∣∣∣∣∣∣∣
(1.15)

Using the variational principle on this Slater determinant, it can be proven that
the best solution is obtained by solving the Hartree-Fock equation:

[−
∑
∇2
i −

∑
I

ZI
|ri −RI |

+
∑
j

ˆ
φ∗j(rj)

1

|ri − rj|
φj(rj)]φi(ri)

−
∑
j

[

ˆ
φ∗j(rj)

1

|ri − rj|
φi(rj)]φj(ri) = εiφi(ri) (1.16)

The effect of the new constraint is to add a term, called the exchange potential,
to the Hartree equation (1.13).

1.2.3 The correlation energy

The Hartree-Fock approach assuming independent electrons in an effective potential
is an approximation to the true many-body problem. The energy missing is defined
as the correlation energy. Many methods exist to introduce this correlation energy
very accurately for instance post-Hartree-Fock methods,[13] or quantum monte-carlo
methods.[14] However, these methods are computationally very expensive and only
the smallest systems can be currently computed. On the other hand, the Density
Functional Theory (DFT) approach, by approximating this correlation energy, pro-
vides a good compromise between computational resources and accuracy.

1.3 Density functional theory

1.3.1 The Hohenberg-Kohn theorem

The foundation of density functional theory (DFT) relies on the Hohenberg-Kohn
theorem.[15] The theorem states that

A universal functional for the energy E[n], in terms of the charge density
n(r), can be defined, valid for any external potential Vext(r). For any par-
ticular potential Vext(r), the exact ground state energy of the system is the
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global minimum value of this functional, and the density that minimizes
the functional is the exact ground state density n0(r).

The total energy of the system can then be expressed as:

EHK [n] = T [n] + Eint[n] +

ˆ
Vext(r)n(r)d3r + EII (1.17)

Where EHK [n] is the total energy functional, T [n] its kinetic energy part and
Eint[n] the part coming from the electrons interaction. EII does not depend on the
density and is due to the nuclei-nuclei interaction.

This theory implies that, in theory, one does not need to work directly with
the complicated many-body wavefunction ψ(r1, r2, ..., rn−1, rn). Instead, the much
simpler charge density of the system n(r) can be used. However, even if a functional
linking the exact energy of the system to the charge density exists, this functional is
unknown and needs to be somehow approximated.

1.3.2 The Kohn-Sham equation

Knowing the Hohenberg-Kohn theorem, it would make sense to deal directly with the
electronic density and not refer to wave functions. However, this approach turns out
to be not very accurate. The kinetic energy part of the Hohenberg-Kohn functional
is especially difficult to approximate directly from the density.

DFT became a theory useful in practice only after Kohn and Sham proposed their
ansatz.[16] The Kohn-Sham approach consists in replacing the complicated many-
body system with a different auxiliary system of non-interacting electrons having the
same charge density than the real system but in a different potential. Even though dif-
ferent than the real interacting system, this non-interacting system sharing the same
density will have the same energy according to the Hohenberg-Kohn theorem. The
Hohenberg-Kohn expression for the total energy (equation (1.17)) is then rewritten
as:

EKS[n] = TS[n] +

ˆ
Vext(r)n(r)d3r + EHartree[n] + EII + Exc[n] (1.18)

TS is the independent-particle kinetic energy given by

TS = −1

2

∑
i

< φi|∇2|φi >=
1

2

∑
i

ˆ
|∇φi|2d3r (1.19)
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EHartree can be related to the Hartree equation (equation (1.13))

EHartree[n] =

ˆ
n(r)n(r′)

|r − r′|
d3rd3r′ (1.20)

The new term appearing in the Kohn-Sham approach is the exchange and corre-
lation energy Exc[n]. All the many-body effects lie in this term.

Minimizing the Kohn-Sham functional (equation (1.18)) leads to the Kohn-Sham
equation:

[−1

2
∇2 + Vext(r) + VHartree(r) + Vxc(r)]φi(r) = εiφi(r) (1.21)

With:

VHartree(r) =

ˆ
n(r′)

|r − r′|
d3r′ (1.22)

The equation has the form of the independent electron Hartree equation (equation
(1.13)) with an added exchange and correlation Vxc(r) term. The Kohn-Sham ap-
proach is exact in theory. It would lead to the exact many-body solution (exact charge
density and ground state energy), if the exact exchange-correlation functional was
known. Practically, however, the exchange-correlation functional is approximated.

The Hartree potential and exchange-correlation potential depend on the full charge
density. Therefore, the Kohn-Sham equation needs, similarly to the Hartree and
Hartree-Fock equations, to be solved self-consistently.

1.3.3 The exchange-correlation approximations

The Kohn-Sham equation separates the kinetic energy and the long-range Hartree
term. This facilitates the approximation of the exchange-correlation functional by a
local or nearly local functional of the density.

Exc(r) =

ˆ
n(r)εxc(n(r))d3r (1.23)

εxc(n(r)) is the exchange-correlation energy per electron at point r. εxc(n(r)) is
local and depends only on the density at the point r.

For the homogeneous gas, the εxc(n(r)) function can be computed analytically for
the exchange part and with great accuracy numerically using Monte Carlo methods.
The local density approximation (LDA) consists in using the exchange and correlation
energy of the homogeneous gas in any problem (atoms, solid, molecules, ...).
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A straightforward way to refine the LDA is to make εxc depend not only on the
density at the given point but also on the gradient of this density |∇n(r)|. This
lead to the generalized-gradient approximation (GGA). In this thesis, we will use
more specifically the GGA parametrization by Perdew, Burke and Enzhenorf (GGA-
PBE).[17]

For pedagogical purpose, we have not introduced so far any spin component in
our treatment of the electron many-body problem. Practically, spin-polarized com-
putations in DFT are run using two spin charge density: one for the spin up electrons
(n↑(r)) and one for the spin down electrons (n↓(r)). The Hartree term does not take
into account the spin polarization of the electron but the exchange-correlation do.
All computations run in this thesis use spin polarized GGA.

1.4 Solving the Kohn-Sham equation for crystals

1.4.1 k-points integration

In this thesis, all computations will be performed on crystalline solids. This implies
that any system exhibits a translational symmetry. The Bloch theorem applies in
this situation and each of the φi(r) functions solution of the Kohn-Sham equation
will have the form:

φi,k(r) = eikrui,k(r) (1.24)

Where ui,k(r) is a function with the translational periodicity of the crystal unit
cell and k is a wave vector.

The total energy is obtained in this periodic systems by integration in k -space
over the Brillouin Zone (a primitive cell in the reciprocal space). Practically, this
integration is performed by selecting a particular set of k-points across the Brillouin
zone, solving the Kohn-Sham equation for each of those k -points and summing over
the results.

Different schemes exist to sample appropriately the Brillouin zone with a set of k -
points that will give the best estimate of the full integral. In this work, we will follow
the Monkhorst-Pack scheme.[18] The origin will be shifted to the Γ point (center of
the Brillouin zone) in the case of hexagonal cells.
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1.4.2 Plane-wave expansion

With the ui,k(r) functions having the periodicity of the crystal, it is natural to expand
them on a plane-wave basis:

ui,k(r) =
1√
Ωcell

∑
G

ci,G(k)eiGr (1.25)

WhereG are the reciprocal lattice vectors, ci,G are expansion coefficients and Ωcell

is the volume of the cell.
Practically, the expansion cannot be performed on an infinite number of plane

waves and the summation needs to be truncated. The limit to the summation is fixed
by a parameter called the energy cut-off Ecut. Only plane-waves satisfying the above
conditions are considered in the computation:

~2

2me

|k +G|2 < Ecut (1.26)

The plane-wave based Vienna Ab initio Package (VASP) (version 4.6) was used
to perform all computations presented in this thesis.[19]

1.4.3 Pseudopotentials

Running computations considering all electrons present in a solid can be very expen-
sive and inefficient. Some of the core electrons do not participate in bonding. The
idea behind the pseudopotential method is to consider that only valence electrons
should be important to capture the essential physics of the system. The true coulom-
bic potential is then replaced by a smoother pseudopotential taking into account the
effect of the core electrons. Pseudopotentials are usually built on atomic systems and
transferred to larger systems (molecules and solids).

In this work, we will use the Projected-Augmented-Wave (PAW) pseudopotentials.[20]
The library of pseudopotentials is provided with VASP.

1.4.4 Ionic relaxation

So far, the positions of the nuclei have been assumed to be known and fixed. Very
often, the exact nuclei positions are unknown and one wants to find those nuclei
positions by minimizing the total energy. Searching for the nuclei parameters with
the lowest energy is called ionic relaxation and is performed by standard optimization
algorithm such as the conjugate gradient.[21] The procedure consists in starting with
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initial ionic positions and initial wave functions. An electronic solution to the Kohn-
Sham equation is then searched. When a self-consistent solution to the electronic
problem is found, the ionic positions are updated and a new electronic solution is
sought with the updated nuclei. This procedure is repeated until the nuclei positions
minimizing the energy are found.

1.5 Correcting the self-interaction error through GGA+U

One of the major problem with local functionals such as LDA and GGA is the presence
of a non-physical interaction of an electron with itself in the Hartree term (see equation
(1.20)). This self-interaction is canceled out in approaches that treat exactly the
exchange energy such as Hartree-Fock (see equation (1.16)) but remains in approaches
approximating the exchange part such as LDA and GGA. This self-interaction error
tends to be very problematic for elements containing localized electrons such as d
electrons in transition metal oxides.

One popular and computationally cheap way to correct for this self-interaction
error is to add a U interaction (as in the Hubbard model to localized orbitals) to
the DFT Hamiltonian.[22, 23] This leads to the LDA+U and GGA+U approaches.
Following the rotationally invariant implementation proposed by Dudarev,[24] the
GGA+U energy is:

EGGA+U = EGGA +
U − J

2

∑
σ

[(
∑
m

nσn,m)− (
∑
m,m′

nσm,m′n
σ
m′,m)] (1.27)

Where EGGA is the energy from a standard GGA functional. The matrix nσn,m

is the occupation matrix for a d orbital. The U and J parameters are respectively
the on-site Coulomb and exchange parameters. Those two parameters are practically
combined in one effective U parameter (Ueff = U − J). The self-interaction error is
here corrected by pushing the system to integer occupations number for the d orbitals
which are more physical than the partially occupied results obtained by pure GGA
and LDA.

This approach requires to determine this U parameter. U parameters have been
determined ab initio, [25, 26] but, in this thesis, are adjusted to reproduce experi-
mental data such as enthalpies of formation. [4]

28



1.6 High-Throughput ab initio computations

In the previous section, we have shown how a total energy can be attributed to
any crystalline compound using a pseudopotential based plane-wave DFT code. The
idea behind high-throughput ab initio computing is to evaluate the energy of several
thousands of known or predicted compounds using DFT computations.[27, 28, 29,
30, 31, 32] As we will see in the next chapters, this is of interest if one wants, for
example, to explore certain chemical spaces by computing new compounds candidates
and testing them for stability versus a database of previously known compounds.

While DFT codes are getting more and more stable and user-friendly, they still
require a certain amount of human supervision. This occurs even before starting
the computations by choosing the appropriate pseudopotentials, U values, and other
parameters such as the plane-wave energy cut-off. After the computations is finished,
the results still need to be checked for errors or warnings from the DFT code and for
sufficient ionic and electronic convergence. Similarly to high-throughput experiments,
the challenges lie in the automatization of the humanly performed task. We will
now present the approach followed to produce all the high-throughput computations
present in this thesis. This work is the result of a collaborative effort and will be
published with more details by Jain et al. [33]

1.6.1 Parameters selection

All of our computations have been run in GGA+U with a plane-wave basis code.
This type of computations requires to determine a set of parameters.

A U parameter is often required for reproducing valid energetics in transition
metal oxides. By evaluating the formation energy from the metal to the oxide for
all transition metals, we identified Sc, Y, Ti, Zr, Hf, Zn, Cd and Hg as reproducing
formation energies already well enough with GGA to require a U parameter.

For the other transition metals, a procedure to fit the U parameter on experi-
mental enthalpy of formations has been proposed by Wang et al.[4] This procedure
consists in identifying a reaction involving a change in oxidation state and varying
the U parameter until the computed data agrees with the experiment. For instance,
the oxidation of FeO to Fe2O3 can be used to find the U parameter for iron. This
procedure was used to fit a U parameter for V, Cr, Mn, Fe, Co, Ni, Cu, Nb, Mo, Ag,
Ta, and W using the Kubaschewski thermochemical tables. [5] It is assumed that
one U parameter per transition metal can be chosen for all computations (i.e. that
the U parameter will not vary much between crystal structures and oxidation states).
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element U value (eV)
Ag 1.5
Co 3.4
Cr 3.5
Cu 4.0
Fe 4.0
Mn 3.9
Mo 3.5
Nb 1.5
Ni 6.0
Ta 2.0
V 3.1
W 4.0

Table 1.1: set of U parameters used in this thesis for the high-throughput compu-
tations. These U values have been determined following Wang’s method by fitting
experimental binary oxide formation enthalpy from the Kubaschewski tables.[4, 5]

Table 1.1 provides the U value for each of those transition metals.
The remaining transition metals: Ru, Rh, Pd, Os, Ir, Pt, Au do not produce

accurate oxides formation energies by pure GGA but do not have enough reliable
thermochemical data for a U to be fitted. Those elements will be not considered in
this thesis. We should add that we excluded the radioactive Tc. Finally, Re was not
considered as no U could reproduce the experimental oxide formation energies with
the PAW pseudopotential provided by VASP.

The plane-wave energy cut-off we used is 30% higher than the maximal energy cut-
off specified by the pseudopotential. For oxides, oxygen has the maximal specified
energy cut-off of 400 eV, constraining all oxide runs to be performed with 520 eV
cut-off energy.

A k -point density of at least 500/(number of atoms in unit cell) k -points was used
for all the Brillouin integrations. The Monkhorst-Pack method was used to obtain
k -points distributed as much as possible uniformly. [18] A Γ-centered grid was used
for hexagonal cells.

While in theory the initialization of the magnetic moments should not matter and
the solution with lowest energy should be found, it is common in practice for a system
to not reach its global minimum magnetic state but to instead be trapped in a local
minimum. Two issues have to be considered in terms of magnetic moment initial-
ization: the spin ordering (ferromagnetic, anti-ferromagnetic, ...) and the magnetic
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moments magnitude: low-spin or high-spin. For the sake of limiting the computa-
tional budget, all computations have been run using ferromagnetic states. Concerning
the moment magnitude, high spin initialization (chosen to be 5 Bohr magnetons) is
used for the given elements: Sc, Ti, V, Cr, Mn, Fe, Ni, Cu, Zn, Y, Zr, Nb, Mo, Ag,
Cd, La, Hf, Ta, W, Pt, Hg, Ce, Pr, Nd, Sm, Eu, Gd, Dy, Ho, Er, Tm, Yb, Lu and
low spin for all others (chosen to be 0.6 Bohr magneton).

As cobalt can easily be low and high spin, two computations are run for any
compound containing this element, one initialized high spin and the other initialized
low spin.

1.6.2 Job control scripting infrastructure

To limit human intervention, the aflow software was used as a wrapper around the
VASP runs.[34, 27] Aflow catches common VASP errors and restart automatically
the runs after performing changes that will tentatively fix the problem. In addition,
home-made scripts are used to monitor the convergence of any job. If a job reaches
the maximum number of electronic self-consistency iterations the job is aborted and
tagged for future restart. This makes sure that non-converging jobs are not wasting
computational time. At the end of each run, the results are analyzed automatically for
energy and charge convergence and tagged for restart if not converged. The restart
process consists in changing the matrix diagonalization scheme used from the fast
RMM method [35] to the more robust but slower Davidson algorithm [36] and to
restart the job. Self-consistency mixing parameters are also changed during restart.

1.6.3 Database of ab initio computations

Due to the amount of data generated during high-throughput computational projects,
a careful storage of the data in a database is necessary. In this work, we used a
postgresql relational database with an interface through a Java codebase.

This database stores basic information for each computed compound: initial and
relaxed crystal structures, chemical formula, total energy computed and DFT param-
eters. In addition, data requiring some processing of the basic data can be stored
such as assigned oxidation states, stability data, and applications specific data such
as voltages in the case of lithium ion batteries.
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Chapter 2

Ab initio thermodynamical phase
stability

Thermodynamics is a funny subject.
The first time you go through it, you
don’t understand it at all. The
second time you go through it, you
think you understand it, except for
one or two small points. The third
time you go through it, you know
you don’t understand it, but by that
time you are so used to it, it doesn’t
bother you anymore.

Arnold Sommerfeld

In this thesis, the phase stability of known and new compounds will be evaluated
through ab initio computations. This is how we will, for instance, assess if a new
compound will be stable with respect to all known other phases. Chapter 1 presented
how the energy of crystalline solids can be computed through DFT computations.
We will here overview how these ab initio energies can be used to compute thermo-
dynamical phase stability. The thermodynamical constructions for closed and open
systems will be described along with the different approximations involved.
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2.1 Low temperature stability: the convex hull con-

struction

Assessing thermodynamical phase stability in a chemical system requires to compare
the free energy of the different phases present.[37, 38] An isothermal, isobaric and
closed system requires the use of the Gibbs free energy as thermodynamic poten-
tial. For a binary component system with NA atoms of A and NB atoms of B, at
temperature T and pressure p, the Gibbs free energy G is expressed as:

G(NA, NB, T, p) = E(NA, NB, T, p) + pV (NA, NB, T, p)− TS(NA, NB, T, p) (2.1)

Where V is the volume, S the entropy and E the energy.

The first approximation we will make is to assume that the pV term is small. This
approximation is valid when only solid phases are involved in the phase equilibrium.
In addition, we will work at zero temperature. No entropic effects need to be taken
into account then. Entropic effects can be modeled but this would require a more im-
portant computational budget as all relevant excitations (vibrational, configurational
and electronic) would need to be considered.[39, 40, 41]

Under these approximations, the relevant thermodynamic potential is the energy.
The energy normalized by the total number of particles in the system (N = NA+NB):
Ē(xA, xB) and fractions instead of amounts: xA = NA

N
and xB = NB

N
will be used.

The normalized energy is usually expressed in meV/atoms.

Solving the Kohn-Sham equation in the density functional theory framework can
directly provide an approximation to this energy. Ab initio computations can there-
fore associate an energy to any compound present in a given chemical system. In
the specific case of zero temperature and negligible volume effects, phase stability
can then be directly computed from a simple set of DFT ionic relaxations on all the
phases of interest. Let us illustrate this with the example of a simple binary A-B
chemical system. In this system, computations have been performed for compounds
at a composition A2B, AB2 and AB, in different crystal structures designated respec-
tively by α1, α2 , β1, β2 ,β3 and γ. The elemental phases have also been computed
and, as a convention, all energies will be expressed as formation energies from the
elements. Figure 2-1 plots the formation energy for the different phases computed in
function of the fraction of B. From this plot, a very simple construction called the
convex hull construction can be performed. The construction consists in finding a
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Figure 2-1: Convex hull construction for an A-B system. The points represent dif-
ferent phases. The green line is the convex hull. The red points are the most stable
phases or ground states and blue points are unstable phases according to the con-
struction.

convex envelop containing all the points in the plot. This envelop called the convex
hull (or hull) is plotted in green in Figure 2-1. The phases present on this convex
hull (red points) are the most stable phases or ground states for the system studied.
For instance, α2 is thermodynamically unstable and will decompose to form α1. The
phase γ will decompose in two phases: α1 and β2 (as γ is above the tie line formed
by α1 and β2).

This construction can be performed in any dimension and thus on multi-component
systems such as ternaries, quaternaries etc... The qhull package is a very efficient soft-
ware performing this construction in any dimension.[42]

2.2 Measure of stability or instability versus the con-

vex hull

Different measures of (in)stability can be defined using this convex hull construction:

• Energy above the hull (or distance to the hull)

For an unstable phase, the energy above the hull consists in the energy sepa-
rating the phase from its decomposition tie-line (see red double arrow in Figure
2-2.a). It is equivalent to the opposite of the energy associated with the decom-
position reaction from the phase to the stable products. It is a positive number
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and usually expressed in meV/at. Stable phases have by definition an energy
above the hull equals to zero.

• Inverse energy above the hull (or inverse distance to the hull)

This quantity is defined only for stable phases. It is computed by removing
the phase of interest from the convex hull and constructing a new convex hull.
The distance to the new convex hull for the phase is then computed and called
the energy above the hull. It is the equivalent to the opposite of the energy
of formation of the phase of interest from the phases that would be stable if
it did not exist. It is a positive number and expressed in meV/at. A large
inverse distance to hull represents a high stability of the predicted structure.
The inverse energy above the hull is represented for the phase β2 in figure 2-2.b

Figure 2-2: Illustration of different measure of stability from the convex hull con-
struction. The energy above the hull is illustrated for the unstable phase γ by the
red double arrow in a. The inverse distance to the hull is represented for the stable
phase β2 by the black double arrow in b.

2.3 Stability versus oxygen gas

Many of the compounds studied in this thesis are oxides. A ternary system composed
of particles of A, B and oxygen will be used here as an example. In the previous
section, we assumed that the relevant thermodynamic variables are the amount of
constituents (NA, NB and NO); the temperature T and the pressure p. However,
very often during oxide synthesis, the amount of oxygen present in the system is not
directly controlled and the system is an open system to oxygen. In this case, the
relevant thermodynamic potential is the Legendre transform of the Gibbs free energy
with respect to the oxygen amount: the oxygen grand potential ϕ
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ϕ(NA, NB, µO, T, p) = G− µONO (2.2)

Normalizing the grand canonical potential by N = NA + NB and using factions
of A and B: xA and xB

ϕ̄(NA, NB, µO, T, p) =
G− µONO

N

This is a situation very similar to the previous section except that the Gibbs
free energy is replaced by the oxygen grand potential. Here, the effect of volume and
temperature can be approximated by assuming that the dominant volume and entropy
factors come from the gaseous oxygen and that the entropy and volume factors from
the solid phase can be neglected. This approximation has been successfully used by
Ong et al. for the study of the Li-Fe-P-O phase diagram.[43] The normalized grand
canonical potential is then:

ϕ̄(NA, NB, µO, T, p) =
E − µONO

N

Only the µO term has a pressure and temperature dependence. Practically, a
convex hull construction using the normalized grand canonical potential at a fixed
µO can be performed to obtain the stable phases in specific conditions. The oxygen
chemical potential can be linked to the oxidizing or reducing nature of the environ-
ment. Ways to increase the oxygen chemical potential (i.e., to be more oxidizing) are
to decrease the temperature or increase the oxygen partial pressure. On the contrary,
the oxygen chemical potential can be decreased (i.e., be more reducing) by increasing
the temperature or lowering the oxygen partial pressure.

In this thesis, all oxygen chemical potentials will be given with reference to the
oxygen chemical potential of air at room temperature (298K, 0.21atm). A corre-
spondence between an oxygen chemical potential and an estimated temperature and
partial pressure of oxygen can be obtained using the oxygen gas entropy from the
JANAF tables.[44] GGA being known to overbind the oxygen molecule, we use the
experimentally fitted oxygen molecule energy from Wang et al.[4]

It follows from this analysis, that any oxide compound exists in an oxygen potential
window with a maximal and minimal oxygen chemical potential. Any environment
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setting a chemical potential lower than the minimal oxygen chemical potential would
be too reducing for the compound to form while any environment setting a higher
chemical potential than the maximal oxygen chemical potential would be too oxidiz-
ing. Figure 2-3 shows such an oxygen chemical potential stability window for different
well known binary oxides. Experimentalists can use such a table as an indicator of
how oxidizing or reducing the conditions will need to be for a predicted compound.

Figure 2-3: Oxygen chemical potential range for some binary transition metal ox-
ides. This graph indicates the range of oxygen chemical potential in which common
binary transition metal oxides would be stable. This data has been obtained by DFT
computations on the binary oxides present in the ICSD. The zero oxygen chemical
potential corresponds here to air at room temperature. Some phases only stable on a
very narrow range (i.e. Cr8O21, Cr5O12, V3O7, V3O5, V5O9) have been removed for
the sake of clarity.

2.4 Mixing GGA+U and GGA computations

The GGA+U method has been presented in chapter 1 as a very efficient way to cor-
rect for the self-interaction error present in computations on transition metal oxides.
Effectively, GGA+U tends to localize more the d electrons than in GGA compu-
tations and provide therefore a more physical picture of the bonding in transition
metal oxides. On the other hand, in metals the electron delocalization induced by
GGA is actually close to the real metallic bonding state and applying a U correction
would only deviate the model from the reality. We stand therefore in a situation in
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which, for transition metals, GGA reproduces sufficiently well the energy in metallic
systems but in oxides, only GGA+U does. As computations with two different hamil-
tonian (GGA and GGA+U) cannot be directly compared, it is impossible to compute
energies and then evaluate phase stability when compounds of different nature are
involved such as oxides and metals. In this thesis, we will use an approach relying on
an energy shift of the GGA energies. This shift is based on a calibration on binary
oxides formation energies from the metal. After applying this shift to GGA computed
phases, all computed data can be compared and used to assess phase stability. More
details about the approach and its efficiency can be found in Jain et al.[45]
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Chapter 3

The compound and crystal structure
prediction problem

One of the continuing scandals in
the physical sciences is that it
remains impossible to predict the
structure of even the simplest
crystalline solids from a knowledge
of their composition

John Maddox, 1988

New compound discovery in solid state chemistry is traditionally achieved experi-
mentally through a careful application of chemical principles, intuition, and serendipity.[46]
New compounds are postulated, often on the basis of heuristic chemical rules, followed
by synthesis, characterization and evaluation of the properties of technological inter-
est. Such a process, while essential to progress in the field, is slow and prone to
systematic bias (e.g., by focusing a large degree of effort on a small region in the
composition space).

Using the techniques presented in chapters 1 and 2, solid phase stability can
be accurately and efficiently predicted through ab initio computations in the DFT
framework.[27, 47, 43] This offers the opportunity to accelerate the materials discovery
process by orienting the experimentalist to computationally predicted compounds of
potential interest. However, even with a perfect physical modeling of phase stability,
discovering new compounds computationally remains an incredibly challenging task.

In this thesis, we will focus on stability at 0K and 0 pressure as presented in
chapter 2. This chapter will introduce the compound and crystal structure prediction
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problem and will review the different approaches used to address it.

3.1 The crystal structure prediction problem

The crystal structure prediction problem consists in finding the most stable crystal
structure at a given composition. For instance, if we consider the BaTiO3 com-
position, we would expect to predict the most stable structure to be the so-called
perovskite structure with octahedrally coordinated titanium atoms sharing edges and
barium atoms occupying 12-fold coordinated sites (see figure 3-1).

Figure 3-1: the BaTiO3 perovskite crystal structure. Barium atoms are green, tita-
nium in blue and oxygen in red.

3.1.1 Crystal structure prediction as an optimization problem

As pointed out in several recent reviews, the main direction pursued nowadays to
address this crystal structure prediction problem consists in approaching it as an
optimization problem.[48, 49, 50] The relevant thermodynamic potential at zero tem-
perature and pressure being the energy, solving the crystal structure prediction prob-
lem consists in finding the crystal structure with the lowest energy at the targeted
composition. Mathematically, this is equivalent to solve:

argmin
a,b,c,α,β,γ,x1,y1,z1,...,xn,yn,zn

{E(a, b, c, α, β, γ, x1, y1, z1, . . . , xn, yn, zn)} (3.1)
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Where the variables are: a, b, c the three unit cell vector length, α, β, γ the three
unit cell vector angles and xi, yi, zi the atomic coordinates of each of the n atoms in
the cell and the function E is the energy of the compound in the crystal structure
defined by the variables.

There are two important pieces to this problem: a model to evaluate the energy
and a method to search this energy function (very often called the energy landscape)
for a global minimum.

Energy models can vary from the crudest empirical pair potential to the more
elaborate ab initio quantum mechanics computations. Empirical potentials are much
cheaper computationally than ab initio computations but are less portable (e.g., they
are often accurate only for a few crystal structures).

A very common approach to reduce the size of the energy landscape is to assume
a fixed topology by assuming a fixed underlying crystal lattice (e.g., fcc or bcc). Only
the specific decorations on this underlying lattice have to be explored then. This
approach is very often coupled with the cluster expansion technique.[51, 52, 53] A
cluster expansion consists in building a function providing the energy for each single
decoration of the lattice. This energy function is expressed as a sum of point, pair,
triplets,... interactions called clusters and is fitted using a limited number of ab
initio computations. When the fitting procedure is completed, the cluster expanded
energy can be evaluated extremely rapidly and the space of lattice decorations can be
explored for stable structures.[54, 55] The major drawback of using cluster expansion
for crystal structure prediction is the need to know a priori the underlying lattice.

In this thesis, our aim will be to solve the crystal structure prediction problem
using ab initio computations and without any knowledge of the underlying lattice.
The principal techniques used therefore in the literature will be reviewed in the next
section.

3.1.2 Methods to solve the crystal structure optimization prob-

lem

The search for a global minimum on the energy landscape is far from easy. This
landscape is indeed very large, complex and present many local minima.[56] This
problem has been tackled by many different methods. The two most common ones
being simulated annealing and genetic algorithms.

While used in many fields as an optimization tool, simulated annealing is inspired
by the metallurgical process in which a material in a metastable state such as a glass
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or a crystal with many defects is kept at a high temperature for a given time to permit
its transformation in the stable crystalline state. In the case of structure prediction,
a Monte-Carlo scheme is most often used.[57, 58] A starting atomic configuration is
modified by different perturbations: moving individual atoms, exchanging atoms, and
changing the unit cell shape. Those perturbations are accepted if they follow certain
criteria. At high temperature, perturbations are easily accepted allowing the system
to explore the energy landscape, easily jumping above energy barriers. During the
optimization, the temperature is decreased slowly with the hope that the system will
end up in the global minimum at the end of the procedure. The final minimum found
being somewhat sensitive to the starting configuration, it is common to run a few
of those simulated annealing runs using different initial configurations. A variant of
simulated annealing consists in the basin hopping technique.[59, 60] The algorithm is
similar to simulated annealing but every time a new configuration is proposed after
a Monte-Carlo move, the system is relaxed by a local minimization technique, such
as a conjugate gradient, to the nearest local minimum. Instead of jumping between
different points on the energy landscape, the jumps are now between local minima or
basins.

Genetic algorithms, on the other hand, are inspired by the biological process of
evolution and the idea of the surviving of the fittest. A genetic algorithm consists in
computing energies for a set of crystal structure candidates called a population. From
those energies, we select the lowest energy structures (selection step) and combine
them through a mating procedure to form a new population. Energies are computed
for this new population and followed by a new selection and mating process. The
repetition of those steps is expected to converge after several generations to the ground
state solution by selecting the characteristic of the structure leading to the lowest
energy. In addition to mating, it is common to add a mutation step, through some
perturbations of the best solutions, to insure some diversity in the structural pool.
The mating procedure between crystal structures can consist in cutting the unit
cell of both parents in two pieces and combining pieces of both parents to form
the unit cell of the child. We should point out that genetic algorithms have many
variable parameters that influence dramatically the result of the optimization. Among
those are the mutation rate, the initial population, the selection threshold, etc...
The first uses of genetic algorithm in the structure prediction field related to atomic
clusters.[61] It is nowadays the major optimization tool for periodic systems such
as crystal structure, with many variants along the same idea from several authors.
[62, 63, 64, 65, 66, 67, 68] A recent study has shown that, for the Al-Sc test system,
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the genetic algorithm starts to be more efficient than basin hopping in finding the
ground state for large unit cells (>10 atoms). [69]

While appealing as quite exhaustive searches, optimization approaches require
very significant computational resources, especially for multi-component systems such
as ternaries. For example, around a thousand energy evaluations were needed to
find the high-pressure ground state for MgSiO3 using a genetic algorithm.[65] They
are therefore of interest if one specific composition needs to be studied but are not
affordable for large scale searches, especially when ab initio energy models are used.

3.1.3 Heuristic or empirical structure prediction rules

The optimization method assumes no previous knowledge (except for the energy
model). On the other hand, solid state chemists have been successfully using for
long empirical or heuristic rules to rationalize and sometimes predict crystal struc-
tures. A very well known example of such a set of rules is the Pauling rules relating
stability to atomic factors (such as ionic size, charge) and structural factors (such as
the number of edges or facets shared by cation-anion polyhedra). [70]

Another common heuristic approach consists in building structure maps.[71, 72,
73] Structure maps rely on the existence of common crystal structure prototypes.
Different compounds can form similar arrangement of atoms called prototypes. Tra-
ditionally, these structure prototypes are named after the formula and/or name of the
mineral from one of the compound forming this structure. For example, the “NaCl”
or “rocksalt” structure prototype is formed not only by NaCl but also by CoO, AgBr
etc... (see figure 3-2).

NaClCsCl NiAs

MnPd NiTi AgBr CoO PdTe VS

Figure 3-2: some examples of compounds and their crystal structure prototypes

Structure maps are constructed by plotting which crystal structure prototype
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forms depending on atomic factors of the constituents for many different chemical
systems. These factors can be for instance ionic radius or a chemical scale such as the
Mendeleev number in Pettifor maps. If the factors are relevant, the structure types
will cluster in different regions of the structure map. An example of structure map is
shown in figure 3-3 for the oxide with ABO3 stoichiometry. A plot of the ionic radius
of A (rA) vs the ionic radius of B (rB) for the known ABO3 oxides shows that crystal
structure prototypes are grouped together. When established from known data such
structure maps can be use to predict the structure of a new ABO3 compound knowing
the radii of the ion A and B.

Figure 3-3: structure map for the ABO3 composition. Adapted from Muller et al.[1]

Empirical rules such as the Pauling rules are not really predictive and are mainly
used to rationalize the existence of already characterized crystals. While structure
maps can be used as a predictive tool as shown by Morgan et al., [74] they present
limitations due to their focus on specific factors such as size, or electronegativity and
tend to be available only for very well populated stoichiometries.

3.2 The compound prediction problem

Many of the successes of structure prediction occurred for problems where previous
experimental knowledge of the composition and lattice parameters was available. Two
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cases in point are the determination of the previously unknown crystal structure of
Li3RuO4 and more recently of a new phase of high-pressure boron.[75, 76]

Nowadays, it is common to perform crystal structure prediction without constraint
on the lattice parameters. However, the vast majority of the studies present in the lit-
erature assumes knowledge of the stoichiometry of interest. We will call the problem
of finding a new compound (composition and crystal structure) the compound pre-
diction problem by opposition to the crystal structure prediction problem consisting
in finding the crystal structure at a fixed composition.

To our knowledge, only one paper from Trimarchi et al. addresses the compound
prediction problem in an optimization framework by proposing a genetic algorithm
without composition constraint.[67] This algorithm still needs to be proven to be
scalable to the much larger compositional space of multi-component systems (i.e.,
ternaries or quaternaries). Most of the empirical approaches also do not address the
full compound prediction problem. For instance, structure maps can only provide
likely structures at a fixed composition.

3.3 Data mined approaches to compound and crystal

structure prediction

As we presented in the previous sections, the main compound and crystal structure
prediction techniques available are either quite unbiased and very expensive computa-
tionally, or knowledge-driven, cheap computationally but more qualitative. Recently,
there have been efforts to combine rigorous knowledge-based methods used in the field
of data mining, machine learning or statistical learning with the accuracy of DFT to
solve the crystal structure prediction problem.[7]

Data mining or machine learning consists in using large data sets to mathemat-
ically extract patterns and rules.[77, 78] As human beings can perform this type of
inference, machine learning is very often associated with the field of artificial intelli-
gence. With the availability of computers and large, easy to query, data sets, data
mining techniques are used nowadays in many fields: astrophysics, biology, fraud
detection, movie recommendation systems, etc... Some common machine learning
techniques are linear regression, Bayesian inference, support vector machine, neural
networks,...

Curturalo et al. pioneered the use of data mining techniques in the crystal struc-
ture prediction field.[79] They used advanced linear regression analysis to predict
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energies of not yet computed compounds. Using a database of compounds already
computed by DFT, the energy of a compound not yet computed was shown to be pre-
dictable by linear regression. Subsequently, Fischer et al. proposed to use data from
an experimental crystal structure database to extract the chemical rules of structural
stability using correlation between crystal structures at different composition.[80]

In the next chapter, we will present the technique developed by Fischer and show
how its combination with high-throughput ab initio computations can be used to
predict with minimal computational budget hundreds of new ternary oxides.
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Chapter 4

Finding new ternary oxides by
combining data mining and ab initio

computations

Prediction is very difficult,
especially about the future.

Niels Bohr

In this chapter, we will show that new compounds can be predicted computation-
ally on a large scale with a reasonable computational budget. Using a combination
of a data mining algorithm with high-throughput DFT computations, we discovered
around a hundred new ternary oxides. After presenting the algorithm based on based
on correlations between co-existing crystal structure prototypes, the specific mathe-
matical implementation is described. Finally, the results of the new ternary oxides
search are presented and analyzed.

4.1 General principle of the algorithm

As presented in 3.1.3, crystalline inorganic compounds form in a limited set of crystal
structure prototypes. The basic idea behind the algorithm is to consider that the
presence of a given crystal structure prototype in a chemical system can be correlated
to factors such as the elements in this chemical system and the crystal structures
co-existing at other compositions. For instance, the crystal structure prototype of
LaMn2O5 forms very often with Mn. A strong correlation exist between the presence
of this crystal structure prototype in a chemical system and manganese. Likewise, the
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FeSb2O6 and Sb2O5 crystal structure prototypes are also strongly correlated. From
this observations, one can think about using partial information about a chemical
system (e.g., the presence of Mn or of the Sb2O5 prototype) to infer the crystal
structures likely to form. In the following section, we will present how this basic idea
is implemented mathematically. The data abstraction and variables will be introduced
along with the probabilistic model rigorously integrating all those correlations.

4.2 The data abstraction

In this chapter, we will assume that a prototype label has been assigned to all the
compounds in the database. This prototyping step can be fully automatized and is
discussed in more details in appendix A. After transformation of the raw database to
a prototyped database. The data available will be in the form of a composition-crystal
structure prototype pair for each compound.

composition crystal structure prototype
CoO NaCl
AgBr NaCl
NaCl NaCl

Al2MgO4 Al2MgO4

LiMn2O4 Al2MgO4

FeAl2O4 Al2MgO4

Table 4.1: An example of data present in a prototyped crystal structure database

We will use for the sake of simplicity discrete composition variables in our model.
Compositions are continuous variables and, to project this continuous problem to a
discrete one, we will consider any composition to be present in a composition bin.
For instance, the composition bins could be: AB, A2B, AC2, etc... for the binaries
and ABC, ABC2, etc... for the ternaries. Each of this composition bin ci is associated
with a variable xci indicating what crystal structure is present at this composition.
For example, if ci represents the composition AB2C4 then xci may have values such as
spinel, olivine, etc. The condition xci = nostructure value indicates the absence of a
compound at the given composition. In addition, variables representing the system’s
constituents (e.g. Ei =Ag, Cu, Na, etc.) are defined. With these definitions, any
chemical system of C constituents and n compositions can be represented by a vector
X = (xc1 , xc2 ,. . . , xcn , xE1 , xE2 , ..., xEC

) where the composition space is discretized by
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using n composition bins.
In this formalism, any information from the database on a chemical system can

be represented by an instance of the vector X (see figure 4-1).

Figure 4-1: An example of how the information on the Al-Mg-O chemical system is
projected onto the composition variables. All dots indicate composition bins. Red
dots are composition bins without any known compound and blue dots are composi-
tion bins with a known compound crystallizing in a specific prototype marked by an
arrow.

Any prototyped crystal structure database D can be represented in our formalism
a collection of N Xi instances, D = {X1,X2, . . . ,XN}

4.3 The probabilistic function and the new compound

discovery procedure

The probability density p(X) is the essential information we require as it provides
information as to what crystal structures tend to coexist in a chemical system. Based
on the available information at known compositions in a system, this probability
density can be used to assess if another composition (cj) is likely to be compound-
forming. Mathematically, this is evaluated by computing the probability of forming
a compound:

pcompound(cj) =

1− p(xcj = nostructure|xc1 , xc2 , ..., xcj−1
, xcj+1

, . . . , xcn , ..., xE1 , xE2 , ..., xEC
) (4.1)
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In addition, when a composition cj of interest is targeted, the probability density
can be used to suggest the most likely crystal structures by evaluating

p(xcj |xc1 , xc2 , ..., xcj−1
, xcj+1

, . . . , xcn , ..., xE1 , xE2 , ..., xEC
) (4.2)

For the different values of xcj (i.e., for the different crystal structure prototypes
known at this composition), a list of the l most likely crystal structure candidates can
be established. These candidate crystal structures can then be tested for stability by
an accurate energy model such as DFT. The procedure for compound discovery is
summarized in Figure 4-2.

We should stress that, to the contrary of most optimization techniques, this ap-
proach can therefore not only suggest likely crystal structures for a given composition
but also suggest which compositions are likely to form stable compounds. This is
very important especially for multi-component systems (ternaries or quaternaries) as
the compositional space is larger than for binary compounds.

Figure 4-2: Data-mining driven compound discovery procedure. A probabilistic model
is built from a crystal structure database. In any system A-B-C, this model is used
to identify the new compositions (red dots) most likely to form a compound. For
those compositions, the most likely crystal structures are proposed using the same
probabilistic model. These structure candidates are then tested for stability by an
accurate energy model as DFT.
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4.4 The approximated probabilistic function

While very useful for structure prediction, this probability function is extremely com-
plex. In the case of ternary oxides, our model requires 183 variables. With roughly
around 100 crystal structure prototype possible per variable, this probability function
is defined on a domain of around 10366 values!

For all practical purpose this probability function needs to be approximated. The
way the approximation is made here is to use an approach known in statistical me-
chanics as the cumulant expansion.[81] The cumulant expansion can be presented
starting with the identity:

p(X) =
∏
i

gi(xci)
∏
j<k

gjk(xcj , xck)
∏

l<m<n

glmn(xcl , xcm , xcn) . . . (4.3)

Following this expression p(X) can be seen as a product of independent variables
with corrections from pair, triplet, etc... correlations. The cumulant terms can be de-
fined recursively. Starting with a one variable probability function, we have trivially:

gi(xci) = p(xci) (4.4)

A two variables probability function will be

p(xci , xcj ) = p(xci)p(xcj )gij(xci , xcj ) (4.5)

Implying that

gij(xci , xcj ) =
p(xci , xcj )

p(xci)p(xcj )
(4.6)

The general form for a cumulant over the variable Xα is:

gα(xα) =
p(xα)∏

β⊂α gβ(xβ)
(4.7)

for which the products at the denominator extends over all subsets of α.

So far, no approximation has been introduced. The approximation will consist in
truncating the cumulant expansion considering that all the cumulants beyond pairs:
triplets, quadruplets etc... are equal to 1.

p(X) =
1

Z

∏
i

p(xci)
∏
j<k

p(xci , xcj )

p(xci)p(xcj )
(4.8)
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Where Z is a normalization constant.

4.5 Estimating the probabilistic function from avail-

able data

Having decided on the form of an approximated probability function (equation (4.8)),
we still need to estimate the values of this function parameters. Using a database D,
we will search for the values p(xci , xcj |D) and p(xci |D) in best agreement with the
data. One can see this process called parameter estimation as a fit of the model to
the available data.

In this section, we will present two common ways of estimating the parameters
of a probabilistic model from the data: the maximum likelihood and the Bayesian
approach. For pedagogical purpose, we will first present derivations for the single
variable case and will generalize later to the multi-variable case.[82]

4.5.1 Single variable multinomial parameter estimation by max-

imum likelihood

Let us assume a random variableX that can take on n possible values x ∈ {v1, v2, ..., vq}.
Assuming we have a database D of N observed values for D = {x1, x2, ..., xN}, we
would like to infer the probability function p(x|D). For each of the q values possible
of X, we assign a parameter with the value of the probability function. We have
then q parameters θvi

with p(x = vi) = θvi
. All these parameters can be for notation

purpose regrouped in one vector θ.

It is very common to approach the parameter estimation using the maximum
likelihood approach.[83] The best estimate for the parameter is the one maximizing
the (log)-likelihood of the data l.

l(D,θ) = log p(D|θ)

= log p(x1, x2, ..., xN |θ)

=
N∑
t=1

log p(xt|θ) (4.9)

=
∑
x

n(x) logθx
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This derivation has been performed assuming that all the xi observations are
independent. n(x) indicates the number of time the value x is observed in the data
D. Maximizing the likelihood function in 4.9, under the constraint that

∑
x

θx = 1,

can be shown to lead to

θML
x =

n(x)∑
x′
n(x′)

(4.10)

The maximum likelihood estimate of the probability for a given value to be drawn
is therefore the frequency at which this value appeared in the data set.

4.5.2 Single variable multinomial parameter Bayesian estima-

tion

In the simple maximum likelihood approach presented in the previous section, there
is one set of values for the θ parameters. Another approach, called Bayesian estima-
tion, considers that assigning a unique value for a parameter is too rigid and argues
that one should be interested in discovering instead the probability distribution of
the parameter p(θ|D). As an illustration, if one is observing a coin toss leading to
1001 heads and 999 tails, a maximum likelihood approach would find out that the
probability for heads should be 0.5005. A Bayesian approach on the contrary will
argue that from this information one cannot rule out the possibility that the value
of the parameter is 0.5 for example. From this information the Bayesian approach
would rather propose a p(θ|D) peaked on 0.5005 but allowing some spread and non-
zero values for values close to 0.5005. A rather complete presentation of the Bayesian
approach to probability can be found in Jaynes[84].

In the Bayesian approach, the probability for a value x to be observed is now
computed by integrating on all possible values of θ weighted by their probability:

p(x|D) =

ˆ
p(x|θ,D)p(θ,D)dθ (4.11)

The parameters θx are now defined as

θx = p(x|θ,D) (4.12)

The parameter estimation process consists in finding p(θ|D). Using Bayes’ rule
of probability, we can show that
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p(θ|D) = p(D|θ)
p(θ)

p(D)
(4.13)

= p(x1, x2, ..., xN |θ)
p(θ)

p(x1, x2, ..., xN)
(4.14)

= λ
∏
x

θn(x)
x p(θ) (4.15)

With λ = 1
p(x1,x2,...,xN )

.
A new quantity appeared during this derivation: p(θ). This is called the prior

on the parameters. This represents the a priori belief the observer had before any
observation was actually done. In the multinomial case, a common prior used for
convenience reason is the Dirichlet distribution:

p(θ) = β(α)
∏
x

θαx−1
x (4.16)

Where β(α) =
Γ(

P
x
αx)Q

x
Γ(αx)

and Γ is the Gamma function.

Plugging the Dirichlet prior (equation (4.16)) in the expression of the posterior
(equation (4.14)), we have:

p(θ|D) = λβ(α)
∏
x

θn(x)+αx−1
x (4.17)

As we can see, using the Dirichlet prior with a multinomial distribution leads to
a multinomial distribution as posterior. This very convenient behavior makes the
Dirichlet distribution the so-called conjugate prior of a multinomial distribution.

The last piece of our problem not solved yet is the value of λ. We can use the
normalization condition

´
p(θ|D)dθ = 1. Applying this constraint, it can be shown

that

p(θ|D) = Γ(
∑
x′

n(x′) + αx′)
∏
x

θ
n(x)+αx−1
x

Γ(n(x) + αx)
(4.18)

= C(n,α)
∏
x′

θ
n(x′)+αx′
x′ (4.19)

When the part of the expression involving the Gamma function has been regrouped
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for notation purpose in C(n,α).
Now that we found the expression for p(θ|D), we can evaluate the probability to

observe a value vi for the variable X.

p(x = vi) =

ˆ
θvi
p(θ, D)dθ (4.20)

= C(n, α)

ˆ
θvi

∏
x′

θ
n(x′)+αx′
x′ dθ (4.21)

=
n(vi) + αvi∑
x′
n(x′) + αx′

(4.22)

This final expression can be compared to the one obtained using the maximum
likelihood (equation (4.10)). The way the prior influence the result is by adding extra
counts αx to the evaluation of the probability. We can see that if there is an important
amount of data available the probability will be driven mainly by the frequency of
counts. On the other hand, if there is very few data points, the prior will drive the
probability.

While we have chosen the Dirichlet prior, we have still to choose what parameters
α to use. There is no unique answer to that question. This choice would depend on
the prior belief we have in the outcome. In the case of no prior information available,
[85, 86] there is a common choice of prior called the minimum information uniform
Dirichlet prior consisting in setting α such as:

αx =
1

q
(4.23)

4.5.3 Generalization to multiple variables

The results presented in the two previous sections can be generalized for multiple
variables. Let say we have two variables X and Y and we want to estimate p(x, y|D).
D refers to a set of N observations D = {(x, y)1, (x, y)2, ..., (x, y)N}. If there are q
possible values for X and r values possible for Y , then there are qr possible values
for the pair (X, Y ). Results from the single variable case can be directly used then
with a multinomial defined on qr values. The maximum likelihood will be

θML
x,y =

n(x, y)

N
(4.24)

The Bayesian estimate is
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p(x = vi, y = wj|D) =
n(vi, wj) + αvi,wj

N +
∑
x,y

αx,y
(4.25)

And the minimum information Dirichlet prior is

αx =
1

qr
(4.26)

4.6 Finding nature’s missing ternary oxides

The previous sections presented how a probabilistic model incorporating correlations
between crystal structures at different compositions can be built and used for structure
prediction. In this section, we apply this approach to the discovery of previously
unknown ternary oxides.

To search for new ternary oxides, we estimated a cumulant expansion probabilistic
model (equation (4.8)) using the oxide experimental data available in the Inorganic
Crystal Structure Database (ICSD, [87]) and the Bayesian estimation procedure pre-
sented in 4.5. The ICSD is the most complete crystal structure database for oxides.
The 2006 version of the ICSD was searched for duplicate compounds using a an affine
mapping technique described in Appendix A. Two entries are considered representing
the same compound if their crystal structure have the same space group and can be
transformed onto one another through an affine mapping. After this analysis, 616
unique binary and 4747 ternary oxides compounds were identified. These compounds
were grouped by crystal structure prototype using the same affine mapping technique.
Composition bins were binned into the 30 most common binary compositions and the
120 most common ternary compositions. Any compound not fitting perfectly in one of
these bins was binned in the closest composition bin. Adding the 3 element variables,
in total, 183 variables were used in the probability model.

4.6.1 Cross-validation test

We tested the compound discovery procedure outlined in the 4.3 using a classic cross-
validation approach whereby some information is removed from the database and the
quality of the predictions on this removed information is evaluated.[88] The cross-
validation procedure consisted in grouping all the possible ternary oxides chemical
systems into 20 random groups. Every cross-validation step involved removing all
the systems included in one group from the database (the test set), estimating the
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model with the remaining groups (the training set) and testing how well the model
performed in predicting back the compounds present in the test set. Each of these
steps was repeated 20 times ensuring that every possible ternary oxide chemical sys-
tem was present once in the cross-validation test. The cross-validation tests excluded
structural prototypes unique to one composition as our data mining method can never
predict such crystal structures.

A first cross-validation was performed to test the capability of the model to
discover compound forming compositions using the compound probability pcompound
(equation (1)). This is a binary classification problem. The classifier must be able to
discriminate between compound forming and non-compound forming compositions.
A classical way to evaluate such a classifier is to plot a receiver operating characteris-
tic (ROC) curve [89]. A ROC graph plots the true positive rate (i.e. the hit-rate) as a
function of the false positive rate (i.e., the false alarm rate). Figure 4-3 plots in blue
this ROC curve from the cross-validation of our model on the ternary oxides ICSD.
The dashed red line indicates the random guess discrimination line. Any binary clas-
sifier above this line is more efficient than a random guess. The perfect classifier
(false positive rate equals to zero and true positive rate to one) is in the upper left
corner and indicated by a red dot. The position of the blue curve compared to the
random guess discrimination line indicates the predictive power of our model in terms
of compound forming compositions discovery.

Having tested the method to suggest compound forming compositions we focus on
the structure prediction component. Here, the prediction consists of computing from
the probabilistic model the l most likely structure prototypes for the given composi-
tion. Using the same 20-fold cross-validation procedure, a structure prediction was
performed for all compositions for which a compound exists in the ICSD. Figure 4-4
shows the crystal structure prototype list length l needed to predict the correct ground
state with a given probability during this cross-validation. The different curves are
plotted for compositions sets that pass different pcompound thresholds. Not surpris-
ingly, the two steps of the compound search (composition and structure prediction)
are linked. The list length needed depends on the pcompound value. Compounds at
very likely compositions (i.e. with high pcompound values) generally need less candi-
dates structures. The dashed line on the figure shows that a high success rate (95%)
can be achieved with a reasonable number (between 4 and 20) of candidates.
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Figure 4-3: Receiver operating characteristic (ROC) plot for the compound forming
composition predictions. The blue curve indicates the ROC curve obtained from our
model during cross-validation on the ternary oxides ICSD. The dashed red line is the
random guess discrimination line. Any data point above it belongs to a classifier more
efficient than a random guess. The perfect classifier (false positive rate equals to zero
and true positive rate to one) is in the upper left corner and indicated by a red dot.
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Figure 4-4: Cross-validation result for the prediction of the crystal structure at a
compound-forming composition in the ICSD. Crystal structure candidate list length
needed versus a certain probability to predict the right structure during cross-
validation. The different curves correspond to different threshold for pcompound. Only
compositions with a pcompound high enough to recover 100%, 84% and 45% of the
known ICSD compound forming compositions during Cross-Validation are taken into
account in the corresponding curve. Compositions with higher pcompound need fewer
candidates crystal structure to find the right one. The dashed line shows that the
method can predict with high success rate (95 percent) the right crystal structure
prototype for reasonable number (between 4 and 20) of candidates.
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4.6.2 New ternary oxides predictions

We searched then for new compounds in 2,211 A-B-O systems with A and B taken
from H, Li, Be, B, C, N, F, Na, Mg, Al, Si, P, S, Cl, K, Ca, Sc, Ti, V, Cr, Mn, Fe,
Co, Ni, Cu, Zn, Ga, Ge, As, Se, Br, Rb, Sr, Y, Zr, Nb, Mo, Ag, Cd, In, Sn, Sb, Te, I,
Cs, Ba, La, Hf, Ta, W, Pt, Hg, Tl, Pb, Bi, Ce, Pr, Nd, Sm, Eu, Gd, Dy, Ho, Er, Tm,
Yb, or Lu. In these systems, we searched for compositions where no ternary oxide is
given in the ICSD but for which the probability for forming a compound (equation
(4.1)) is higher than a certain threshold. This threshold represents a compromise
between the computational budget required and the rate of discovery expected. The
value of the threshold we chose suggested 1,261 possible compositions and exhibited
a 45% true positive rate during cross-validation. At these selected compositions,
the most likely crystal structures were determined from the data mined probability
density using equation (4.2). The number of suggested crystal structures at each
composition corresponds to the list length that gave 95% accuracy in cross-validation.
This corresponds to a total of 5,546 crystal structures whose energy needed to be
calculated with ab initio density functional theory. All existing binary, ternary and
element structures in the ICSD were also calculated so that relative phase stability can
be assessed (using the thermodynamical convex hull construction presented in chapter
2). Hence, a new structure is stable when its energy is lower than any combination
of energies of compounds in the system weighted to the same composition.

From the 1,261 compositions suggested by the model, the ab initio computa-
tions confirmed 355 to be stable against every compound known in the ICSD. This
represents one new stable compound predicted per 16 DFT computations. A fully
exhaustive search (i.e. computing all possible structure prototypes in any composi-
tion bin) in the 2,211 A-B-O systems of interest would be prohibitive and require
5,428,287 computations. Even restricting such an exhaustive search to the crystal
structure prototypes present in the selected 1,261 compositions bins would need sub-
stantially more computations (183,007) than the 5,546 needed while fully using the
machine learned model.

To put this number of 355 new compounds predicted in perspective, we compared
it to the number of experimentally discovered and characterized ternary oxides. We
identified the earliest date of publication for any ternary oxide compound present
in the ICSD. We did not take into account multiple reports of the same compound
and compounds with partial occupancies. Figure 4-5 indicates in blue how many new
ternary oxides compounds were discovered each year according to the ICSD from 1930
to 2005. The red bar shows how many new compounds have been discovered in this
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work. The experimental discovery rate for ternary oxides is around 100 per year since
the 1970’s. The 355 new compounds suggested were obtained with about 55 days of
computing on 400 Intel Xeon 5140 2.33Ghz cores. Those numbers show the potential
for accelerating new compound discovery through combining data mining with DFT
computations.

Figure 4-5: New ternary oxide discovery per year according to the ICSD. The blue
bars indicate how many new ternary oxides were discovered per year from 1930 to
2005. The red bar shows how many new compounds have been discovered in this
work.

While these predictions are made for chemical compositions which have no com-
pounds in the ICSD database, we compared them to another major compound database
available: the PDF4+ database from the International Center of Diffraction Data
(ICDD).[90] This database contains compounds for which only a composition and an
x-ray powder diffraction pattern are available but no structural information. Sixty
four of the 355 compositions at which we predicted new compounds have a powder
diffraction pattern in the PDF4+ database but without any crystal structure avail-
able. For those, our findings complete the current information available by assigning
a stable crystal structure to the compound. In addition, 146 other predictions involve
compositions presenting structural information in the PDF4+ database (but not in
the ICSD).

A careful comparison between the structural data present in the PDF4+ database
and our prediction has been carried out. The two structures (the predicted one and
the one present in the PDF4+ database) have been compared using the affine mapping
comparison scheme presented in Appendix A. Among the 146 predicted compounds
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with structural information in the PDF4+ database, 107 present a similar structure in
the PDF4+ database. Eleven structures presented partial occupancy in the PDF4+
database and could not be compared directly to the predictions. For 22 compositions,
while not the ground state structure according to DFT, the structure present in the
PDF4+ was in the candidate list and had been computed. The vast majority of
the PDF4+ structures lie close enough in energy (between 3 and 20 meV/at) to
expect entropy or kinetics effects to explain their difference to the DFT ground state.
However, one entry: FeSnO3 presented a PDF4+ structure 590 meV/at above the
ilmenite ground state we found. After verification, we discovered that this entry (04-
008-6519) presented a transcription error while imported from the original paper it
referred to[91]. This illustrates how combining crystal structure data mining with
DFT can also help discovering errors present in crystal structure database.

Six compounds in total presented a crystal structure in the PDF4+ not present in
any of the candidates we tested by DFT. A first set consists of the HoBrO, TmBrO,
PrBrO and CeBrO compounds. The failure of the method to identify the adequate
crystal structure comes here from the absence of this crystal structure prototype in
our data set. On the other hand, two compounds LuP3O9 and DyP3O9 did have the
PDF4+ crystal structure available in the data set (crystal structure prototype from
VP3O9) but the probabilistic model suggested other structures. Interestingly, the
predicted structure are found to be 9 meV/at for the Lu compound and 6 meV/at for
the Dy compound lower in energy than the structure present in the PDF4+.

The different chemistries over which these new compounds are distributed can be
analyzed. Figure 4-6 indicates the number of new compounds found for every A-B-O
system where A is plotted on the x axis and B on the y axis. The elements are
ordered according to their Mendeleev number.[72] This ordering allows us to directly
spot the different chemical classes in which new compounds have been found. Fig-
ure 4-6 indicates that the predictions span many different chemistries. Most striking
is the absence of any new compounds in mixtures of rare-earths. The difficulty to
form energetically favorable ternary oxides containing two rare-earths relates to the
important electrostatic component to phase stability in oxides. Indeed, many of the
rare-earth compounds usually exhibit a +3 oxidation state and combining isovalent
cations rarely leads to strong compound formation. Rather, solid solution mixing
tends to be more common. Supporting that analysis is the fact that the only predic-
tion we made in this chemistry is a La2Pr2O7 compound combining La3+ and Pr4+

ions. Pr, along with Ce and Tb, are the only rare-earths exhibiting a +4 oxidation
state in oxides.
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Figure 4-6: Distribution of the new compounds across chemical classes. This plot
indicates the number of new compound discovered in this work for any A-B-O system
with A along the x axis and B along the y axis. The elements are ordered according
to their Mendeleev number.
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A similar electrostatic effect can explain the absence of any predictions in the
alkali-alkali and alkali-earth-alkali-earth corner. It is interesting to note that the ICSD
also shows a lack of compounds in these two regions. The known ICSD compounds
in these spaces are mostly disordered solid solution structures stabilized by entropic
mixing effects.

The last major region without predictions is situated in the upper right corner of
figure 4-6 and concerns oxides of two main group elements. Only 3 successes on 40
suggested compositions were obtained in this chemical space. However, analysis of the
cross-validation results did not show any evidence suggesting a systematic failure of
our approach in this region. Both the composition and structure prediction procedure
did not perform worse for main group elements mixture compared to the whole ICSD.
The composition prediction showed a 52% false positive rate vs 45% for the whole
database. The structure prediction reached a 100% success rate with a list length of 4
vs 95% for the whole database. The difficulty of finding new main group-main group
compounds is probably an indicator that almost all ternary oxides have already been
discovered in this chemical space.

Many of the new compounds contain at least one rare-earth element mixed with
any of the five other categories of elements (217 among the 355 predicted compounds).
Indeed, rare-earth chemistry has not been explored as much as other chemistries and
therefore presents more opportunities for our approach to identify unknown com-
positions and their crystal structures. Rare-earth compounds are however of great
scientific and technological interest due to their unique catalytic, optical, or magnetic
properties.[92] Among those, it is interesting to see that our algorithm picked up
the correct La2Zr2O7 structure for the La2Bi2O7 compound present in the PDF4+
database.[93] Bi and Zr do not have very close chemical identity and a direct substi-
tution from Zr to Bi would not be obvious to the chemist’s intuition.

Another singular chemistry for which we predict many new compounds is the
heavy alkali chemistry (Rb and Cs). Indeed, 56 of the 355 compounds contain one
of these two elements. Here again, the fact that these two elements have been much
less studied than for instance the lighter alkali elements opened up the possibility
for discovery of many new compounds. Among these, it is striking to find many
Co4+ compounds. While Co4+ requires very strong oxidation conditions in most
chemistries, our analysis of the oxygen chemical potential in which the compound is
stable indicates that it may be much easier to form Co4+ when combined with Cs or
Rb. Table 4.2 compares the value for the oxygen chemical potential range for the pre-
dicted compounds with that of a simple CoO2 binary compound (see chapter 2). CoO2

66



Figure 4-7: Comparison between the experimental and predicted powder diffraction
pattern for CoRb2O3. The experimental pattern from the PDF4+ database is below
in red. The simulated pattern from our predicted crystal structure is above in blue.

would not be stable in typical solid state synthesis conditions such as gaseous oxygen
at 800C (µO w −1.0 eV/at). This is consistent with the impossibility to prepare this
Co4+ binary oxide in this way. On the other hand, all the predicted heavy alkali Co4+

compounds should be stable in these conditions showing the stabilization effect of
the heavy alkali. For instance, predicted compounds such as Co2Cs6O7, Co2Rb6O7

and CoRb2O3 should be synthesizable in relatively mild oxidizing conditions. The
stabilizing effect of heavy alkali towards high oxidation state of a transition metal
is a chemical rule known by some chemists and reported for instance by O’Keefe.
[94] In addition, one of those three compositions (CoRb2O3) is linked to a powder
diffraction pattern (without exact structural information) in the PDF4+ database
(00-027-0515,[95]). Comparison between this PDF4+ pattern and the one simulated
from our prediction shows a good agreement (see Figure 4-7).

compound minimum µO maximum µO

CoO2 -0.04 eV/at +∞
Co2Cs6O7 -2.9 eV/at +∞
Co2Rb6O7 -3.1 eV/at +∞

CoRb2O3 -1.7 eV/at +∞

Table 4.2: Oxygen chemical potential range for different Co4+compounds.
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While searching for new compounds obviously results in a higher discovery rate for
less common elements, our search also identified compounds in well-studied chemistries.
Many of these new compounds, while exhibiting common elements, contain them in
an oxidation state requiring such strongly oxidizing or reducing conditions that it
could be possible that their synthesis was never attempted in favorable conditions.
For instance, while it is surprising to make a prediction in a rather common chemical
system such Ni-Zn-O, the predicted compound (a Ni3+ containing Ni2ZnO4 spinel),
require a more oxidizing environment than the Ni2+ containing NiO-ZnO solid solu-
tion present in the ICSD.[96]

Similarly, while many SnO2-TiO2 solid solutions are in the ICSD, there is no known
Sn2+-Ti4+ compound. Our analysis predicts a SnTiO3 ilmenite stable in reducing
environment. This SnTiO3 ilmenite prediction is of technological interest as SnTiO3

perovskite has been predicted through ab initio computation to be a good candidate
Pb-free ferroelectric material.[97] However, our work shows that the ilmenite structure
is more stable than the perovskite structure by a very significant 130 meV/atom.

We should emphasize that we also found compounds for which the extreme synthe-
sis conditions, or the less-common element argument cannot apply to rationalize their
presence in our list of novel predictions. For example, we predict two new compounds
in the Mg-Mn-O system: MgMnO3 and Mg2Mn3O8, both compounds with a much
more common +4 oxidation state for Mn. The PDF4+ database actually contains a
powder diffraction pattern for MgMnO3. Comparison of the powder diffraction pat-
tern of our predicted structure to the one in this database shows a reasonable match
and confirms our prediction of an ilmenite structure (00-024-0736,[98]). Lattice con-
stants computed by GGA are typically a few percent off from the experimental lattice
constants. As shown in 4-8, only one major peak in the 50 degree region does not
match the powder diffraction pattern simulated from our prediction. This missing
peak could be due to some disorder present in the experimental sample. On the other
hand, the Mg2Mn3O8 compound is totally unknown from literature and is predicted
to crystallize in a very uncommon structure exhibited by Co2Mn3O8.[99] This illus-
trates how our method can select unusual or less common structures and go beyond
the “trying the usual suspect” approach often used in crystal structure prediction.

All of the compounds predicted have been analyzed separately and a full de-
scription, including thermodynamic data, cif file and remarks are available at http:
//www.materialsgenome.org/ternaryoxidepredictions. Researchers could ben-
efit from access to theoretically predicted compounds in addition to the standard
crystal structure and powder diffraction experimental database.
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Figure 4-8: Comparison between the experimental and predicted powder diffraction
pattern for MgMnO3. The experimental pattern from the PDF4+ database is below
in red. The simulated pattern from our predicted crystal structure is above in blue.

While our approach is fast and efficient for discovering new compounds, it has
limitations. It is possible that we missed a true ground state due to the absence of its
structure prototype from our database. By definition, our method cannot predict a
compound crystallizing in an unknown structure prototype. However, finding a new
stable compound through our method, while not guaranteeing to find the true ground
state, indicates that in any case there is a stable unknown compound lying in this
chemical system.
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Chapter 5

Data mined ionic substitutions for
the discovery of new compounds

The most important questions of life
are indeed, for the most part, really
only problems of probability.

Pierre Simon de Laplace

In Chapter 4, we presented a compound prediction algorithm based on correlations
between the crystal structures co-existing in a same chemical system. This algorithm
was used in combination with high-throughput DFT computations to discover new
ternary oxides.

While, in theory, this algorithm can be used to make predictions in chemical
systems with any number of components, there are practical limitations to its ap-
plication to the prediction of quaternary compounds. Indeed, the data available for
quaternaries is sparser than for ternaries, making the extraction of informative corre-
lations more difficult. More specifically, as the model presented in Chapter 4 is based
on correlations between crystal structure prototypes, it shows predictive limits for
the crystal structure prototypes appearing only once in the database. Those unique
crystal structure prototypes do not have enough occurrences for the model to capture
useful correlations. The problem associated with unique prototypes is already present
in ternary compounds but tends to be even more critical in the quaternary space. In
the ICSD, 20% of the ternaries crystal structure prototypes are unique but up to 50%
are unique in the case of quaternary prototypes.

In this chapter, we will show how a different data mining approach can be used
to make predictions in sparser regions. A probabilistic model can be built to assess
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the likelihood for ionic species to substitute for each other while retaining the crystal
structure. We describe the mathematical model and its training on an experimental
crystal structures database. The model predictive power is then evaluated by cross-
validation. Finally, the chemical rules captured by the model are discussed and
compared to more traditional approaches based on ionic size or position in the periodic
table.

5.1 The data mined ionic substitutions model

5.1.1 Ionic substitution approach to new compound discovery

Chemical knowledge often drives researchers to postulate new compounds based on
substitution of elements or ions from another compound. For instance, when the
first superconducting pnictide oxide LaFeAsO1−xFx was discovered, crystal chemists
started to synthesize many other isostructural new compounds by substituting lan-
thanum with other rare-earth elements such as samarium. [100]

A formalization of this substitution approach exists in the Goldschmidt rules of
substitution stating that the ions closest in radius and charge are the easiest to
substitute for each other.[101] While those rules have been widely used to rationalize
a posteriori experimental observations, they lack a real quantitative predictive power.

Our approach follows this substitution idea but develops a mathematical and
quantitative framework around it. The basic principle is to learn from an experimen-
tal database how likely the substitution of certain ions in a compound will lead to
another compound with the same crystal structure. Mathematically, the substitution
knowledge is embedded in a substitution probability function. This probability func-
tion can be evaluated to assess quantitatively if a given substitution from a known
compound is likely to lead to another stable compound. For instance in the simple
case of the LaFeAsO1−xFx compound, we expect the probability function to indicate
a high likelihood of substitution between La3+ and Sm3+ and thus a high likeli-
hood of existence for the SmFeAsO1−xFx compound in the same crystal structure as
LaFeAsO1−xFx but with Sm on the La sites.

Our method follows an approach used in the field of machine translation.[102]
The aim of machine translation, is to develop models able to translate texts from one
language to another. Therefore, one approach is to build probabilistic models that
evaluates the probability for a word in one language to correspond to another word in
another language. In the case of our ionic substitution model, the approach is similar
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but it is a correspondence between ionic species instead of words that is sought.

5.1.2 The probabilistic model

We present here the different variables and the mathematical form of the substitution
probabilistic model.

Let us represent a compound formed by n different ions by a n component vector:

X = (X1, X2, ..., Xn) (5.1)

Each of the Xj variables are defined on the domain Ω of existing ionic species

Ω = {Fe2+, Fe3+, Ni2+, La3+, ....} (5.2)

The quantity of interest to assess the likelihood of an ionic substitution is the
probability pn for two n-component compounds to exist in nature in the same crystal
structure. If Xj and X ′j respectively indicate the ions present at the position j in the
crystal structure common to two compounds, then one needs to determine:

pn(X,X′) = pn(X1, X2, ..., Xn, X
′
1, X

′
2, ..., X

′
n) (5.3)

Knowing such a probability function allows to assess how likely any ionic substi-
tution is. For example, by computing p4(Ni2+, Li1+, P 5+, O2−|Fe2+, Li1+, P 5+, O2−),
one can evaluate how likely Fe2+ in a lithium transition metal phosphate is to be sub-
stituted by Ni2+. In this specific example, this value is expected to be high as Ni2+ and
Fe2+ are both transition metals with similar charge and size. Actually, LiNiPO4 and
LiFePO4 both form in the same olivine-like structure. On the other hand, the substi-
tution of Fe2+ by Sr2+ would be less likely and p4(Sr2+, Li1+, P 5+, O2−|Fe2+, Li1+, P 5+, O2−)

should have a low value. We must point out that the probability function does not
have any crystal structure dependence. The fact that the compound targeted for
substitution forms an olivine structure does not influence the result of the evaluated
probability. This is an approximation in our approach.

The probability function pn(X,X′) is a multivariate function defined in a high-
dimensional space and cannot be estimated directly. For all practical purposes, this
function needs to be approximated. We follow here an approach successfully used in
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other fields such as machine translation, and based on the use of binary indicators f ,
so-called feature functions.[103] These feature functions are mathematical represen-
tations of important aspects of the problem. The only mathematical requirement for
a feature function is to be defined on the domain of the probability function (X,X′)

and return 1 or 0 as result. They can be as complex as required by the problem. For
an ionic substitution model, one could choose for example as a feature function:

f(X,X′) =

1 if Ca2+ substitutes for Ba2+ in the presence of O2−

0 else
(5.4)

The relevant feature functions are commonly defined by experts from prior knowl-
edge. If our chosen set of feature functions are informative enough, we expect to
be able to approximate the probability function by a weighted sum of those feature
functions:

pn(X,X′) ≈ e

P
i
λif

(n)
i (X,X′)

Z
(5.5)

The λi indicate the weight given to the feature f (n)
i (X,X′) in the probabilistic

model. Z is a partition functionensuring the normalization of the probability function.
The exponential form chosen in equation (5.5) follows a commonly used convention
in the machine learning community.[104]

5.1.3 The binary feature model

A first assumption made is to consider that the feature functions do not depend
on the number n of ions in the compound. Simply put, we assume that the ionic
substitution rules are independent of the compound’s number of components (binary,
ternary, quaternary, ...).

Therefore, we will omit any reference to n in the probability and feature functions.
Equation (5.5) becomes

p(X,X′) ≈ e

P
i
λifi(X,X

′)

Z
(5.6)
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While the feature functions could be more complex, only simple binary substi-
tutions are considered in this paper. This means that the likelihood for two ions
to substitute to each others is independent of the nature of the other ionic species
present in the compound. Mathematically, this translates in assuming that the rele-
vant feature functions are simple binary features of the form:

fa,bk (X,X′) =

1 Xk = a and X ′k = b

0 else
(5.7)

Each pair of ions a and b present in the domain Ω is assigned a set of feature
functions with corresponding weights λa,bk indicating how likely the ions a and b can
substitute in position k. For instance, one of the feature function will be related to
the Ca2+ to Ba2+ substitution.

fCa
2+,Ba2+

k (X,X′) =

1 Xk = Ca2+ and X ′k = Ba2+

0 else
(5.8)

The magnitude of the weight λCa
2+,Ba2+

k associated with this feature function in-
dicates how likely this binary substitution is to happen.

Finally, the features weights should satisfy certain constraints in order for any
permutation of the components to not change the result of the probability evaluation.
Those symmetry conditions are:

λa,bk = λb,ak (5.9)

and

λa,bk = λa,bl (5.10)

5.1.4 The training of the probability function

While the mathematical form for our probabilistic model is now well established,
the model parameters (the weights λa,bk ) still need to be evaluated. Those weights are
estimated from the information present in an experimental crystal structure database.
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From any experimental crystal structure database, structural similarities can be
obtained using structure comparison algorithms.[105, 106] For instance, CaTiO3 and
BaTiO3 both form cubic perovskite structures with Ca and Ba on equivalent sites.
This translates in our mathematical framework as a specific assignment for the vari-
ables vector (X,X′) = (Ca2+, T i4+, O2−, Ba2+, T i4+, O2−) . We will follow the con-
vention in probability theory designing specific values of the random variable vector
(X,X′) by lower case letters (x,x′). An entire crystal structure database D will lead
to m assignments: (X,X′) = (x,x′)t with t = 1, ...,m

D = {(X,X′) = (x,x′)1, (X,X′) = (x,x′)2, ..., (X,X′) = (x,x′)m−1, (X,X′) = (x,x′)m}
(5.11)

Coming back to our analogy to machine translation, probabilistic translation mod-
els are estimated from databases of texts with their corresponding translation. The
analog to the translated texts database in our substitution model is the crystal struc-
ture database.

Using these assignments obtained from the database, we follow the commonly
used maximum-likelihood approach to find the adequate weights from the database
available.[83] The weights maximizing the likelihood to observe the training data are
considered as the best estimates to use in the model. For notations purpose we will
represent the set of weights by a weight vector λ.

From those m assignments, the log-likelihood l of the observed data D can be
computed:

l(D,λ) =
m∑
t=1

log p((x,x′)t|λ) (5.12)

=
m∑
t=1

[
∑
i

λifi((x,x
′)t)− log Z(λ)] (5.13)

The feature weights maximizing the log-likelihood of observing the data D (λML)
are obtained by solving:

λML = argmax
λ

l(D,λ) (5.14)
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There is a last caveat in the training of this probability function. Any ionic pair
never observed in the data set could theoretically have any weight value. All those
unobserved ionic pair weights will be set to a common value α. As these ionic pairs
should be unlikely, a low value of α (for instance α = 10−5 in the rest of this work)
will be used. A rational way to set this α value is to use cross-validation to find its
optimal value in terms of predictive power. Multiple cross-validations could be ran
for different values of α. The quality of the prediction could be then compared for
each of those cross-validations. From this comparison, an optimal α maximizing the
predictive power of the model could be chosen.

5.1.5 The compound prediction process

When the substitution probabilistic model in equation (5.5) has been trained, it can
be used to predict new compounds and their structures from a database of existing
compounds. The procedure to predict a compound formed by species a,b,c and d is
presented in figure 5-1. For each compound containing (x1

i , x
2
i , x

3
i , x

4
i ) as ionic species,

the probability to form a new compound by substitution of a, b, c and d for x1
i , x2

i ,
x3
i and x4

i is evaluated by computing p(a, b, c, d|x1
i , x

2
i , x

3
i , x

4
i ). If this probability is

higher than a given threshold σ, the substituted structure is considered. If this new
compound candidate is charge balanced and previously unknown, it can be added
to our list of new compounds candidates. If not, the algorithm goes to the next
i+ 1 compound in the crystal structure database. The substitutions proposed by the
model do not have to be isovalent. However, all suggested compounds have to be
charge balanced.

At the end of the new compound prediction process, a list of new compounds
candidates in the a, b, c, d chemistry is available. This list should be tested in a
second step for stability versus all already known compounds by accurate ab initio
techniques such as DFT.

5.2 Analysis of the model

A binary feature model based on the ternary and quaternary ionic compounds present
in the Inorganic Crystal Structure Database (ICSD, [87] ) has been built. In this work,
we consider a compound to be ionic if it contains one of the following anions: O2−,
N3−, S2−, Se2−, Cl−, Br−, I−, F−. Only ordered compounds (i.e., compounds without
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Figure 5-1: Procedure to predict new compounds formed by the a,b,c and d species
using the substitutional probabilistic model.

partially occupied sites) are considered. Crystal structure similarity was found by an
affine mapping technique as presented in Appendix A and used to obtain the database
D of m assignments (equation (5.11)) necessary to train the model. A binary feature
model was fitted on this data set using a maximum likelihood procedure as presented
in 5.1.4.

5.2.1 Cross-validation on quaternary ICSD compounds

The procedure to discover new compounds using the probabilistic model was pre-
sented in 5.1.5. Using this procedure, we evaluated the predictive power of this ap-
proach by performing a cross-validation test.[88] Cross-validation consists in removing
part of the data available (the test set) and training the model on the remaining data
set (the training set). The model built in this way is then used to predict back the test
set and evaluate its performance. We divided the quaternary ordered and ionic chem-
ical systems from the ICSD in 3 equal-sized groups. We performed 3 cross-validation
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tests using all compounds in one of the group as test set and the remaining quater-
nary and ternary compounds as training set. This extensive cross-validation tested
2967 compounds in total. The cross-validation tests excluded compounds forming in
prototypes unique to one compound, as our substitution strategy by definition cannot
predict compounds in such unique prototypes. We also only considered substitution
leading to charge balanced compounds.

Figure 5-2 indicates the false positive and true positive rates for a given threshold
σ. The true positive rate (TPrate) indicates the fraction of existing ICSD compound
that are indeed found back by the model (i.e., true hits):

TPrate(σ) =
TP (σ)

P
(5.15)

Where P is the number of existing compounds considered during our cross-validation
test and TP (σ) is the number of those existing compounds found by our model with a
given threshold σ (i.e., the number of true positives). The false positive rate (FPrate)
indicates the fraction of compounds not existing in the ICSD and suggested by the
model (i.e., false alarms):

FPrate(σ) =
FP (σ)

N
(5.16)

Where N is the number of compounds of proposed compounds non-existing in
the ICSD but considered during cross-validation and FP (σ) is the number of those
non-existing compounds proposed by our model with a given threshold σ (i.e., the
number of false positives).

High threshold values will lead to fewer false alarms but will imply fewer true
hits. On the other hand lower threshold values gives more true hits but at the
expense of generating more false alarms. In practice, an adequate threshold is found
by compromising between these two situations.

The clear separation between the two curves in figure 2 shows that the model is
indeed predictive and can effectively distinguish between the substitutions leading
to an existing compound and those leading to non-existing ones. Moreover, figure
5-2 can be used to estimate a value of probability threshold for a given true positive
rate. For instance, the threshold required to find back 95% of the existing compounds
during cross-validation is indicated on the figure by a dashed line.
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Figure 5-2: true positive rate (TPrate, blue line) and false positive rate (FPrate, red
line) in function of the probability threshold (σ) logarithm during cross-validation.

These cross-validation results can also be used to compare our knowledge based
method to a brute force approach in which all charge balanced substitutions from
known compounds would be attempted. The brute force approach would require the
testing of 884,037 compound candidates to recover the full set of known compounds
during cross-validation. Using our model, recovering 95% of those known compounds
would require testing only 53,251 candidates (i.e., only 6% of the number of brute
force candidates).

5.2.2 Ionic pair substitution analysis

The tendency for a pair of ions to substitute for each other can be estimated by
computing the pair correlation:
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gab =
p(X1 = a,X ′1 = b)

p(X1 = a)p(X1 = b)
(5.17)

=
p(X1 = a,X ′1 = b)∑

j

p(X1 = a,X ′1 = x′j)
∑
j

p(X1 = b,X ′1 = x′j)
(5.18)

=
1
Z
eλ
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1

1
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j
1

1
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∑
j

eλ
b,x′

j
1

(5.19)

Where a and b are two different ions and the sum represent a summation on all
the possible values x′j of the variable X ′1, i.e. a sum over all possible ionic species.

This pair correlation measures the increased probability to observe two ions at
equivalent positions in a particular crystal structure over the probability to observe
each of these ions in nature. Two ions which substitute well for each other will have a
pair correlation higher than one (gab>1) while ions which rarely substitute will have
a pair correlation lower than one (gab<1). The pair correlation is therefore a useful
quantitative measure of the tendency for two ions to substitute for each other.

Figure 5-3 plots the logarithm (base 10) of this pair correlation for the 60 most
common cations in the ICSD (the pair correlation for all the ionic pairs is presented in
supplementary information). Positive values indicate a tendency to substitute while
negative values on the contrary show a tendency not to substitute. The ions are sorted
by their element Mendeleev number.[72] This ordering relates to their position in the
periodic table. Therefore, the different ions are automatically clustered by chemical
classes (alkali, alkali-earth, rare-earth, transition metals and main group elements).

Different “blocks” of strong substitutional tendency are observed. For instance, the
rare-earth elements tend to substitute easily to each other. The similar charges (usu-
ally +3) and ionic size for those rare-earth elements explain this strong substitution
tendency.

The alkali elements form also a strongly substituting group. Only the ions with
the largest size difference (Cs with Na or Li) do not substitute easily.

While transition metals in general tend to substitute easily for each other, two
subgroups of strong pair correlation can be observed: the early transition metals
(Zr4+, Ti4+, Ta5+, Nb5+, V4+, V5+, W6+, Mo6+ ) and late transition metals (Cr3+,
Mn2+, Mn3+, Fe2+, Fe3+, Co2+, Ni2+, Cu2+, Hg2+, Cd2+, Zn2+). This separation in
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Figure 5-3: Logarithm (base 10) of the pair correlation gab for each ion couple a,b.
Equation (5.17) was used to evaluate the pair correlation gab. The ions are sorted
according to their element’s Mendeleev number. Only the 60 most common ions in
the ICSD are presented in this graph. These correlation coefficients were obtained by
training our probabilistic model on the ICSD. Positive values indicate a tendency to
substitute while negative values on the contrary show a tendency to not substitute.
The symmetry of the pair correlation (gab = gba) is reflected in the symmetry of the
matrix. .
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two groups could be explained by a charge effect. The early transition metals have
higher common oxidation states (+4 to +6) than the late ones (+2 to +3). Two
notable exceptions to the general strong substitution tendency between transition
metals are Ag1+ and Cu1+. While substituting strongly for each other, those two ions
do not substitute for any other transition metal. Indeed, electronic structure factors
drive both ions to form very unusual linear environments.[107]

On the other hand, the main group elements do not have an homogeneous strong
substitution tendency across the entire chemical class. Only smaller subgroups such
as Ga3+, Al3+and In3+ or Si4+, Ge4+ and Sn4+ can be observed.

Regions of unfavorable substitutions are also present. Transition metals do not
likely substitute for alkali or alkali-earth. Only the smallest ions: Li1+, Na1+, and
Ca2+ exhibit mild substitution tendencies for some transition metals. In addition,
transition metals are very difficult to substitute for rare-earths. Only Y3+ (and Sc3+

not shown in the figure) can substitute moderately with both rare-earth and transition
metals indicating their ambivalent nature at the edge of these two very different
chemistries.

Rare-earth compounds do not substitute with main group elements with the sur-
prising exception of Se4+. Se4+ can occupy the high coordination sites that rare-earth
elements take in the very common Pnma perovskite structure formed by MgSeO3,
CoSeO3, ZnSeO3, CrLaO3, InLaO3, MnPrO3, etc...

The oxidation state of an element can have a significant impact on whether an
element will substitute for others. The two main oxidation states for antimony:
Sb3+ and Sb5+ behave very differently. The rather big +3 ion substitutes mainly
with Pb2+and Bi3+, while the smaller +5 ion substitute preferentially with transition
metals: Mo6+ , Cr3+ , Fe3+, ...

Some ions tend to form very specific structures and local environment. Those ions
will substitute only with very few others. For instance, C4+ almost only substitutes
with B3+. Both ions share a very uncommon tendency to form planar polyanions such
as CO2−

3 and BO3−
3 . Hydrogen is an even more extreme example with no favorable

substitution from H1+ (with the exception of a mild substitution with Cu1+) to any
other ion, in agreement with its very unique nature.
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Figure 5-4: Pair correlation gab in function of the difference in Mendeleev number
between the two ions a and b. Equation (5.17) was used to evaluate the pair cor-
relation gab. The blue points are the raw data obtained from fitting the model on
the ionic compounds in the ICSD. To distinguish the general trend from the scatter,
the data has also been binned in 10 equally sized bins along the Mendeleev number
difference axis. Each red point indicates the pair correlation mean for each bin with
a 95% confidence interval as error bar. The pair correlation tends to decrease as the
Mendeleev number difference increase.

5.2.3 chemical and size effects over the substitution tendencies

The previous analysis shows that strong or weak substitution tendencies can be often
rationalized using chemical arguments (i.e. the relative position of the ionic pair in
the periodic table). To study this effect, figure 5-4 plots the ionic pair correlation
defined in equation (5.17) as function of the difference in Mendeleev number between
the two ions. A relation is observed between this difference in Mendeleev number and
the pair correlation. Higher pair correlation are associated with smaller differences
in Mendeleev numbers. However this is only true on average and a large spread is
observed around the mean values.

Some very interesting outliers can be pointed out. For instance, Cr6+ and S6+

while significantly distant from each other in the periodic table can easily substitute
due to their common tendency to form tetrahedral polyanionic compounds (sulfates
and chromates). Ti4+ and Sn4+ are also two ions with a high pair correlation coef-
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Figure 5-5: Pair correlation gab in function of the difference in ionic size between
the two ions a and b. Equation (5.17) was used to evaluate the pair correlation gab.
The ionic size difference is computed as the difference in ionic size divided by the
size of the largest of the two ions. This gives relative ionic radius differences. The
ionic size for the two ions are obtained from the Shannon radii table and for the
coordination 6 have been used.[2] The blue points are the raw data obtained from
fitting the model on the ionic compounds in the ICSD. To distinguish the general
trend from the scatter, the data has also been binned in 10 equally sized bins along
the Mendeleev number difference axis. Each red point indicates the pair correlation
mean for each bin with a 95% confidence interval as error bar. The pair correlation
tends to decrease as the difference in ionic size increase.

ficient despite an important difference in Mendeleev number. Conversely, Rh3+and
Co3+, while in the same column of the periodic table, do not substitute strongly
(gab=0.98).

In addition to chemical effects, size effects are also very often used to estimate
how likely an ionic substitution is. Ions of similar size tend to be considered easier to
substitute for each other. In Figure 5-5, the pair correlation gab is plotted in function
of the difference in ionic size between the two ions. The ionic size used is the 6-fold
coordinated size according to Shannon.[2] A clear relation between the two quantities
can be observed. The highest pair correlations tend to be found for smaller differences
in ionic size. As for the chemical effects, there is an important spread around the
general trend. Again, S6+ and Cr6+ do not follow the general trend. Those two highly
substitutable ions (gab=9.7) have a 50% difference in their ionic size.
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Au1+ and Cu1+ while very different in ionic size (1.37 A and 0.77A) show an im-
portant correlation number (gab=5.0). On the other hand, an ion very close in radius
such as Li1+ (0.76A) does not substitute easily to Cu1+ (gab=0.9). The tendency for
Au1+ and Cu1+ to form the peculiar linear environments wins over their significant
size difference. Another case in point is the pair Hg2+-Na1+ . Those ions have the
same size according to the Shannon radii table but do not substitute (gab=0.19).

5.2.4 Online ionic substitution model

The ionic substitution model is available online at http://www.materialsgenome.
org/substitutionpredictor. Any user can query the model for four ionic species
predictions. An e-mail with the proposed substitutions and the crystal structures of
the predicted compounds in the crystallographic information file (cif) format will be
sent to the user after computations.

5.3 Discussion

Our model makes several simplifying assumptions. The absence of dependence with
the number of components implies that, for instance, the substitution rules do not
change if the compounds are ternaries or quaternaries. If Fe2+ is established to
substitute easily for Ni2+ in ternary compounds, the same substitution should be
likely in quaternaries.

In addition, the substitution rules do not depend on structural factors. However,
how easy a chemical substitution is will depend somewhat on the specific structure.
Some crystal structure sites will accommodate for instance a wider range of ions with
different size without major distortion. Perovksites are a good example of struc-
tures where the specific size tolerance factor is established (see for instance Zhang et
al.[108]). In some sense, our model is “coarse grained” over structures.

The second major assumption is the use of binary features only. This implies that
the substitution model only focuses on two substituted ions at a given site and does
not take into account the “context” such as the other elements present in the crystal
structure. Here again, a more accurate description will require to take this context
into account. For instance, two cations might substitute in oxides but not in sulfides.

Those simplifying assumptions are however very useful in the sense that they allow
the model to capture rules from data dense regions and use them to make predictions
in data sparse regions. The substitution rules learned from ternary chemical systems
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can be used to predict compounds in the much less populated quaternary space.
Likewise, substitution rules learned from very common crystal structure prototypes
can be learned and used to make predictions in uncommon crystal structures. It is
this capacity for this simpler model to make predictions in sparser data regions which
constitutes its main advantage versus more powerful models such as the one presented
in chapter 4.

Of course, our model could be refined in many ways. The most straightforward
way to add structural factors would be to introduce a dependence on the ion local
environment. The features could also be extended to go beyond binary features.
Interesting work in feature selection has shown that complex features can be built
iteratively from the data by combining very simple basic features.[104]

A limitation of the model lies in its inability to predict totally new crystal struc-
tures. Indeed, any new compound will be proposed by ionic substitutions from a
compound with an already known crystal structure. This usual limitation to crystal
structure prediction methods based on data mining (shared by the model presented
in chapter 4) is however compensated by their much smaller computational require-
ments than a more exhaustive search based on optimization such as with a genetic
algorithm.

We must stress that this substitution model does not prejudge any atomic factor
such as charge, size, electronegativity or position in the periodic table to be important
in determining crystal structure. While correlation with some of those parameters is
definitely reproduced by the model, the purely data-driven formulation of the problem
automatically weights those factors without having had to make a priori decisions on
their role. Moreover, the model takes into account the potential substitution outliers
that do not follow simple rules based on those atomic factors.
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Chapter 6

A High-throughput ab initio

computational search for new
lithium-ion battery cathode materials

Computers are useless. They can
only give you answers.

Pablo Picasso

In the previous chapters, we showed how ab initio computations can be performed
on a large scale enabling the high-throughput computational discovery of compounds
and their crystal structures when combined with data mining techniques. In this
chapter, we will present an application of this methodology for the discovery of new
lithium-ion cathode battery materials.

The lithium-ion battery technology is nowadays ubiquitous in portable electron-
ics. As new applications are considered (e.g., electrical and hybrid vehicles), new
requirements emerge and the improvement of current lithium-ion technology is nowa-
days the focus of major research efforts. The discovery of new battery materials,
outperforming the current commercial solutions in terms of energy density, cost,
power density and safety, is one of the strategy to achieve major breakthrough in
this field.[109, 110, 111, 112] In this chapter, the basic principles of lithium-ion bat-
teries will be briefly exposed. The material properties of importance for a lithium-ion
battery cathode will be briefly presented along with a discussion of their ab initio
computations. Finally, we will show how battery materials can be screened com-
putationally on a large scale, allowing experiments to focus on the most promising
compounds and chemistries.
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Figure 6-1: Schema of a lithium-ion battery. A zoom at the atomic scale on the
crystal structure of a typical cathode material (LiCoO2) is shown. Oxygen is in red.
Cobalt sits in blue CoO6 octahedra and lithium is in green.

6.1 Lithium-ion batteries

A battery is an electrochemical device used to store energy.[113] Two types of bat-
teries exist: primary batteries, which can only be discharged once, and secondary (or
rechargeable) batteries which can be charged and discharged multiple times. In this
thesis, we will focus on rechargeable batteries. A battery consists in two electrode
materials (the cathode and the anode) separated by an electrolyte. Figure 6-1 shows
a schema for a lithium-ion battery.

In the case of lithium-ion battery, the electrolyte is a poor electron conductor
but a good lithium ion conductor. The cathode is typically a transition metal oxide
(e.g., LiCoO2) and the anode is metallic lithium in laboratory settings or graphitic
carbon in commercial cells. During charge, an electrical potential difference is applied
between the cathode and anode. The lithium ions flow then through the electrolyte
from the cathode to the anode. The LiCoO2 cathode is depleted from lithium and
the graphitic carbon is filled with lithium according to the two chemical reactions:

LiCoO2 → x Li+ Li1−xCoO2 (6.1)

x Li+ Cy → LixCy (6.2)

During discharge, the opposite reactions occurs. The difference between the high
lithium chemical potential at the anode and the low chemical potential of lithium in
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the cathode makes the lithium ions flow from the anode to the cathode. The lithium
intercalates back into the LiCoO2 cathode and the graphitic carbon anode looses
lithium. An electrical potential is then available between the cathode and anode.
The following reactions occur:

Li1−xCoO2 + x Li→ LiCoO2 (6.3)

LixCy → Cy + x Li (6.4)

Please not that during these charge and discharge processes, the transition metal
present in the oxide cathode is oxidized/reduced between Co3+ and Co4+.

In this work, we will only consider insertion batteries. Insertion materials are ma-
terials that intercalate or deintercalate lithium ions in a fixed structural framework.
For instance, the layered crystal structure of LiCoO2 is conserved while lithium ions
are removed and replaced by vacancies. When the structural framework is not con-
served, one speaks of conversion electrodes. Insertion batteries tend to be more re-
versible and exhibit less hysteresis between charge and discharge.[114] Only insertion
systems will be considered in this work. We will also focus on the cathode material.

Below, some of the general key requirements for a lithium-ion insertion battery
cathode material have been listed.[110] Depending on the application, the weight
attributed to those requirements can vary.

• A high energy can be stored per unit of mass (Wh/kg) or volume (Wh/l).
This requires a high capacity (i.e., the amount of charge that can be inserted
between charge and discharge) per unit mass (mAh/g) or volume (mAh/cc)
and a high voltage. The energy density is the product of the capacity and the
voltage. Typical energy densities for a cathode materials are from 600 Wh/kg
(LiFePO4) to 800 Wh/kg (layered nickel cobalt manganese oxides).

• The material needs to be cyclable (i.e., present good reversibility). The material
needs to be able to be charged and discharged many times with minimal capacity
fade.

• The voltage should not be too high. While a high voltage is usually sought to
maximize the energy density, current commercial electrolytes decompose around
a voltage of 4.5V (with reference to lithium metal anode).

• Lithium needs to be able to diffuse fast enough in the bulk material. This is
required for high rate charge and discharge (i.e., high power density).
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• The material needs to be a good electronic conductor. Poor conductors can
be used (e.g., phosphates) but large amount of inactive conductive additives
such as carbon black are required then to insure good electrical contact in the
cathode powder.

• The material in the discharged state needs to be stable enough versus oxygen
evolution to minimize safety hazard.

• The material needs to be produced at a reasonable cost.

6.2 Ab initio computed properties

Some of the key properties mentioned in the previous section are controlled by intrinsic
factors of the cathode materials at the atomistic scale. Ab initio computations have
been used extensively to understand and predict those properties.[115]

Through a thermodynamical analysis, the average equilibrium voltage (< V >)
of a cathode can be related to the difference in the Gibbs free energy between its
charged state (delithiated phase) and discharged state (lithiated phase).[116] If Lix1X

and Lix2X are respectively the lithiated and delithiated states, the average voltage
between these two lithiation states is

< V >=
−[G(Lix2X)−G(Lix1X)− (x2 − x1)G(Li)]

(x2 − x1)F
(6.5)

Where G(Li) is the Gibbs free energy of the lithium metal anode and F the
Faraday constant.

Because the contributions of entropy and volume effects to the Gibbs free energy
difference are small, one may approximate the voltage using energy differences com-
puted at zero temperature and pressure. As presented in chapter 1, such an energy
computation can be performed by DFT. The average voltage is then

< V >≈ −[E(Lix2X)− E(Lix1X)− (x2 − x1)E(Li)]

(x2 − x1)F
(6.6)

As cathode materials contain very often transition metals, the self-interaction
problem needs to be accounted for by a method such as GGA+U.[117] More recently,
it has been shown that voltage can be accurately predicted also by the new hybrid
Heyd-Scuseria-Ernzerhof (HSE) approach.[118, 3] Figure 6-2 demonstrates the good
agreement between voltages computed using GGA+U or the HSE functionals and
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Figure 6-2: Comparison between experimental and computed (using GGA+U or HSE)
voltages. As titanium does not require a U value to reproduce accurate energies, no
U value was used for Li2Ti2O4 and LiTiS2. The data is from Chevrier et al.[3]

the experimental voltages for a variety of cathode materials. In average the compu-
tations deviate from experiment by only a few hundred mV. The HSE method has
the advantage over GGA+U that it does not rely on a fitted parameter for each el-
ement as GGA+U. HSE computations are however computationally more expensive
(in average 40 times more expensive than GGA+U).

Safety is one of the key considerations in the design of a lithium-ion battery
cathode. Charged cathodes can be a safety hazard. A typical runaway reaction in a
lithium battery starts by an overheating event (e.g., caused by an internal or external
short), which causes the charged cathode to release oxygen. The released oxygen can
potentially combust the flammable organic electrolyte and ultimately leads to fire.
The safety of a cathode material can be evaluated by computing the critical oxygen
chemical potential at which the charged cathode will release oxygen (see Chapter 2).
This methodology has been successfully used to compare the safety of delithiated
LiMnPO4 and delithiated LiFePO4.[119] Figure 6-3 plots different known cathode
materials along a scale representing the critical oxygen chemical potential of their
charged state. The ranking of the different materials follows the known experimental
tendencies. LiNiO2 and LiCoO2 at the far left end are both unsafe materials while
LiFePO4 is one of the safest cathode material.

93



Figure 6-3: Critical oxygen chemical potential (in meV/at) for the charged state of
known battery compounds.

For a battery material to charge and discharge at a high enough rate (i.e., to pro-
vide good power density), the lithium ions need to be able to diffuse fast enough in the
material. Modeling diffusion in cathode materials involves the computations of energy
barriers and the study of the vacancy and lithium ordering during discharge.[120, 121]
A simpler but often sufficient approach is to focus only on the energy barrier. Small
enough energy barriers to the lithium diffusion is a necessary requirement for fast
diffusion. As a rule of thumb, the lowest lithium migration barrier needs to be lower
than 500-600 meV for any battery material to be a good enough diffuser.[122] Mi-
gration barriers can be computed in the Nudge Elastic Band (NEB) framework with
DFT computations. This approach has been used to predict that LiFePO4 is an ex-
tremely fast one-dimensional diffuser with an activation barrier around 200 meV.[123]
Materials design can be driven by DFT diffusion computations as shown by the crys-
tal structure engineering performed by Kang et al. to improve the rate capability of
layered Li(Ni0.5Mn0.5)O2.[124]

As well as fast lithium transport, fast electron transport is important for high
rates in electrode materials. Most of cathode materials are most likely polaronic
conductors. The limiting factor for the electronic conductivity is then the mobility of
the polaron. The polaron migration barrier can be computed ab initio as shown for
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LiFePO4.[125]

Other important battery properties are more difficult to directly access through ab
initio computations. Cyclability for instance tends to be difficult to predict directly as
many, not always well understood, phenomena can be at the origin of the capacity fade
during the cycling of the battery.[126] Some indications of possible poor cyclability
can be obtained by DFT computations though. For instance, a large instability
versus decomposition product of the metastable delithiated state(s) (i.e. a tendency
to convert instead of intercalate) and/or large volume change during delithiation are
often indications of a possible irreversibility.

6.3 Electrochemical testing

The main experimental tool used on a cathode battery material is the galvanostatic
electrochemical testing.[127] A battery (also called cell) is built using a powder of the
cathode material mixed with a binder and carbon. The carbon is added to provide
good electrochemical contact between the grains of the cathode material. The cell is
then typically constructed using lithium metal as anode and an organic solvent with
a lithium salt as electrolyte.

A galvanostatic electrochemical test consists in imposing a current density to the
cell while measuring the potential response (with respect to the lithium metal anode).
A voltage window is set in which this test is performed and results from charge and
discharge are observed. The results are usually plotted as a voltage versus capacity
graph. Figure 6-4 shows a typical galvanostatic charge (in red) and discharge curve
(in blue). This test provide important information on the material. One can directly
determine how much capacity is accessible and at which voltage. Reversibility can also
be assessed by observing if the capacity obtained during charge is recoverable during
discharge. The hysteresis between charge and discharge is also of interest. Kinetic
processes tend to make the voltage higher during charge and lower the voltage during
discharge. This phenomena called polarization makes the charge and discharge curve
not superposing. This test depends greatly on the rate at which the battery is charged
and discharged (i.e., on the current density applied). A common convention in the
battery community is to use the concept of C-rate. A rate of C/10 implies that the
battery is fully charged in 10 hours. Similarly, a C/100 rate implies a current density
that will fully charge the battery in 100 hours. Lower rates are closer to a equilibrium
process and will show less polarization.
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Figure 6-4: Typical capacity-voltage curve during galvanostatic electrochemical test-
ing. The curve during charge is in red. The curve during discharge is in blue.

6.4 High-Throughput ab initio search for new cath-

ode materials

Combining the predictive power of ab initio computations in the battery field with
the possibility for performing high-throughput DFT computations, we have embarked
in a large scale computational search of new cathode materials. A flow-chart for this
high-throughput project is presented in Figure 6-5.

The starting point of our analysis is a database of known compounds (i.e., the
ICSD), and a set of allowed elements (with their available oxidation states). Elements
too expensive (e.g., Pt and Au) or too toxic (e.g., Cd) are excluded. A periodic table of
technologically acceptable (in black) and unacceptable elements (in grey) is presented
in Figure 6-6.

We consider stability, voltage and lithium diffusion to be quantities that are re-
liable enough through DFT to be considered in our high-throughput screening. The
thermodynamical stability (in the lithiated and delithiated state) is computed using
the convex hull construction presented in Chapter 2. In this work, we will espe-
cially concentrate on cathode materials stable in their lithiated (discharged) state. A
technological reason motivates this choice. The anode used nowadays in commercial
lithium-ion batteries is based on carbon and is synthesized without any lithium in-
tercalated. The cathode is therefore expected to be the lithium source and contain
lithium (i.e., being discharged) when synthesized. On the other hand, the charged
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Figure 6-5: flow chart for the high-throughput computational cathode search project

Figure 6-6: periodic table of the elements with technologically acceptable elements
in black and non-acceptable elements in grey. Indications on toxicity and cost is also
given. Please note that rare-earth and trans-uranides are not present and will not be
considered in this thesis battery related work.
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state is the object of a special focus on the evaluation of its critical oxygen chemi-
cal potential (i.e., its intrinsic safety). Voltages are computed by removing a certain
amount of lithium (e.g., corresponding to a maximum capacity or to the formation
of integer oxidation states). The choice of the vacancy-lithium ordering for delithi-
ated compounds still containing lithium is made using a fixed lattice enumeration
algorithm.[128] An Ewald summation is used to choose the ordering with the lowest
electrostatics. From the capacity and voltage, the gravimetric and volumetric energy
density can directly be computed.

Stability and voltages are properties requiring only simple DFT ionic relaxations.
They can therefore be evaluated through the high-throughput ab initio methodology
presented in Chapter 1. Lithium diffusion however is more challenging to perform
on a large scale. Even the simple approach of computing lithium energy barriers
through NEB computations turns out to be not trivial to perform without human
intervention. This thesis will not go into the details of the issues with the scaling
up of NEB computations. Lithium diffusion has not been used yet in a fully high-
throughput way but is envisioned in the future. Energy barriers can however be
computed on the limited set of compounds satisfying the previous already limiting
conditions on voltage and stability.

We should stress that all battery properties cannot be directly computed ab initio
on a large scale. Our investigations only focused on some necessary but not sufficient
conditions that new cathode materials should meet. After the high-throughput dis-
covery of a new material, low-throughput computational and experimental work is
still required to evaluate its performances as a battery material.

Two types of compounds can be analyzed through our high-throughput approach:
known and novel compounds. The known compounds can be directly extracted from
a crystal structure database such as the ICSD. Searching for overlooked battery ma-
terials among already known compounds can be successful in the identification of new
promising battery materials. For instance, a previously known monoclinic LiMnBO3

has been identified by our high-throughput project.[129] However, such findings are
rare in an extensively studied field such as lithium-ion batteries. Going beyond known
compounds, using crystal structure prediction tools, as presented in chapter 4 and 5,
is therefore paramount. We will now present in the following chapter a new family of
promising cathode materials discovered through this high-throughput search.
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Chapter 7

Carbonophosphates: a new family of
cathode materials discovered by
high-throughput ab initio

computations

As outlined in Chapter 6, high-throughput ab initio computations can be used to
search for potential new battery cathode materials. In this chapter, we present an
example of a new family of promising battery compounds discovered in silico through
this approach. The carbonophosphate compounds are described along with the com-
putational results motivating their study as cathode materials. Experimental results
on their synthesis and electrochemical testing are also provided.

7.1 The carbonophosphates and their ab initio pre-

dicted cathode properties

From our dataset of known ICSD battery materials and possible novel compounds
(generated through the compound prediction algorithms presented in chapter 4 and
5), we searched for stable materials with gravimetric energy density higher than
LiFePO4 (i.e., >600 Wh/g), an operating voltage lower than 4.5V (to avoid elec-
trolyte decomposition) and sufficient stability to make synthesis possible. A special
attention was accorded to compounds unstable in their lithium form but stable in their
sodium form. Indeed, it is common to synthesize the material in the sodium form
and subsequently form a metastable lithium containing compound (while retaining
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formula Energy above the hull
for A=Na (meV/at)

Energy above the hull
for A=Li (meV/at)

A3Fe(CO3)(PO4) 0 37
A3Mn(CO3)(PO4) 0 65
A3Co(CO3)(PO4) 0 54
A3Ni(CO3)(PO4) 0 44

Table 7.1: Energy above the hull for the A3M(CO3)(PO4) (with A=Na, Li, and
M=Co, Mn, Fe, Ni) compounds in the sidorenkite structure.

the sodium crystal structure) by a process called lithium-sodium ion-exchange. Such
an ion-exchange has been performed for instance to form the unstable lithium lay-
ered LiMnO2 by exchanging sodium by lithium in the stable layered NaMnO2.[130]
Other examples of materials synthesized by ion-exchange in the battery field are
Li3V2(PO4)3 rhombohedral NASICON and Li(Ni0.5Mn0.5)O2.[124, 131]

A new family of cathode materials containing carbonates (CO3)2- and phosphates
(PO4)3- groups was discovered through this systematic search. This carbonophosphate
family is composed of compounds of formula A3M(CO3)(PO4) (with A=Na, Li, and
M=Co, Mn, Fe, Ni). While the sodium version of the manganese and iron com-
pounds are known rare minerals, respectively named sidorenkite and bonshtedite,[132,
133, 134] they have never been artificially synthesized, and their lithium versions
have not been known to exist. The sidorenkite Na3Fe(PO4)(CO3) and bonshtedite
Na3Mn(PO4)(CO3) minerals are isostructural and crystallize in a monoclinic P21/m
(11) space group. Figure 1 shows their crystal structure in a 2x2x2 supercell. The
unit cell is drawn in black. Each transition metal octahedron (in purple) shares 4
vertices with tetrahedral PO4 groups (in grey) and an edge with a CO3 group (in
brown). The two-dimensional subunits extending along the (100) plane is composed
of connected transition metal octahedra, PO4 groups and CO3 groups. Alkali metals
(in yellow) connect two of those two-dimensional subunits. The alkalis occupy two
different sites: coordinated by 7 and 6 oxygen atoms respectively.

The computed stability data is presented in Table 7.1. The Na version for M=Co,
Mn, Fe and Ni are computed to be stable at 0K with respect to decomposition to
any compound present in the ICSD. However, the Li versions are all predicted to be
moderately unstable.

The instability predicted for the lithium versions indicates the need to synthe-
size those compounds by first forming the Na version and performing a Li-Na ion
exchange. Table 7.2 shows the lattice parameters (lattice vectors lengths and angles)
for the computed and ICSD compounds. A very good agreement is found between
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Figure 7-1: The structure Na3Mn(PO4)(CO3) of the (M=Mn, Fe, Co, Ni) compounds,
viewing down from c axis (a) and b axis (b). Alkalis are in yellow and oxygen in red.
PO4 groups are grey and CO3 groups are brown. Transition metal MO6 octahedra
are in purple.
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the experimentally reported sodium iron carbonophosphates and GGA+U computa-
tions. Lattice lengths are computationally overestimated by less than 1%. In addition,
computations indicate that during Li-Na exchange important relaxations will happen.
Around 11% volume change, major contraction along the a axis (5%), and deviations
from the 90 degrees lattice angles of the Na version are computationally predicted.
These relaxations break the few symmetries present in the crystal structure and makes
the lithium exchanged structure triclinic. The difference in size between Li and Na
explain this relaxation.

A=Na, ICSD A=Na, GGA+U A=Li, GGA+U
a 8.956 A 9.014 A 8.546 A
b 6.629 A 6.644 A 6.421 A
c 5.149 A 5.189 A 5.103 A
α 90 90 93.4
β 89.5 89.7 96.4
γ 90 90 93.4

volume 305.700 A3 310.741 A3 277.146 A3

space group P21/m P21/m P1

Table 7.2: Lattice vectors and angles for iron sidorenkites A3Fe(CO3)(PO4) computed
for A=Na and A=Li, and reported in the ICSD for A=Na.

Voltage computations (vs lithium metal) for the Li3M(CO3)(PO4) (M=Mn, Fe,
Co, Ni) compounds predict only the Fe (Fe2+/Fe3+: 3V), Mn (Mn2+/Mn3+: 3.3V;
Mn3+/Mn4+: 4.1V ) and Co (Co2+/Co3+: 4.1V) based compounds to be electrochemi-
cally active in the voltage range suitable to the current electrolyte technology (<4.5V)
(see Figure 7-2). The carbonophosphate manganese phase is the most promising in
terms of energy density due to its two available redox couples. When 2 electrons
are available, the full theoretical capacity of these carbonophosphates is around 230
mAh/g. Theoretical energy density of 859 Wh/kg and 2376 Wh/l are computed for
the Li3Mn(CO3)(PO4) compound. This would be a 45% and 15% improvement in
terms of gravimetric and volumetric energy density compared to the most success-
ful polyanion based cathode battery currently used: LiFePO4.[135] Volume changes
during delithiation are predicted to be low for both compounds 1.1% for Fe (after
one lithium per iron removed) and 2.4% for Mn (after 2 lithium per manganese was
removed) indicating a potentially good cyclability.

Lithium ion migration barriers can be evaluated ab initio using the nudge elastic
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Figure 7-2: Voltages for the +2/+3 (blue circles) and +3/+4 (red triangles) redox
couples for the delithiation of Li3M(CO3)(PO4) in the sidorenkite crystal structure.

band (NEB) framework. To the contrary of the rest of the DFT results, these energy
barriers have been evaluated using GGA without any U parameter to avoid charge
ordering complications when GGA+U is used with NEB. Activation barriers for
the fully lithiated (Li3Mn(CO3)(PO4)) and partially delithiated (Li2Mn(CO3)(PO4))
manganese compound have been computed at 410 meV and 400 meV. Similar val-
ues were found for the iron compound (410 and 390 meV). Those values indicate that
lithium diffusivity should not limit the activity of the manganese and iron sidorenkites.

7.2 Experimental synthesis and electrochemical test-

ing

Motivated by the previous computational results, we decided to synthesize both
Li3Fe(CO3)(PO4) and Li3Mn(CO3)(PO4) through Li-Na ion-exchange from the stable
sodium phases. The two sodium based compounds while reported as minerals had
never been artificially synthesized. These experimental results have been obtained by
Hailong Chen.

Na3Fe(CO3)(PO4) and Na3Mn(CO3)(PO4) were synthesized hydrothermally. In
a representative synthesis of Na3Mn(CO3)(PO4), 0.002 mole MnNO3·4H2O was dis-
solved in 5 ml water to form a clear solution A. 0.002 mole of (NH4)2HPO4 and 2 g of
Na2CO3 were dissolved in 10 ml of water to form a clear solution B. Solution A was
then quickly added to solution B under fast magnetic agitation. The mixture slurry
was then transferred to a Teflon-lined autoclave and heated at 120oC for 20 hours in
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an Ar flushed glove box. After the autoclave was slowly cooled down to room tem-
perature, the products were washed with distilled water for several times, followed by
drying in a vacuum oven at 40oC overnight. For the synthesis of Na3Fe(CO3)(PO4),
the procedure is the same except that FeSO4·7H2O was used as the transition metal
source and the mixing of the solutions were done in an Ar flushed glove box to prevent
possible oxidation of Fe2+ species to Fe3+.

Phase-pure Na3Fe(CO3)(PO4) and Na3Mn(CO3)(PO4) were successfully obtained
following this hydrothermal route. Figure 7-3.a shows the XRD pattern and Rietvelt
refinements of the synthetic Na3Fe(CO3)(PO4) using the structure model proposed
by Khomyakov et al.[132] Lattice parameters extracted from the refinement are: a
= 8.9406(9) Å, b = 6.5844(0) Å, c=5.1687(5) Å, a = g = 90o, and b = 89.45(7)o.
The synthetic material was tested by inductively coupled plasma (ICP) analysis and
showed ratios of elements fairly close to the formula stoichiometry: Na:Fe:P= 2.93 :
1.11 : 0.96. The synthetic Na3Fe(CO3)(PO4) are light green precipitation in solution
after hydrothermal reaction and the color changes to very light brown after washed
with distilled water. The change of color may indicate slight oxidation of Fe2+ on
the surface due to the short exposure to air during washing. To avoid significant
oxidation of Fe2+, the hydrothermal reaction and the following washing process were
done in a Ar flushed glove box and the powder were dried in a vacuum oven at
40oC overnight. Figure 7-3.b shows the XRD and refinement results for the synthetic
Na3Mn(CO3)(PO4) sample. The cell parameters extracted from the refinement are:
a=8.977(5), b= 6.734(6),c= 5.158(9) a = g = 90o, and b=90.170. The synthetic
Na3Mn(CO3)(PO4) was also tested by ICP and the ratio of elements are: Na:Mn:P=
3.01: 1: 0.98, The color of the powder is white. The Mn compound appears stable
when exposed to air and the synthesis and washing can be done without using glove
box. In this study, we still kept all manganese processes in the Ar glove box, for the
sake of comparison with the Fe compound.

Li-Na ion exchange for both samples were performed with a conventional proce-
dure using 2M LiBr in 1-hexanol solution. The ion-exchange for the Fe sample was
done at 110oC for 3 days, and 90oC for 28 days for the Mn sample.

Scanning electron microscopy (SEM) pictures for both iron and manganese sam-
ples before and after ion-exchange show very uniform particle sizes around 300 nm
with plate-like morphology. The ion-exchange does not alter the particle size distri-
bution.

Figure 7-4 shows the powder XRD pattern after ion-exchange for both the iron and
manganese sample. The pattern keeps the first major peak corresponding to the (100)
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Figure 7-3: Powder XRD pattern for Na3Fe(CO3)(PO4) (a) and Na3Mn(CO3)(PO4)
(b). Radiation used is from a synchrotron (wavelength=0.7A).
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Figure 7-4: Powder XRD pattern for the iron and manganese samples after ion-
exchange. Cu Kα radiation was used (λ=1.5108 A).

reflexion and characteristic of the sidorenkite structure (at 5o for λ=0.7A and 10o for
λ=1.5108A) but the rest of the pattern changes significantly. The low symmetry of
the structure and the relaxation to an even less symmetric triclinic cell after ion-
exchange can explain this dramatic change in XRD pattern. The XRD line shape
of the ion-exchanged samples becomes much broader than the Na precursors. Since
the particle size did not change significantly, this peak broadening could be due to
the high density defects, such as stacking faults, caused by the ion-exchange process.
Direct evaluation of the lattice parameters after ion-exchange using the XRD pattern
could not be performed due to the poor quality of the signal. Transmission electron
microscopy (TEM) of the Li3Fe(CO3)(PO4) sample was used to obtain the lattice
parameters: a=8.487 A, b=6.4222 A, c=4.9445 A, α=90.46o, β=95.19o, γ=96.93o

and to confirm the relaxation to a triclinic space group of the Li3Fe(CO3)(PO4)
compound.

Atomic content characterization using ICP was also performed on both samples
after ion-exchange. The results showed that ion-exchange are complete for the Fe
sample, with the element ratios being Li:Na:Fe:P=2.95:0.08:1.01:0.95. However, the
ion-exchange for the Mn samples is more difficult. With a much longer exchange
time, only a part of Na is replaced by Li, with the element ratios being Li:Na:Mn:P=
2.76:0.44 :0.86: 0.94.

The ion-exchanged Li3Fe(CO3)(PO4) and Li3Mn(CO3)(PO4) samples have been
tested electrochemically. Results for a galvanostatic test of the Li3MnPO4CO3 com-
pound at C/100 are presented in Figure 7-5. Two cusps close to the corresponding
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Figure 7-5: Galvanostatic profile for the manganese lithium compound (the formula
from ICP is Li2.76Na0.44Mn0.86(CO3)(PO4)). The electrochemical test was performed
at a slow C/100 rate between 2-4.8 V at room temperature. The showed charge-
discharged profile is after 12 cycles. The computed values from GGA+U for the two
active couples (Mn2+/Mn3+: 3.3V and Mn3+/Mn4+: 4.1V ) are drawn by a dashed
red line.

Mn2+/Mn3+ and Mn3+/Mn4+ computed voltages are present in the curve. The ca-
pacity is however much smaller than the theoretical capacity (231 mAh/g) even at
the very low rate used.

For the sake of comparison, we performed galvanostatic testings of the Li3Fe(CO3)(PO4)
compound. Figure 7-6 shows those results for cells cycled at a C/10 rate, at room
temperature (a) and at elevated temperature (b). A total capacity of 100 mAh/g
(close to theoretical 115 mAh/g) is observed for the high-temperature sample. On
the other hand, the room temperature sample does not show full capacity. This in-
dicates a kinetic limitation to the lithium insertion/extraction. The voltage is very
close to the computed GGA+U voltage (Fe2+/Fe3+: 3V) and a good reversibility is
observed.

The increase in capacity observed at high temperature compared to room tem-
perature testing for Li3Fe(CO3)(PO4) indicates that kinetic factors are limiting the
material’s performances. Bulk lithium diffusion should be fast enough to not be the
likely limiting factor, according to the DFT computations. The study of other pos-
sible limiting factors such as the electronic conductivity (i.e., the polaron mobility,
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Figure 7-6: The voltage profile of Li3Fe(CO3)(PO4) cycled at various rates between
2-4.3 V at room temperature with a C/10 rate at room temperature (a) and 60oC
(b).
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[125]) and/or Li surface diffusion [136] will be needed in the future.
The manganese compound shows a more ideal voltages (3.2 and 4.1V) than the

iron compound, and is able to carry a two-electron reaction in a commercial elec-
trolyte. Two electrons phosphates compounds being able to work in a 3 to 4.5V volt-
age window are rare, especially when a 2+ to 4+ couple is sought. Recent attempts to
use the two potentially available electron in Li2FeP2O7 and Li2MnP2O7 did not suc-
ceed due to the high voltage of the Mn3+/Mn4+ and Fe3+/Fe4+ couples.[137, 138] The
poor electrochemical performances of the manganese compound compared to the iron
version could be due to many factors. The most obvious difference between the two
compounds is the presence of residual sodium. According to ICP, the manganese sam-
ple shows 26% residual Na on the alkali sites after ion-exchange. Partially exchanged
iron samples (with 15% Na on alkali sites) showed poor electrochemical performances
(room temperature capacity around 15 mAh/g). Improving the ion-exchange rate
of the Mn compound and obtaining a fully ion-exchanged Li3Mn(CO3)(PO4) sample
might improve the achieved capacity.

7.3 Synthesis of Na3Co(CO3)(PO4), Na3Ni(CO3)(PO4)

The nickel and cobalt compounds in the sidorenkite structure are less interesting than
the manganese version as lithium-ion battery due to their high voltage (see Figure
7-2). They have never been observed in nature (even as minerals) but have been
predicted by DFT to be stable (see Table 7.1). To test this prediction, we performed
a similar hydrothermal synthesis of those nickel and cobalt compounds. Figure 7-7
shows the XRD pattern for the four Na3M(CO3)(PO4) (M=Fe, Mn, Co, Ni). The
similarity of the XRD patterns show the isostructurality of the different compounds
and confirm the DFT prediction.

7.4 Chemical exploration of the sidorenkite struc-

ture

The presence of a tetrahedral and triangular polyanionic group in a compound is
unusual. High-throughput DFT computations can be used to perform a computa-
tional chemical exploration, searching for other chemistry stabilizing the sidorenkite
structure. All the possible AzM(YO3)(XO4) compounds formed in the sidorenkite
structure can be generated and tested for stability in DFT. A is an alkali (A=Na,
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Figure 7-7: XRD pattern for the four Na3M(CO3)(PO4) (M=Fe, Mn, Co, Ni). Cu
Kα radiation was used (λ=1.5108 A).

Li), Y a tetrahedron forming element (Y=P, As, Si, S), Y a triangular planar forming
element (Y=C,B) and M a redox active metal (M=Mn, Fe, Ni,...). The amount z
of alkali can be used to insure charge balance of the compound. It would be experi-
mentally very challenging to attempt synthesis of all the possible compounds formed
by these substitutions but high-throughout DFT computations can perform this task
and help the experimentalist focus on the most stable combination(s).
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Chapter 8

Conclusions and future work

As the computational power available to researchers continues to grow and ab initio
methods become more accurate and predictive, an opportunity exists to accelerate the
materials discovery process by computationally identifying the most technologically
promising chemistries, prior to any time-consuming and expensive synthesis.

One of the challenges in this new paradigm is the prediction of new compounds
and their crystal structures. This thesis presented two compound prediction methods
based on data mining: one based on correlations between crystal structure prototypes
and another based on likely ionic substitutions. The power of these data mining ap-
proaches when combined with DFT computations was demonstrated through a large-
scale search for new ternary oxides. However, the compound and crystal structure
prediction problem is not yet fully solved and many challenges lie ahead. For instance,
methods that are able to predict compounds that crystallize in previously unknown
crystal structure prototypes are still not available when only a limited computational
budget is available. A data mining approach (in the form presented in this thesis
or in any other form) combined with an optimization algorithm, such as a genetic
algorithm, might be one route to successfully address this problem in the future.

In terms of applications, the high-throughput ab initio search for new lithium-ion
cathode materials is not yet complete. Experimental efforts on a handful of new com-
pounds are currently being pursued. Among those, lithium manganese carbonophos-
phate was presented as an example of a successful in silico compound discovery.
However, the full theoretical potential of this novel material has not yet been demon-
strated and future computational and experimental efforts are necessary to improve
its current performance.

Beyond the simple screening of a computational materials database to search for
compounds with certain properties, the large amount of data provided through high-

111



throughput computations can also be used to better understand the factors governing
important battery properties. While many of the cathode materials design rules are
most often based on a few experimental results, we believe an analysis on a larger and
more homogeneous data set will improve the fundamental understanding of the factors
governing key battery properties (e.g., voltage or safety). Such a high-throughput
analysis is currently ongoing in the field of phosphate cathode materials.

While the lithium-ion battery field is especially suited to high-throughput ab initio
computations, the methods presented in this thesis are also useful in tackling many
of the materials challenges faced by our society. A publicly available database of all
computationally accessible materials properties for known and predicted compounds,
known as the “materials genome” project, is currently being constructed. The materi-
als design process will greatly benefit from such a database in various areas, including,
for example, photovoltaics and transparent conducting oxides.
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Appendix A

The crystal structure prototyping

Both data mining algorithms presented in chapter 4 and 5 need access to a database
for which all the compounds have been classified to their corresponding crystal struc-
ture prototype. The Inorganic Crystal Structure Database (ICSD) we used in this
thesis is only partially prototyped. In this appendix, we will present a brief literature
review on prototyping algorithms and results we obtained on the prototyping of the
ICSD database.

A.1 The crystallographic approach

A.1.1 Crystallographic definition of crystal structure simili-

tude

The International Union for Crystallography (IUCr) defined in a report the different
degree of similitude between inorganic structures.[139]

• Two structure are isopointal : if they have the same space-group and have the
same Wyckoff position sequence after standardization. Two remarks can be made
here. Nothing is said about the actual atomic positions and the cell parameters.
Two isopointal structure can have very different geometric arrangements and atomic
coordinates. A case in point is FeS2 pyrite and CO2. These are isopointal but have
very different atomic environment. In addition, the Wyckoff sequence is dependent
on the representation. Indeed, origin shifts or rotation of the unit cell can modify
this sequence. A standardization procedure is then needed to check if two structures
are isopointal.

• Two structures are isocongurationnal (or isotypic): if they are isopointal and if
their geometric parameters (axial ratios, angles between the cell axes, and values of
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the atomic positions) are similar. We can note that similar is a very vague notion
that could vary from problem to problem and from author to author.

A.1.2 The standardization approach

The main standardization algorithm is the one developed by Gelato and Parthe.[105]
As there is more than one way to represent a crystal structure, the standardization
procedure tries every single allowed shifts and rotations in the space group of the
structure. A number (called a standardization coefficient) is associated with each of
these representations following a certain number of rules. The representation with the
lowest of these standardization coefficients is the standardized representation. When
all the entries are represented in their standardized representation, they can be more
easily directly compared. In the majority of cases this method works perfectly fine.
However, it is not a robust method. Indeed a slight change of one of the parameters
can sometimes change drastically the representation chosen. This is a known source of
false negative where two structures that are similar are missed by the standardization.
A case in point are the structures of CeCu2 and HgK2 which are very similar but do
not have the same wyckoff sequence in their standard representation.

A.1.3 The affine mapping approach

Due to the lack of robustness of the standardization procedure an other kind of ap-
proach based affine mappings has been developed. An affine mapping is a geometrical
transformation consisting in a linear transformation followed by a translation.

The first paper introducing this approach was from Burzlaff et al.[140] In this
paper, two structures are isotypic if they have the same space group and an an affine
mapping can transform one into another with a small misfit. This misfit is evaluated
by some function evaluating the difference in angles, length of the unit cell axes, and
in position of the atoms.

Not only is this approach robust, but it can be also extended to structure close
to each other but not belonging to the same space groups. Indeed small changes
in atomic positions can break a symmetry element and make two structures very
similar geometrically to not be considered in the same prototype. A group of crystal
structures that can be transformed into each other by an affine mapping but do not
have the same space group are called an aristotype.

The paper from Burzlaff developed the theory behind the classification by affine
mapping but do not provide an algorithm to actually compute these affine map-
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pings. It is only recently that Hundt et al. proposed an algorithm to compute these
mappings.[106] We must note, however, that this algorithm does not give you the
best possible mapping. It only tells you if there is one in the given tolerances.

Let us assume we are trying to fit a structure A to a structure B. The algorithm
consists in four steps:

1. Reduce the two structure to the same density by a uniform scaling of their unit
cell axes.

2. Search for all the not too distortive linear transformations mapping any quadru-
plets of a given species (the fitting specie) in structure A to the unit cell in
structure B.

3. Each of these allowed transformations is applied to the structure A atoms (all
of them) and followed by a translation that brings the fitting species to any of
the corresponding atom in structure B. If one of these transformations followed
by a translation brings in correspondence all the atoms from A to an atom from
B in a given tolerance (atomic mist tolerance), we consider that the structures
are similar.

4. Finally if a mapping is found, its inverse must be checked to actually fit B to
A.

Measuring how distortive a transformation is has been done in the affine mapping
literature by evaluating how much the angles and the cell length change. The problem
with this approach is that it will depend on the crystal structure representation
chosen. The changes in angles and axial length will be different in a conventional and
a primitive cell for example. We adopted to face that problem another approach based
on the analysis of the transformation matrix. This matrix can be decomposed in a
product of the closest unitary matrix (in the Fröbenius norm sense) and a symmetric
positive definite matrix. The decomposition involved is called the polar decomposition
and is used in the image processing field.[141] The distortion cannot come from the
unitary matrix part and must be included only in the second matrix that we will
call therefore the stretch matrix. We want now to define a measure of the distortion
for this stretch matrix. This measure must obviously be invariant to the references
axes. Moreover, it should give a zero value for a uniform scaling (all 3 eigenvalues
equal) and treat equally the three eigenvalues (no direction are favored). One of the
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expression satisfying this is the second invariant of the deviatoric tensor:

(a1 − a2)2 + (a2 − a3)2 + (a1 − a3)2

Where a1, a2, a3 are the eigenvalues of the stretch matrix. If the value of this invariant
is lower than a given tolerance we accept the transformation. From our tests, we have
established that a tolerance of 0.1 is reasonable for prototype finding.

The affine mapping algorithm can be used online to compare crystal structures
provided as cif files: http://www.materialsgenome.org/structurematcher/

A.1.4 Prototyping of the ICSD

We used the affine mapping algorithm to prototype the entire ICSD. The ICSD has
been prototyped but only partially and with a non-robust standardization algorithm
which requires some human oversight.[142] We decided to prototype the whole ICSD
database following the affine mapping algorithm proposed in the previous section.

The ICSD contains around 100,000 entries. Actually, around 50,000 if we consider
only the structure without partial occupancies. A first search for duplicate entries
(i.e., entries with the same composition and the same crystal structure prototype),
let only 26,732 entries left. From these 26,732 entries, we found around 11,443 crystal
structure prototypes.
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