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Abstract

This thesis consists of three chapters on Economic Growth and Informational Frictions. Chapter 1
investigates the relation between financial development, R&D expenditure and aggregate growth.
It provides empirical evidence that financial development has a large positive effect on both growth
and R&D, and that the effect of financial development on growth is likely to be explained by its effect
on R&D. I also study a general equilibrium model in with predictions which are consistent with
the empirical regularities mentioned above. In particular, aggregate growth increases as financial
development increases. The model also predicts that financial development produces large welfare
gains, specially at low levels of financial development. Finally I show that the model studied
suggests that R&D policy is welfare improving and that policy should be conditional on the level
of financial development.

Chapter 2 gives an empirical assessment of the world income distribution. In particular, I take
a CES production function implied by a Skill-Biased technical change model and fit this production
function to the data. The calibration results give evidence of the importance of including different
skills to account for the observed income differences over time. I also show that the calibration
exercise is validated by the estimated values of the parameters of the model.

In Chapter 3 I study a model of entry under uncertainty. In particular, I analyze an economy
where potential entrants make entry decisions after receiving noisy signals of the true demand
levels for the different sectors of the economy. I show that equilibrium strategies depend on the
precision of the signals received by agents. When precision is low the equilibrium of the game is
a pure strategy equilibrium where agents enter the sector for which they receive a higher signal.
On the other hand when precision is high the optimal strategy is to randomize over which sector
to enter. The model also highlights the non-monotonic relations between the discrepancy between
the equilibrium and efficient entry levels and both the precision of the signal and the true relative
demand between sectors.

Thesis Supervisor: Daron Acemoglu
Title: Elizabeth and James Killian Professor of Economics

Thesis Supervisor: Abhijit Banerjee
Title: Ford International Professor of Economics



Contents

1 Financial Development, R&D and Growth 6
1), Jntroduetion: smes 5 3 s s s s B D@ B4 85 5 8 57 8 5 5 8 883 ¢ 98 S85 85865 6
1.2 Bmpirical Bvidence « s « ¢ 5 ¢ v mw mm g5 6 5 5 6 5 5 8 8 8 5 5 8 5 & 805 e e 11

Ll DDBE wnwmwws 35 ¢ 8 38 8BRS Es 5 5 6 5 5 6584 T S sNBRERDS 12
1200 Results wwas s 5 5 8 8 s i WA Y B 5 S I35 P LEELE L AR AN 14
1.2.3 From R&ED GO Growth s v mmmn w5 53 5 6 25 8 55 8 88 56 ¢ § 5 86555 22
13 Model sanmamses s § 53 ¢l o RPN Es ni 82 55538 83 s 2o famnnms 24
1.3.1 Preferences and Technology . . . . . . . . . . . . it ittt vt 25
1:3:20 Bouilibfioit <« 2 s s 3 s 2w mmms oo & 4 3 86 3838 85 888888 8ama 29
1.3.3  Steady-State . . . . . .. L e 33
1.4 Numerical Solution . . . . . . .. . L L 39
1.4.1 Computational Strategy . . . . . . . . . . . L 39
1.4.2  Value Function, R&D, and 0 . o 0 o0 00 o0 0oL 41
1.4.3  Aggregate Results and Financial Development . . . . . .. .. ... ... .. 41
1.6 Policy . . . o e e e e e e e 42
1.5.1  Uniform R&D Subsidy . . . . .. . .0 oo 44
1.5.2  Size-Dependent Two-Level R&D Subsidy . . . . . .. .. ... ... ... 45
1.6 Conclusion . . . . . . L e e e e e 46
L7 Relerentes o «wmsmas 4 5 o v » 8 6 ¢ oo wom o W% e 6 % 5 8 5 v 5 8 % % 8 B & 49
1.8 Appendix 1: Proofsi o« 2 o ¢ v 0 ¢ o % v womimammn ma wn 6 5 5w v B s v v v 8 w8 s 52
L9 Appendix 2: Fignres gind. Tables: « ¢ ¢ o vowwwwmawn g 55 68 o s v v 0 s 59

2 Skill-Biased Technical Change and the Evolution of the World Income Distrib-

ution: An Empirical Assesment 77



21 Introduction . . . . . . e e e e e e e e e e e e e e e e e e e e e T

2.2 Skill-Biased Technical Change and the World Income Distribution . . .. ... ... 30
2.2.1 Skill Biased-Technical Change: An Overview . . . . ... ... ........ 80
220 ASimplaCalibration BReteims : « « s s enw s s s 95 800 on Moo @ e v w5 82

2.3 Comparison Across Models . . . . . .. . .. e 86
2l DBESES ¢ sssinmisinvamis i fiiasdEunaanmnhBnt s by s 09

A Estimation . o. oL oL e e e e e e e e e e e e e 90

2.6 Conclusion . . . . . . e e e e e e e e 92

2.6 References . . . . . . o L e e e e e e e e e e e 93

2.7 Appendix 1: Figures and Tables . . .. . ... . ... ... ... ... ... 96

emnand Uncertainty, Information Quality and Sectoral Entry 122

A1 dntroduction . . . ..o L e e e e e e e 122

he Model . . . L L e e e 125
3.2.1 Preferences and Technology . . . - . ¢ ¢ i v v s v e v mm vw e - 125
822 Bauilibiim « o ow o omam s ma s 5 % 0 o m w m 0w e 6 6 w6 W R S0 W) B w0 127

.4 The Model with Dispersed Information . . . . . . . . ... .. .. oL 132
3.3.1 Equilibrium characterization . . . . .. ... .. ... .. 133
Fquilibrium Characterization: Special Case . . . . . . .. ... .o .. 137
441 Dispersed Information and Welfare . . . . . . . . . 0. ..o oL 0L 139
COUBIUSION & v 2 ¢ s s wmEmuime B8 8 & § £ 5 8 95 6 5 0w 0 60 10 9 8 9 50 10 20 50 6% 5 141
ROTEEBHOBE ¢ 2 v v 2 oo smmmm ey 6 4 5 5 8 5 86 5 8% e 5w o 5 & w5 e 6L 2 143
Appenidie Is Progis : o cowmmwms w5 8 5 8 3 0 ¢ @@ 0 6 5 6 00 5w 68w 6 5w w0 e 145
3.7.1  Second Stage Equilibrium of the Game . . . . . . . .. ... .. ... .. ... 145
372 Proof of Proposition 7 o so s ¢ 5 2 ¢ s s mumn s mm s s 555 e x5 a5 % 146
373 Proofof Proposition 8 o v s16 3 5 8 1 e 4 e e S S S 9o R 9 8 8 6 151
Bld Proofof Lemiigd s emnis 55 35 ¢ 16 s B 9B S A VS AT 0 ES 55056 s 152
3.7.5  Proof of Proposition 10 . . . .. . . . .. .. 154
3.7.6 Proof of Proposition 11 . . . . . . . . . . .. . 158
3.7.7  Proof of Proposition 12 . . . .. . . ... ... 159

5% Appendix 2: Figures and Tables . . . . . . .. ..o 160



Acknowledgements

I am deeply indebted with my advisors Daron Acemoglu and Abhijit Banerjee, I appreciate their
patience and guidance during my years at MIT. [ would like to thank specially Daron Acemoglu for
his neverending confidence in me. He has pushed when I needed a push and he has been supportive
when I needed support. The privilege of working with him as a student, research assistant and
advisee has made me a better economist.

I would also wish to thank all the outstanding faculty that I have come across in my years as an
MIT PhD student for nurturing my curiosity and understanding of economics. Life at MIT would
not have been any easier without the fantastic staff at the economics department. Special thanks
to Gary King, Peter Hoagland and Lauren Fahey for their responsiveness and speediness in solving
any problem.

In my years at MIT I had the pleasure to meet fantastic people and make some extraordinary
friends. I wish to thank Leopoldo, Ximena, Mauro, Nico, Pablo Kurlat and Pam, Pablo Querubin
and Sahar, Luis, Felipe, Arthur, Johaness, Dani, Will and Keka, Konrad, Monica, Laura, Jen-Jen
and all the amazing people I met for all the fun times and laughs we shared during this years.
Special thanks to Mauro and Leopoldo who have become a part of my extended family.

In my road to this thesis I had the support of many important people who believed in me. I
wish to specially thank Juan Vilaseca, Omar Maluk and Silvia Maluk for their support, friendship
and for giving me the push [ needed to leave Ecuador and start this journey. Without you this
thesis would not be possible.

The hardest part of the PhD experience was being away from my family. I owe a big part of this
thesis to Susana, Isaac, Gaby, Irene, Kiersten and Melina. Despite the great distance separating
us you were always by my side giving me the strength I needed. I also want to thank Joanna and
Daniel for being my little family island in Boston. You are also an important part of this thesis.

Last but not least, all my gratitude and love to Sandra. Thank you for your courage, patience,
understanding and love which were crucial at all times. Without you by my side this thesis wouldn’t
be possible.



Chapter 1

Financial Development, R&D and
Growth

1.1 Introduction

A large literature emphasizes the positive effects of financial development on economic growth.
Figure 1, which shows a plot of the aggregate growth rate in real GDP between 1980 to 2005 for
146 countries against private credit, provides evidence of a positive correlation between financial
development and growth at the aggregate level. The same pattern emerges when one looks at the
relation between financial development and firm level growth in sales (Figure 2). One of the possible
channels by which financial development could affect growth is by giving firms financial slack and
allowing them to invest in growth-enhancing activities. Figure 3, for example, shows that financial
development and R&D expenditure are positively correlated. This suggests that understanding
the relation between financial development, R&D and growth is very important when trying to
understand the process of economic growth. The challenge when trying to interpret these results
as causal comes from the fact that measures of financial development are likely to be correlated with
other country characteristics affecting growth and R&D. Robinson (1952), for example, argues that
entrepreneurial activity paves the way for financial development, suggesting a potential feedback
from economic development to financial development. There are two main contributions of the
present paper. First it provides empirical and theoretical evidence that financial development
affects growth through the effect it has on R&D investment by firms. Second, it studies the effect

that this mechanism has on the optimal design of policy.



This paper provides evidence of an economically important effect of financial development on
both growth and R&D. To address the endogeneity concern raised above I use a difference-in-
difference strategy which exploits the idea that financial development should affect differentially
the growth and R&D investment of firms operating in sectors with different needs for external
funds. This idea is based on the following intuition. Financial underdevelopment will make
raising funds to finance growth-enhancing activities, such as R&D, harder. This problem will be
specially relevant for firms operating in industries that, for technological reasons, require larger
amounts of liquid funds to invest. For this reason, an increase in financial development should
have a larger effect on growth and R&D expenditure for firms operating in sectors with higher
dependence on external financing. This intuition was first introduced by Rajan and Zingales
(1998) to analyze the relation between financial development and industry growth. To study the
empirical relation between financial development, R&D expenditure and growth, I use firm level
data from Compustat (Global and North America), and find that differences in growth rates and
R&D expenditure between firms in sectors with high and low financial dependence are higher as
financial development increases. This result is consistent with the results found using industry level
data (Rajan and Zingales (1998)). The findings support the idea that both R&D and growth are
affected by financial development. I show these reduced form findings are robust after controlling
for a variety of firm level characteristics. 1 also show that the results are robust to alternative
measures of financial dependence, alternative measures of financial development and to the inclusion
of various country characteristics. Finally I point at the important relation of financial development
and firm dynamics.

The results obtained when estimating these reduced form relations point at the importance of
the effect of financial development on growth and R&D. In particular, the predicted difference
in growth between a firm operating in the machinery industry and a firm operating in the paper
industry (industries located at the 75th and 25th of financial dependence, respectively) is 0.9%
higher in Australia than in India (countries located at the 75th and 25th of financial development,
respectively). A similar exercise suggests a 5.6% difference in R&D expenditure. These numbers
suggest the economic importance of the effect of financial development on growth and R&D.

The reduced form relations also highlight the possibility that the effect of financial development
on firm growth is driven by the effect it has on R&D. To test this hypothesis, I run the baseline
specification for the growth regression controlling for R&D expenditure. I find that once we

control for R&D, the interaction between financial development and financial dependence has no



“alistical significance in explaining differences in growth. One caveat to this finding is the potential
cndugeneity of R&D and growth.  To take this into account, I follow two approaches. First, T
oHow a 25LS strategy where I use past values of R&D as an instrument. Second, I use variations
acruss countries and time of the tax component of the user cost of capital as an instrument for
He0) expenditure. The results support the hypothesis that financial development affects growth
stiaongh the effect it has on R&D.
“tie ideas behind the methodology described above raise questions which are important for
. nndderstanding of the relation between growth and financial development. Which industries
w! fwing are those which rely more on external financing and what is driving these differences?
{0 nuderstand the channels through which financial dependence affects R&D and consequently,
grinvrh, 1 ostudy an infinite-horizon general equilibrium model. Using a infinite-horizon will be
iwetul to capture the dynamics of R&D decisions by firms and the interaction of these dynamics
with the level of financial development, a feature which is present in the data. In the model firms
w10 heterogenous in two dimensions: they differ in their labor productivity and in a technological
pavamster which affects the R&D production function.  Differences in labor productivity are
tondard inmost Schumpeterian growth models. The novel ingredient is the heterogeneity in the
A groduction function which is sector specific.  There are differences between these two firm
toirscteristics. On the one hand, firms can improve their labor productivity, and therefore reduce
benaoiginal cost, by engaging in R&D investment. The R&D technological parameter, on the
wher hiand, is constant over the entire life of the firm and can be interpreted as the R&D ability
assuvicted to the sector the firm operates in.  In the model firms operating in high R&D ability
= will be growing faster and investing more in R&D, which as the empirical results suggest
'+ telnied Lo higher financial dependence. At the heart of the model is the assumption that firms
rave to borrow in order to finance their R&D expenditure and they can only borrow a proportion
) thien profits. T prove the existence of a steady-state general equilibrium in this economy and
“haracterize the properties of R&D for different labor productivity-ability pairs. I find that firms
with higher R&D ability invest more on R&D which implies these will be the more financially
feponrient firms in the economy.
i order to address if the model can match the empirical facts mentioned above, I use numerical
cwivods to solve for the steady-state general equilibrium of the economy and find three patterns
consnstent with the data:

wigregate growth is increasing in financial development,



i) differences in expected growth between firms in the high RED ability sector and firms in the
low RED ability sector are increasing in financial development, and

i1) differences in RED expenditure between firms in the high RED ability sector and firms in
the low RED ability sector are increasing in financial development.

The results also suggest that financial development increases welfare and the gains in welfare
are larger for low levels of financial development.

The model used sheds light on the design of policy. In particular it shows there are three
dimensions which the policy maker should consider when designing policy. On the one hand,
even without financial constraints, one would expect policy to be targeted specially towards small
firms operating in the high R&D ability sector. On the other hand, once T introduce financial
constraints, this conclusion is reinforced as small firms in the high R&D ability sector, which are
the ones who contribute more to growth, are also the ones hit harder by financial constraints. I
restrict the analysis to uniform and size-dependent policies and find that the optimal uniform R&D
subsidy is decreasing in financial development. This result highlights the role of subsidies in both
increasing growth and in relaxing the liquidity constraints. I then show that a size-dependent R&D
subsidy yields higher welfare than a uniform subsidy. A novel result is the shape of the optimal
R&D subsidy. More specifically, I find that in the absence of financial frictions, the optimal
R&D subsidy is non-decreasing in labor productivity. This result emerges as a consequence of the
positive correlation between labor productivity and the firm’s R&D ability. Once we introduce
financial frictions this result does not necessarily hold. In particular, for low levels of financial
development the optimal R&D subsidy will be decreasing in a firm’s labor productivity. In this
case the "liquidity" effect of subsidies dominates the "ability composition " effect of subsidies.

This paper contributes to a large body of literature which emphasizes the relation between
financial development and growth'. King and Levine (1993), following Goldsmith (1969), were
among the first to study empirically the effect of financial development on aggregate growth finding
a positive correlation between the two. Their study, however, does not take into account the
potential feedback from aggregate growth to financial development. In order to study the causal
effect of financial development on growth, Beck et al. (2000) use an instrumental variable dynamic
panel approach to correct for the potential endogeneity of financial development. Consistent with
King and Levine, they find a positive effect of financial development on aggregate growth. A

second strategy used to identify the causal relation of financial development on growth was first

'For a detailed review of the literature see Levine (2003 ).



proposed by Rajan and Zingales (1998). Using a difference-in-difference approach they find that
financial development increases growth specially in industries with stronger dependence of external
finance. This methodology provides further insights as it highlights a potential mechanism through
which financial development affects growth. Since this influential work, several authors have used
this empirical strategy to address similar questions. Raddatz (2006), for example, uses the same
methodology to highlight the effect of financial constraints in sectoral volatility. Similarly, Aghion,
Hemous, and Kharroubi (2009) use this methodology to study the effect of cyclical fiscal policy
on sectoral growth and R&D. They find that growth and R&D respond in the same direction to
cyclical policy which is consistent with what I find. In a similar vein, Aghion, et al. (forthcoming)
study the effect of the interaction of financial development and volatility on aggregate growth
and R&D. They find that both R&D expenditure and aggregate growth are more affected by
volatility in countries where financial development is smaller. Both of these papers highlight the
tight link between movements in R&D expenditure and movements in aggregate growth. The.
main contribution of the present paper is to take the extra step of addressing wether the effect of
financial development on growth is caused by the effect it has on R&D expenditure.

The present paper also contributes to the endogenous growth literature by highlighting the im-
portance of the interaction between size, R&D technology and financial development in the process
of economic development. On the theoretical side, this paper is closest to Akcigit (2009). The
main difference between the model presented there and this work is the introduction of heterogene-
ity in R&D production and financial constraints. This paper is also related to a large body of
theoretical literature which highlights the positive effect of financial development on growth. Most
of these studies stress the importance that the financial sector has on reducing investment risk and
investment volatility (Greenwood and Jovanovic (1990), Saint-Paul (1992), Aghion et. al. (2005),
Laeven (2009)). Like Aghion et al. (forthcoming), this paper highlights the role of the financial
sector in providing liquidity for productive activities.

Finally, this paper contributes to the literature on Ré&D policy and state-dependent policy.
This literature typically argues that size-dependent policies are detrimental for the economy as
they misallocate resources (Guner et al. (2008), Restuccia and Rogerson (forthcoming)). On the
other hand, recent work on endogenous growth has highlighted the potential role of size-dependent
policies in improving competition and innovation (Acemoglu and Akcigit (2009), Akcigit (2009)).
This paper shares some of the insights pointed in these two papers. The main contribution here is

to highlight how the presence of financial development shapes the optimal size-dependent policies,
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showing that policies which are increasing in size are optimal for high levels of financial development
while policies which are decreasing in size are optimal for low levels of financial development.

The rest of the paper is organized as follows: Section 2 describes the econometric analysis
and presents the main empirical findings. Section 3 presents the model and presents the main
theoretical results. Section 4 presents the numerical results and analyzes the general equilibrium
effects of financial constraints on firm level and aggregate growth. Section 5 analyzes the policy

implications of financial constraints on the model. Finally, Section 6 concludes.

1.2 Empirical Evidence

The objective of this section is to analyze empirically the effect a country’s financial development
has on firm level growth and R&D investment. The difficulty of assessing this question is that
measures of financial development are likely to be correlated with other country characteristics
which affect firm growth and R&D decisions. One way to deal with this problem was suggested
in a seminal paper by Rajan and Zingales (1998) (henceforth RZ). Their methodology uses a
difference-in-difference approach which isolates the effect of financial development from other coun-
try characteristics. Using this approach I show three results which are the main findings of this
section. First I show that the interaction between financial development and the financial depen-
dence of a sector has a positive effect on firm level growth. Second, I show that the same pattern
emerges when I analyze the relation between the interaction between financial development and
financial dependence and firm level R&D expenditure. Finally I show evidence that the effect of a
country’s financial development on growth is potentially caused by the effect that financial devel-
opment has on R&D and that this effect is significant even after addressing potential endogeneity
concers.

At the heart of this empirical section lies the hypothesis that firms which are in sectors with
high financial dependence will be more favored by financial development. This methodology,
first studied empirically by RZ, has become popular in recent years (see Raddatz (2006), Aghion,
Hemous and Kharrobi (2009)). The empirical literature, however, has given little convincing
evidence of the channel through which financial development affects growth. The main hypothesis
I test in this section is that one potential channel through which financial development, financial
dependence, and growth interact is through R&D investment by firms.

The rest of this section is organized as follows. First I describe the data I use in detail. Then

11



tor cach of the three regressions of interest I present the empirical strategy and the main results,

wtluwed by robustness checks.

1.2.1 Data
Firm level data

Uhie two main data sources I use are Standard and Poor’s Compustat North America. Annual and
waniturd and Poor’s Compustat Global Annual, both of which are comparable between each other.
“ornpastat North America includes information on a large number of publicly held companies in
5 and Canada since 1950, while Compustat Global focuses on publicly held firms in non-US
<1 non-Canadian marketplace starting in 1987. It includes firms from 98 different countries in all
ciiients, I focus on the period 1987-2006 which is the period of time for which both data sets
et Since data from Compustat global comes in the domestic currency, I have deflated and
cnverted all monetary items to US dollars. Data for the exchange rates have been taken from the
Wiw international Financial Statistics?.

thie literature using the RZ methodology has focused on industry level data. Instead, I use firm
lita which will allow me to control for country, industry and firm characteristics. The other
tanl advantage of using firm level data is that it will allow me to treat certain country level
wiables as exogenous to the firm.  This will prove useful specially when analyzing the effect of
o on growth. On the downside, using Compustat has the disadvantage of having only publicly
tiached firms which biases the sample towards large firms. As shown on Figure 4, this becomes less of
A iseue over time as the average size in the sample becomes smaller. This, plus the increase in the
~anple size over time of both data sets, suggests that Compustat has become more representative
b population of firms. T follow the common practice of focusing only on industrial firms, where
v felustries using 4-digit International Standard Industry Classification codes (ISIC REV.2).

tiis defimition of industry is consistent with the one used in RZ and Raddatz (2006).
iuy goal is to analyze the long run effects of financial development, I will use variables
“psrinaied over § year periods.  Other options would be to use yearly data or to aggregate over
i whole sample period.  The former could be capturing the effect of short-run variation which
I want 1o isolate from.  On the other hand, the latter could be capturing other long run trends

zonomy which could contaminate the effect of financial development. For this reasorn, I

b soitvies who have changed the exchange rate during the period of analysis, I have obtained the exchange
carjous different sources.
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construct aggregate measures of the variables of interest for a given interval. I define Sales and
R&D expenditure for interval T' as the average of the variables over the interval. Age is defined
as as the number of years from the initial public offering date of firm i and the initial year of the
interval, t. A firm’s growth rate for interval T will be calculated as the annualized growth rate
in sales for the period. I also construct a proxy for the book value of a firm. This is defined as
the assets held by the firm at the beginning of interval 7' minus the liabilities of the firm at the

beginning of interval 7'

Financial Dependence

Compustat North America is also used to construct the measure of financial dependence of a
sector. In particular I follow the methodology in RZ in constructing an industry specific measure
of financial dependence as the median ratio of capital expenditure over sales for firms in the Uss. 1
construct the measure for the 1987-2006 period which is the period of time used in the regressions
below. I also construct the same measure for the period 1970-1987 both as a robustness check of
the stability of the measure and for use in the 2SLS estimation®.

As mentioned in Raddatz (2006) the use of US firms can be justified by the observation that
the US financial markets are among the most developed in the world. The assumption I make is
that a firm’s financial dependence affects not only how much a firm can borrow for working capital
and capital expenditure, but also how much a firm can invest in R&D. One concern one might
have is that the measure of financial dependence used in RZ is not capturing the right technological
difference in R&D investment across sectors. To test this I construct an equivalent R&D financial
dependence measure. The two measures are positively correlated with a correlation coefficient of

0.4.

Financial Development and Other Country Measures

Measures of financial development come from different sources. The main measure of financial
development I use is private credit as a fraction of GDP, which can be interpreted as the access to
bank loans that firms in a particular country have. The value for this variable is taken directly

from the World Bank’s World Development Indicators (WDI) and is the country’s average value for

*See Rajan and Zingales (1098) for the especifics of how the measure is constructed.

'As highlighted in RZ, the validity of this methodology rests on two assumptions. First, there is a technological
reason for which certain sectors in the economy rely more on external funds to finance R&D projects. Second, this
industry differences are common across countries and across time.
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private credit over GDP during the period 1980-1995. We can think of this measure as the initial
value of financial institutions for each country in the 1987-2006 period.

When doing robustness checks I use two other measures of financial development used in the
literature.  The first is a country’s stock market capitalization and the second is a country’s
accounting standards. Stock Market Capitalization, taken from Beck et al. (2001), is a measure of
the size of a country’s equity markets with respect to GDP. The second alternative measure used
is quality of accounting standards. This measure is obtained from La Porta et al. (1998) and,
as mentioned in RZ, it captures how easy it will be for firms to raise funds from a wider circle of
investors.

Measures of financial development are likely to contain measurement error and to be correlated
with other country characteristics. In order to control for this potential endogeneity, I use dummy
variables representing a country’s legal origin (British, french, German, and Scandinavian) This
instrument, which has been very popular recently in the Political Economy and Law and Finance
literature, is taken from Laporta et al. (1998).

To test the effect of other institutions on growth and R&D, 1 use PPP adjusted GDP per capita
in 1987 obtained from the World Bank’s World Development Indicators. As in Acemoglu and
Johnson (2005) I will instrument GDP per capita by using settler mortality.

Finally, in order to control for the fact that Compustat firms are potentially bigger than a
average firm, I use average employment in each ISIC industry per country. This is obtained from
the United Nations Industrial Development Organization (2001), Industrial Statistics Database
(UNIDO).

Summary statistics of the variables used are presented in Table I.

1.2.2 Results
Financial Dependence and Financial Development: Basic Specification

I begin the empirical analysis by establishing the effect of financial dependence on growth and

R&D. In particular I estimate the following two relations:

95Tk = on+wig+dir+ B, x FDEP; +

+p1 * ageigry, + py * In (Salejjrr) + i
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ln(RD/Sale)ika = g+ wok + o + B9 * FDEPj +

+p1 * ageyrk + py * In (Saleyry) + ek

where g;;7y is the growth rate of firm i, at interval T, in industry j from country £, In(RD/Sale);jry
is the log of R&D intensity, FDEP; is sector j's measure of financial dependence, age;;ry is the
age of firm i at the beginning of interval T, wy, §7 are country and time fixed effects respectively,
and o is a constant. The results are shown in columns (1) and (5) of Table 2. The point estimates
indicate that industries in which financial dependence is higher grow faster and invest more in
R&D than firms with lower financial dependence. If the identification strategy is valid, this would
suggest an important channel through which financial development affects economic growth: it will
benefit more those firms which invest more in R&D and grow faster.

I will now study the effect of financial development on growth and R&D expenditure. To

investigate these effects the following two equations will be estimated:

9ijTk = o1+t 01 + wik + 1+ By * FDEV, FDEPj G

+py * ageijri + py * In (Sale;jre) + itk

111(RD/SCLE€)¢J7';; = 9 +f92j + way + Sopr + 62 * FDEV), * FDEPj +

+p1 * agegri + Hy * In (Sale.,;ﬂ’k) “+ ek

where now 6y, and f; are industry fixed effects and the term FDEV), * F'DEP;, is the inter-
action between country k’s measure of financial development and sector j's measure of financial
dependence. The interaction term will be the object of interest and will be capturing the effect
of financial development on R&D investment and growth. As will be clear in what follows, the
patterns that emerge from these two estimations are very similar. Furthermore, the concerns and

consistency checks of the two reduced form estimations are almost identical. For this reason, in



what foliows I will analyze the two equations simultaneously making clear when one deserves a

ditferent discuss'ion than the other.

Growth, R&D Intensity and Financial Development

Column (2) of Table 2 shows the basic OLS regression of the growth regression. Consistent with
the finding in RZ we have that the interaction term is positive and significant, with a point estimate
of 027 The interpretation of this coefficient is that of a cross-partial derivative. In particular,
‘ iudicates that the difference in growth rates between firms which operate in a sector with high
Tnanciad dependence compared to ones which operate in a sector with low financial dependence
should be increasing as the country’s financial development increases. In order to get a sense of the
wagnitude of this coefficient take a firm with average sales (log Sales = 0.0511) in the country at the
75th percentile of financial development, Austria, and and one in the country at the 25th percentile
of tinancial development, India. The coefficient tells us that the predicted differential growth for a
tin located in the 75th percentile of financial dependence (high dependence) compared to a firm
cperting in a sector at the 25th percentile of financial dependence (low dependence) in Austria
""" percentage points per year higher than in India. This magnitude is large and economically
Sopaontant. Column (6) of Table 2 suggests a similar pattern for R&D intensity. To see the practical
cuperionce of the effect of the interaction term on R&D intensity I will perform a similar example
-l ome above. Take a firm with average size (log Sales = 0.0511) with average R&D intensity
Jwwtftli/Sale) = —3.31) and assume sales grow at 10% annual rate (61.05% in five years) . The
ostiniated coeflicient of R&D tells us that the predicted differential R&D expenditure for a firm with
wwerage sales located in the 75th percentile of financial dependence (high dependence) compared
+ hrm operating in a sector at the 25th percentile of financial dependence (low dependence) in
Austria should be 5.58 percentage points per year higher than in India. This again sheds light on

feevcciomic importance of this channel.

“deseurement Error and Endogeneity

ne concern one might have about the previous results for growth and R&D intensity is that

e using proxies for financial development and financial dependence which could suffer from

stirement error and bias the estimates. Other concern is that financial development might be
vivuenous to unobserved factors that affect growth. I deal with this concern in Columns (3),

71 and (8) of Table 2 In columns (3) and (7) of Table 2 I use a 2SLS approach where I
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instrument financial development with a country’s legal origin. The validity of this instrument lies
in the assumption that the country’s legal origin affects growth only through financial development.
For this reason one should take this result with caution as one can argue that a country’s legal
origin may affect firm-level growth and R&D through channels different than the level of financial
development®. Columns (4) and (8) of Table 2 use the same instruments as before for financial
development and also instruments financial dependence with the lagged value of the measure. The
estimates for both growth and R&D intensity are still positive and significant and the estimated

values are higher than the OLS counterparts, supporting the attenuation bias conjecture.

Reporting Bias

Another concern in the estimation of the R&D intensity regression is that R&D expenditure is not
reported by many firms in Compustat. To correct for this selection concern, I apply Heckman’s
two-step procedure to deal with this issue. The instrument I use in this case is a propensity-to-
report index similar to the one constructed in Akcigit (2009)°. The index is constructed in the
following way. I choose 12 Compustat items common to all manufacturing firms across countries.
The index is the share of these items that a firm reports in a given year and one would expect
R&D reporting to be positively correlated with this index. Columns (9) and (10) in Table 2 report
the estimates of the selection equation and the outcome equation respectively. Column (9) shows
that the expected sign for the propensity to report index is robust to the assumption that firms
in Compustat misreport items consistently. Column (10) shows that the inverse mills ratio is
significant supporting the hypothesis of selection bias. As for the point estimate of the interaction
term, it increases with respect to the OLS estimate suggesting that not taking into account the
non-reporters dampens the effect of the interaction between financial development and financial

dependence.

Other Measures of Financial Dependence and Financial Development

First I start by investigating how the results are affected by the fact that we are using a particular
measure of financial dependence. We can think of an alternative measure of financial dependence

where we use R&D expenditure as opposed to capital expenditure in the numerator. There are

"See Glaeser and Shleifer (2002) and Acemoglu and Robinson (2005) for a discussion.
“The items used to construct the index in Akcigit (2009) are not always reported in Compustat Global. For this
reason the selected variables I use to construct the index do not match Akcigit (2009).
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two problems with this measure of financial dependence. First, this measure is more likely to be
correlated with the error term even when using firm level data. Second, as was discussed above,
misreporting of R&D expenditure will bias this measure towards low financial dependence. For
this reason I will take the results with caution. To try to deal with the first concern I restrict the
analysis in the R&D regressions to non-US firms. The results are presented in column (1) of Table
3 and column (1) of Table 4. The estimated coefficients suggest that the effect of the interaction
term becomes much bigger and is still significant when we use the alternative measure of financial
dependence.

So far I have assumed that technological differences across sectors make some firms rely more
on external financing for all types of expenditures. One possibility is that firms have different
external dependence for different types of expenditure. To study the importance of differences in
external dependence on growth and R&D I run the baseline specifications including two interaction
terms, one using a measure of financial dependence using R&D expenditure and another using a
measure of financial dependence using capital expenditures. Column (2) of Table 3 and Column
(2) of Table 4 show that the two interaction terms are positive and significant suggesting that
both measures of external dependence are important in explaining differences in growth and R&D
expenditure. The magnitudes of the estimated coefficients are smaller than the estimated values
of the regressions where each interaction term is considered independently which was expected as
the two measures are positively correlated”.

The measure of financial development I use is a proxy for the true variable of interest which is
access to private credit. In what follows I will check for the robustness of the measure used. In
particular I use two alternative measures of financial development. The first alternative measure
is Stock Market Capitalization. This variable is a measure of how developed the stock market of a
country is. The second alternative measure used is a country’s measure of accounting standards.
Columns (3) and (4) of Table 3 and Columns (3) and (4) of Table 4 report the estimates of the
interaction coefficient using the two alternative measures. The estimates for the interaction term
using the alternative measures gives significant coefficients for both growth and R&D intensity,

making us confident that the results are not driven by the choice of an arbitrary proxy.

"The coefficient for the R&D regression when using Non-US firms is 0.0299 and significant at 1% significance level.
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Alternative Institutions

One explanation for the findings in the previous subsections is that financial development is captur-
ing the effect of other institutions and country characteristics. For example, Acemoglu, Johnson,
and Robinson (2001) find evidence that property rights institutions affect long run growth. In a
similar vein Acemoglu and Johnson (2005) argue that measures of contractual institutions affect
private credit as a fraction of GDP. Column (5) of Table 3 and Column (5) of Table 4 show the
OLS estimations of the basic reduced form regression including the interaction of log GDP in 1987
with Financial Dependence, where log GDP is used as a proxy for other institutions. For the
growth regression the added interaction term is positive and significant and the original interac-
tion term remains positive and significant but the estimated value is smaller than in the baseline
regression. For R&D intensity a similar picture emerges. In this case the added interaction term
is positive but not significant while the estimated coefficient for the interaction between financial
dependence and financial dependence is positive and significant but smaller in magnitude. Both
of this results suggest that the baseline estimated coefficients could have been capturing the effect
of other institutions which also affect growth and R&D investment. However, once we control for
these other institutions, the effect of financial development on growth and R&D investment is still

present.

Sample Selection

An additional concern is the use of Compustat. As mentioned above, Compustat firms are expected
to be larger than the average firm in a country. This implies that Compustat firms could potentially
be less constrained than the average firm®. If our only concern was that firms in Compustat are
bigger but share the same characteristics as an average firm in the economy, this would make our
estimates a lower bound for the true effect of financial development in a firm’s growth and R&D
responses. But there could be other unobservables intrinsic to Compustat firms. Using data form
the United Nation’s Industrial Statistics Database, I construct a measure of average employment
in industry j for country & and then I construct a measure of a firm’s employment relative to the
average firm”. Column (6) of Tables 3 and 4 show the results when this extra control is added.

Notice the coefficients for this extra control are positive and significant. This suggests that there

*Compustat firms are publicly held firms, which by definition means they are less constrained in raising funds
than a small firm.

09 a . . :

Average employment is the ratio of total employment and number of establishments.
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are firm characteristics in the Compustat sample which makes firms grow faster and invest more
in R&D relative to the average firm. Also notice that in both growth and R&D regressions the
coefficient for the interaction term increases but is still positive and significant and the difference
with respect to the baseline estimate is small. The fact that the coefficients are similar suggests
that the baseline results were not driven by the fact that Compustat firms are different than the

average firm.

Financial Constraints and Size

The previous discussion raises one related question. Many models of financial constraints, like the
seminal paper of Kiyotaki and Moore (1997), simplify financial frictions by imposing a borrowing
limit.  This borrowing limit will usually depend on a firm’s current assets and market value.
Precisely for this reason the effect of financial development on both R&D and growth could be
affected by firm size. To analyze this possibility I study how the interaction term of financial
dependence and financial development is affected by the firm’s valuation. As discussed above,
one could expect that the differential effect of financial development on firms with different levels
of financial dependence drops as a firm becomes bigger since the financial constraints the firms
are facing are relaxed with higher firm value. Ideally I would like to measure the firm’s market
valuation using observed stock prices and outstanding shares as in Baker and Waurgler (2002) and
Fama and French (2002). Unfortunately, Compustat Global does not have entries for stock prices
and for this reason I use a proxy for a firm’s Book V’r].lulle.

Table 5 shows the results of these regressions. First of all variables are deviations from the mean
which makes the interpretation of the coefficient equivalent as in previous regressions. The main
findings of these regressions are summarized in columns (1) and (4) of Table 5. The results support
the significance of the interaction between Financial Dependence and Financial development for
both R&D intensity and growth. The second thing to notice from these regressions is that the
coefficient of the triple interaction term has the predicted sign but is not significant. One possible
explanation for this pattern is that the relation between the interaction of financial dependence and
financial development, although important, is non monotonic in a firm’s size. This would explain
the zero coefficient for the linear approximation. This particular explanation will be supported by
the model presented in the next section.

As discussed above the use of proxies for a firm’s value as well as for financial institutions could
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be biasing the effects found in columns (1) and (4) of Table 5. To take this into account I run
a 2SLS regression where first I instrument financial development with the country’s legal origin
(Columns (2) and (5) of Table 5) and then I also instrument financial dependence with lagged
values (Columns (3) and (6) of Table 5). As can be seen the predictions from columns (1) and
(4) follow through when we instrument financial development and financial dependence. As in
the baseline regressions the coefficient for the interaction term between financial dependence and |

financial development increases when using a 2SLS approach.

Financial Constraints, Industry Heterogeneity and Firm Heterogeneity

So far I have exploited sectoral differences in financial dependence in order to identify the effect
of financial development on growth and R&D expenditure. One might also suspect that there is
a differential effect of financial development on firms with different growth profiles. The idea is
that firms which for some technological reason have steeper growth profiles should gain more from

financial development. To analyze this hypothesis I run the following two regressions

9ijTk = 01 twig T+ o + ,31 * FDEV), « high; + 11 % high; + (l].)

+p1 * ageiyry + pq * In (SalegTi) + ik

In(RD/Sale)ijri, = ag+ wy + dar + By * FDEV), x high; + 71 x high; + (1.2)

+p; * age;jrk + pq * In (Salejjrk) + +eik

where high; is a dummy variable which takes a value of 1 if firm s average growth is above
the average growth rate in country k. Columns (1) and (4) of Table 6 shows the results for the
OLS estimations. The results indicate that firms with above average growth grow faster and invest
more in R&D that firms with below average growth. Furthermore, the interaction term is positive
and significant which indicates that firms with above average growth benefit more from financial
development. The proposed empirical strategy relies on the assumption that the differential effect
of financial development on firms with different growth profiles works through financial constraints.
To check whether the assumption is plausible I estimate the above regressions for firms with high

and low sales. Omne expects that the effect interaction term between financial development and the
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growth dummy will be stronger for firms with low levels of sales as these will be the more financially
constrained firms in the economy. Columns (2) and (3) compares the estimation results for the
growth regression for firms with sales above the average sales level and below the average sales level
respectively. Similarly columns (6) and (7) do the same exercise for the R&D regression. Columns
(2) and (6) show that when we analyze firms with high levels of sales the interaction term is lower
than the original estimates and non significant. This implies that the differential effect of financial
development on firms with above average growth vanishes when we analyze big firms. Columns (3)
and (7) on the other hand analyze the effect of the interaction term when one looks at firms with
low levels of sales. The results suggest that higher financial development has an important effect
on growth and R&D specially for firms with high growth profiles. Taking these two observations
together confirm the hypothesis that financial development affects growth and R&D by relaxing
the financial constraint of firms.

Columns (4) and (8) analyze the estimation of equations (1.1) and (1.2) when we include
the interaction term for financial development and financial dependence, FDEV}, * F DEP;. The
estimates indicate an important effect of financial development by favoring both firms with higher
financial dependence as well as firms with above average growth. Furthermore, the results presented
an important relation between financial development and firm dynamics.

This concludes the analysis of the reduced form relation between the interaction of financial
dependence and financial development with growth and R&D. The main results are summarized
below:

i) The difference in growth of firms in sectors with high financial dependence compared to those
in sectors with low financial dependence is increasing in the financial development of the country.

it) The difference in RE&D intensity of firms in sectors with high financial dependence compared
to those in sectors with low financial dependence is increasing in the financial development of the
country.

i1) The effect of financial development on firm growth and RED intensity will affect differ-
entially firms with growth rates above average, suggesting an important relation between financial

development and firm dynamics.

1.2.3 From R&D to Growth

Any theoretical model of endogenous growth would emphasize the relation from R&D to growth

both at the aggregate level and at the firm level. That is why a natural reading from the predictions
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above is that the effect of the interaction between financial development and financial institutions
on growth could be caused by the impact this interaction has on R&D. One could proceed to

estimate a regression of the form

9ijTk = 01+ 91j + wy + o + qﬁlog(RD/Saleika) + 31 *x FDEV; = FDEP_;,' +

+p1 * ageijrk + py x log(Sale;jry) + i

and test the hypothesis that g, = 0. This subsection tries to study precisely this hypothesis.
In particular column (1) of Table 7 shows that once we control for R&D intensity the coefficient of
the interaction term becomes negative but not significant.

The problem with estimating the above equation is that it is very likely to suffer of endogeneity,
i.e. Cov(eyx|log(RD/Sale)) # 0. To address the potential endogeneity of log(RD/Sale) 1 follow
two approaches.

The first approach I follow is to instrument log(RD/Sale) with lagged values of the variable.
This approach is usually used when treating for classical measurement error. Column (2) of Table
7 shows the results for this 2SLS regression. In this case the coefficient for R&D expenditure is
positive but smaller than in column (1) and highly significant while the coefficient for the interaction
term is not significant.

As mentioned before, our measure of financial development is likely to be correlated with vari-
ables affecting a firm’s growth and R&D decisions. For this reason in column (3) I instrument both
log(RD/Sale) with lagged values of R&D and financial institutions with the legal origin dummy.
The results show that the coefficient for R&D intensity is almost unchanged and remains highly
significant. The coefficient for the interaction term increases but remains non-significant.

The results above are subject to the following critique. One can argue that past R&D decision
by firms are forward looking and can be correlated with contemporaneous firm level shocks. If
this is the case, the estimated coefficients on the growth regression using lagged R&D intensity as
an instrument would be biased. To overcome this concern ideally one would like to instrument
R&D with a variable which is not affecting growth directly. One plausible source of exogenous
variation in R&D are unexpected changes in R&D tax and credits. Hall and van Reenen (2000)
provide a summary of some papers which review the tax treatment of R&D for several countries.
The problem with such literature is that most of it does not have any time variation in the tax

structure.  One study which provides a unified overview of changes in R&D tax and credits is
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oo, Griffith and van Reenan (1999). In particular they construct a panel of countries over
to vears for which they calculate the tax component of R&D user cost. I use this measure as an
isirument for R&D intensity. The basic assumption for the validity of the instrument is that
changes in R&D tax structure affect growth only through R&D intensity. The use of firm level
‘tnia makes this assumption more likely to hold. The use of this instrument, however, comes at
tiw cost of a much smaller sample as observations for the tax component of user cost of R&D are
wiable for only half the period in the sample and nine countries. With this caveat in mind I
wow the results for the estimation of the growth regression where R&D intensity is instrumented
vitis changes In the tax component of the user cost of R&D. Column (4) of Table 7 shows the
results of the 2SLS regression where only R&D is instrumented while column (5) shows the case
e financial development is also instrumented. We can see from both columns (4) and (5) of
Iable 7 that the coefficients for R&D intensity increase dramatically when we use tax changes as an
wtpwment and although the sample size is largely reduced this does not affect the significance of
ciect of R&D. In both cases the coefficient for the interaction term becomes negative and non
roonicant. One concern is that there is little variation in the financial development measure and
et cven when excluding R&D intensity the interaction term is non-significant for the subsample
siries. Column (6) in Table 7 examines this concern. The first thing to notice is that the
“cotheient for the interaction term is positive as in the full sample case. The estimated coefficient
o rser than in the full sample case but the variance is larger as was expected. Despite this, the

~vetlicient is still significant at the 10% significance level.

Pl maim result of this subsection is summarized below:

- I'ie main channel through which the interaction between financial dependence and financial

dicvelopment affects a firm’s growth is through the effect it has on RED expenditure.

.4 Maodel

s section I present a modified version of the model used in Akcigit (2009). I will start by
descnibing the basics of the model. Then I continue to define and characterize a Markov Perfect
fuitibrium (MPE) of the model. Next I turn my attention to Steady-State equilibria of the model,

it e eauilibria where aggregate variables grow at a constant rate. I conclude this section by
. TT

g that the model’s predictions are consistent with the empirical regularities found in the

Lot section.
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1.3.1 Preferences and Technology
Households and Final Good Producer

1 will start by describing the baseline dynamic model. Consider a discrete time economy where the
representative household maximizes the expectation of an infinite sum of discounted utility, with

intertemporal preferences of the following form,

Ui=E Y B logC, (1.3)

7=t

where € denotes consumption at time ¢, 3 € (0,1) is the discount factor and Ey is the expec-
tation operator conditional on the information at time ¢. The choice of the logarithmic per-period
utility is both a widely used and convenient assumption as it implies a simple relation between the
interest rate, the growth rate and the discount factor.

Let Y; be the total production of the final good at time ¢. The final good is produced by a
perfectly competitive firm using inputs from two sectors, sector H and sector L Specifically the

production function for the final good takes the following form:
Y, = 2Y,/ 2y} (1.4)

Throughout the exposition of the model, I take the price of the final good as the numeraire and
denote the price of sector j € {H, L} at time t by Pj;.
The maximization problem of the final good producer implies that the demands for input from

sector j satisfies
Y;

Y., =
Jt P__?

(1.5)

Producers in sectors H and L are perfectly competitive and each uses a continuum 1 of inter-

mediates indexed by 4 and use the following Cobb-Douglass production function'"

-1
Yigt -
InYj, :/ In (222 ) di (1.6
S /X ( 2 ) )

From sector j producer’s maximization problem and denoting the price of intermediate i in

0T conld allow the set of active firms to be determined by free entry as in Akeigit (2009). This would create an
extra difficulty when trying to solve numerically the model and would introduce an extra effect of financial frictions
which, although an interesting one, I shut down.
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sector j at time ¢ by p;;, we have that the demand for intermediate i in sector j will take the

following form
P Y
Yigt = M (1.7)
Pijt
Taking (1.5) and (1.7) together we have that the demand for intermediate i in sector j follows

satisfy the following equation:
Y;

Pijt

(1.8)

Yijt =

Households are endowed with 1 unit of labor which will be used for production by intermediates
and for R&D. A representative household holds a balanced portfolio of all the firms in the economy

which implies the following budget constraint
| 1
Ot + At+1 = / H.thdi -+ / HiLtdi + w + (1 + T't)At (19)
J0 JO

where II;; are the profits of firm ¢ at time ¢, w; is the wage rate in the economy at time t,
is the interest rate, and A; are the savings of the representative consumer. Assets held by the

consumer will be used to finance R&D expenditure by firms.

Intermediate Goods Sector

Each intermediate ¢ € [ is produced by an infinitely-lived monopolist which takes decisions about
production and R&D. All these decisions will be described in detail below.

Production. Production of intermediates satisfies the following linear technology:

Yijt = Gijelije (1.10)

where l;j; is the labor hired by intermediate producer i in sector j at time ¢ and @it € [g¢,00) is
firm-specific labor productivity with an economy-wide distribution function ©;(Q;). As in Akcigit
(2009) the lower bound on the set of possible qualities, qi, reflects the fact that in each period
there is a threshold below which the technology is outdated and has no productive value. For
mathematical convenience I will assume ¢; > w,''. Furthermore, as in Aghion and Griffith (2005),
I assume there is a competitive fringe of imitators who can produce variety i in sector j at a

marginal cost of yw:/q,, where g, = / gitd; is an aggregate labor productivity index. We can

"' This assumption will gnarantee that all firms earn positive profits over the labor productivity space.
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interpret the term y as a measure of intellectual property rights in the economy. This assumption
implies the monopolist faces a limit price it can charge equal to yw/q,.
The production function for intermediate ¢ in sector j, (1.10), implies that the marginal cost of
producing intermediate @ is
MCy = — (1.11)
Qijt
Putting (1.8) and (1.11) together we get that "operational" profits (profits exclusive of R&D

expenditure) for an intermediate producer are

Tt = Y (1 = (Pija@'jt)"l) (1.12)

where giji = giji/w, is firm #'s relative labor productivity and will prove to be important in the

analysis that follows.

Labor Productivity and R&D Technology. So far I have treated labor productivity as a
constant. The key ingredient of the model will be investment in R&D which improves a firm’s labor
productivity. In particular, each intermediate producer has a quality ladder along which she can
improve her current labor productivity, g;;;, through additive step-by-step innovation. Innovation
is stochastic, such that the intermediate producer cannot choose directly future productivity, but
only the probability of success. This implies that the actual R&D decision undertaken by the
intermediate producer is the choice of a success probability which I will define as ¢;;, € [0,5] b <
1. Putting these two assumptions together, we have that next period’s labor productivity for
intermediate producer 7 will be given by

@it + A¢ with probability ¢,
qijt+1 =
¢ijt With probability 1 — ¢,

where ); is the additive step size which is common across firms. [ will assume that the step size
is proportional to the wage rate, A; = Awy. This convenient normalization will turn useful when I
analyze the steady-state equilibrium of the model.

In order to generate this success probability the intermediate producer must hire labor. In
particular, I will assume that in order to have a success probability of ¢, h;(¢, ;) workers must be
employed. There is heterogeneity across sectors in the R&D cost function. In particular, I assume

that sectors differ in their ability to perform R&D. This ability is captured by a parameter x; with



kg > 1. This implies that in the economy there is fraction 1/2 of firms which have ability kz and
a fraction 1/2 which have ability x;,. We can now define the distribution of labor productivity-type
pairs as

Ft ! Qt X {K;L,KZH} — [0, l]

where this distribution is consistent with the distribution of intermediates within sectors and
with ¥;.

I assume that for a given success probability the R&D cost function satisfies the following
inequality, h(¢;js,kH) < h(¢;j,wr). This implies that sector H will be the R&D productive
sector in the economy. I will assume that firms have an infinite cost of switching sectors which
implies that they operate in the same sector as long as they live. This means that, as opposed
to labor productivity, a firm’s ability will be constant over time. Going back to the empirical
section this assumption captures the observation that there is great variation in growth rates and
R&D expenditure across sectors. Furthermore, consistent with he empirical section, the described
model will imply that more financially dependent sectors in the economy will be growing faster and
investing more in R&D.

Following Kortum (1993) and Acemoglu and Akcigit (2009), I will use the following production

function for an R&D:

h(bije, k) = %gb?jt (1.13)
j

with 6 > 1. This specification implies that the total R&D cost for an intermediate firm is

2 40 (1.14)

wih (¢, k) = o, Liit
7

The choice of R&D by firms is not unconstrained. In particular, firms have to borrow from
households in order to invest in R&D. I assume, for example because of commitment issues, that
firms can only invest a constant u € (0, 0o of their operational profit, 7;5¢- This implies the following

borrowing constraint
w7y

¥ < pmi 1.15
GHJQS —I‘LTT.?t ( )

This will be the key ingredient of the model in generating the relation between financial depen-
dence, financial development, growth and R&D which we observe in the data.

Exit Firms will exit whenever their labor productivity is outdated, that is when labor produc-
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tivity falls below the threshold ¢q. For simplicity I assume that an exiting firm’s outside option is
the current value of the production unit.
Labor Market The intermediate producer will hire labor both for production and for R&D.

This implies that the following labor market clearing condition has to be satisfied

L= / (Ligre + hip)di + / (Lirt + hipe)di (1.16)
Jiely Jiely,

To close the description of the model we can summarize the timeline as follows:

Beginning of period t, firms invest in R&D using the amount borrowed in ¢t — 1. Current

labor productivity is g;j;.

Production of the intermediate goods, the final good, and wages paid. Profits distributed

among consumers.

e R&D outcome realized, gij 1 determined.

Intermediate firms borrow from households. End of period t.

1.3.2 Equilibrium

Throughout I will use Markov perfect equilibria (MPE) as the equilibrium concept, where strategies
are only functions of the payoff-relevant variables!”?. For the intermediate producer the payoff-
relevant variables are the current labor productivity g;;;, the firm’s ability, x, as well as the distri-
bution of labor productivities, I';(Q;), the final good’s production, Y;, the wage rate, w; and the
interest rate.

Before characterizing the equilibrium of the model, I define an allocation as follows:

Definition 1 (Allocation) An allocation in this economy is
(i) a sequence of consumptions and Assets holdings by the households { Ay, Ci}i2y,
(ii) a sequence of productions for the final good producer {Y;}72, . and a sequence of productions

of inputs, {Y; }72, j € {H, L}

"2 Using MPE allows us to ignore more ellaborate interactions between economic agents. Given the continuum
assumption it makes sense to ignore such interactions. Furthermore, the use of this equilibrium concept is generally
used for this class of models.



(1) a sequence of productions and RE&D decisions by the intermediate producers of each sector
{yits Djes it hje 120,

where y 1= (Yijt);e(0,1) » Pit= (Ql)’:jt)'ie[ﬂ,l] it = (lijt);ep0,1) » 13t = (hage)ie o1

(iv) a sequence of prices {we, ry, PHt, PLt, Pht, Prs} where Pit= (pijt)z'e[o,l],je{L,H} ,

(v) and a sequence of labor productivity Distributions {T tFoco

Next, I define an equilibrium in this economy. As I mentioned above, we are going to restrict
to markovian strategies. For the intermediate producers this implies that R&D decisions, prices

and production can be represented by the following mappings:

biip © QexrxT xR — [0,9]
Yijt ° QtXﬂXFXR?:__)R+

Pijt QtXh‘,XFXRi_——»R_F

where (); is the space of possible labor productivities at time ¢, I" is the space of distribution
functions and R‘j’r stands for aggregate output, Y;, the wage rate, wy, and the interest rate, r.

Taking these elements into account I have the following equilibrium definition:

Definition 2 (Equilibrium) A Markov Perfect Equilibrium is given by an allocation
{}/1-5*7 Y}j’[,) YEL) Ct*? A;; 'LU:, T": ; y}:t: y?’—{t: qbzt: (rb,*qt) lt} ht) pzp p*HtJ P}Jt: PLtP:‘}in S’U‘Ch’ th‘at
(o ]
i) { Yies p;t}tzo solves the intermediate producer’s mazimization problem conditional on {qq, Y,*,w},rf, T} ¥
(i) {®f}i=y solves the RED mazimization problem conditional on {qq,Y;*, w,rf, T't Yo
(iii) {1;, hy },2 ) satisfy (1.10) and (1.13) respectively,
(i) {CF, A} q zo solves the household’s mazimization of (1.3) subject to (1.9),
(v) {Y{*}i2, is consistent with (2.1),
(vi) {wy},2g clears the labor market, {r}};°, clears the savings market,
and
(viti) {T'; };2, is consistent with {¢}};2,.

i) {YJ‘;}ZO is consistent with (1.6)

Having defined an equilibrium in this economy I proceed to characterize the equilibrium.
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Intermediate Producers I start by pointing out that the intermediate producers’ problem
can be split into two: an intratemproal problem and the R&D (intertemporal) problem. The
intratemporal problem of intermediate producer i is the static profit maximization of (1.12). We
can see from (1.12) that the profits of a monopolist are increasing in p;;; which implies that the
optimal price the monopolist will charge is the limit price yw;/q;. Using the previous observation

we have the following optimal quantities, prices and labor demands

* * Y*(/]E
Yije(@ige; wi, Yy') = tx (1.17)

* * * weX
Pje(Gige; wi, Y') = 7 (1.18)

. N
L (Gijes wi, Y]) = wt;@_ﬁ (1.19)

where, as defined above, Gij; = gijt/w; and @ = g;/w;. Putting (1.17) and (1.18) together with

(1.12) we have that firm i's "operational" profits are

* * * * ;}T
Tt (Gijes wi, Yy) = Y, (1 - X@"t) (1.20)
XUy

Notice that equilibrium operational profits of firm ¢ are concave in the relative labor productivity.

Next we turn to the R&D problem faced by firm ¢. We can write this intertemporal problem

in recursive form and define the value of firm ¢, in sector j, at time t as follows:

1 dViier1(gije + X, K )+
) e 1) (1.21)

Vije(qije, k55 Kf) = max Hiﬂ-l—(m.i
’ o +(1 — ¢)Vijesr (i Kiyp)

ot

subject to (1.15)

where

Ly = Tr;-kjt(qijt;'wi, Y;) — (1 4+ ) wih(¢, K;)

are the profits obtained by firm ¢ and K is the set of state variables at time {. Per-period
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profis have two components. First we have the equilibrium operational profits. The second term
i the R&D cost of the firm which is paid back to lenders. The value function presented in (1.21)
captures the basic R&D problem of firm i. On the one hand the firm incurs in a cost in the
current period and on the other hand this R&D investment allows the firm to have a higher labor
pioductivity in the future. The optimal R&D choice by firm 4 satisfies (1.21).

Having described the problem of the intermediate producer I turn to the equilibrium in the final

ad's market.

Final Good First, using the intermediate demands we can check that the zero profit condition

i rinal good producer is immediately satisfied.

Also, by combining the production function of the final good producer (2.1) and (1.17) I can

i down the average relative labor productivity in the economy as

@ =X (1.22)

i he cquilibrium average relative labor productivity implies that the equilibrium wage rate of
o ceonomy will be wy = g/ x which points at the importance of average labor productivity as the
it foree of growth in this economy.
Flouseholds  Households maximize (1.3) subject to (1.9), which gives the standard Euler
wpiation
%:*—1 =41 +r}) (1.23)
for the law of motion of consumption. We also have that the budget constraint of the repre-
wintive household will be binding in equilibrium. Combining the binding budget constraint of

consamers together with the final good producer’s zero profit condition and the market clearing

oudition for the asset market we get the following resource constraint:
Cf + Al —wiH =Y/

where Hy = [ 1y M di+ [icp, hip,diis aggregate employment in R&D. This condition implies
it cutput and last period’s assets can be used for two purposes, consumption and saving.

Labor Market Combining the labor market equilibrium condition, (1.16), and (1.22) we can
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pin down equilibrium output in the economy as

Y, = @w
(3)

For future reference I will define relative wage, the ratio of the wage rate with respect to output,

t

as —_
1 1
(1—Hf) (q)
My next goal is to solve for the steady state equilibrium of the economy. The focus on the steady
state equilibrium is both for convenience and it’s importance. The importance of understanding

the steady-state behavior of the model is that it allows me to predict and understand the long run

behavior of the economy.

1.3.3 Steady-State

I define a steady-state equilibrium as an equilibrium in which output, consumption, average labor
productivity and the wage rate grow at a constant rate g. Before going to the formal definition of
a steady state equilibrium, I will define a convenient normalization. In particular the normalized

value of some variable z; with respect to Y; will be denoted by z.

Definition 3 (Steady-State Equilibrium) A steady state equilibrium is a tuple (V*, ¢, f*, w*, g*)
such that

i) V* satisfies (1.21)

i) ¢* solves (1.21)

111) T forms an invariant distribution over the state space @ x {kp,k1} and this invariant
distribution is generated by ¢*

iv) the relative wage rate, w*, clears the labor market

and

V) Cr Y wi, g, all grow at the constant growth rate g* which is consistent with the equilibrium

RED decision ¢*.

Value Functions and Policy Functions



In what follows I will characterize the steady state equilibrium and show that the predictions of the
model are consistent with the empirical predictions from Section 2. The first thing to notice is that
in the steady-state equilibrium the only relevant state variables from an intermediate’s perspective
are the relative wage rate, the growth rate, the firm’s relative labor productivity and the firm’s
R&D ability, k. This reduction in the space of state variables occurs because conditional on these
three variables firms can fully predict current and future prices along the equilibrium path. Having
made this observation I can write the R&D problem of the firm as

(1-1) - S2an(g, n)+

V16 mw0) = ma, +8 (47 (22 o _ )7 (e (1.25)
(57 (B ms) + - 07 (359))
where Z(gq) = {qﬁ € [0,¢] : Wh(g, k) < p (1 — %\)} is the relevant constraint set and V is the
normalized value function. Given the stationarity of the problem, I have dropped the time indices.
The above equation uses the Euler equation to pin down the equilibrium interest rate, r* = (1%'1.
One interesting observation which can be made from (1.25) are the externalities that aggregate R&D
will create on individual firms. In particular, higher aggregate R&D investment will have opposing
forces on individual R&D. On the one hand, it will increase the cost of R&D by increasing both
the interest rate and the wage rate. On the other hand, the growth of the wage rate depreciates
future relative labor productivity, giving an incentive to firms to overcome this through R&D.

The next proposition describes the general properties of (1.25). The proof of this proposition

and the proofs for other results in the rest of the paper can be found in the appendix at the end.

Proposition 4 For any given tuple (f*, w*, g*), the relative value function (1.25) exists, is unique,
continuous, strictly increasing in the relative labor productivity, differentiable and strictly concave.

This wmplies that optimal policy functions ¢* ezist and they are continuous functions.

Next I proceed to characterize in more detail the R&D decision by firms. Understanding a
firm’s R&D choices is crucial for understanding the forces which affect individual and aggregate
growth. T’ll start by focusing on the unrestricted choice of a firm with labor productivity g and
ability k. Using the results from Proposition 4 (concavity and differentiability of the value function)

we can characterize the R&D decision of an unconstrained firm by using the first order conditions.
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This implies that the unconstrained optimal choice of R&D will be:

~ (543 = = P _
V(%,K;U),g) _V(%Q;K'uw:g

yw(l+ g)

) 1/(6-1)
¢" (3, k) = | KB

(1.26)

First, as will be proven later, ¢" is increasing in k. We can also see that as idiosyncratic labor
productivity increases firms will choose a lower R&D probability. This comes from the concavity
of the value function: as a firm’s labor productivity increases the differential gain of increasing
labor productivity by X will be smaller.

The effect of the growth rate on the unconstrained choice is not an obvious one. First notice
that an increase in the growth rate increases the cost of R&D through the interest rate. On the
other hand the growth rate will shrink relative labor productivity tomorrow making the differential
gain of successful R&D greater.

The unconstrained R&D choice will not be attainable for constrained firms. In particular we
will have a threshold value such that firms with g high enough will not be restricted. We summarize

this in the following Lemma.

Lemma 5 For each x there will be a threshold §(k) such that for § > G(k) we have ¢*(q, k) =

" (3, k) and for § < (k) we have ¢*(q, k) = ¢" (g, k), where

9" (q.K) = (u% (1 = %))W (1.27)

Furthermore, (k1) < @(kn)

Lemma 5 tells us that R&D choices of a firm will be hump-shaped in g. In particular, for
7 < (k) optimal R&D will be increasing and concave in g while for g > g(x) it will be decreasing.
It also points at one important feature of the model, the set of g's for which firms in the high ability
sector are constrained is larger than that of the low R&D ability sector. This follows from the fact

that the high ability firm is spending more on R&D than the low ability firm for a given value of .



Existence of a Steady-State Equilibrium

In what follows I will show that a Steady State equilibrium exists. First I start by characterizing

the equilibrium growth rate for a given I'*. In equilibrium we have that
—_ .1 —~
7= [ ad
J0

1s constant and equal to y. Using this observation we have that the aggregate growth rate of
the economy satisfies the following equation
o _ A 87(@ Ryl

g = —Xk (1.28)

Next I show the existence of a steady state distribution. One useful observation is that for a
given k, there exists a § = A\/g* such that for a given g* > 0, if §; > § then g, < § for some finite

7 > 0. This implies that all states §; > § are transient.

Proposition 6 Assume g* > 0. Then for a equilibrium policy function ¢*(@,r) there exists a

unique Steady-State Distribution T* - @ X {kr,km} — [0,1]

To finish the characterization of a Steady-State Equilibrium the following proposition shows

that a steady-state equilibrium with a positive growth rate ¢* exists.

Proposition 7 Consider the economy above. A Steady-State Equilibrium m* = (V*, o7, f*,@*, g*)

exists.  Furthermore, g* > 0.

Financial Dependence and Financial Development

Next I will analyze what is the effect of sectoral differences on R&D ability, x, and financial
development, 2, on a firms’s decisions. One question that comes naturally from the analysis above
is whether higher ability firms, firms in sector H, are choosing higher R&D levels conditional on

their size. The next lemma shows that this is the case.
Lemma 8 The policy function, ¢*, is increasing in k for a given value of §.

Having characterized the policy function we turn to the analysis of three variables of interest

at the firm level: expected growth, R&D intensity and financial dependence. The study of these
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variables will be important when trying to map the model to the observed patterns in the data.
As the reader can expect, the results I will show for these three variables of interest will be closely
related to the results for R&D probabilities, ¢,

I will start by defining a firm’s growth in labor productivity as

» X¢* (3, &) — 9"
g((b K) = a(l +g*)

(1.29)

From this equation we can see that a firm’s growth is determined by three factors. On the
one hand a firm’s growth is affected by her current labor productivity. As pointed above, the
effect of labor productivity on growth will be hump-shaped. At low levels of labor productivity
the firm will be financially constrained and increases in labor productivity will relax the constraint.
This channel will allow firms to invest more in R&D and grow faster. On the other hand, as
the firm’s constraint is slack, R&D is decreasing in labor productivity, which then causes growth
to slow down. The second channel is aggregate growth. On the one hand growth has a direct
negative effect on individual growth as it depreciates future sales. On the other hand there is an
indirect effect through R&D decisions which is ambiguous. The third channel is the firm’s R&D
ability. Finally Lemma 6 implies that for a given labor productivity level, g, individual growth

will be weakly increasing in .
Next we define R&D intensity (R&D expenditure divided by operational profits) as

G0+ )iyt (G )°
M= TG )

(1.30)

Similarly we will define a firm’s financial dependence (borrowing over profits) as

guryd* (g, k)’

PR = -

It is obvious from these definitions that in this model financial dependence and R&D intensity
are proportional.
One key question in the analysis is how financial dependence is related to a R&D ability. To

answer this I will characterize how R&D intensity varies as we vary the firm’s R&D ability.

Lemma 9 For a given relative labor productivity q, R€ID intensity and Financial Dependence,

R(q, k) and F(q, r) respectively, are weakly increasing in k.
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Uhis result implies that R&D ability and financial dependence are tied together. In particu-
tar, we have that firms operating in sector H will have higher financial dependence. So far, and
‘nesistent with the data, the model suggests that sectors which have higher x are more financial
‘lependent, grow faster and invest more in R&D. But the empirical section also suggests a differ-
viitial effect of financial development on the growth rate and R&D investment of firms in sector H

conupared to those in sector L.

tariial Equilibrium Analysis  So far I have shown that firms with higher R&D ability have
niehier growth, higher R&D choices and higher financial dependence. But one natural question one
v ask 1s how are these variables affected by the measure of financial development of the economy,
Auswering this question is difficult due to the general equilibrium effect that u has on prices and

fo tirn’s value function. Because of this T will split the analysis into two. First I will characterize
the effects of p on the variables of interest assuming that the Value functions, the wage rate and
“rowth rate are constant while the general equilibrium effect will be analyzed in detail in the

i section. Studying this partial equilibrium case will be useful in highlighting the main channel
ssough which financial development and a firm’s ability interact. Two important results emerge
‘s partial equilibrium analysis.  The first result shows how financial development shapes the
v of firms which are financially constrained. Second, as a consequence of the effect of financial

evclopnpent in the set of constrained firms and holding the ¢*.%* and V* fixed, an increase in
g g, H

o o bigger impact in the R&D investment of those firms with higher R&D ability, sector

‘e next Lemma shows the main results of the partial equilibrium analysis. I show first that
o piven g* and w* higher financial development increases both R&D intensity and growth of a
oo andd second that this higher financial development increases also the differential growth and

(tiniensity between a high ability and a low ability firm.

Lerann L0 For given relative labor productivity §, and constant V*, g* and w”,
i growth and RED intensity, R(q, k), are weakly increasing in pu.

) lurthermore we will have that for py > p; the following conditions must hold

R@ mmiig)  R(@rmip)
R(7, 6Lipy) — R kL)
@ ki) o s@kEuip)
(@ 6Lipm)  — <(@ kL)
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3) The inequalities are non monotonic in g.

The result follows form the fact that high types will be more severely affected by low levels of
financial development as they are the ones who are spending more on R&D. This result is consistent
with the findings in Section 2 and points to a particular channel as a possible explanation of how
financial development affects firm growth and aggregate growth: low levels of financial development
affect disproportionately firms which have a higher R&D ability as opposed to those that don’t.

One should beware as the results I find stem from one important modeling assumption. In
particular I have assumed that the borrowing limit is subject only to current profits which are
independent of ability. A more general framework would allow this borrowing constraint to depend
on a firm’s value. This would end up favoring high ability types who will have higher value
functions. However, the total effect is ambiguous as high types are still investing more on R&D
which makes the financial constraint more likely to be binding. The choice of this simpler constraint
is a matter of tractability of the model'.

So far T have showed that the predictions of the model are consistent with the empirical pre-
diction above. However, this predictions assume that the Value functions of the firm, the relative
wage and the growth rate are constant as o changes. Once [ take this general equilibrium effect
into account, one could expect the predicted patterns to change. The next section shows that
even when we take this general equilibrium effects into account the predictions of the model remain

consistent with the predictions in the data.

1.4 Numerical Solution

1.4.1 Computational Strategy

The purpose of this section is to solve the model numerically in order to assess and qguantify the
general equilibrium effects of financial development. First I start by describing the computational
strategy to be followed.

The computational solution of the model consists of the following routine. First there is an
outer layer which consists of two variables, namely the aggregate growth rate g* and the labor share,

in this outer layer I use a bracketing procedure in order to find the equilibrium prices. Next, taking

13 : : : o — : . . v

I solved the model numerically with the different R&D restriction. For high levels of j1 convergence was achieved
and the main predictions remain unchanged. The computational challenge arose for low values of y in which case [
didn’t get convergence of the value functions.
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thiese values as given inside the inner nest, a firm’s value function is solved using a value function
ieration routine.  For this, I calculate the unconstrained policy and evaluate if the constraint
is slack. If it is, then this is the policy function ¢* = ¢“, otherwise we calculate the restricted
value using (1.27),¢* = ¢®. Since the state space Q is continuous T use a cubic splines collocation
methiod to approximate the value function at exactly n = 150 points.

Duce the value function iteration converges I use the policy function ¢* to calculate a transition
funetion and with this a Steady-State Distribution over the n points. With this distribution I
caicalate the growth rate and the relative wage rate using (1.28) and (1.24) respectively. These
valies are compared to the original guess and we increase or decrease the new guesses depending
ou the sign of the difference between the old guess and the predicted values.

I have 7 parameters in the model and their values are taken from several studies. First, the
wfve for ¢ is set to two which is within the range of values suggested in Kortum (1993). The
value of the innovation step size, X, is taken from Akcigit and set to 0.25. I use a value for the
Hecennt factor, B, of 0.975 which is consistent with values used in the literature. The value for X
chiosen to be 2 which implies a mark-up of a 100%. This mark-up value is consistent with the
wiinates by Hall (1988) and Broda and Weinstein (2004)!. This leaves me with 2 parameters

- the low ability level k;, and the constant v which are calibrated such that the model with
v tinancial frictions matches the moments from the US Compustat firms!®. To do this, T use the
2005 period and divide firms into two groups, low financial dependence and high financial
dependence.  In particular I caleulate the 33rd percentile and 66th percentile of the distribution
ot the financial dependence measure calculated in Section 2. Using these thresholds I define a high
fancinl dependence sector as a sector with financial dependence above the 66th percentile and

antvalenily a low financial sector a sector with financial dependence below the 33rd percentile.

Hising this classification of sectors, I calculate three statistics from the sample:

# the difference in average growth between the high financial dependence sector and the low

Hincial dependence sector,

@ the difference in average R&D intensity between the high financial dependence sector and the

low financial dependence sector,

i parteular, Hall (1988) estimates mark-ups for US industries which are bigger than the one I use. On the other
hosds Broda and Weinstein (2004) estimate elasticities of substituion using trade data and the implied mark-ups from
it study are smaller than the one I use. T have chosen a value consistent with both these studies.

“Lhe pupaneter sy ois normalized to 1.
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e the difference in average labor productivity between the high financial dependence sector and

the low financial dependence sector

The next table shows the results obtained from the calibration exercise

g — g1 RDy—RD; qu —qL
Data 0.012 0.08 0.06
Model 0.011 0.06 0.08

1.4.2 Value Function, R&D, and

Before analyzing the effect of p on aggregate growth, the equilibrium wage rate and welfare, I
start by analyzing the effect that changes in p has on the Value functions and the policy functions.
Section 3 showed that if we treated the growth rate, the wage rate and the value functions as
constant and for a given labor productivity level, differences in R&D intensity and growth rates
between firms of high and low R&D ability are increasing in p. Next, I will present the calibration
results for the economy with p = co and one with g = 0.6. Figures 5 and 6 show that the partial
effect of p might not hold once we allow for this general equilibrium interactions. First notice
that policy functions satisfy the properties highlighted above. For the economy with financial
constraints, R&D is always decreasing in labor productivity and the high ability invests more for
every labor productivity value. Similarly, for the constrained case we have a hump-shaped best
response as predicted in the theory. One important observation to be made is that when we have
financial frictions the value function becomes very steep for firms which are financially constrained.
This could create a region in which differences in R&D choices by high and low ability firms might
be larger in the constrained case than in the unconstrained. Despite this possibility, the analysis

that follows shows that on average the "partial effect" result from Section 3 still holds

1.4.3 Aggregate Results and Financial Development

To analyze the effect of differences in financial dependence 1 have solved the general equilibrinm
model for different values of p. I will start analyzing the results by showing the effect of financial
development on growth. Figure 7 shows the plot of the equilibrium growth rate for various values
of p. The dashed line is the growth rate of an economy with no financial friction (g = co). The
first thing to notice is that growth and financial dependence are positively correlated and the gains

in growth from increases in financial development are particularly big for low levels of financial
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development. This result is consistent with the evidence presented in Figure 2, where the same
pattern emerges. Figure 8 presents a similar pattern for the equilibrium wage rate in the economy.
The co-movement of the wage rate and the measure of financial development comes from the fact
that when p is higher firms are investing more in R&D which requires them to hire more labor,
pushing up the labor demand.

Figures 9 and 10 present the second successful prediction of the model. Both thé expected
difference in firm growth and R&D intensity between firms in sector H and sector L (high financial
dependence and low financial dependence, respectively) are increasing in financial development.
This goes in line with the empirical section which showed evidence of a positive effect of the
interaction between financial dependence and financial development on growth and R&D intensity.

The next goal is to assess the welfare gains of higher financial development. From (1.3) and
the final good market clearing condition, we can approximate aggregate welfare for an economy

with financial development p as

W) = _1n(1@_*(g)) " (fg_*(g))2 (1.31)

Figure 11 shows this relation. The pattern that emerges is exactly the one we observe for growth
and the wage rate. As with growth, this implies that there are big gains to be made from financial
development for economies with low levels of .

The discussion above suggests that there is room for policy interventions to increase the welfare
of the economy. In particular there are three dimensions for which policy might be important in
contributing to welfare. First, as in Akeigit (2009), under no financial constraint, small firms are
doing more R&D conditional on ability which calls for subsidies for small firms. In addition to
that, firms with higher R&D are ability are contributing more to growth which suggests that they
should be targeted by policy. Finally, financial constraints are affecting R&D decisions precisely
of those firms which had a higher contribution to growth in the first place. All this suggests that
optimal Ré&D policy should take into account all three channels. The next Section deals with the

discussion of policy design in a world of financial frictions and heterogeneity among firms.

1.5 Policy

In the model presented in Section 3 there are three reasons for which the decentralized economy

is inefficient:  First, monopoly power of intermediate producers generates a distortion in their
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production. Second, because of this distortion in production the value to an intermediate producer
of improvements in labor productivity is smaller than the social value of such improvement. Third,
the presence of financial frictions implies that firms are investing in R&D less than what is socially
optimal. If we would give the policy maker the ability to use production and R&D subsidies which
are conditional on labor productivity, R&D ability and the level of financial development, then first
best allocations could be attained. In what follows I will analyze the optimal policies restricting the
analysis to a particular subset of policies, two-level size-dependent R&D subsidies. This subset of
policies will be important given the two inefficiencies mentioned above regarding R&D investment.

There are three important caveats to this analysis. First, I am not conditioning policies on
R&D ability, that is sector specific subsidies. Not considering this dimension will be crucial in the
results obtained below as firm size will also be informative of R&D ability. This restriction would
be plausible if, for example, the policy maker can observe the production level of the firm but can’t
observe in which sector it operates. This would be a realistic assumption if the set of intermediates
used by the two sectors is similar. Second, I will restrict to a subset of all size-dependent subsidies.
I impose this restriction to simplify the numerical analysis which follows. Finally, as will become
clear below, subsidies will relax the financial constraint of firms. An alternative way to relax the
financial constraint of a firm would be to offer size-dependent lump-sum transfers which I am not
considering in the analysis. One reason for assuming this restriction is lack of commitment by
firms to use the transfer for R&D. This lack of commitment by firms, which may be precisely the
underlying reason for the presence of financial constraints, makes the assumed restriction plausible.

The practical importance of analyzing this set of policies arises from the growing debate over
the suboptimality of private R&D and the role for policy to align the social and private returns of
R&D investment. As a result of this debate policymakers around the world have engaged in R&D
subsidy programs to stimulate R&D investment. One important observation is that such programs

vary greatly in their intensity as well as in their shape!®.

In particular, certain countries tend to
have special treatment for a Small and Medium Enterprises (SME) and for startups. One goal of
this section is to rationalize in the context of the model presented in Section 3 the variety of R&D
and production subsidy regimes observed in the world. One important question I will ask is how
these regimes change as the financial development of the economy varies and how the optimal mix

between R&D subsidies and production subsidies.

[ study a setup in which the government provides R&D subsidies to finance a fraction 7; of
Y I g

""See Hall and Van Reenen (2000) for a survey of different R&D subsidy programs around the world.
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fevn s R&D investment. Given the widespread use of size-dependent subsidies, I will allow the

subsidies to be size-dependent which in the context of the model is equivalent to having labor

productivity dependent subsidies

7RD — RD ()

7

ihe proposed R&D subsidy regime implies that firm i will only pay (1— 7P)(1 + re)weh(¢h;)

ntead of the full R&D cost. The government finances R&D subsidies through lump sum taxes T

wcasumers. The government follows a balanced budget which implies

T / 7P (@ h(4(3))dS

fr what follows I will focus on Welfare-maximizing subsidy schedules, that is, schedules which

RAHnPS {\131) .

tofore analyzing different R&D subsidy regimes I start by presenting the results when no

' subsidies are in place. The following table reports the average R&D probability (5) , the

puiibriun relative wage rate w*, the equilibrium growth rate g* and the resulting welfare for the

~ouless economy and an economy with a value of u = 0.6.

Table 7. No Subsidy

w* g* ) T T Welfare
p=oco  0.6106 0.0338 0.1577 0 0 13.89
pw=06 0.6080 0.0319 0.1503 0 0 13.19
#=005 0.5810 0.0175 0.0793 0 0 7.18
toowie discussed in Section 4 a higher level of p will imply a higher growth rate and relative

vate as firms are investing more in R&D. This positive relation between financial development

S
1]

* I3 spending can be seen more clearly when we compare the average success probability in

“ ooy, ¢, which as can be seen almost doubles when we move from an economy with p = 0.05

- Irictionless economy (p = 0o). Next we turn to the analysis of R&D subsidy.

LAt Uniform R&D Subsidy

* we turn to the analysis of a uniform Ré&D subsidy, that is, a subsidy which is independent of

a1 haracteristic.  Formally this corresponds to the case in which 7%P(3) = 782 vg. Under

44



this policy regime the model generates the following results:

Table 8. Uniform Subsidy

w* g* ) B0 T Welfare
pw=oo 08156 0.0526 0.3720 0.5860 0.1766 20.19
p=06 08126 0.0524 0.3680 0.6150 0.1839 20.14
=005 0.7598 0.0469 0.2751 0.8925 0.1885 18.12

The first thing to observe is that for any financial development level there are welfare gains to
be made by a uniform R&D subsidy. As we can see such a policy increases growth compared to
the no subsidy regime at the cost of a decrease in initial consumption through a higher wage rate.
The overall welfare effects of a uniform R&D subsidy are large specially for low levels of financial
development. The second thing to notice is that the optimal uniform R&D subsidy is decreasing
in financial development. As was discussed earlier R&D subsidies will be a useful tool to correct
the two frictions present in this model: financial frictions and monopoly power. For this reason,
as the level of financial development in the economy is smaller the optimal R&D subsidy becomes

more aggressive.

1.5.2 Size-Dependent Two-Level R&D Subsidy

As was mentioned at the beginning of this Section, many countries have differential R&D subsidies
for firms of different sizes. In the context of the model presented in this paper there are three
forces for why a policy maker would want to target subsidies based on size. First, there is a size
effect: in the absence of financial frictions and for a given R&D ability, firms with smaller labor
productivity will engage in higher R&D investment. This implies that targeting R&D subsidies to
firms of low labor productivity is a more efficient way to boost growth which is the effect present
in Akcigit (2009)  Second, there is a financial constraint effect: in the presence of financial
frictions size-dependent policies have the extra benefit of targeting those firms which are financially
constrained. The third side to size-dependent policies is the composition effect: high ability firms
have in equilibrium higher labor productivity. This implies that targeting firms with high labor

productivity can be beneficial as this subsidizes indirectly high ability firms.



To analyze this channels I will consider a two-level size-dependent subsidy of the following shape

RD if = _ %
D () = Too ifg<q
RD .f/-.>7\.
Ty ifg>q

This type of policy resembles what we observe in countries such as the UK. The next table

presents the results from such a subsidy regime

Table 9. Two-Level Subsidy

w* g* 0] FiD T T Welfare
p=o0  0.8052 0.0528 0.3851 0.4567 0.6538 0.2308 23.08
p=06 0.8029 0.0525 0.3691 0.5671 0.6235 0.1885 22.12

p=0.05 0.7890 0.0495 0.3154 0.9115 0.7532 0.1823 19.25

Two important results emerge from the size-dependent two-level subsidy analysis. First we can
see that for all levels of financial development a size-dependent subsidy always yields higher welfare
compared to a uniform subsidy case. This result should not be surprising as the latter is a special
case of the former. This result goes in line with Acemoglu and Akcigit (2009) and Akcigit (2009)
which find that state-dependent policy is optimal in the context of endogenous growth models.

The second and most novel result is the shape of the optimal R&D subsidy. In particular we can
see that for the frictionless economy (p = co) the optimal size-dependent subsidy is decreasing in
size. This implies that the composition effect discussed above dominates the fact that smaller firms
spend more in R&D. As financial development decreases the financial constraint effect becomes

more important and the optimal R&D subsidy is decreasing in size.

1.6 Conclusion

Motivated by a large literature emphasizing the role of financial development on growth, this paper
investigates in detail the potential channels that cause this relation. The channel 1 emphasize is
the effect of R&D on growth and I argue that financial constraints are likely to affect long run

growth precisely through the impact they have on R&D. Although this channel seems obvious,
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little empirical work has been done to explore it.  The first contribution of this paper is to show
empirically that financial development affects disproportionately firms which have high financial
needs compared to those that have a low financial need. The results found are consistent with
the seminal work of Rajan and Zingales (1998). I also show that there is a similar pattern when
considering the effect of financial development on R&D intensity by firms, which is consistent with
other work which has found a co-movement of growth and R&D with respect to other variables using
a similar methodology as the one I use (see for example Aghion, Hemous and Kharroubi (2009)).
These relations are shown to be robust to a number of checks. But the most important empirical
contribution is the analysis of the hypothesis that financial constraints affects firm growth through
the effect they have on R&D. In particular I show that once one controls for R&D in the growth
regression, the effect of the interaction between financial dependence and financial development on
growth disappears. This result is shown to be robust to the possible endogeneity of R&D in the
growth regression.

Second [ rationalize this finding by studying a theoretical infinite horizon general equilibrium
model where firms are financially constrained in their R&D investment decisions. I assume firms
are heterogeneous in two dimensions. The first dimension of heterogeneity is that firms are different
in their labor productivity. At the heart of the model is the fact that labor productivity can be
increased through R&D. This dimension of heterogeneity is widely used in models of Schumpeterian
growth.  The second dimension of heterogeneity comes from sectoral differences in the R&D
production function. The model assumes that firms operating in one sector of the economy are
more able in doing R&D and that firms can’t switch sectors. The model predicts that for perfect
capital markets the firm’s R&D and expected growth are decreasing in the firm’s size. When
financial constraints are introduced there is a hump-shaped relation between R&D decisions and
a firm’s size. Second the model predicts that, irrespelctive of the level of financial development
of the economy, firms with higher ability will invest more on R&D conditional on their labor
productivity. Two results that emerge from these predictions is that financial constraints will hit
harder firms with lower levels of labor productivity and higher ability. This result will be crucial
when confronting the model to the empirical prediction. The model also predicts that conditional
on size, the difference between R&D expenditure and growth between a high ability firm and a low
ability firm is increasing in financial development. I interpret this result to be consistent with the
observed empirical findings.

Then by using a numerical approach, I show that the aggregate growth rate of the economy

47



and the wage rate of the economy are monotonically increasing concave in financial development.
The second observation is consistent with the empirical pattern observed in Figure 1. The results
also find big welfare increases for low levels of financial development.

The model presented sheds light on the design of R&D policy. In particular it shows that there
are three dimensions which R&D policy affect. First, for a given size and financial development
level, policies which target high ability firms will attain higher welfare as these policies boost
growth at a minimum consumption cost. Second, in the absence of financial frictions and for a
given R&D ability, firms with lower labor productivity spend more on R&D. Third, there is a
financial constraint effect: in the presence of financial frictions R&D subsidies targeted to small
firms relax the financial constraint of small firms. I compare two policy regimes: a uniform subsidy
(size-independent) and size-dependent subsidy. The results of this analysis suggest large gains of
implementing R&D subsidies, in particular, size-dependent subsidies. An important result found
Is the shape of such subsidies. T find that for high levels of financial development the optimal
size-dependent subsidy is increasing in size since firms with higher R&D ability have in equilibrium
higher labor productivity values. As financial development decreases the financial constraint effect

dominates and the optimal size-dependent R&D subsidy becomes decreasing in size.
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1.8 Appendix 1: Proofs

Proof of Proposition (4) 7

To prove this Proposition we will check the assumptions in Stokey-Lucas (1989). Through this
proof I will assume that s is a continuous variables with k € [Kmin, Kmax]-

Assumption 9.4 S-L First notice that the relevant state space is @* = [q, @max|, Where
G = K/ g < oo. The logic for this upper bound on relative labor productivities comes from the
fact that values above this upper bound will be depreciated by the growth rate even in the case of
a successful shock. Therefore labor productivities will always lie in @, which is clearly a Borel set
in R.

Assumption 9.5 S-L As shown in Akcigit (2009) the set Z = [0, ¢] is a compact Borel set in

R and the transition function

e~ A

¢ifg =47

g.qd) = — ""'ﬁ_a_
T(Q)Q) 1 QﬁlffIﬁH_g

0 otherwise

satisfies the Feller property.
Assumption 9.6 S-L Take the set

0= {sc7- o5 (5 1-2) ")

It is clear that for any (g, k) the set is non-empty. Compactness comes from the fact that for
) 1/6
every (g, =) the set is closed and is bounded. Continuity follows from the fact that (u% (1 — %\))
Is continuous in g, k.

Assumption 9.7 S-L. We now turn to the question of compactness of the profit function

= _ 1 A+ v @
g = (1-3) - 225 Ly

This function is clearly bounded below in = x Q by J%hﬁ&?’ and is bounded above by 1.

Given this, the existence and uniqueness of the value function follows from theorem 9.6 in
Stokey-Lucas (1989).
Assumption 9.8 S-L The profit function IT = (1 — (1?) — %1}3% ¢ is increasing in g and

k for all values of ¢.
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Assumption 9.9 S-L. Take ¢’ > ¢,x" > k. Then we have

Ok 1 1ie Ok 1 Ll
pE0-7) = (550-3)
ok’ iy Le
(55 (-3)
yw q

this implies that Z(g,x) C Z(¢, k) and Z(q, k) C Z(g, &').

v
TN
=
‘QIQ:
g =
TN
—_
|
WY =
S s
S
o
(=)

This proves that the value function is increasing in both relative labor productivity, g, and R&D
ability, x.

Assumption 9.10 S-L The profit function is concave in both g, ¢. Furthermore, if § > 2 the
profit function is jointly concave in .q, ¢, k.

Assumption 9.11 S-L. The function (ue—'i (1 -

~yw

1/0
)) is concave in g,x.This implies that

DY

the set = is convex in §,x.

Assumption 9.12 S-LThe profit function is continuously differentiable on the interior of @ XE.

Putting this last observations, and by virtue of Theorems 9.9 and 9.10 in Stokey-Lucas (1989)

we have that the Value function is strictly concave and differentiable in .

Proof of Lemma (5)
Define

oG k) = pr(d) - h(e" (7,K),k)
. 0/(0—
it T +g)

where AV (g, k) =V (@—3 n) = i (i n) )

|~

First using Proposition 4 we know that V is continuous in ¢ which implies that o(q, k) is
continuous. Second, because of the concavity of V' we have that AV (g, ) is decreasing in ¢. This
implies that o(q, k) is increasing in q. Finally, and using the fact that V' is strictly increasing, we

have that o(1, k) < 0 and limmg: o

o(q,r) > 0. All this implies that there exists a unique (k) €

R, which satisfies

. = 0/(0-1)
2 i 1 _ l s A= ;32 AV (E(H)s H‘) (1 32)
"\"Tam) e \qw T T U+yg) ' '



Now we want to analyze how xkAV (G(k), m)e changes as x changes. Notice that if AV (g, k)
is increasing in £ we will have g(kz) > g(k1). Now suppose AV (g, x) is decreasing in k. In this

case we need to determine if
i 4 e /]
EH (AV (g, K._H)) > K (AV (g, st)) (1.33)

Using the fact that V (g, k) is increasing in k implies that condition (1.33) is satisfied and
G(km) > q(kL)-

Proof of Proposition (6)

First of all, for a given k, ¢* is continuous and bounded on @ Furthermore I assumed that

¢ < ¢ < 1. This implies that In* < co such that for every g we have

—_

q

— =0
(1+g*)™

Then conditional on k,for any § € Q

P™ (g,0) 2 (1— @)™ >e>0

Since for all A C 2‘3, either 0 € A or 0 ¢ A, we have
P™ (7, A) =2 P* (§,0)> ¢ >0

or

P (§,A°) > P¥ (§,0)>€¢>0

This is condition M in chapter 11 of Stokey-Lucas (1989).
This proves the existence and uniqueness of a conditional steady-state distribution ¥*(glx).

This implies the Steady-State Distribution T'* (g, k) exists, is unique and satisfies:

™ (3, 5) = Pr(s)U* (lr)

where
pif kg
Pr(k) =
1 — p otherwise
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Proof of Proposition (7)
The proof follows directly from Akcigit (2009).
Proof of Lemma (8)

As shown in Lemma 5 we have §(kxy) > q(xz). This implies that we can divide the analysis in
three region

i) for ¢ < (k1) we have

which is increasing in k.

ii) For ¢ > q(kp) we have

~ 1/(6—-1)
Cb*(?f H,) _ Hﬁ‘z AV ((],K:H)
’ yw(l +g)

which as shown in Lemma 6 is increasing in .

iii) For §(k1) < @ < q(xy) we have a firm that a firm with xpy is restricted and a firm with £,

is unrestricted. This implies that R&D intensity of firm £y will be

¢" (@, k1) =¢" (@, k1) > ¢ (4, kL)

Since g(k,) < @ we have that ¢" (g,k1) > ¢" (¢,£1) = ¢" (q, 1) . Putting the two inequalities
together we have

¢*(q, kL) < ¢™(q, kn)
This completes the proof.

Proof of Lemma (9)

As shown in Lemma 5 we have g(kyr) > G(xr). This implies that we can divide the analysis in

three region

i) for 7 < (k1) we have that R&D intensity is

— (1 +
R(gK) = ! ( : 9)

which is independent of x.

[ha ]
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i) For § > g(ky) we have

R ﬁ(9+1)/(ﬂ_1)§( i )1/(91) ~ 8/(8—1)
R(q, k) = _ — AV (g,
@R ="3-1 \rwa+g (A7 @)

which as shown in Lemma 6 is increasing in .
i) For g(k) <7 < q(kg) we have a firm that a firm with kg is restricted and a firm with &,
« wnrestricted. This implies that R&D intensity of firm kg will be constant. Since g(x L) < g and

«womven ® RD intensity is decreasing in g, we will have

R(q, kL) <R(q, kn)
'his completes the proof.

Proof of Lemma (10)

t start by proving part (1) of Lemma (10). Take two financial development levels, p, such that
* iy, Using condition (1.32) in Lemma 5 we have that g(k;uy) < g(k; ;). Then ,holding
"« and @, there are three relative regions to analyze:

For § < §(k; py) we have

®*(q, ks 1) = " (T, K5 )

+viig condition (1.27) we have that ¢"(q, k5 pugy) > ¢"(, #; o). This immediately implies that
o) = s(@ ks pp); R(G, ks ) > R(T, K; 1)
v b gl pg) < @ < g(k; ) the optimal R&D choices are

(g, ki) = ¢“(T k)

O (@ ki) = ¢T(G ki pur)

We know that ¢%(g, ) is the unrestricted optimal choice for g, s which implies ¢“(q, k) >
#50r,) This means ¢(q, 55 pg) > (3, 55 p1r), R(G, 55 25) > R(T, 55 07).

i For g > q(k; pyg,) firms are unrestricted and their R&D decisions are independent of [, Or

Cionpg = ¢(Q 65 g )s R(G k3 ) = RG, K5 ).

Pins proofs part (1) of the Lemma
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For the second part we will have the following cases:
i) @ <q(kLipar)

In this case bot types are constrained for both financial development levels. This implies

¢ (G135 1) _ (w)”"
¢" (. 5L 1) KL
which is independent of px.

i) g(kp; py) < §<min{gG(rp; pr), G(hes pp) )

In this case when p = p; both firms are constrained which implies

¢ (@ kmipg) @ (G kL)
" (@ k5pg) ¢ (@KL i)

For puy; only high ability types are constrained which implies

¢" (@ rmspn) _ (@ 5w )
" (3, kL gy " (q,k1)

Notice that since § > G(kp; g ), we have the following inequality ¢" (g, £1) < ¢" (§, kL; ptyy)

This implies

3

- 7 N
& (G, 61 yy) o (ﬂ)]/ _ ¢ @ kHipy)
¢

" (G, 615 pyy) K1 "(q, kL tp)

L

which shows that
(]5* (aw KH; p’}f) ¢* (q: RS JuL)
¢ (G, kL5 pp) (@ )

This result immediately shows that firm growth follows the same pattern. As for R we have

§R(Zﬂ Ly HH) > §R(7fa KErs HL)
R(q. k15 00) R(q. kLipp)

which follows from the fact that

R(q, ks pp) _ R(q,kn; #H)
R@roi) | RGriipy)
R(q.kmuipy)  R(G,Ems )
WG rripy)  R(GrLipL)

\Y

i) @(ep;pg) > @ > max {q(ke; i), Gk py)}



In this case case the only restricted firms are high ability facing low financial development.

This implies

¢ (@ rmipy) _ (@ ka0
¢ (g, kL3 1) ¢ (q, kL)
¢" (g kEipg) ¢ (G kn)

" (4, kL; iy ) ¢" (g, k1)

Using the fact that ¢“ (g, kg) > ¢ (¢, kmr; pp) we get

(f)*( HH)JU'H)> *(1“€H>#‘L)
" (@ ks pm) ~ 0" (T kL 1)

which implies the same relation growth. The pattern for RD intensity follows form the fact
that R(q, ks py) = (G cm) > WG, ka5 1) = R(q, 65 1)
iv) min{g(rr; pr), q(km; py)} < @ < max{q(; pr), 7lkm; mm)}

Suppose first g(xr; py) > G(kw; ). This implies that firms are constrained only for low levels

18 AV (Gm)

of financial development. From Lemma 6 we have that (”—H) el
kL AV(gkL)

> 1 which implies

" (G ks pyg) _ ¢ (@ kE;s pr)
* [~ > * f~
¢ (@, ks )~ " (KL pp)

This condition implies the same relation for growth and R&D intensity.
Now suppose q(kr; ) < G(kp;py). This implies that high ability firms are constrained for
both high and low levels of financial development, while low ability firms are never constrained. In

this case we have

S

¢ (Q: KE; DU’H) (‘1 KEH; JU'L)
¢ (G, ks vy) ~ (G KL L)

which follows form the fact that ¢* (7, k1; py) = ¢ (7, kL ) = ¢ (@, k1) and that ¢* (§, kg ; uy) =
¢) (q K’H:MH)>¢ ( HH!}'J’H)_Q") (q:K‘H':nu’ff)

This condition implies the same relation for growth and R&D intensity.

v) @ > q(kL; piyr)

In this case bot firms are unconstrained which implies that differences in R&D are independent
of .

The non monotonicity follows immediately from the analysis above.

This finishes the proof.
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1.9

Appendix 2: Figures and Tables

Figure 1. Financial Development and Aggregate Growth
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Figure 2. Financial Development and Firm Level Growth
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Figure 3. Financial Development and Firm Level R&D
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i
Figure 4. Average Sale vs. Year
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Figure 7. Equilibrium Growth Rate and Financial Development
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Figure 8. Equilibrium Relative Wage Rate and Financial Development

g. 6’2 T T I T T T I T I

0615

T
1

0605} Py J
o6t/ |

0595} [

059} | ]

0585} / -
058}

|

i

66



Figure 9. Expected Diff. in Growth between Sector H and Sector L
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Figure 10. Expected Diff. in R&D Expenditure between Sector H and Sector L
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Figure 11. Welfare and p
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Table 1. Summary Stafistics

Mosn 1. Dev., Observations Sourcs
Firm Lavsl Data
Growth of Sales 02088 1861 743 Comgpestat
fop (Bales) 0051 22538 36074 Compustat
Iog (R&D Expenditure/Sales) -3.3403 2247 18578 Compustat
Age 11.23% 31 38074 Compustat
fop (Market Valus) 1.140¢ 27425 37830 Compustat
Financial Dependence 01877 [ 4148 i Compustat
Employmant 14444 50058 708 UNIDO
Av. Employment 184.38 44875 bg2e UNIDO
Couniry Lavel Data
PPP log BOP 1987 24735 287 168 World Bank WD!
Private Cred®/GDP 05334 0.3421 47 Faddatz {2008}
Stock Market Capitafization . 2524 0304 ] Beck =t al. {2001}
Accounting Standards 81.0278 $3.08 K Lapartz et al. {1D28)
iop {Settler Mortality) Acamoply, Jehnson and Robinson (2001}
Lzpal Origin Laporta et 3l {1005

Nete: All firms leve! data is normatizad by using the GOP deflator and converisd to US dofars
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Table 2: Growth and RED Regressions
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Table 3. Growth Regression
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g 004 Rl b ibe il ey foa foge
Qe AR .ot mnat Pk k] [e.0a]
vimmmlon Jof Rest GOP peroap. 1587 pamT
i Exteimgl Dependence) 0.004§
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Table 4. RED Intensity Regression

oLz

0L OL3 oLe oLs oLs
i =l Bl #l g 3
interaction (Eviemal Dapengence a7 gpazm g.msEm
¥ Prvate Credti nois [ooog a3
interacicn {RED Exiarny Capendarce gz 2134
1 Private Credli LEREEH 0137
interacion (Exiama Dapengerce L.oast
¥ 2tock Markel Capistzaton) [0.0sd
inferaction (Eviemal DepEngence Q.03
¥ Arcounting Standards) [B.001]
Ing saie 0283 L3 4340 L3 4314 -EEa™
ooty o [0.oan p.ooT [r007] [.015]
e 1 e 42 b £.002 Q.eos a.pgs a.ee3
oot noM: [0.001] [ 0o E o] [B.0a1]
Interaction tiog Rayi GOF percap. 1387 poi2
¥ Extemy Cependerce; [C.215]
'og ‘empicymentaverage mploymenti Dass
[E.817]
Zountry, Time ard Industry Cummiss ¥YE2 YEZ YE2 ¥ES YE3 ¥YE32
Obseraations 233 4325 15193 15088 12853 iTe2t
F-gusred ! 0527 0518 [.598 Qa0 £228

Mate: Dzpendert Varabis iz log (RDiSake) in perndt
Al shandard srors ars Chustared 2% the country ievel and ae showe nDacksis

vrpa 4, "p<0 35, "pe 4

r

3



Table 5: Growt and R&D Regressions

Dependent Yariable: Growth

Dependent Variable: RAD Intensity

oLs 2515 2815 OLa 2518 25L5
in [ 3 4 (8 i8]
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Table €: Growth and R&D Regressions

Dependent Variable: Growth Dependent Variable: RAD Intensity
OLS oLs oLs OLS OL3 OLS oLs OLs
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Tabke 7. Growth Regression
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Chapter 2

Skill-Biased Technical Change and the
Evolution of the World Income

Distribution: An Empirical Assesment

2.1 Introduction

Output per worker varies enormously across countries. To highlight this, a simple calculation shows
that income per worker in the richest country in 1980 was approximately fifty times bigger than that
of the poorest. Furthermore, disparities in output have been amplified over the course of the last
decades, with the ratio of the richest to the poorest country almost doubling in 2000 compared to
the 1980 value. This point can be illustrated more clearly with Figure 1 where we present the kernel
estimates for the distribution of output per worker relative to the US in 1980 and in 2000. Figure
1 shows a bimodal distribution for 1980 and 2000, a point made by Quah (1996) and Jones (1997),
with a shift to the left in the two modes of the 2000 distribution. This suggests that the previously
mentioned increase in the relative income gap is a phenomenom that not only occurs in the left
tail of the distribution. Numerous theories have emerged to explain this observed patterns. Some
economists have given empirical support for the neoclassical model pointing at the importance of
physical and human capital acumulation in explaining income differences (e.g. Mankiw, Romer and
Weil (1992), Barro and Sala-i-Marti (1995) or Young (1995)). Other authors have proposed theories
of endogenous technological change as a way to rationalize the observed income differences, a view

which has been supported by the large TFP differences across countries (see Romer (1990), Islam
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(1995), Klenow and Rodriguez-Clare (19970 and Hall and Jones (1999) among others). MOreover,
In recent years some economists have highlighted the importance of differences in the relative
supply of skills in explaining the observed TFP differences (e.g. Acemoglu and Zilibotti (2001) and
Caselli and Coleman (2006)). Figure 2 emphasizes the previous argument. In this figure we plot the
distribution for the supply of skills relative to the supply of skills in the United States for both 1980
and 2000. This graph shows a similar pattern as the one observed for income, with the modal value
shifting to the left and an increase in the number of countries with low skill supply relative to the
United States. An influential argument connecting the evidence presented in Figures 1 and 2 was
laid by Acemoglu and Zilibotti (2001). More specifically, they propose a theory of Skilled-Biased
technical change with two undelying assumptions, technological advances originate in developed
countries and technology flows freely across countries'. One important implication of this model is
that technological advances are appropriate for the skill supply from developed countries, suggesting
that differences in skill supplies across countries can account for income differences.

In this paper we argue the mechanism presented in Acemoglu and Zilibotti (2001) is an em-
pirically relevant one. We start by presenting evidence that the model can fit the evolution of the
income distribution in the period 1980-2000 as well as predicting the observed growth rates in in-
come per capita for the same period. More precisely, we calibrate a CES production function with
Skill-Biased technical change and predict the income levels for 1990 and 2000. Following the set-up
presented in Acemoglu and Zilibotti (2001), we make two assumptions: technology is produced in
the U.S. and is used in the production process across countries. Using this assumption we calibrate
the skill-augmenting technological parameter with the observed evolution of the skill premia in the
United States. The calibration exercise shows that the predicted growth rates for 1980-2000 are
positively correlated with the observed 1980-2000 growth rates and the hypothesis that the fitted
line lies on the 45 degree line going through the origin cannot be rejected for most parameter values
and definitions of skill supply. All this shows evidence that the model can successfully capture the
1980-2000 growth experience. Furthermore the model is also successful in predicting the observed
income distribution for 1990 and 2000, specially for the lower tail of the distribution.

In order to contrast the importance of the model presented in Acemoglu and Zilibotti (2001)
we compare it to two alternative growth hypotheses. The first is the neoclassical benchmark where

difference in output are explained by factor differences. This comparison will allow us to contrast

'The first assumption is supported by the disproportionate percentage of innovation originating from OECD
countries observerd in the data.
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the role of productivity differences generated by skill mismatches to technology with the role of
capital accumulation. The second model we calibrate is the model presented in Caselli and Coleman
(2006). As Acemoglu and Zilibotti (2001), Caselli and Coleman (2006) also point at the importance
of skill supply in explaining productivity differences. However, contrary to Acemoglu and Zilibotti,
they assume each country chooses a different technology level to be used in the production of goods.
By comparing the Acemoglu and Zilibotti model to the Caselli and Coleman model we are able
to compare two different channels through which the supply of skills might affect productivity:
the choice of technology and the appropriateness of technology. One challenge that arises in these
comparisons is the data availability for the skill premia. To be precise, in the calibration exercise
we use the cross country data presented in Caselli and Coleman (2006) which only estimates the
skill prémia for 1980. To tackle this issue we extrapolate the 1990 and 2000 values using alternative
assumptions for the evolution of the skill premia. For this reason the results presented are subject to
the validity of this assumptions. This exercise suggests that the model presented in Acemoglu and
Zilibotti outperforms the neoclassical benchmark and the Caselli and Coleman model in explaining
the data. More precisely, we show that for all parameter values used and all definitions of skills,
the Acemoglu and Zilibotti model matches better average income, variance and interquartile range
observed in the data. Furthermore this model has a better goodness of fit than the two alternative
models. One important point from this exercise is that predicted average income and goodness
of fit of the neoclassical model is very close to those of the Acemoglu and Zilibotti model, but
there are significance difference between the models in explaining volatility. This suggests that skill
mismatches are particularly important to explain the dispersion observed in the data.

The calibration exercise discussed above relies on the chosen parameter values. For this reason
we estimate a loglinear approximation of the CES production function used for the calibration of
the Acemoglu and Zilibotti model. We find that for all the alternative definitions of skills used
the estimated values for the elasticity of substituion between skilled and unskilled workers lies
in the range of values used in the calibration exercise. Furthermore we show that the 95 percent
confidence interval from the estimation is very close to those estimated in the labor literature (Katz
and Murphy (1992)).

This paper contributes to the literature explaining cross-country income differences. A number
of papers have empirically addressed the observed income differences and growth experience in the
post-war decades. Mankiw, Romer and Weil (1992) and Young (1995) try to explain cross-country

income differences through differences in factors of production, while Islam (1995), Klenow and
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Rodriguez-Clare (1997) and Hall and Jones (1999) point at the importance of TFP differences in
explaining income differences. Our paper differs from the above mentioned literature in pointing
at the empirical relevance of differences in skill supplies in explaining TFP differences. In this
sense the closest papers to ours are Acemoglu and Zilibotti (2001) and Caselli and Coleman (2006).
The latter differs to this paper in the channel through which skill supply affects productivity.
Furthermore Caselli and Coleman (2006) do not contrast their mechanism to alternative ones.
In this respect the approach presented here is closely related to Acemoglu and Zilibotti (2001).
There are three important differences between the present paper and theirs. First we extend the
comparison across models to include the mechanism presented in Caselli and Coleman which is
an important alternative explanation for why skill supply differences are important for income
differences. Second we check the robustness of the calibration exercise by using a range of values
fro the parameters of the model and we estimate these to validate the exercise. Finally we focus
on the relevance of the model presented in Acemoglu and Zilibotti (2001) for the evolution of the
income distribution.

This paper also highlights the role of "appropriateness” of technology in explaining Cross-country
income differences. Other papers like Atkinson and Stiglitz (1969) and Basu and Weil (1998) have
also arise attention to this point. One important difference is that they focus on "appropriateness"
relative to capital per worker while we investigate the the relevance of "appropriateness" with
respect to relative skill supplies.

The plan of the paper is as follows. Section 2 describes the methodology used in the calibration
exercise and compares the predictions of the Acemoglu and Zilibotti model to the observed data.
Section 3 compares the predictions of the Acemoglu and Zilibotti model to the predictions of the
alternative models described above. Section 4 presents the estimation results and finally Section 5

concludes. All figures and tables are shown in the appendix.

2.2 Skill-Biased Technical Change and the World Income Distri-

bution

2.2.1 Skill Biased-Technical Change: An Overview

There is large evidence which shows a large increase in inequality between skill groups in the United
States. Acemoglu (2002), for example, documents the sharp increase in the college wage premium in

the U.S. in the last century, with an increase of more than a hundred percent in the period between
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1950 and 1996. Surprisingly, this massive increase in the college wage premium has occurred in a
time in which the relative supply of college graduates has more than doubled. The recent consensus
is that technical change in advanced economies favors more skilled workers compared to unskilled
workers, which exacerbates inequality between these two groups. Furthermore, as Acemoglu (1998)
shows in the context of a growth model, technical change could be driven by the relative supply
of skills in the economy. To highlight this point, suppose the economy has perfectly competitive

markets and has the following production function:

Y; = K{[vu(AneHe)” + (1 — ) (A Le)?]0—/e (2.1)

where Y} is output at time t, K is capital at time ¢, H; is the number of skilled workers in the
economy at time ¢, L; is the number of unskilled workers in the economy at time ¢, o € (0,1 pi71s
are constants and Apy, Ap are technological parameters changing over time. This implies that the

relative wage of a skilled worker with respect to an unskilled worker is

n—1
WHt __Yh (Am)p (ﬂ)l " (2.2)
wre 1=y, \ AL Ly
The argument made in Acemoglu (1998) emphasizes that if 0 < p < 1 and both % and ‘;’J‘;’:

where increasing over time, it had to be that %’;’—' was increasing fast enough to compensate for
the increase in % Table 3 shows the sharp increase in %E—f for values of p which are consistent
with the empirical estimates of the elasticity of substitution between skilled and unskilled labor in
Katz and Murphy (1992) and Autor et. al. (1998). In particular we estimate the skill premia for
different educational cathegories in the U.S. using the CPS files and use this estimated skill premia
to solve for the value of ﬁ—’; from (2.2)for different levels of p and different definitions of skilled
and unskilled workers?. This exercise highlights the dramatic increase in %fii from 1962 to 2000.
One important implication of Skill-Biased technical change is the effect it has in the cross-
country income patterns. Acemoglu and Zilibotti (2001) (hereafter AZ) argue that most of the
R&D investment in the world is undertaken in the OECD and in particular in the United States.
In the context of the discussion above, this suggests that technological advances in the world are
mainly driven by the skills supply in the U.S. and the developed countries. If this is the case,

differences in skill supplies across countries will be crucial to understand the observed income

) . : . . 2
“The details of the construction of Table 3 are presented in the next subsection.
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disparity in the world. This point is highlighted in the model presented by AZ who assume that
skill-biased technical emerges from developed countries and is adopted by the rest of the world.
They show that this model successfully predicts both cross-industry TFP differences and cross-
country income differences. In what follows we will add to this evidence by investigating if the
AZ model can account for two important empirical characteristics: growth rate differences across

countries and the observed evolution of the income distribution discussed in the introduction.

2.2.2 A Simple Calibration Exercise

The objective of this section is to compare the predictions of the AZ model to the data. For this
purpose we present the results of a calibration exercise using an extended version of the production

function in (2.1). In particular we calibrate the following production function

" Us P (1-a)/p
Vie = B Akg; [’m ((A—JZ:> hit) +(1- ’)/h)l'itpj, (2.3)

where B; is a country specific effect, A4, is a skill neutral technological parameter, 7;; is the
predicted output per worker at time ¢ in country i, k; is capital per worker at time ¢ in country
i, hi is the share of skilled workers in country 7 at time ¢, l;; is the share of unskilled workers in
country ¢ at time t, @ € (0,1),p = (0 — 1)/o where o is the elasticity of substitution between
skilled and unskilled workers, v, is a constant and (A, /A7:)Y® is a skill-augmenting technological

parameters in the U.S. at time t.

Data and Methodology

We use data for y;, ki, hir and L;;. The measure for y, which we will compare against the calibrated
value y, is output per worker in international dollars (i.e. PPP adjusted) and is obtained directly
from Summers, Heston and Aten (2002). Real per-worker capital stock, k, is constructed using the
method of perpetual inventory described in Hall and Jones (1999). For this we use the series of
mnvestment per worker in international dollars from Summers, Heston and Aten (2002). Crucial to
our analysis is the construction of relative skills for each country. We use the data set constructed in
Barro and Lee (2001) to construct our measure of h;; and ;. In this data set we have information
on the percentage of the population with age 25 or more who fall in one of seven cathegories.
Following Acemoglu (2002) I use three different measures of skills. The first one (Some College)

defines a skilled worker as all high school graduates with some college education. This implies
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that h;; will be constructed summing the last two bins in the Barro and Lee (2001) dataset. The
second classification (College Graduates) defines a skilled worker as all those who have college
education. This implies that h; will be constructed summing the last bin in the Barro and Lee
(2001) dataset. Finally, the third classification (College Equivalents) defines a skilled worker as
hit =college graduates+(0.5*some college).

The values for « and p are taken from the literature. In particular the value of « is set to
1/3, which roughly matches the historical average of the capital share in the U.S. economy. In
the exercise we use three different values for p : 0.1667,0.2856 and 0.4117%. These values lie in the
interval estimated by Katz and Murphy (1992) and Autor et.al. (1998) who argue that plausible
values for p satisfy p € (0,1/2).

The parameters ,, and (%ﬁ'—f)US are constructed as follows. We compute the three cathegories
of skills described above using the March CPS for 1962, 1970, 1980, 1990 and 2000. With the CPS

data we estimate the following equation:

!
Inwj = B X + uje

where X j; includes experience up to the quartic power, a female dummy, a non-white dummy, a
dummy for having some college, a college dummy and a dummy for having a post-graduate degree.
We allow the coefficient on the covariates to change through time to capture changes in the labor
market across decades. More specifically, we perform a year by year regression and use the dummy
variables for the different educational attainment groups to estimate the skill premia!. We set

A s,
(M) = 1 such that

Ar1062
Uus 1—
Y WH1962 (HUS,IS)SQ) #
L=, ?ugﬁgm Ly s 1062

us
and the values (%ﬁ) are recovered using the relative wage equation (2.2) .
Finally the two last parameters to be obtained are B; and A,. The value of B; for the U.S. is
set one and the parameter A, is set such that yr;q, = yy g, for every . For countries other than the

U.S. I set the value of B; such that the predicted value output per worker matches the observed

If we define p = (¢ — 1)/, where ¢ captures the elasticity of substituion between skills, these values correspond
to o € {1.2,1.4,1.7}
'"The estimation results are presented in Table 1.
. Us Us
"The values of (L\&L:) are presented in Table 3. The calibrated changes in (%1‘1-‘-) are consistent with those
L N A
found in Acemoglu (2002).
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value in 1980, i.e. ¥; 1980 = ¥i.1980-

Results

We begin by presenting the relation between the observed growth rates and the growth rates
predicted by the AZ model. This relation can be seen graphically in Figure 3 which highlights the
positive correlation between predicted growth rates and the observed growth rates®. In particular,
we present the scatter plot and the fitted line for two samples. The first sample is the full sample of
countries for which there is information on the capital stock, output per worker and skills for both
1980 and 2000. The second sample is the subset of the first sample for which Caselli and Coleman
(2006) report relative wages which will be used in the next section when we compare alternative
models. The positive correlation presented in Figure 1 can be explored further by running the

following growth regression:

Iny;,2000 — In ¥s,1080 = @ + B(InY; 2000 — In Y 1080) + &5

where y is predicted output per worker and y is observed output per worker. We present the
results of this regression in Table 3, where Panel A presents the full sample, Panel B presents the
Caselli and Coleman (2006) subsample and each column represents a pair of skill definition and
value for the elasticity of substitution (o). Table 3 shows that the positive correlation between
observed and predicted growth observed in Figure 1 is significant for all samples and for the all
combinations of elasticity of substitution and skill definition. Furthermore, the estimated coefficient
for 3 is close to land in for all nine cases in the two subsamples a coefficient of 1 lies in the 95
percent confidence interval. An extra point to be made is that if the model were to fully describe
the observed growth we would expect to find the fitted line to lie on the 45 degree line. We test this
hypothesis and show the in the bottom part of the two panels in Table 3. We can see that for the
full sample this hypothesis cannot be rejected in 8 of the 9 cases. This implies we can’t reject a one
to one relation between the two growth rates for 8 of the 9 skill definition-elasticity of substitution
pairs. For the restricted sample this hypothesis is rejected when we use the College Graduates
skill definition and for one aditional case. Table 3 also shows that for the parameter values and

skill classifications used the model explains between 26% and 61% of the observed cross-country

“For this figure we use ¢ = 1.4 and the College Equivalents definition of skills. T also constructed this figure for
other definitons but I leave the extended discussion for the regression analysis.
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variation in growth rates. Furthermore, for a given skill classification the R-squared of the growth
regression is increasing in o, and for a given value of o the R-squared increases as we narrow the
definition of a skilled worker. Finally we can see that the fit of the model is higher in the restricted
sample used in Caselli and Coleman (2006) than in the full sample.

So far we have analyzed the ability of the AZ model to capture the observed differences in
growth rates but the AZ model also has implications for the income distribution. To study this we
present the estimated income distribution for both 1990 and 2000 using the income levels relative
to the U.S. predicted by the AZ model and compare these to the estimated income distributions
using the observed income values relative to the United States. This normalization will not affect
the comparison between distributions since we normalized the calibrated values to fit exactly the
income level in the U.S. for all years. The results for this exercise are presented in Figures 4 and
578, The first thing to notice is that, independently of the value of o, the predicted distributions
capture a salient fact, the bimodal shape of the income distributions in 1990 and 2000. This fact
has been documented by Quah (1996) and Jones (1997) for the 1980’s and is still present in the
two years we study. Secondly, the model successfully captures the lower tail of the distribution and
upper mid range of the distribution for both years studied. On the other hand, the model is not
as successful in predicting the right tail of the distribution as well as the upper mid range of the
distribution. More precisely, the model predicts a higher number of countries with middle-to-high
income (the range between -0.5 and -1.7 in the graph) relative to the observed distribution and a
smaller number of high and middle-to-low income countries relative to the observed distribution.
This result stems from the following fact: if we calculate the ratio H/L/Hys/Lys by income
levels we find that the difference in this ratio between rich, middle-to-high income countries and
middle-to-low income countries is very small. For this reason the model overpredicts the number
of middle-to-high income countries. One last point to notice is that, as with the growth rates, the
model is more successful in capturing the observed distribution for higher o.

One point made in the introduction is the shift observed in the income distribution from 1980
to 2000. Figure 6 shows that the model can partly predict this shift for the sample used in the

calibration exercise. More specifically, Figure 6 shows that the model can match the decrease in the

“For simplicity I present the results only for the College graduates definition of Skills.

*Differences in the estimated distribution for observed output in Figure 1 and Figure 5 arise as a consequence of
sample used. On the one hand, in Figure 1 we estimate the 2000 density using all countries with output reported in
2000. In Figure 5 on the other hand we estimate the density using countries for which there is information on the
capital stock, output per worker and skills for both 1980 and 2000.



density around the two modes, specially for the lower modal value. Furthermore, like the observed
distribution, the model predicts a decrease in the mass of countries with high and middle-to-low
income and an increase in the mass of countries with middle-to-high and low levels.

So far we have found that the AZ model successfully predict some salient facts of the income
distribution and we have shown the positive correlation between the growth rates predicted by the
model and the observed growth rates. The analysis so far, however, hasn’t confronted the data to
alternative hypotheses for the process of growth. The next section will address this and show that

the model outperforms two popular alternative growth models.

2.3 Comparison Across Models

Since the late 1980’s the literature on economic growth has been revived and many explanations
have emerged in order to explain the observed differences in income levels across countries. On the
one hand, since Romer (1986, 1990), a big emphasis has been given to endogenous growth theories
in explaining income disparities. On the other hand, as mentioned in Klenow and Rodriguez-
Clare (1997), a revival of neoclassical growth theory has taken place (see Mankiw, Romer and
Weil (1992), Barro and Sala-i-Marti (1995) and Young (1995)). In this spirit we confront the AZ/
Skilled-Biased technical change model of economic growth with two competing models. In doing
this exercise we are not taking any one model as the real data generating process, the objective is to
isolate potential channels for the observed output disparities. The first alternative model considered
is the neoclassical Solow growth model. This model emphasizes the role of factor accumulation and
exogenous technological progress as the key drivers of economic force. Comparing this model with
the neoclassical benchmark will be useful in examining the importance of cross-country relative
skills mismatches in the observed output differences. The second alternative model we consider is
the model presented by Caselli and Coleman (2006) (hereafter CC). This model takes into account
the role of relative skills and skill-biased technical change in an economy but differs from AZ by
arguing that not all countries share the same ﬁ—‘g:. Hence, the CC model will be an important
benchmark to highlight the role of technology transfer and appropriate technology relative to the
skills of an economy in explaining income cross-country income differences. The objective of the
following exercise will be to compare and quantify the predictive power of these three growth

models.

For this purpose we perform a calibration exercise similar to the one described in the last section
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and extending it to predict the neoclassical model and the CC model. For the neoclassical model

we use a Cobb-Douglass production function:

TN o
yzt A C'BNCk Nz%ta

where we construct labor as N;; = L;; + (wH 2 ‘) H;, to adjust for the different productivities
between the two skill groups. Values for %i— are obtained from CC.

For the CC model on the other hand we use a CES production function similar to (2.3):

‘A g p (1—a)/p
JEC = BECACCkg [ ((ﬁ) h) +(1mw]

where A’Lf : is constructed using cross-country skill premium data from CC. As in Section 2 we
1

set BNC = BFC =1 and calculate ANC and APC such that I §! = g{jgt = yys,. This implies

that
ave _ st
! -
US’tNUSt
~cc YU St
: a N Ay p (1—a)/p
k; [% ((—:) hi t) + = 'Yh,)li,tp}

Finally the values for B{V ¢ and BY“are calculated such that the predicted income for both
models match exactly the 1980 output for all countries in the sample, i]jvlggo = 1‘77%%‘30 = Y; 1080,
which implies:

NC _ Yi,1980

= =

ANC Lo
AIQSUkiJQSON{ 1980

oe _ 43,1980
INC Api P
Afogoki 1080 {’Yh ((AJ;':) hé«1980) + (L= vp)lia080”

One challenge faced by the calibration exercise of the alternative models is that data for skill

}(1—0)/9

premia in certain countries is available only for the 1980’s. For this reason we have adopted five

different approaches when constructing the predicted values. In these five approaches we make

- . - WEH . . 7 .
assumptions on the evolution of either ;Jif or ’i’{’ it and predict the other value with the relative
L1, ALt

wage equation.

a w . . .
The first approach assumes that ;,’IL% has remained constant in the period between 1980 to
L1,
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2000 and vse the 1980 values for entire exercise. If we extrapolate the U.S. experience to the rest

ol our sample this seems to be a very bad approximation. Acemoglu (2003) however shows that

the sharp increase in the skill premium experienced in the U.S. from 1980 to 2000 is the exception

aniong a selected set of developed economies. All this suggests that this first approach is not as

bacl 2s one might first think. Two allow for the possibility of secular variation in the wage ratio
wH

we adopt two approaches. First, we assume that the relative wage W;‘ has increased at the same

- . WH; WE G t— w w o . .
wee as in the US. (e Hut /—Hit=10 — ZHUSE [UHUSL-10 ) and we also perform the calibration
Writ' WLit—10 WLUS,t!' WLUS,t—10

sstming that the wage ratio in the world has responded to changes in the skill ratio as in the U.S.,

Al 18

sl —1
(HUS,tﬁl(] wHUS,t) . (wHUS,tIO HUS,t) B (Hz',tl[] 'WHz',t) R} (wHi,t—l[] Hi,t)

\ Hiist—-10 wLus: wrust—10 Hus: H;is 10 wrig wrst—10 Hig

As was discussed earlier, the increase in relative wages in the U.S. has been higher than in other
cowiries. Furthermore the relative supply of skills in the U.S. is extremely high compared to th
#=t ot the world. For this reason the above assumptions might be overestimating the increase in

wage ratio. For this reason we calibrate the model using a fourth approach. More specifically,

o the regression of the logarithm of relative wages in 1980 on the logarithm of the relative

ilts s the economy allowing the coefficients to vary with skill levels, i.e.

In (w) = a+tag*I(H/L; > h')+ fIn(H;19s0/Li10s0) + (2.4)
) wLi,lQSD
-.—-,'i;f],l: 1“(Hi,1980/Li,1980) * I(H/Lz > h.f) + Ei' (25)

tally we calibrate the CC model and the
where [{-) is the indicator function and k' is chosen to be median skill supply in the sample.
predict the relative wage relation using the estimated coefficients @, E, oR, B B

I'tie final approach assumes that the frontier of technology for all countries has grown at the

Amit—10 _ Anuse jAHUS—10
Arii—10 Arvs:! Arus,i—10

sune raie as the U.LS. technology, which implies i’; =4
I what follows,to avoid excessive repetitiveness, we present results only for approach one, as this
i the one that has the best fit compared to the observed data for both the neoclassical benchmark

ac well as the CC model?.

i puriicular this approach gave the highest R? out of the five approaches for both the CC model and the
slassival benchmark. The definition of % will be explained in detail below.
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2.3.1 Results

I start by comparing three statistics across models for the sample of countries for which CC report
skill premia data. The first statistic we analyze is the average predicted output relative to the
observed average output. The second statistic we compare is the predicted variance relative to the
observed variance. Finally we analyze a measure of goodness of fit proposed in AZ, R?, where R?
is the "constrained R?”.In particular, let y denote output per worker in the data and let y; denote
predicted output per worker by model s, then we define R2 =1 — > (y — 75)%/ > (y)%. This is the
"R2" from a regression of output per worker in the data on predicted values when we constrain the
slope to be equal to 1 and the constant to be 0. In general 2 would be equal to 1 if model s can
fully predict observed output and could potentially be negative if the fit of the model is particularly
bad.

The results are presented in Tables 4 through 6. Each table presents the results for a different
value of p, or equivalently o, in the range of values proposed by Katz and Murphy (1992). In each
Table we present three panels corresponding to the three definitions of skills we have used. Within
each panel (i.e. for each o and skill definition) T present the three statistics for the 1990 subsample,
for the 2000 subsample, and for the full sample.

The first thing to notice is that the CC model consistently underperforms compared to the
neoclassical benchmark and the AZ model for the three statistics presented. Moreover, it performs
particularly worse than the other two models for lower values of o and for broader definitions
of skills. When comparing the Solow model and the AZ model we can see that these two models
predict very well the average income in the sample of countries we study. To be precise, both models
predict average incomes which are (.94 to 1.04 times the observed average income. Furthermore
there is no clear pattern over which model is better at predicted average income. Turning to the
variance the three models underpredict the observed standard deviation in the sample for all values
of o, but this underprediction is smaller for the AZ model. More specifically, the standard deviation
predicted by the AZ model is at least 84 percent of the observed variance while the Solow model
predicts at most 84 percent of the observed variance. The analysis for the R-squared shows a similar
picture to the one presented for the variance. In particular we see that the AZ model has a higher
restricted R-squared than the other two models for all values of ¢ and definition of skills. The
tables also suggest two important points. The first is that the Solow model performs particularly

well compared to the CC model and performs almost as well as the AZ model when analyzing

39



the relative average and the constrained R-squared. As is pointed out by AZ, this highlights the
importance of differences in human capital and physical capital in explaining income differences.
The second point to notice is that both the fit of the AZ model and the CC seem to be increasing in
o. Furthermore the sensitivity of the CC model to changes in ¢ seems to be much higher than those
of the AZ model. In Section 4 of the paper we will estimate the models and show that the estimated
o lies in the range of values that we have chosen for the calibration exercise which reassures the
above results.

Section 2 showed that the AZ model captured some important features of the income distribution
for the full sample of countries. So far we have shown, for the restricted sample in CC , that the
AZ model performs better than the neoclassical and CC models in capturing the observed average
income and the variance. In order to see if the models can capture other characteristics of the income
distribution, we compare the ability of the three models to explain the interquartile range of the
income distribution. In particular we plot the ratio of the 75th percentile to the 25th percentile
(75/25) of income for the observed and predicted levels. Figures 4 to 13 show the plot for the four
series. The figures highlight the increasing pattern from 1980 to 2000 in the observed 75/25 ratio
" for the sample countries considered. This patten is successully captured by the AZ and the Solow
models while the CC model predicts a decrease from 1990 to 2000. One point to highlight is that
both the Solow model and the AZ model predict better the the 75/25 ratio in 2000 than in 1990,

but in both cases the latter model is closer to the observed ratio.

2.4 Estimation

The results obtained in Sections 2 and 3 rely on the set of values chosen for the parameters a and p.
The aim of this section is to validate the calibration exercise by estimating the production function
in (2.3) and comparing the estimated values to those used in the previous exercise. To do this I
will use a log linearized version of the production function and estimate the resulting equation by
OLS. In particular let the production function be

. A p
Yit = U Bi Avk [’}’h ((A—Ht) hit) + (1 - ’Yh)liz'o} (2.6)

Lt

where y;; is output per worker in country i at time ¢, kj; is capital per worker in country i at
time t, h; and [; are the the share of workers in country 7 at time ¢ with high skills and low skill

respectively, A is a time varying technological parameter, B; is a country specific term and Uj,.
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The term Uj;; captures the effect on output of unobservable factors.

Taking the log of (2.6) we obtain the following expression:

Iny;; = b; +a; + alnky + In My + uyy (2.7)

~ ~ P
where lower b;, a;, u; stand for In B;, In Ay and In Uy, respectively, and M;; = ['yh ((%ﬁ—f) hit) + (1 — yp)lit?

Now, doing a quadratic apporximation of In M around p = 0 we have

Ap
InM; ~ (1—-a)yglnhy+(1—a)(1—vyy)Inly+ (1 - a)'yH In % + ¢ (2.8)
Lt
+73 ((ln hit)2 + (In lit)g —2Inh;ln lit) + ln —_— (ln hit — Inly)
ALL
where 6, = (1 — o)y In Am i mil= '}H)(l —a)p (1n Am) and 3 = n(l— ”1’1;)(1 —a)p

Putting together (2.8) and (2.7) and applying the A(Az; = z; — x;_19) operator we obtain

A(hl Yit — In lit) = 915 + a/_\.(ln ku —In '!it) + (1 = Q)’y”A(hl hit —In lﬁ) (29)
+B8A (Inhig — Inly)? + 7 (Inhy — Inly) +

+mo(Inhg—10 — Inliz_10) + Auy

where 61; = Aa; + Ad;.

We estimate equation (2.9) with OLS. When performing the OLS estimation we include a
time dummy to estimate 61, and include time dummies interacted with the (Inh; — Inly) and
(In ks —10—1Inl;t—10). We use robust standard errors in order to take into account for the possibility of
having non-spherical errors. The crucial assumption for the consistency of our estimated coefficients
is to have F(Au;|X;) = 0 where X;; is our set of controls.

Table 7 presents the estimation results for the three definitions of skills used in Sections 2
and 3. Panel A shows the estimated coefficients from equation (2.9) and Panel B shows the

10 Table 7 shows the estimated model can

estimates for «, p and ~yy implied by these.coefficients
account for approximately 60 percent of the observed variation of A(lny;; —Inl;; ). Panel B shows
that independently of the measure of skills used the estimated coefficient for p lies in the (0,1/2)

porposed by Katz and Murphy (1992). Furthermore we can see that , for the exception of the

""The standard deviation for a, p and 7,; is obtained using the delta method.
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«linim for Some College, the 95% confidence interval for the p is a subset of the Katz and Murphy
sei. We can also see that the point estimate for a is close to the value used in our calibration (1/3)
auct that this values lies in the 95% confidence interval.

One caveat for the results found is the assumption of exogeneity of the controls included in the
cepression. More specifically, physiscal capital and skills are likely to be correlated with unobserved
characteristics determining output. Furthermore this variables are likely to be measured with error

aviating the potential biases in our estimates. Unfortunately finding good instruments for this
nriables 1s very difficult and goes beyond the scope of this paper. With this caveat in mind, the
- resuits suggest that the parameters used in the calibration exercise are consistent with the

huerved data.

2.5 Conclusion

o past twenty years several theories have emerged to explain the observed income differences
«ies vountries. One popular theory proposed by Acemoglu and Zilibotti (2001) higlights the effect
i mholi-Blased technical change in developing countries as a source of productivity differences. In
“tivalar in line with the large literature on skill-biased technical change, the authors assume that
toiuoiugical change depends crucially on the supply of skills of the country where technology is
~uced. The aim of this paper was to assess the empirical relevance of this source of productivity
wees. First, we find that the AZ model can account for the observed differences in growth

teies from 1980 to 2000. In particular we show that the growth rates predicted by the model
siively correlated with the observed growth rates for all the definitions of skilled workers

1o Lhe exercise. Moreover, the model captures some important features of the world income

rsribation. Specifically the model predicts a bimodal distribution close to the one observed in the

i order to to test the mechanism hypothesis porposed in Acemoglu and Zilibotti (2001), we
cipare the predictions of their model to two alternative models. In particular we calibrate the
ihiree inodels and compare the predicted values to the ones observed in the data. First, we compare
hesiodel to a Cobb-Douglass production function with factor-neutral technological progress. The
penclassical benchmark will allow us to contrast the role of physical capital per-worker in explain-
mecine differences to the one porposed by AZ. We also contrast the AZ model to the model

priozenred in Caselli and Coleman (2006). This model assumes that each country adopts a different
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technology depending on their own skill supply as opposed to adopting the technology produced
by deloped countries. We find that the AZ model performs better than the two alternative model
when explaining the observed income distributions. In particular the AZ can account better for the
observed mean, variance and interquartilic range than both alternative models and has a better
goodness of fit, captured by a constrained R-squared measure. The neoclassical benchmark per-
forms almost as well in terms of predicting the observed averages and has a high R-squared but
underperforms in terms of capturing the volatility of output. Finally, I estimate the parameters of
the model and show that the estimates are close to the ones used in the calibration exercise which
reassures the results described earlier.

I conclude by pointing at two important limitations of the present paper. The first point we
want to raise is the issue of the sample used in Section 3. In particular we only used countries for
which we had estimated values for relative wages. This sample is not necessarily a representative
sample of the object of interest which is the entire sample!'!. A related issue comes from the fact
that we only have values for relative wages around 1980 and we only observe one value per country.
Our results relied on extrapolations of the relative wage which might be far from the true evolution
of relative wages. It is our opinion that extending the data for relative wages is a promising direction

which would allow us to address the questions raised in this paper in a more accurate way.
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2.7 Appendix 1: Figures and Tables

Figure 1. Distribution of Income Relative to the US 1980-2000
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Figure 2. Distribution of Skill Supply Relative to the US 1980-2000
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Figure 3. Observed and Predicted Growth Rates, 0 = 1.4, College Equivalents
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Figure 4. 1990 Observed Income Dist and Predicted Income Dist., College Graduates
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Figure 5. 2000 Observed Income Dist and Predicted Income Dist., College Graduates
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Figure 6. Evolution of the Income Distribution, 1980-2000
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Figure 7. 75/25 Ratio, Constant Wage, o = 1.2, College Equivalents
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Figure 8. 75/25 Ratio, Constant Wage, ¢ = 1.2, Some College
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Figure 9. 75/25 Ratio, Constant Wage, ¢ = 1.2, College Graduates
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Figure 10. 75/25 Ratio, Constant Wage, o = 1.4, College Equivalents
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Figure 11. 75/25 Ratio, Constant Wage, o = 1.4, Some College
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Figure 12. 75/25 Ratio, Constant Wage, o = 1.4', Colege Graduates
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Figure 13. 75/25 Ratio, Constant Wage, o = 1.7, College Equivalents
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Figure 14. 75/25 Ratio, Constant Wage, o = 1.7, Some College
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Figure 15. 75/25 Ratio, Constant Wage, 0 = 1.7, College Graduates
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Figure 16. 75/25 Ratio, Constant A, 0 = 1.2, College Equivalents
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Figure 17. 75/25 Ratio, Constant A, ¢ = 1.2, Some College

Figure 18. 75/25 Ratio, Constant A, ¢ = 1.2, College Graduates
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Figure 19. 75/25 Ratio, Constant A, 0 = 1.4, College Equivalents
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Figure 20. 75/25 Ratio, Constant A, o0 = 1.4, Some College
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Figure 21. 75/25 Ratio, Constant A, o = 1.4, College Graduates
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Figure 22. 75/25 Ratio, Constant A, o = 1.7, College Equivalents
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Figure 23. 75/25 Ratio, Constant A, ¢ = 1.7, Some College
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Figure 24. 75/25 Ratio, Constant A, o = 1.7, College Graduates
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TABLE 1. Estimation of wage premium

1882 1970 1980 1200 2000

colege premium 06211 5021 4848 5028 5387
[0.0185] [O071]  [DOO74  [0.007q]

somecollege 0.2141 0.1323 02150 02455
[0.0144] [00057]  [B00G3]  [.O0G4)

postgraduste 00805 002 0.1753 0.1575 0.2882
L0343  [DO88  [DOf21]  [0O11E 0011

female fem) D115 09701 .08 05T -Dom
00325  [@OTY [0y Qo o

nonwhite ) 05125 03511 02306 04904 -D1263
ROS0] 0023 @O [0S [D.Oo11q]

mperence (exp) 01385 DETH 0147 01512 0.1528
[O00T] [DO361  [D00291]  [DOO38T  [D.00457]

B2 00075 00081 00072 D008t 00081

000B0] (00003  [D0O03] (00003 [D.OCG4]

Exp*3 0oooz 00002 0.0002 00002 D.0002

[ATES] [B1456) [R32E6]  [14E5]  [148E5

Exp™d 40EQ8  101E08  -1STEDE -17EEDE 248508

[47E07] [BOSE8] [85°E08]  [LOSEDT]  [1.67E07

formw L0 04 0235 02132 0.1431

DO [P0 [DOMY  [@OS  [0O1EY

famlenp 00881 014 00877 D4 00235

[DO0S4] [L00S4  [DO4Y  [D0OSY  [0.0083

femexptl 00043 0.0057 {.0008 c.oom -5.26E-06
0000T]  [DO0M (00004  [0D0D4  [D.000H

fem'exp’3 0001 00001 2R1EDS  BR9EDE 267508
[32505] [147E08) [L7EDS]  [150EDS) (210508

[ —" BIEED7 THOEL? 460507 -B1BED7  3SIEDT
LT [147ECT)  [LASEDT]  [LSSEDT]  [0.0144]

Standard ermrs in brackels
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TABLE 2. Implied Technology Levels and Shares

0=1.2 g=1.4 =17
Y—"IY L M&ng A*‘IA!.(EFMA{.:HE&; Y,_}’Yr_ Mﬁ\{if MM:“‘A‘"‘A{{!JB THiY M A..-;x; MAwYMA\.ﬁ.m
Pane! A - Some Collage
1962 06208  1.0000 - 0.1157 1.000C - 0.8323 1.0000 -
1970 06206  3.8813 38613 .87 18717 18747 0.8323 1.4820 1.4820
1980 08208 334758 84507 0787 54505 27650 08223  2.5005 1.7185
1930 06208 4015554 14,6836 07157 228820 4.2067 08223 4B 2454
2000 08208 24058357 4.8843 0.7157 §2.0272 226837 08323 00600 1.8287
Panel B - Collage Graduatas
1962 03074 1.0000 - 0.3019 1.0000 - 0.5060 1.0000 -
1970 03074 17032 1.7032 03180 12018 12618 0E068 11482 1.1482
1980 03074 02443 54275 0308 258388 2228 0ste8 17378 1.5135
1990 03074 1255835 13,5845 0.3ma 11.6248 40505 05068 41883 24107
2000 03074 3520001 28101 03012 1000207 1.7144 0.5C88 5.8130 13878
' Panel C - Callege Equivalents
1952 04582  1.0000 - 0.55149 1.0000 - 06720 10000 .
1970 04882 28237 28137 0.5518 1.6840 1.6640 0.6720 1.3269 1.3268
1980 048582 17.488 6.3583 0.5519 imig 22650 06720 20884 1.5814
1900 04582 2317384 126132 0.5518 157618 38434 048720 498 23758
2000 04582 8228066 35801 05519 0382 1.8278 06720 73878 14833

Technology levas and shares coefficients obtzined from the wazs premiums regressions in Table 1 and the relative wage squation
in Section 3.
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Table 3. Growth Regressions: Observed 1980-2000 Growth and Predicted 1980-2000

Panel A. Full Sample
=12 5C w=14,5C #=17.5C o=12(E ¢=14,CE o=17.CE 01206 0=14,06 ¢=17,CC
0.047 008 0048 papR™ 085 D028 D05

constant 0044 05
D04 (0043 [0 [0S [8dY B4 Do

{D.048] [0.046]
predicted 1880-2000 growth o297 1.063 L6 1202 1p4e™ 1amE™ 104t t282™ 181
pi4g @S] DS RAET] QIS4 D68 QA6 DT [
Observations 81 81 81 81 81 81 8 81 81
032 02 034 0303 041

0 0.287 k318 0.3

R-squared
Nulf Hypothesis: e=08=1
F 124 CB7 on 108 27 E78 235 3 215
ProbeF 0.307 0518 B.501 1348 0.288 0004 2123 0.278 0123
Panel B. Caseili-Coleman Sample

g=12 80 o=14,5C ¢=17,8C o=12,CE 7=14,CE #=17.(E ¢=12,CG =14 0G ¢=17,CC
constant 0088 L0858 0084 0083 0078 L0020 A7 -oam Do

[00BZ] [pGSS [DOe0  [0OB4] [DO&Y

S [ooeg)  [poeg  [00H)

predicied $BB0-2000 growth 11800 0 T T TR P A I I 2 s F
[o:209] P27 pzq 02§ P24 BBy p3d pI3 s

48 48 48 48

Observations 48 48 48 48 48
R-sguared 0431 D447 0474 0478 {508 6.508 087 0584 G614
Hali Hypothesis: e=0 =1
F 0.8g 088 142 138 23 412 M 535 H
Prob>F 0419 0.3 0.25 0267 il lex] o023 0.045 0.008 G062

Standard errors in brackels, ™ p<D.01, ¥ p<005, * p0.t
3C stands foe same college, CF stands for Coliege Equivalents and C5 stands for Caollege Graduates.
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Table 4. Comparison Across Models, =12

Panel A Some College
Acemoglu Zitbotti Model Augmented Solow Mods! 1 Caselfi-Coleman 1
Mean Vanance  R-squared Mean Varance  R-squared Mean  Vadance  R-sguared
1920 1.01188 0.83277 [.67005 084810 0.78280 0.87205 014443  [p28118 022013
2000 1.04820 0.68578 [0.66642 087120 0.78573 0.85550 011352 D.26876 017852
full sample 1.02048 0.85801 0.67200 088048 one 086280 0.12843  0.268180 [.18783
Panel B. College Equivalents
Acemoglu Zifibotti Model Augmented Solow Model 1 Caselii-Coleman 1
Mean Variance  R-squared Mean Variance  R-squared Mean  Varance — R-sguared
1830 0.6aa74 [.87560 087860 0.88500 (.32609 047883 D43609 032327 061169
2000 0.ga0es 0.as118 0.88831 087320 0.78873 0.96033 044273 036825 056381
Aull sample 067845 D.88188 087285 086620 0.8a707 0.85761 043202 03305 0.80473
Panel C. College Graduates
Acemoglu Ziliboti Model Augmented Solow Mods! 1 Caseli-Coleman 1
Mean Vanance  R-squared Mean Varance  R-squared Mean  Varance  R-squared
1820 085330 088270 087805 097508 084301 067838 (52688 035402 L0718
2000 0.86524 [.84882 085728 007855 0.78703 0.85120 05420 037851 088108
iull sample  0.85042 [.85718 0.87204 087735 081798 0.98817 053063 028787 0.68272

Mean and Vanance are the ratia of the prediction of the stadstic by the model compared to the observed statistic.
Al the values are calculated using the sample fromi Casselli and Coleman {2008},
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Table 5. Comparison Across Models, /=14

Panel A_ Some College
Acemogha Flibot Modsl Solow Model 1 Caseli-Coleman 1
Mean  Variance  R-squared Mean Yarance Resquared | Mean  Vardance R-squared
1680 £oa703  048im4 oETeM 084010 078280 0.57205 | 033002 Q20071 040808
2000 102283 004032 00085 087120 0.76573 085560 | 026832 020184 041472
full sample  10WYT DE3M0 DOTIM 0.88048 07z 086280 | 029805 02085 D461
Panel B. College Equivalents
Aczmoglu Zilibott Model Solow Modal 1 Caseli-Coleman 1
fean  Vadance  Resgquared Mean Variance Resquared | Mesn  Vadanoe Re-squared
1280 096820  D.83GBd  DATOOT7 0.86500 082580 0g7ea3 | 0E3815 043311 o2
2000 C&7057 D381 O0a0y Q87320 078573 023033 | 0B84 D3 O7EETY
full sample  CGO7403  DB3748 Q87302 0.86820 080707 0578t | 0E3980 043543 080838
Panel C. College Graduates
Acemogh Zilibott Model Solow Modsl 1 Caselli-Coleman {
Mean  Vardance  B-squarsd Mean ‘adancs Rsguared | Mesn  Vardance R-squared
1600 GBa318 054500 {88085 087508 08430 0G7338 | 070934 048443  Q.S0R3
2000 Go8138  D834pR (85050 0.87955 079703 098180 | D71I23 047104 084570
full sample  CDE738  0Q40I0 0407388 087735 0g817a 008217 | 071053 047780 085040

Mean and Variance are the ratio of the prediction of the statistic by the model compared to the observed statisiic.
Al the values are calculated using the sample from Casselfl and Coleman {2008).
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Table 6. Comparison Across Models, =17

Panel A. Some College
Acemoglu Zilibotti Model Augmented Solow Mode! 1 Caselli-Coleman 1
Mean  Varance  R-squared Mean Variance  R-squarsd Maan Variance  R-squared
1980 00883313 (003327 (0076730 | 0846085 0782003 (0672080 | Q50MME7 0353848 (C70B4D181
2000 1001983 (00215863 0088813 | 0971188 0785725 (055408 (448375 L5202 08374133
full sample 0982020 0013723 0073833 | 0860470 0777225  (B62803 | C477723  [.3468284 (088872813
Panel B. College Equivalents
Acemoglu Zilibotti Model Augmented Solow Mods! 1 Casali-Calaman 1
Mean  Varance  R-squared Mean Varance  R-sguared Mean Varance  R-squared
1980 006841E DEB0B20  COFO5TZ | 0.08G005  0.B25E@t  (0G76829 | 0758380  (OA45811 060364652
2000 0674885 0A72081 0068033 | 0673107 O7RE728 0060327 | 0782381  [.538111  (0.88548008
full sample 0071715 0878654 0073128 | 0.866185 0807086 (066708 | 0780885 0541174 (080388382
Panel C. College Graduates
Acemogly Zdibotti Mode! Augmented Solow Modsl 1 Casalli-Coleman 1
Mean  Vadance  R-sguared Mean Variance  R-squared Mean Variance  R-squared
190 0884617 O0BOT122 0081033 | 0675080 0843011 0678383 | 0811835  [D5G7T120 082981808
2000 0GeE275  0.872880 0068374 | 0.07B554  QTETORD  (0G61800 | CB2852  (GGT144 000308143
full sampie 0887123 0B84007  CO73060 | 0977347 0817987 (860172 | 0812022 (584564 (051825183

Mean and Variance are the ratio of the average pradiction of a model compared io the observed statistic.
Al the values are caloulated using the sample from Casselll and Celeman (2008).



Table 7. Comparison Across Models, r=12

Panel A Some Coflege
Acemoglu Jlibott Modal Augrentad Solow Modal 2 Caseli-Coleman 2
Mean 58 Doy, R-squared | Mean St 0ev. R-squaned Mean StDev.  R-squared
1830 101168 083277 CovedE 0208180  0.320351 0483000 | DO701B2  OBZTTYT 06TH4B
2800 1.04820 086578 096R42 | 0258884 0337284 0428076 | D9BE1E  CBOSTHD 0453433
full sample 102548 (.85801 DET200 [ DI77342 0326081 0454523 | 0877908 0BIETER  (.00g7aR
Fanel B. College Equivalents
Acemoglu Zlibeiti Moded Augmented Solow Model 2 Casalii-Coleman 2
Mesn 3% Dey. R-squared | Mean StDev. H-siuared Mean StDev.  R-squared
1880 0.88074 0.E7EED 087860 | 0774080 DAZ238M1 0826816 | 0876223 054050  O.47OWT
2000 0.88558 DEB11B [9AA31 | 0708832 0543831 0878728 | 0475288 0EY1G01 0882323
full sample 007845 D.A818S Q87285 | 0737854 0572323 0AB0BR2Z | 0675682 (R30M5  0pROeAe
Panel C. College Graduates
Aremagiu Zlibotti Mode! Augmentad Solow Mode! 2 Caselli-Coleman 2
Maan 5 .Dav, Resquared | Mean 5t.Dav. R-squared Mean SiDev.  R-squared
1680 0.85330 025270 087eds | L774074  DEG44 DB273E0 | 008S0G1  0AG0DH 0080047
200 0.88524 084683 {86726 | 0712817 053734 0884233 | 0882813 0821871 0.0g3gez
fll sample 085042 085718 OEF204 | 0742382 05G75EZ DO03231 | 08BIT4E  DB42148 06708

Mean and 5t.Dev. are the ratio of the average prediction of 3 mode| compared to the observed statictic
All the values ars ealeulated using the sample from Casselli and Coleman {2008).
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Table 8. Comparison Across Models, 0=14

Panel A. Some College
Acemoghu Ziliboti Modsl Solow Model 2 Caselli-Coleman 2
Mean StDev.  R-sguared | Mean StDev. Resguared] Mean StDev.  R-squared
1880 088703 081814 067044 (0285376 0336560 0576284| 0868120 DB19861 0075882
2000 102203 084022 008858 (0314880 0347080 0508135( 0080068 0707022 0058542
ful sample 101037 063540 067324 | 0330532 0340815 0538100 0073288 (800807 0888167
Panel B. College Equivalents
Acemoglu Zilibot Modal Solow Model 2 Caselli-Coleman 2
Mean StDev.  R-squared | Mean 5tDev. Resguared)] Mean StDev. R-squared
1860 0068820 0.5364 067607 |(D0.B34562 0602820 0051183( 0674388 0540855 0078731
2000 0.07857 003810 008624 (0768353 0002488 DO12033| 0074073  0R0SD1T  0.082060
full sample 087403 (063748 057302 |(0.B0D443 0635261 00O20830| 0874184  DB26423 0.0860404
Panel C. College Graduates
Acamogiu Zilibotti Model Solow Mode! 2 Caselli-Coleman 2
Mean StDev.  R-sguared [ Mean StDev.  R-sguared] Mean StDev.  R-squared
a0 0988316 094500  CGB0GS |0843510 0703700 0955005 0083400  [BBS2B4 0670853
2000 088138  D83468 0988F0 | 0787175 0811315 0821580| 0881502 0B17754 (0.883d7N1
full sample 088735 084010 007386 |0814340 0845412 0038303| 0082410  [B38368 070687

Meaan and St Dev. ane te ratio of the average prediction of a model comparad to the observed statistic.
All the values are calculated using the sample from Casselli and Coleman {2006},
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Table 9, Comparison Across Models, 7=17

Panel A Some College
Averogiy Ziiboti Model Pugmented Solow Model 2 Caseli-Coleman 2
Mean 5tDev.  Resquared| Alean StDev.  Rsquared | Mean  StDev. R-sguared
1690 CEB3N3 0903337 Q470730 | 486848 0377087 0681880 (0962233 (.312008 L.O75143
200 10071683 0915883 0868812 | 030422 0300350 C.6OO782 | 0075882 0788270 [.BSTRAS
Al sample  DOE2E20 0813723 0073531 | 0425436 0308452 0B415B4 | 000235 0401224 [OO553S
Panel B. College Equivalents :
Acemaghy Zilibots Model Augmenied Solow Mods 2 Caselli-Coleman 2
Mean Slev. Rsguared| Mean StDev.  FResquared | Mean  StDev. Fesguared
1420 (.6E5416 0200820 0L7BETZ | 0LBOCB44  D7E342  (0OOBET | 0072544 0845457 DoTE43E
2060 [G74085  D87208t (OBR0RY | DE41843 0678217 OO417E0 | 0573006 D2D4124 (OBITET
full sample 0071715 0876054 0073126 | 0870188 0712784 OO54167 (0072782 0522488 0562121
Panel C. College Graduates -
Acemogly Ziibotd Model Apgmented Solow Model 2 Caseli-Coleman 2
Mean StDev.  Resquared|  Mean StDev.  Resguared | Mesn  StDew  Resguared
1880 CEB4B1T 0807182 08681033 | 0B02020 0780417 0570030 | 0081880 0891321 DE7oEI3
2060 0.0BOZ7S  OB720E0 0.60R374 | ORS2060 0054404 (OM4567Z | 0020524 OR137TI6 0663244
full cample 0087123 0824007 0073050 | 0878613 0720280 (OOD5G707 |0GBH137 0.R34483 [O7MMB5

Mean and 5t.Dev. are he ratio of the average prediction of 3 model comparad to the obsarved stafisiic.
alf the values are calculated using the sample from Casselli and Cofeman {2008),
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Table 10. Comparison Across Models, Full Sample, Constant Wage
Panel A College Equivalents 7=1.2

Acemoglu Zilibotti Mods! Solow Model 1 Caseli-Coleman 1
Mean StDev.  R-squared | Mean StDev. Rsquared] Mean StDev. R-squared
1960 086147 08E785 067654 (0000238 0880001 00R050Y| 0522755 (318135 0.7073¢
2000 082850  0.83803 085520 |[0847325 0806368 0054033 0EOT1DR (0337382 0.685CT2
full sample 084318 (85032 008576 (0087722 0837121 D9B5501| 0514807 0326718 0.65M81
Panel B. College Equivalents, c=1.4
Agamoglu Zilibotti Modal Solow Modal { Caselli-Coleman
Mean StDev.  R-squared | Mean StDev. R-sguared] Mean StDev.  R-squared
1880 0.0B563  [.83507 088225 | 0600233 0880001 0820501| 0714070 0482541 DBT3H47
2000 005454  (.80666 005880 | 0047325 0208388 0054033| 0583543 0474028 0.B31472
full sample 087404 082107 008835 | 08687722 0837121 0065501 0688081 0470274 D.B48G23
Panel C. College Equivalents, 0=1.7
Acemoglu Zilibott Modsl Solow Mode! 1 Caselli-Coleman 1
Meaan StDev.  R-sguared [ Mean StDev. R-sguared| Mean StDev. R-squared
1880 000784 0035 088282 |0600238 0.8Be0A1 0.0A0501| 0820082 (82434t 0033143
2000 085224  0.86062 005885 |0047325 08063568 0.054033| 0783407 0581218 D.B8D5135
full sample 0.87380  D.8&762 005604 (0867722 0837121 (065501 080081 0506247 0012333

hean and 5t.02v. are the ratio of the average predicton of a model compared to the obsarved statistic.
All the values are calculated using the sample of countries with information on Capital, output and Education.
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Table 11. Comparison Across Models, Full Sample, Constant Am/AdL

Panel A College Equivalents =12

Acamoglu libotti Model Solow Model 2 Caselii-Coleman 2
Mean SiDev. Fsquared| Mean  StDev.  R-squared Mean  Stbev.  R-squarsd
teOC 066147 0807E8 (.07E54 | 0782333 [DE7HA3S  D.E26585 | 0.684264 0BO4IN 7T
2000 057850 083203 005520 | DG7O580 0440508  DBS4ERZ | DMUMD D7ETTYT D453
full sample 004318 0850832 008576 (0728283 0407478 D.RAnhod | 0067105 0828433 (057420
Fanel B. College Equivalents o=14
Acemoglu Ziibofi Model Solow Model 2 Caselli-Caleman 2
Mean  StDev. Resguared) Mean  StDev.  Resquaed | Mess  SiBev.  Resquared
feo0 080551 0AB3507 008225 | 0854378 OB74ER3  DOREMA | 0802751 (200004 DA72041
2000 DB5454 055665 0.058B0 (0753154 0530353 0807322 | DB40822 0785888 348120
full sample 067404 080107 006885 | DB0Y226 0883854 DO22235 | [DASDGG 0820046 (067240
Panel C_ College Equivalents, o=1.7
Aeemogly Zlibot Model Selow Model 2 Cazelli-Coleman 2
Mean  5iDev. Resguared] Mean  StDsv.  Resouared | Mean  GtDev.  Resquarad
1880 08784 DE3B34  (ODERSZ | 0914809 075148 0OTISRD | 0RB1213 Q887533 [G71835
200 0oEX4 DBE30G2 (0GRS | 0818145 OAIOCSS  QO26318 | 0000306 0781738 [.45020
full sample 087380 086762 (05004 (0804207 0858324 0045803 | OBAd004 0823517 D.657081

Mean and 5t Dev. are the ratio of the average prediction of a modal compared to the observed statictie.
& the values are calulated using the samiple of countrizs with information on capital, sutput and Education.
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Table 12. Estimation of CES Model

Panel A
dependent variable: Aln{yit-lit) Some Caollege  College Equivalents  Collage Graduates
Aln(kit-li) 0384 0304 0.3g2"
[0.033 [0.050) [0.033]
Alnihit-in} 0.225™ 0.203" D73
[08q [oos1] [.102]
Aln{hit-it) 0.064™ 0.5+ 0.042
[o.017] [0.018) [0.021}
Observations im K] 33
f-squared (.83 0.861 0.8
Panel B: Implied Parameters
a o34 0384 pag2
[0.039 (0.0 [0.033]
m [+ T .35 0.284"
0113 [0.1362] [0.1681]
o 0452 0.3852" DA™
[0.071] [0.0574] [0.071]

Standard errors in brackets, **¢ p<0.01, ** p<0.03, * pe0.d
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Chapter 3

Demand Uncertainty, Information

Quality and Sectoral Entry

3.1 Introduction

Entry decisions are at the heart of many economic and strategic problems. Agents constantly
have to make entry decisions into different activities and these decisions have consequences on the
allocation of resources, competition and the efficiency of a market economy. Furthermore, in many
circumstances these decisions are accompanied by uncertainty of the payoffs for these activities
and the actions taken by other players. Examples of such situations vary from the researcher who
chooses to write about field A over field B, the political candidate deciding whether to appeal to
a conservative constituency or to a liberal constituency or the firm who has to decide in which
sector of the economy to operate in. All this suggests that information and information quality
have an important effect on agents’ decision and competition. One important implication of this is
the potential inefficiency of the equilibrium outcomes that arise in these models. Banerjee (1992,
1993) and Bala and Goyal (1994), for example, show how sequential decision making by agents
who have incomplete information of the profitability of their investment opportunities can lead to
inefficient choices. Rob (1987) also points at the inefficiencies of the market equilibrium in a static
model of entry under uncertainty. Moreover, these inefficiencies can have important macroeconomic
implications for the growth rate of the economy, specially when there are spillovers and learning
from other agents in one’s sector, and for the amplification of sectoral shocks (see for example

Caplin and Leahy (1993)).
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In this vein the present paper has two objectives. The first is to explore the relation between
entry decisions by agents and the quality of the information they have prior to entry. For this
purpose I study a simple two stage model of entry. In the first stage a continuum of agents
decide the sector of the economy they will operate in. Following the entry stage agents engage in
monopolistic competition where they make positive profits which depend negatively on the level of
entry to the sector they operate in and positively on the demand of the sector. At the time of entry
agents are uncertain of the true state of demand for each sector. This uncertainty is partly revealed
by a private signal of the relative demand of sector one with respect to sector two which is observed
before the entry decision is made. The signal has a direct and an indirect informational effect. On
the one hand, a higher signal suggests a higher demand for sector one which, other things equal,
would make entry to sector one more attractive. On the other hand, signals are correlated across
entrants, which implies that a high signal also predicts higher potential entry into sector one. These
two conflicting effects behind a high signal will be essential in determining the equilibrium of the
game. I show that the quality of the information received by agents, measured by the preciseness
of the signal they receive, will be crucial in determining which of the two forces dominates. In
particular, when the precision of the signal is low, the direct effect of a high signal dominates the
indirect effect and the equilibrium of the game is a pure strategy threshold equilibrium in which
agents enter sector one whenever they receive a positive signal. Once the signal received by agents
becomes more precise, the indirect effect becomes stronger and the equilibrium of the game is a
mixed strategy equilibrium. Furthermore, I show that the equilibrium probability of entry to sector
one is increasing in the value of the signal received and decreasing in the level of precision of the
signals.

The second objective of the paper is to analyze the effect of both information quality and
fundamentals on competition, generated by entry decisions by agents, and welfare. In general
there are two potential sources of inefficiencies in the model discussed: the first one comes from
the monopolistic structure of the post-entry game and the second one comes from the uncertainty
faced by investors at the moment of entry. When analyzing welfare I will use a constrained efficient
notion where I take the competitive structure of the two sectors as given and focus on the second
source of potential inefficiency. I will also assume the social planner has full information of the
demand for the two sectors. I start by showing that without uncertainty the equilibrium entry
level into the two sectors coincides with the efficient entry levels. This implies that the level of

competition in the two sectors is socially optimal. Once T introduce uncertainty the discrepancy

123



Letween the equilibrium entry level and the efficient entry level will depend crucially on both the
precision of the signal received by agents and the value of the relative demand of sector one with
respect to sector two. I start by showing that the relation between the precision of the signal
received by agents and the discrepancy between the equilibrium and the efficient level of entry is
nou-monotonic. In particular, when the equilibrium of the game is a pure strategy equilibrium
(a low precision level) there is a U-shaped relation between the precision of the signal and the
iserepancy between the equilibrium and the efficient entry levels. Moreover, for each relative
demand level there is a unique level of precision such that the equilibrium entry level is efficient.
Pl tast point suggests an important issue: small increases in information quality, captured by an
increase in the precision of the signals, might generate excessive competition in one sector and too
hitle competition in the other market. Once the precision increases, and the equilibrium of the
Loane is a mixed strategy equilibrium, the discrepancy between the socially efficient entry level and
the equilibrium entry level is decreasing in the precision of the signal. In particular, for low levels of
precision there will be excessive competition in the sector with high relative demand and too little
comnpetition in the sector with low relative demand. As information quality increases, equilibrium
competition levels become closer to the socially efficient level. The discussion above points at an
noportant result of the paper, increases in information quality can be socially detrimental. More
spocifically, small imporvements in information can be socially costly while drastic improvements
somformation quality always lead to welfare improvements. Next I show that the relation between
viecive demand and the discrepancy between the efficient and the equilibrium entry levels is non-
orotonie. 1 show that, independently of the quality of information, when sectors are equally
crohinble {relative demand equal to one) the efficient entry level and the equilibrium entry level
~toides This result implies that uncertainty affects efficiency as long as consumers have a stronger
caste for one sector over the other. When the two demand levels are not equal, the relation between
{ove demand and the discrepancy in entry levels is non-monotonic and will depend on the quality
oianformation. On the one hand, when precision is low, there is a twin-peaked relation between
cobnbive demand and the discrepancy in entry levels while there is an inverted U-shaped relation
when the precision is high. All this points at the intricate relation between information quality,
redative demand and efficiency. It also highlights an important point of the paper: small increases
in whe lovel of precision of the signals might increase or decrease welfare depending on the value of
dutive demand and the quality of information.

This paper contributes to the literature of entry and efficiency. Dixit and Stiglitz (1977) and
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Mankiw and Whinston (1985) were among the first to study the efficiency of entry into markets
when there is full information. Both papers point at the importance of product substitutability in
determining the efficiency of equilibrium entry. Two papers which analyze a similar entry decision
but assuming demand uncertainty are Jovanovic (1981) and Rob (1987). In both models the
equilibrium is one where agents are indifferent between entering or not entering and they randomize
over this decision. Furthermore, Rob (1987) highlights that the random nature of equilibrium entry
makes it inefficient,a result that comes from the assumption of a discrete number of entrants. There
are two important differences between these papers and mine. The first difference is that they study
the entry decision of a discrete number of entrants into one industry while I consider the case of
a continuum of investors deciding between two sectors. This will imply that in my model entry is
constant and not random. The second difference is that they solve their respective models assuming
a particular precision level for the signals that agents receive prior to entry. This paper on the other
side, allows the precision of the signals to vary which enriches the equilibrium and welfare analysis
and, as I pointed above, highlights the interaction between information quality, fundamentals and
welfare. In this sense, my work is related to Angeletos and Pavan (2007) and Morris and Shin
(2003) who analyze the welfare implications in games where agents receive noisy signals of the
fundamentals. Contrary to what Angeletos and Pavan (2007) find I show that the relation between
welfare and precision is non-monotonic.

The paper is organized as follows. Section 2 will introduce the model and characterize the
equilibrium of the game with full information. On section 3 T examine the model with incomplete
information and characterizes the equilibria of the game in this case. Section 4 analyzes a tractable
example which highlights the main results of the paper. The summary of the results and the

conclusion are left to Section 5. All proofs and figures are left to the appendix.

3.2 The Model

3.2.1 Preferences and Technology
Household and Consumption Good Producers

I start by describing the baseline model. Consider the following two period economy where the

representative household maximizes a utility function of the following form



2
U=) AilGC (3.1)

subject to the budget constraint
2
> PG <I
=1

where C; is a consumption good produced in sector ¢ and [ is the income level of the representative
consumer. The choice of the utility function will give a simple relation between the expenditure in
consumption good ¢ and the income level of the household.

Let Y; be total production of good i. Good i is produced by a perfectly competitive producer
using a continuum M; of intermediate goods indexed by j. The mass of intermediate producers M;
will be determined endogenously and will be of crucial interest in what follows. Specifically, the

production function for consumption good ¢ takes the following form:

-M; ; a/(o-1)
([Tog™rea) ™ os (3.2)
S0

Each household is endowed with one unit of labor, which is used for production in the two

Y

sector of the economy, and a balanced portfolio of all the firms in the economy. Taking this into

account the budget constraint of the household can be rewritten as

M

Y, PG+ |

Mo
Huder/ [Iz;dj
0 Jo

where w is the wage rate of the economy and II;; are the profits of firm j in sector i.

Intermediate Good Producers

Production Fach intermediate good 7 is produced by a monopolist. Each monopolist has an

identical linear production technology satisfying the following equation
Yij = q * lij (3.3)

where I;; is the labor employed by firm j in sector i and ¢ is a labor productivity parameter.

The production function for the intermediate producers (3.3) implies that the marginal cost of
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producing intermediate j in sector i is

w
MCi; = —
q
Entry Before any production or consumption takes place a mass 1 of potential intermediate

producers have to decide which sector to operate in. I assume that investors make this decision

simultaneously and that their objective is to maximize future profits.

Labor Market The intermediate producers’ production function implies the following labor
market clearing condition:
- My -Ma
L= / li;dj + / lo;dj
Jo J0

To close the description of the model I summarize the timing of events:

1. Investors decide which industry to operate in.

2. Given the entry decision, firms set prices and agents decide how much to consume.

3.2.2 Equilibrium

Throughout this section I will use Markov Perfect Equilibrium (MPE) as the equilibrium concept.
In particular I will be able to solve the game using backwards induction. Before proceeding to the

characterization of the equilibrivin I will start by defining an allocation in this economy.

Definition 11 (Allocation) An allocation in this economy is:
i) a pair of numbers (M, My)

y ) L ‘ My M
it) a pair of vectors of intermediate productions (ylj)j:[) . (y2j)j:0

i11) a pair of vectors of labor demands (llj};-‘ilg, (lgj);-‘fo

w) a pair of consumption levels (Cy,Cy)
v) a pair of consumption good produciions (Y1,Ys)

. R ; M-
vi) and prices w, Py, Py, (Plj);'i‘u, (Paj)52%0

Next I will define an equilibrium in this economy. At the time of production and consumption
all the agents in the economy have full information with respect to the fundamentals A;, A» and
the number of producers in each sector My, My. This implies that the second stage equilibrium

can be described as:
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Definition 12 (Second Stage Equilibrium) An equilibrium in the production and consumption
stage ts an allocation such that

i) (C7, C‘; ) solve the utility mazimization problem in (3.1)

i) (yzj) (P*) e iO solves the profit mazimization problem of intermediate firm j in sector 1.

i) (", Pz*) solves the profit mazimization problem of consumption good producer i and the zero
profit condition.

w) there is labor market clearing

v) all the goods market clear

In the Appendix I show that there is a unique second stage equilibrium of the economy and this

equilibrium is characterized by the following allocation:

* Qi g

Yij = E’W (3.4)
1

i o .

s = E’W
e = agmD
w'* = 1

o

pro= 7

v (c—1)q
B oM1/(=a)

P (o-1)g

The second stage equilibrium implies that the profits of firm j in industry 7 are:

Qg

I = ————
T M (o —1)

(3.5)

where a; = A;/(A1 + Az2). Equation (3.5) will be crucial in the discussion which follows. In
particular, it captures the problem that firms face in the first period. On the one hand firms will
have an incentive to enter into the sector which yields the highest fundamental profitability of the
two, i.e. the sector with the highest ;. On the other hand, higher a; will attract more entrants into
sector ¢+ which will decrease the profits of a firm in that sector. For this reason higher fundamental
profitability will have a direct positive effect on a firm’s profit and an indirect negative effect through
the equilibrium number of entrants. The interaction between the fundamental profitability and the

number of entrants will be crucial when I analyze entry decisions in the next subsection and specially
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in the game with incomplete information. In general the profit function in (3.5) highlights a tension
which is important in many economic problems where good fundamentals attracts more economic
agents into an economic activity.

This tension between sectoral profitability (or demand elasticity) and entry has been highlighted
in contexts similar to the one presented here by Dixit and Stiglitz (1977), Jovanovic (1981), Mankiw
and Whinston (1985) and Rob (1987). But the tension implied by equation (3.5) goes beyond this
specific economic model and can be framed in many other contexts. To mention some examples
of situations where this tension is present we have political candidates choosing platforms based
on voter’s preferences, firms investing in new technologies based on future demand or an academic
choosing a research topic based on the current hot topic. For this reason the theoretical contribution
of this paper goes beyond the scope of the specific model presented and highlights a more general

economic force.

Equilibrium with Full Information

I start by characterizing the first stage equilibrium of the game when agents have full information of
future profitability A; and As. First stage strategies (s;) will be mappings from the pair of sectoral

profitabilities { A1, A2} to the binary decision {Enter Sector 1, entering Sector 2}

s; 1 {A1, A2} — {Enter Sector 1,Enter Sector 2}

I assume the entry cost to all industries is zero. If this was not the case we would have
three possible actions for each investors, no entry, entry into industry 1, and entry into industry
2. Setting the entry cost to zero will allow me to focus on the main goal of this paper which is to

study the entry decision across industries!. I start by defining an equilibrium of this game.

Definition 13 An equilibrium of the entry game with full information is a set of strategies {5;'}}:(1:

a set of industry participants, {M*}2 . and an equilibrium number of opened industries. N*.such
Y 1 Ja=1> Yy .

"Jovanovic (1981), Mankiw (1985), Rob (1987) introduce a fixed cost of entry and focus on the binary decision
of whether to enter or not. As has been highlighted by Caplin and Leahy (1993), the sectoral entry decision adds
important macroeconomic implications.
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that the following conditions hold

5

oM =

=]
A; A
sl PR J
M 2 M;,Vm
NF* = 2

This conditions are easy to interpret. The third condition tells us that with a continuum of
players all industries must be opened. This follows form the fact that if this was not the case,
opening a new industry would yield infinite profits to the deviator. The first condition is just the
condition that all investors participate in some industry, which by assumption is costless. This will
be the case since not entering yields zero profits while entering to one of the two industries will
always result in positive profits. The second condition is a condition that no investor wants to
move to another industry which is currently in place (No bunching). All this conditions together

imply that the equilibrium number of entrants to each sector must satisfy:

Ay Ag
My M3
Which means that any full information equilibrium of this game must have M = «o; = ﬁ

Vi € {1,2}. Clearly there are multiple equilibria to this game since any strategy vector {s;‘ }:0
which yields M’ = «; is an equilibrium. However, the equilibrium number of entrants to each
sector, M, and the number of opened sector, N*, are unique in any equilibrium. All this is

summarized in a proposition below.

Proposition 14 (Full Information Equilibrium) There are multiple equilibria to the full in-
formation entry game presented above. In all of this equilibria the equilibrium number of entrants

to each sector is uniquely determined by the following expression

A.
B, R
! A+ As H

The optimal number of entrants into each industry reflects the underlying tension of the model:
higher relative fundamental profitability of the sector implies higher profits and more entry into
the sector. In equilibrium these two opposing forces balance out across sectors making entrants

indifferent across sectors.
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Socially Optimal Entry

So far we have focused on the profit maximizing behavior of entrants. This individually optimal
behavior might not necessarily lead to an efficient allocation of resources in the economy. I will try
to address this question in what follows.

In the economy described above there are two potential sources of inefficiencies. The first
comes from the monopolistic competition which takes place in the second stage and the second
potential source of inefficiency comes from the entry decision by investors. The goal of this paper
is to understand the second potential source of inefficiency for which reason I will focus on the

constrained efficient problem below. The objective function of the social planner is

== F { [al InagMy" ™) + s nagq(l — Ml)l/(g_l)] }
where I use the second stage equilibrium consumption, Cf = aiinl/ (e=1)

Solving this problem yields the optimal social number of firms:
M? = a1, M5 = ay

We can see that the socially optimal number of firms is equivalent to the equilibrium number of
firms which implies that equilibrium entry in the game with full information over the fundamental

profitability of each sector is constrained efficient. This is summarized in the following proposition.

Proposition 15 (Socially Optimal Entry Level ) The full information equilibrium number of
entrants to each sector, { M}, My}, is constrained efficient. That is, taken the second stage com-

petition as given, { M, M3} maximize the utility of the representative consumer.

One question we might ask now is how robust is this result to changes in the information that
investors have at the moment of entry. In the next subsection we change the model such that agents
have imperfect signals of o7 and s at the time of entry. Introducing this change in the information
structure of the game will yields a set of interesting predictions compared to the full information
case. In particular I will show that the equilibria of the game are not necessarily socially efficient
and that the level of inefliciency varies with the true value of a7 and with the precision of the signal

that agents get prior to entry.

131



4.3 The Model with Dispersed Information

In ihis section I will assume that the information available to investors is imperfect. In particular,
I assume that investor’s j entry decision is taken before observing the true realizations of Ay, A
bt after receiving a private signal, z;, of the relative future profitability of the two sectors which
takes the following form:

Tj=0a+¢;

whete @ = In Ay —In Ay is the log of the relative profitability of sector 1 with respect to sector 2
wied -, 0= a shock which is independent and identically distributed across individuals. For simplicity
{ assume « to be randomly drawn from the real line (improper prior) and e; to be identically
suc edependently distributed across agents with a distribution F, .symmetric,with mean zero and

ricoce o The improper prior assumption implies that agents will only use information on the
izl and the distribution of € when making forecasts about other agents’ signals®. Furthermore

w=tine the following condition holds

fl(z) < 0¥z>0 (3.6)

f(z) > 0Vz<0

vheve fiz) = F'(z). Notice that before investor j receives the signals both industries are identical.
Hhsense we say that we have ex-ante homogeneity across industries.
However, before deciding which industry to enter investors receive a signal about the state of
ve Dndamental broﬁtabi]ity of the two sectors. The above discussion implies that the expected

piolitabahity difference conditional on the signal is:

alz; = z; — ejlz;

o finish the description of the primitives of the model, notice that when forecasting player h's

snat, player 7 caleulates the following distribution

Thlz; =5 + e — €5

Woocilder assumption would be to have a proper distribution for @ which is much more dispersed than the
Letrthution of e.
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I will call the distribution of the difference ¢, — ; G, which from the properties of F' is symmetric

and has zero mean. Furthermore, given that (3.6) holds, we have the following condition

gdiz) < 0Vvz>0 (3.7)

g(z) > 0Vz<0

where g(z) = G’(z). Distribution G will determine how informative the individual signals are about
other player’s actions. This will prove to be essential when characterizing the equilibrium of the

game in the next section.

3.3.1 Equilibrium characterization

Before characterizing the equilibrium of the game let’s define strategies in the game with dispersed
information. A (symmetric) strategy here is a mapping from the signals to the simplex, the

probability of entering industry 1 in detriment of industry 2. Hence we have
Sjrx; — [0,1]

where z; is the signal that agent j receives. Notice I am restricting the analysis to symmetric
equilibria in which agents with the same signal value play the same strategy, or in other words the
identity of the investors is irrelevant, only the signal value matters. Let’s define ;(z;) to be the
probability that player i enters industry 1 under the strategy profile S; and conversely let 1 —g;(z;)
be the probability that agent ¢ enters industry 2. Define a strategy profile S = (§i>ie[0,1] to be
the collection of all strategies from investors. To finish with the description of the game we have

to define the payoffs of each investor. We know that once the entry decision has been made the

profits on investor j are
vy

= S
(o — 1) M,

Given the logarithmic preferences of agents, we can focus on the maximization of the expected
log differential profits. This differential profit for an agent with signal value z. given a strategy
g g g i B 8.

profile S is:

1 — M, (:r;j,g)
M,y (.’L‘j,g)

E {/_\ﬂmj,g} = z; +In
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where M (.’L’j, §) is the expected number of entrants to industry 1 given strategy profile S and
a signal value z;, and Am = InIly — InIl;. The formulation highlights two important features of
the model. The first is that the number of entrants to each industry is an endogenous object
which depends on the strategies. This implies that the signal value has two effects in the expected
differential profits. The first is the direct effect of signals on profits, a higher signal value makes the
expected profits of industry 1 higher. The second effect is the indirect effect which works through
the forecast of the mass investors in each industry. In general these two effects will go in different
directions as higher entry into a sector yields lower profits for each entrant in that sector.

Next I define an equilibrium of the entry game with imperfect information.

Definition 16 An equilibrium of the entry game with private signals is a set of strategies S* =

(a1);e 0,1] such that for every i € [0,1]

g; = le E[Alnwz;,S*] >0
g € (0,1)« E[Alnn|z;;5%]=0

g = 0& E[Alnw|z;,S*] <0

and

My (23, 5*) = /m g (y)g(y — zi)dy

—00
Notice that the last line requires investors to make rational forecasts of the number of investors

in each industry. Also, the last condition uses the fact that

Pr(zp, < ylz;) =Pr(z; +en—¢j < ylzi)

= G(y— i)

Pure Strategy Equilibrium

I will start by characterizing the pure strategy equilibrium of the game with dispersed information.
I choose this starting point for two reasons. The first reason is that it will highlight the properties
that G/(-) must have such that investors make positive expected profits. The second reason is that
for a similar class of games with dispersed information but with strategic complementarity of

actions, a pure strategy threshold equilibrium is the unique equilibrium of the game?®. This class

#See Morris and Shin (2003) and Angeletos and Pavan (2007).
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of games are dominant solvable for which reason the finding the unique equilibrium of the game
is straightforward. The entry game presented here is not dominant solvable precisely because of
the strategic substitutability in players’ actions, making the characterization of the pure strategy
equilibrium of the game less straightforward. However,as Proposition 7 shows, if there exists a
pure strategy equilibrium of the game it must be a threshold strategy where everyone enters the

sector with the highest signal.

Proposition 17 (Pure Strategy Equilibrium) If there is a pure strategy equilibrium of the
game it must be a threshold strategy where everyone enters the market with the highest signal.
That s
1ifz; >0
g =1 [0,1] ifx; =0

0fz; <0
This s an equilibrium of the game if and only if the following condition (condition P)
G(2) < (220 if 2> 0

l+exp(z
) (=)
G(z) > % if 2z <0
holds.

Proof. In the Appendix =

Condition P gives us the requirement for a pure strategy equilibrium to exist. The economics
behind this condition will be important to understand. The existence of a pure strategy equilibrium
requires that the direct effect of the signal dominates the indirect effect for every signal level.
Condition P suggests that this will occur if the distribution of the difference in shocks is sufficiently
dispersed, that is, if signals give entrants little information of the signals of other investors.

So far I have showed that under condition P there exists a pure strategy equilibrium of the
game. In what follows I will analyze what will happen when condition P is violated and whether
there are other types of equilibria of the game. In particular I will show that when the signals
received by investors become more precise the direct and the indirect effect of the signal balance

out giving room for mixed strategy equilibria.

Mixed strategies

Now we turn to equilibria where a positive mass of investors randomize over which industry to

enter. It will be useful to write the expected number of entrants to industry 1 conditional on a



sivnal r and strategy profiles S as:

(e @]

Mi(z,S) :/ q(y)g(y — z)dy.

—o0

where g(x) is the probability that a player with a signal z enters sector 1 under strategy profile
f'rom the pure strategy case one can hint that any mixed strategy equilibrium will have a
thireshold structure, that is there will be an interval of indifference and outside of it investors play
A puire strategy entering the sector with the highest signalt. For this reason I restrict the analysis

»surategies of the following form:

0Difz <A
gi(z) = ¢(z) €[0,1] ifz € [A,A]
lifz>A

wiere A AL If agents follow strategy ¢;(x) then the expected number of investors who enter

1 1 conditional on a signal « is:

00

A
My(z,q) = ./A d(y)gly — z)dy + / g(y — z)dy (3.8)

A
= /A $@)gly — 2)dy + (1 - G@ — z))

i, {) to be an equilibrium strategy the function ¢(z) has to satisfy certain properties which

Il Hiz highlighted in the following Proposition.

i"roposition 18 (Mixed Strategy Equilibrium) Assume there ezxists a function ¢*(z) € [0, 1]
= {AVA), with A > 0> A, ¢*(A) = 1,¢%(A) = 0,9 (A) = ¢"™(A) = 0 satisfying

[ # 0o -2y = T -CE-B)yre (a5 (39)
A o B B

[, o=y > -Gl -F)ve =B

/ FWely-z)dy < —— —Gz—B)Vz<A

A 1+ e”

"1 the appendix I show that all mixed strategy equilibria of the game must have this form.
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0ifx <A
Then g} (z) = ¢ ¢*(z) € [0,1] if z € [A, A]
lLifz>A
is an equilibrium of the game.
Proof. In the Appendix. m
The pure strategy equilibrium and the mixed strategy equilibria share a common feature. In
both cases agents receiving very high (low) signals will enter sector 1 with probability 1. There
is also a region of the signal space where the two forces behind a good signal balance out and
investors are indifferent between the two sectors. For the pure strategy equilibrium case this occurs
at exactly = = 0 while for the mixed strategy equilibrium this occurs in a range of signal values®.
Further analysis of the mixed strategy equilibrium for any general g(-) is a difficult task which
goes beyond the scope of this paper®?. For this reason in the next section I will study the mixed
strategy equilibrium of the game for a particular distribution g(-) which gives a closed for solution
for ¢*(x). This special case will highlight some important characteristics of the model and will allow

me to analyze the welfare implications of the model.

3.4 Equilibrium Characterization: Special Case

I will study the equilibrium of the entry game for the following distribution
LA a —alx|
fl2)=5e"a>0 (3.10)

This probability distribution will prove to be useful in solving explicitly the integral equation in
(3.9). The parameter a, which will be crucial in characterizing the equilibrium, will determine the
variance of the shock and will also determine the variance of the derived distribution G(x)%. With
this distribution we can derive the distribution g(xz) using the transformation theorem The next

lemma characterizes the distribution of ¢ — €; and the properties of this distribution.

Lemma 19 If ¢j, ey are each distributed according to(3.10) , then the random variable €; — ), has

"As we will see in the next section, this range of indifference will potentially be the entire signal space.
“This is true for many commonly used distributions like the normal distribution.

"See Polyanin and Manzhirov (2008)

“In particular we can see that Fy(x) =0 and Vy(x) = 5.



a pdf

2
o(a) = Lo+ o] ol

and a CDF
G(z) = %e‘m (1 — m%) ifx <0
1—%6*“‘" (1+$%) i & =0
Furthermore
8322:) >0(<0) if z > 0(< 0)

Proof. In the Appendix =

The properties of the distribution imply that there is a value a* such that for a < a* we are in
the parameter region where condition P holds. In fact, we can see that a necessary condition for
condition P to be satisfied is g(0) < g(0), which implies that a* = 1.

I turn to the characterization of the mixed strategy equilibrium of the game. The next propo-
sition shows that for the distribution of shocks that we have chosen, there exists a function ¢ that

solves the integral equation of interest.

Proposition 20 The strategy
¢*(z) = ¢(2) (3.11)

where

ate’ + (4at +2a% — 1) ¥+
b i
) = ———————r 6ot + 202 £ 11) 22 € (0,1) Vz € (—o0, 0
¢(z) A1 L) (6a* + 202 +11) e**+ (0,1) ( )
(4(14 —=2g? — 11) e’ + (a4 = D 1)

is a mazed strategy equilibrium of the game if and only if a > a*.
d¢(x)

da

Furthermore, for z > 0, <0, and z < (), 30(;751“"} >0

The above proposition shows that in the special case we are considering, the unique continuous
and differentiable mixed strategy equilibrium when condition P is violated is ¢(z)". This suggests
that for low levels of a the equilibrium of the game is a pure strategy threshold equilibrium while
for higher values of a the equilibrium is the mixed strategy equilibrium characterized above. The

above proposition also highlights an important point: the probability that an investors enters the

"There may be other non-continuous or non-differentiable function which constitute a mixed strategy equilibrium.
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sector for which he has the highest signal is decreasing in the precision of the signal. The above
discussion is illustrated in Figure 1 in the appendix which shows how the equilibrium of the game
varies as the precision of the signal (a) increases.

The mixed strategy equilibrium presented above relates closely to the previous literature of entry
under incomplete information. Previous work by Jovanovic (1981) and Rob (1987), for example,
have characterized a mixed strategy equilibrium for similar entry games as the one presented here.
The main difference is that both these authors solve their models for a specific level of precision
of the signal. This is precisely the main contribution of this paper, to highlight the interaction
between agent’s strategies and the precision of the signals that agents receive and to show the
conditions for a mixed strategy equilibrium to emerge.

Having characterized the equilibrium of the game I turn back to the welfare analysis of the
model. Section 2.2 pointed out that the entry game with complete information had constrained
efficient levels of entry. The next section will analyze how this result changes once we introduce
incomplete information at the entry stage. In particular I will show that the welfare costs of having
imperfect signals at the moment of entry will vary with both the level of precision of the signals

that agents get and with true level of relative demand of sector 1 with respect to sector 2.

3.4.1 Dispersed Information and Welfare

This section analyzes the effect of having uncertainty at the moment of entry on efficiency. In
particular I will focus on how the equilibrium entry level and the optimal entry level differ using
the special case for f(g) studied above. As I did in section 2.2, I will focus mainly on a constrained
efficient analysis where the second stage monopoly power that firms have is taken as given.

Given the assumption that there is a continuum of entrants, the potential inefficiency in the
equilibrium with dispersed information lies in the discrepancy between the equilibrium entry level

and the social optimal entry level'".

For this reason the welfare analysis of the model boils down
to the comparison between the equilibrium entry level into the two sectors and the efficient entry
level. As I pointed out previously the optimal entry level to industry i is o; = A;/(A; + As) which

is a measure of how much consumers value good i consumption. The equilibrium level of entry to

""This comes from the fact that there is a continuum of entrants and for that reason the equilibrium entry level is
a constant.,
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sector ¢ on the other hand will be given by the following expression

Mi(a,8) = / ¢'(2)f(z - &,a)

where ¢*(z) is a threshold strategy for a < a* and ¢(z) for a > a*. I will start by analyzing the
welfare properties when the precision of the signal is low (a < 1).such that there is a pure strategy
threshold equilibrium. The next proposition shows that for a specific combination of @ and a the

equilibrium entry level coincides with the socially efficient entry level.

Proposition 21 Ifa < 1 the following holds:

i) the equilibrium entry level is

1 S e~
"% ifa <D

M (a, a) = N
1-3e @ ifa>0

i) For each level G there exists a unique level of a,a(@), such that Mi(a@(a),a) = My (Q).

Furthermore we have the following

d|M7 (@) — M (a,a)|
da

< 01ifa<ala),

and
d|M7 (@) — Mi(a,d)|
da

> 01ifa>ala)

iii) 28 <0 @< 0,22 5 04fa>0
o o

Finally if & = 0, M (0) = M (a,0).

The above proposition shows an important result of the paper. When the precision of the
signals received by investor’s is sufficiently low (a € (0, 1)) there is a U-shaped relation between the
absolute difference in the equilibrium number of entrants and the the socially efficient entry level
(|M? (@) — My(a,@&)|) and the precision of the signals, a. The proposition also suggests that if the
social planner can choose a before entry takes place and he knows the value for @ when choosing
a, then social efficient entry level can be achieved. This could arise if we added an extra stage in
which the social planner invests in improving information dissemination among investors at some
cost. One caveat to this conclusion arises when the social planner does not have full knowledge of

a at the moment of choosing a, in which case socially optimal entry is achieved with probability
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zero. Furthermore, as can be seen from the proposition, the cost of misstargeting a can be very
large.

The second thing to notice form the proposition is that uncertainty is inefficient as long as
consumers value one sector more than the other. Furthermore, as can be seen in Figures 2 and 3,
there is a non-monotonic relation between the discrepancy between the equilibrium and the efficient
entry level and the relative demand of sector 1 with respect to sector 2.

Now I turn to the analysis when a > 1 and the equilibrium is a mixed strategy equilibrium.
As I will show, when the precision is sufficiently high (a > 1) there are two cases under which
the socially efficient level of entry is equivalent to the equilibrium level of entry: one is when the
two sectors are equally profitable (& = 0) and the other is when the precision is sufficiently high

(a — o0).

Proposition 22 Ifa > 1 the following holds:
i) limg—oo M1 (a, @) = M7 (@)
ii) M7 (0) = M (a,0)

As was the case when a < 1, uncertainty is inefficient to the extent that sectors are not homo-
geneous. Furthermore, the above proposition suggests that as the signals become very precise, and
uncertainty vanishes, the efficient entry level is achieved. Figures 4 and 5 complete the analysis
for the case when a > 1. The first thing to notice is that for a given value of & the discrepancy
between the socially efficient entry level and equilibrium entry level is decreasing in a. This implies
that when the equilibrium of the entry game is a mixed strategy equilibrium it is always socially
beneficial to increase a. This goes in contrast to what occurs when a < 1 where small increases
in the precision might be welfare detrimental. This suggests that if the social planner was given
the choice to increase the precision of the signal before learning the value of @, he would prefer to
set a > 1 and as large as possible.Another point to notice is that increasing the precision of the
signal is particularly beneficial when «; has a value of 0.2 or 0.8. This suggests that the gains
from increasing the precision of the signal received by investors are larger when one sector is more

profitable than the other but the relative profitability is not to large.

3.5 Conclusion

I have presented a simple model of entry across sectors with incomplete information where I high-

light the effect of both the precision of the signals received by agents and the relative demand of
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one sector relative to the other on equilibrium entry and welfare. A crucial characteristic of the
model presented is the tension between the direct effect of a high signal received by agents, a high
relative demand, and the indirect effect of receiving a high signal, higher entry. The equilibrium
of the game is driven by this tension and in particular by the precision of the signals received by
agents. I show that when the precision of the signal is low, the direct effect of the signal dominates
the indirect effect and a the equilibrium of the game is a pure strategy equilibrium in which agents
enter to the market for which they receive a higher signal. This is a consequence of the fact that
when the precision is low an agent’s signal is not too informative of other agents” signals. As
the precision increases, signals become more informative and the indirect effect of signals becomes
stronger. This gives place to the emergence of a mixed strategy equilibrium where agents randomize
over the two industries.

The model presented also sheds light on the effect of dispersed information and information
quality on competition, generated by agents’ entry decisions, and efficiency. I show that the differ-
ence between the socially efficient level of entry and the equilibrium level of entry depends crucially
on the precision of the signal and the true relative demand value. In particular I show that the effect
of the signal s precision on welfare is non-monotonic. For low levels of precision there is a U-shaped
relation in the discrepancy between equilibrium entry and the socially efficient level . Furthermore,
there is a unique precision level for which the two entry levels coincide. Once precision increases,
and the equilibrium of the game is a mixed strategy equilibrium, the difference in entry levels is
decreasing in the precision level. This implies that when the precision level is low, small increases
in precision might be welfare decreasing. The model finally shows that the relation between welfare
and relative demand depends crucially on the precision level and is in general non-monotonic.

I conclude by discussing a couple of possible extension to the model presented in this paper
which could be interesting to explore in future work. First, the model presented studies a static
entry game. One potential change to this assumption is to have incumbents making production
and pricing decisions prior to the entry decision by investors. If this is the case the incumbents’
actions become public signals of the sectoral demand and directly affect the entry decision by new
firms!!. Adding this extra stage could add interesting implications to the welfare analysis (namely

first period welfare and second period welfare) and the dynamnic pricing decision of incumbents.

""Harrington (1987) studies a similar idea in a linear demand/Cournot environment where firms face uncertainty
of the cost of production and the elasticity of demand is known. Studying this case in a context as the onw presented
here could lead to a richer set of predictions and highlight the interaction of demand elasticity, entry deterrence and
welfare.

142



Moreover, if we assume that there is learning in the production function the entry deterrence motive
of incumbents can have important implications for cost reduction and growth. Second, the model
assumes that the quality of the signals received by agents is exogenous. Furthermore, the paper
emphasizes how the quality of the signals affects the equilibrium entry level in the economy. For
this reason one interesting extension would be to endogenize the precision level and understand the
private incentives of entrants to invest in higher quality signals. Related to this issue is the cost
of information. In the model discussed here I have assumed that signals are costless. Analyzing a
model with costly information can lead to interesting connections between credit constraints, entry
and sectoral development. Finally, throughout the paper I have used specific functional forms
which have allowed me to solve explicitly for entry levels and welfare. One important direction for
future work is to generalize the present context and study if the results obtained hold under a more

general framework.
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3.7 Appendix 1: Proofs

3.7.1 Second Stage Equilibrium of the Game

From the log preferences of the consumer we have that demand for the consumption good i is:

A;

PC;= ———
AL+ Ay

I,Vi

Each consumption good producer will maximize profits, which gives the following intermediate

good demand:

Pi g
Yij = Y; (P)

The zero profits condition of the final good producer implies that

-M; 1/(1-a)
I = (/ 1 Pz-j_“dj>
Ji=

which is also the marginal cost of producing one unit of consumption good i. Taking these

demands into account, we know the intermediate good’s profit is:

mij = ViPf (R}“" - PE)

which implies that the optimal price is

a w

- * —

)

O’—].E

Using the optimal price for each intermediate producer implies that the marginal cost of con-

sumption good ¢ will be

-M; 1/(1-0o)
P = ( / 1 P;j“dj)
Jr=

_ P-*-ﬁ/f-l/(]_g) _ ¢ Ehjl/(l—ﬂ]
L c—1q "

Taking this into account we have that the profits of intermediate producer 7 in sector i will be
- I I J

KAJ?/(]—U)?U

W qglc—1)
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We also know that in equilibrium we must have that there is market clearing which implies

C; = Y;. Using the demand for the consumption goods we have:

iq(a 1) * *
Vi = oA v (w f/%‘)
ai(c —1) P P

M; J Y

where o; = A; /(A1 + Az). We also know in equilibrium we must labor market clearing which
implies

1= Myl + Myl

where [ = .];]Mi l;;dj. Now, normalizing the wage rate to 1 and using the labor market clearing

condition we have:

Putting all this together we have that the equilibrium allocation in the second stage is:

Yig = M’ \¥
. O
ki = A vy

w* = 1
o w
P* = =
” c—1gq
pr — pla-o)_9 W
! og—1q

3.7.2 Proof of Proposition 7

I proof proposition 7 in parts. I start by proving the following lemma.

Lemma 23 In any pure strateqy equilibrium where ¢* () = 1 we must have that for e — 0, either

g*(z+e)=1org*(z—e)=1.
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Proof. If we assume that this is not the case, then we would have

1*M1(33+5)
m-l—e—!—ln( YACE ) 0
I*Ml(ﬂf—&')
T e+ln( iz —¢) ) < 0

2m+1n(%>+ln(%)<o

If we take the limit when ¢ — 0 of the expression above we have

z+In (FTN{;()H:)) <0

which violates the fact that ¢* (z) =1. m
Then converse argument follows for the case when ¢* (z) = 0. This implies that any pure
strategy equilibrium of the game will have intervals where investors play the same strategy.

Next I show that any pure strategy equilibrium must be a threshold equilibrium.
Proposition 24 Any pure strategy equilibrium must be a threshold equilibrium.

Proof. From lemma 1 we know that the pure strategy equilibrium of the game will have

intervals of investors playing the same strategy. This implies that

Il

My () / & @iy~ 2y

o0

1 -G(zny1 — ) + (Glzp — ) — G(Th—1 — 7)) +

[l

+ (G(ap—9g — ) — G(zp—3 — x)) + ... + G(z7 — )

where 21 € 22 < ... € T, < Ty

Given the assumption that g(-) is single peaked, we know that at most Mj(z) will also be
single peaked.. That is, either M{(z) > 0V z, M{(z) < 0V z, or there will be a unique finite =
such that Mj(xz) = 0. Given this we have that all equilibria of the game have either two or three
intervals. It is straightforward to see that a strategy where every player enters one industry is not

an equilibrium. To see why there can’t be three
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intervals notice this would imply that either
Mi(z) = G(z2 — z) — G(z1 — x) (9.12)

or

Mi(z) =G(z1 — ) +1— G(zz — ) (3.13)

Notice however that in (3.12) we must have

ﬂ?g—i—hl(

which only holds if z5 < 0 and hence ¢*(0) = 0. But when 0 > z9 > 27 we have that,

which contradicts the assumption that ¢*(0) = 0.

b3 (82—

+ G(z1 — z2) B
= G(Jﬁ‘l — 372)) . O

Now take (3.13), then we must have

Glzg — 21)— 2
zZ1+In| 3 ( )3 =
2 — (@ — @)
But notice that since % —G(ze—z1) > G(ze—x1) — %, we must have zo > x1 > 0 which implies

that ¢*(0) =1

However, in this case we have that

G(zg) — G(z1)
* (1 —{Glza) - G(m))) L

which contradict the assumption that ¢*(0) =1. m

The above proposition states that we only have to consider threshold pure strategies as the
potential equilibria of the game. One natural thing to predict is that under certain conditions the
equilibrium of the game will have a threshold type strategy in which everyone follows their highest
signal. It will turn out that the condition we need, to have a threshold pure strategy equilibrium,

15:
& C(z) if z > 0
(z)<fj()1 > (3.14)
G(z)>G(z)if2<0
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where
~o __exp(2)
¢lz) = 1+ exp (2)

Finally I show that the threshold must be at 0 and that condition P must be satisfied.

Proof. From the above proposition we know that the only type of pure strategy equilibria of
the game will be threshold strategy equilibria. First take the threshold strategies where agents
with signal = < k enter industry 1.. In this case we will have that the share of people in industry

1is
Pr(zy, < k|z;) = Pr(z; — & + en < k|zj)
= 1-G(z; — k)
In this case the indifference condition for an individual with signal k is
k+In(1)=0k=0

But if the threshold is at k& = 0, notice that for z; > 0

Anm(z) =z +1In (lf(—é’(),c)) >0

which contradicts the argument that this is an equilibrium.

Now take the following proposed threshold strategy equilibrium where every one with signal
difference Az = x1; — x5; enters industry 1 if Az > k and enters industry 2 otherwise. Notice that
given the proposed equilibrium, the number of investors in industry 1 predicted by an investor with

signal Az is

Pr(zp, > klz;) = Pr(z; — e; + e > k|zj)

= Glz—k)

Given this, the differential payoff between following the strategy and deviating for an investor

L 1-G(zx—k)
An(z) =z +In (W)

with signal difference Ax is
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For this to be an equilibrium we must have

An(k) =k+n (1;(%50)) =k=0

Hence the only candidate threshold equilibrium of the game is the one where k = 0. Now, for

this to be an equilibrium we need that for Az > 0 the following holds

B 1-G(z) exp (z)
and for Az < 0
1—G(z) exp (z)
A Ag)= In | —————= s o o’
m(Az) =z + n( C@) )<U<:>G(:U)<1+exp(m)
which completes the proof. m
Lemma 25 The mized strategy equilibrium can not be
Life< A
Gi(x) = $(Az) €[0,1] ifz € [AA]
0ifzx>A

Proof. Suppose the above structure is an equilibrium. This implies

_ N a_
My(z,§) = / g(y—w}dw/A 3@)ely — x)dy

o =00

.KA -
= Gla-2)+ ./A By)aly — 2)dy < G(B — z)

Notice that M;(c0) = 0 and M;(—o0) = 1, which contradicts the argument that ¢*(c0) = 0 is
a best response for an agent with a signal z — co m

This condition arises for the same reason as in the pure strategy case. For investors to stop
entering the industry where they expect to have the higher demand it must be that the mass of

investors entering that industry has to be sufficiently large, but this can not arise as an equilibrium..
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3.7.3 Proof of Proposition 8

Proof. By the discussion of the pure strategy equilibrium we know that any candidate mixed

strategy equilibrium must be of the form

Oifz < A
gi(z) =¢ hiz)ifze (A, A]
lifz>A

Notice that for the agents with signals = € (é, E) the following indifference condition must

hold:

An(z) =z+In (#}f%@) =0
114,

where M (z,q) is defined in (3.8). The indifference condition implies

e.’»"
M s
1(®) |
which using the definition of M, (z, ¢) implies
vy - o
/ hylg(y —x)dy +(1 —G(A—2)) = ;. V2 € (A, A] (3.15)
N o

We must have A > 0 > A. To see this notice that if A > A > 0, this would imply that

M(z) <1-G(A) <

B | =

which contradicts the fact that ¢*(x) = 0. A similar argument can be made if A < A < 0 since
in this case 1 — G(A) > 3.

Differentiating (3.15) with respect to A, A we obtain the following two conditions

(MA)=1)g(A—2) = 0 (3.16)

~h(A)g(A—-z) = 0

which are satisfied if and only if A(A) = 1 and h(A) = 0.



Differentiating (3.15) with respect to A, A a second time we obtain the following two conditions

R(A)g(A—z)+ (R(A)-1)d'(A-z) = 0=H(A)=0
—h'(A)g(A —z) —h(A)g'(A—z) = 0=h'(A)=0

Now, an agent with z > A wants to enter industry 1 (2) if the following condition is met

1-— Ml(:raa)

AL = sc+ln( My (2,9

)2(5)0

‘This condition implies that the following inequality must be satisfied:

AN esf;
/A h(y)aly — z)dy < (2)

e — Gz — A),VAz € [A, 0]

474 Proof of Lemma 9

ana 26 If 5 is distributed (3.10) the random variable €; — ey, has a pdf

2
— 8 —al| & —alel
9(z) = Je7l + o Ze

wid o CDF
Glz) = %e‘“ (1 - :c%) ifx <0
1—3e™ (1+2%) ifz>0
Purihermore
agf) > 0(< 0) if z > 0(< 0)

'roof. First we know that g(z) has mean zero since E(g; — ) = 0 and it has variance 4/a?.
‘wuily a determines the dispersion of the distribution G(z). Define the variables u = h(z,y) =

~ z. We can rewrite everything in terms of v,u as: = v,y = v — u. The Jacobian of the

Canstormation 1s
Qz Oz 0 1
gy 9y —
du v L1

[lence we have that the joint density of w and v is:
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hup(u,v) = f(v)f(v—u)
a?

= —e

4

a{|v|+|v—ul)
Finally we want to find the distribution of the random variable . We can find this by integrating

over

ge's) a?
= ) / @ ol -uilgy

0 2 2 ‘ 9
= / %83(2”‘”)‘:&) + /u %e_m‘dv + /oo %e’“(z”_“)dv

J—o0 0 Ju

2
@ _au a4 —

= - uU—e
48 S )

au

00 O‘,2

ST 0. 2 : 2
N / 1 azea(Qvﬂi)dv 4 / %eaudv 5 /°° %E_Q(Zv—u)d,u
: . 40

u

This can be rewritten as

2
a a
= — —ﬂ.lﬂfl —_— 7“‘:1':'
g(x) Vi + || 7€

which is precisely the claim. Now we want to find the CDF of g.

T 2 T 2
(@ < 1) ‘/_Oo (Ze*alﬂl + Fﬂl%(’,_alul) i, = '/00 (%e‘m - u%e“"‘) du

1 = g
= Ze“m - / 'u,%ea“du
i



= % — i (e*‘m — 1) —|—j: u%e*"'udu
1 1 —ax —ax ‘ —au
= E—Z(e —1)—|—(—:c4e —{—/Oze du)
— % _ }le_am _ x%e w1 ges _q)
= 1-— %e_m" (1 + mg)
Hence we have that
O(a) = 7 (1—2) ifz <0

1—%8‘“”(1-&-:1:%) ifz>0

Notice that when z < 0 we have

g1 . )
a;,eaw (1 — x%) = gem’ - %e‘” — %e“’mmz <0
and for x > 0 we have
a 1 1 g
e (1 - ée*“‘” (1 + mg)) = ixe_w = %e_‘” + :152%@_‘“3

To finish notice that

3.7.5 Proof of Proposition 10

Lemma 27 The function

ate®® + (4@4 + 202 — 1) e3%
H(z) = ——= (6a* + 202 + 11) e?% 4
(4a* — 2a® — 11) &® + (a4 s Bt 1)



satisfies the integral equation

A z
‘/; e (eary ol 4 |y — $|—e aly— ml) dy = lj—eﬂf - (1-GA-=z)),Vz e (AA)  (3.17)

for any A/ A, The equation satisfies ¢(x) = 1 — d(—z), f(0) = 3,¢'(0) > 0,limy o0 p(x) =
L, lim,_, o ¢p(z) = 0.

Proot. We start by solving the integral equation (3.17). This can be rewritten as:

2
/ d(y ( —a(z— u)Jr(x_J)%e—a(w—y)) dy

a a2
- / o(y) (Ze “=) 4+ (y - x)qﬁ‘““"“) dy
em

= 1+8I—G(3—A)

Differentiating with respect to x we get:

a3 . -A a3
/ o) (~ =)yt [0t (=250 ay

—glz—A)

(1+ex)

Differentiating a second time with respect to x we get

T 3 4
/ $(y) (— TN+ ()~ A y)) dy +

From the original integral equation we have that:

—aly— :r‘d,t
14 Y

, A o i 9 €7 -
a’ / o(y) (ly - :I:IIe“lyJ'l) dy = a e (L2G — it / o( y
Ja



So we can rewrite the second derivative as:

" A e G(.’E iz Z)_

2 —a(z-y) f 2 —a(y—z) :1 1+te® _

| sgee eV [CowietDy =g | T
A o (11e)? oz

which is again an integral equation. Differentiating this with respect to  we have:

z a2 A a2
- [ ey + [ g e ay
A 4 Ja 4
e$

1 — 4e® + 2@ 1 o e A
W(GQ_( (1+81_)2 ))4(g($—ﬁ)_g_(_h__))

and finally differentiating a second time we get:

2 A
~SoE+at [ sy

- sy (e - e ) -
3 (ve-n- 242

Replacing with (?7) and solving for f(z) we have

ated® 4+ (4a4 + 202 — 1) e

¢(z) AQroF (6a* + 2a% + 11) e+ +
(4a* — 26% — 11) €° + (a* — 2a% + 1)
g.f T — Z g.w T — K o
+2 (a2 ) _ (a4 )—G(J;—A)
Notice that
1 = . =
G(z — A) 56“(“‘&) —(z— A)%ea(wm
a3 —
(z—B) = —(z-BK)el=
4 _ —
gm(l‘ A) o %ea(a;fé-) . (:U . A)G;eu(:c—A)
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This implies that 29’&;3) il ) _ Glz—By=0. Putting this together gives the solution
p a

a

to the integral equation

ale?® + (4&4 ogH = 1) gy
ple)=——— (6&4 + 2a% + 1]) ey
(4(14 — 252 — ll) e’ + (a4 — D ¢ 1)

We have that ¢(z) € (0,1) Vz if @ > 1. This implies that for a < 1 the equilibrium is a pure
strategy equilibrium.

Notice that

a4€—4$ + (4(1,4 4 2(12 _ 1) e—3:n+

l1—¢(-2) = 1- a’i(—liie——mf + (6a* + 2a% + 11) ™% + (4a? — 222 — 11) e~ ®
+ (a® — 2a% + 1)
i 1 a' + (4a* + 2a® — 1) € + (6a? + 2a% + 11) >+
at (1 +e2)? + (40" - 2a% — 11) €% + (a? — 202 +1) et
i a'e’™ + (4a* + 207 — 1) ¥+
o

= 4 2 2% —_—
A1) (6a* + 20 + 11) e**+ ¢(x)
(4a" — 20% — 11) e® + (a — 24 + 1)

We can see that for a > 1 we have

dg(z) € (4(a® = 1)(€* — 1) + e®(d4a® + 44) (e” — 1)) B
da ab (1 + e;r.)5

We can also check that:

1 ((14—2a2+1)+(4a4—2(12—11)+
32a1

#(0) = ; ,
(60.4 + 2a2 + 11) 28t 4 g4 4 (4(1.4 + 20 — 1)

1
2
To finish the proof, notice that

5 (a," — 2a? + 1) e** + (4a’ + 4a® — 26) e3% 4

¢ (x) = ————
al (1 + (,‘"")( (6(1.4 + 1‘2(1.2 + G()) R'.Z:I‘ + (4(1/1 e 4”'2 o 2()) o i ((1.4 _ 2(1'2 4 1)



and that

lim ¢(z) = C%1(((1;4—20,2+1)):0

Azr——co

at + (4a* + 2a* — 1) e7"+
e5:1:

lim ¢(z) = lim ——— (6a* + 2a% + 11) e~ 2+

Az—oo Az—oo gt (1 + BI)5
(40* — 20% —11) 73 + (a® — 2% + 1) e

3.7.6 Proof of Proposition 11

Proof. For a < 1 we have that agents play a threshold equilibrium. In this case the mass of agents
%eaa it <0

entering sector 1 will be My (a,a) = F(&) =
|l if 5 > 0

Next, we can rewrite the socially optimal entry level to sector 1 as

A} - e
A+ Ay 14€8

Mf(a):al =

where & = In A; — In As.

We can see that for & < 0 M1(0,a) =1/2 > 12—, while My (1,a) — 155 = e (% — 1+e°‘) < 0.
We can also see that % = %aem < 0. Putting this together with the continuity of M (a, &)

with respect to a implies there is a unique @ € (0,1) such that M;(a, &) = M7 (Q).

When & > 0, M;(0,a) =1/2 <

also check that % = %@e*‘m > 0, which together with the continuity of M (a, @) with respect

while M;(1,@) — —o =

ﬁQ.
Tres m(l —e ) > 0. We can

1+ 1 yed ?

to a implies there is a unique @ € (0, 1) such that M;(a,a) = My (Q).

(@) Lo [0
@=e (57

We have that

and



da(@) _ 1 [ |afel™ L (1 + elaly
dlal a2 \ 1+l 2

Now, using a taylor expansion we have

(1 +eo) (1+e¥) e¥
1 =0>1 -
" ( 2 - 2 ¥ + e¥
a(a)

which implies ] = 0.

Finally notice that the equilibrium number of entrants to sector 1 when @ = 0 (or a; = 0.5) is
0.5 independently of the value of a. m

3.7.7 Proof of Proposition 12

Proof. Notice lim,—_,o ¢(z) = —£==. Also when a — oo all agents receive a signal = & and all
Tiea g &

agents play the randomizing strategy —— which implies that the number of agents entering sector
g y g o P _ g

lis ;5% = M5 (@).

Now, for & = 0 we have that the number of entrants to sector 1 is

/‘ ¢(z)f(z,a)dz = [Pp(z)F(z,a)]>, — / ¢ (2)F(z,a)dz
= 1- / ¢ (x)F (z,a)d
= 1-— /:C &' (z)dz

= 1/2

which shows that M;j(a,0) = M{(0). m



3.8 Appendix 2: Figures and Tables

Figure 1. Equilibrium Entry Probability as a Function of the Signal
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Figure 2. Equilibrium Entry as a Function of the Precision and aj,a <1
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Figure 3. Difference between Equilibrium Entry And Socially Optimal Entry

as a Function of the Precision and a3,a <1
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Figure 4. Equilibrium Entry as a Function of the Precision and aq,a > 1
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Figure 5. Difference between Equilibrium Entry And Socially Optimal Entry

as a Function of the Precision and aj,a > 1
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