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Abstract

Language and consciousness enrich our lives. But they are rare commodities; most
creatures are languageless and unconscious. This dissertation is about the conditions

that distinguish the haves from the have-nots.

The semantic properties of a natural language expression are determined by con-
ventions governing the way speakers use the expression to communicate information.
The capacity to speak a language involves highly specialized (perhaps even modu-
lar) cognition. Some authors think that one cannot consistently accept both views. In

Chapter 1 (‘Content and Competence’) I explain why one can.

According to the convention-based theory of content determination, propositions
are fit to be the contents of both thought and speech. Recently, this view has been chal-
lenged. The challenge exploits a series of observations about what it takes to under-
stand semantically incomplete sentences. In Chapter 2 (‘Speaker Meaning in Context’),

I explain how the challenge can be met.

Physicalists seem to owe an explanatory debt. Why should psychophysical rela-
tions appear contingent? In Chapter 3 (“There Couldn’t Have Been Zombies, but it’s
a Lucky Coincidence That There Aren’t’) I pay the debt on their behalf. My expla-
nation proceeds in three steps. First, I observe that there are necessary coincidences,
or accidents. Second, I show that traditional epistemological arguments for dualism
merely establish that phenomenal states and corresponding physical states are acci-
dentally, or coincidentally, related. Finally, I suggest that inattention to the distinction
between coincidence/accidentality and contingency results in frequent equivocation.

- Thus the disposition to (correctly) judge that psychophysical relations are coincidences



manifests itself as a disposition to (incorrectly) judge that psychophysical relations are

contingent.

In Chapter 4 (‘Zombies are Inconceivable’) I deny that psychophysical relations ap-
pear contingent. The chapter begins with an argument to the effect that zombies cannot
be coherently conceived. I then consider and reject various ways of resisting the argu-

ment.
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CHAPTER 1

Content and Competence

Natural language expressions have semantic properties. ‘Mahmoud Ahmadinejad’
refers to Mahmoud Ahmadinejad; ‘is a fool” expresses, if you like, the property of be-
ing a fool; and ‘Mahmoud Ahmadinejad is a fool” is true iff Mahmoud Ahmadinejad
is a fool. The relationship between an expression of natural language and its semantic
properties is not primitive; it is fixed by non-semantic facts about language users (or
so it is natural to think). One wants to know, then, what such facts are. Call this the

metasemantic question, or:

(MQ) What are the more basic facts about us in virtue of which natural lan-

guage expressions have semantic properties?

This is the first of two questions that we will explore.

Competent language users can interpret indefinitely many novel sentences. Take
the longest declarative sentence ever uttered in the English language; add to the front
of it ‘Mahmoud Ahmadinejad thinks that” and you get a sentence that no one has ever
come across before but that any competent English speaker would be able to under-
stand. We possess this virtually limitless capacity despite significant cognitive limita-
tions. One wonders, then, what the capacity consists in. More generally, what does

competence with a language involve? This is the psycholinguistic question, or:
(PQ) What is it to be a competent language user?

As stated, the question is ambiguous. On the one hand, it can be understood to mean,
what must competent language users know, or what are the distinctive abilities they

must possess? On the other hand, the question can be understood to mean, what sort of
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psychology underwrites this knowledge or set of abilities in actual speakers/interpreters?
I have the latter interpretation in mind; that is why I call it the psycholinguistic ques-

tion.!

Our questions have been the focus of much attention in the philosophies of lan-
guage and mind, foundational linguistics, and cognitive science. I want to take a criti-
cal look at two dominant answers. I think there is something attractive and something
unattractive about both, and the respect in which each is unattractive recommends part
of the other view. One half of my project, then, is to motivate a synthesis: content is
fixed by conventions governing use, and competence is a complex, special-purpose
component of one’s psychology that endows the speaker/interpreter with a particular
kind of know-how. She knows how to (non-accidentally) exploit content-fixing con-
ventions without participating in them. The other half of my project is to identify and

criticize a prevalent assumption blocking the synthesis.

1.1 Two questions asked, two sets of answers given

The first set of answers to the questions above draws on work by Noam Chomsky.
Famously, Chomsky proposed that competence with a language is a complex psycho-
logical state embodied in a special-purpose “language faculty” that represents a finite
lexicon and implements a finite set of recursive rules. Together, the rules and lexicon
constitute the speaker/interpreter’s “I-language”. When the language faculty is acti-
vated by, say, an English utterance, the speaker/ interpreter’s I-language is applied to
the verbal input to generate mental representations exhibiting the phonological, syn-
tactic, and/or semantic properties of the sentence uttered (2000, pp. 70-73, 117, 120).2
Given that one has internalized a finite set of rules, and the meanings of a finite set of
morphemes to which the rules can be applied, one will be able to compute the mean-

ings of arbitrarily complex constructions by recursion. Difficulties or mistakes in the

1To make vivid the contrast here, consider the difference between asking, on the one hand, what must
one know or be able to do in order to be a good free-throw shooter, and, on the other hand, what sort of
physiology underwrites such knowledge/abilities in actual free-throw shooters? The answer to the first
question might be: one must be able to arc the ball just so under noisy conditions. This, of course, is not

an answer to the second question.
%It is an open question (about which I will have nothing to say here) how the theorist’s representation,

or “grammar”, of the rules governing one’s language relate to the subject’s I-language. For an informative,
yet opinionated, discussion, see Michael Devitt (2006, pp. 45-84).



process can be chalked up to performance error (forgetfulness, exhaustion, chemical
imbalances, etc.). I will refer back to this story as the Chomskyan account of competence.
It can be filled out in a number of different ways; I will pick one in order to fix ideas.
But what’s distinctive about each way of filling out the Chomskyan story is that it rep-
resents competence with a language as a specialized cognitive capacity that operates

independently of one’s general intelligence and knowledge (Chomsky 1986, p. 48).

According to one way of filling out the Chomskyan theory of competence, the lan-
guage faculty is a mental module in the sense defined by Jerry Fodor (1983). It is a
domain specific, informationally encapsulated, and highly rapid computer whose pur-
pose is to generate representations of linguistically significant properties.> Suppose a
speaker utters a sentence, s. The interpreter’s language module parses the utterance
by performing a series of computations at various levels of processing: phonological,
syntactic, semantic. The output at each level is a representation that exhibits the corre-

sponding properties of 5. Suppose (1) below represents s’s phrase structure.

(1) [[AlnpllAl [[AlDe[AlNINPIvE]S

Then at the syntactic level of processing, the interpreter’s module generates a repre-
sentation that exhibits that very structure. At the semantic level, those elements of
syntactic form which are relevant to semantic interpretation are recovered and another
representation is generated, this one exhibiting the semantic properties of s. Admit-
tedly, this way of filling out the Chomskyan story relies on assumptions that not all
Chomskyans share. My aim was to convey a better understanding of the spirit of the
view by looking at how it might be spelled out. Nothing I go on to say depends on
the particular way I have filled out the account of competence. This concludes our

whirlwind summary of the Chomskyan response to (PQ).

What of (MQ)? The Chomskyan answer is that sentences inherit their phonological,
syntactic, and semantic properties from the mental representations that the language
module generates as output. (1) correctly represents the phrase structure of s in virtue
of the fact that an interpreter’s language module generates a mental representation at

the syntactic level of processing whose structure exemplifies (1). Similarly, s means that

3A representation generator is more or less informationally encapsulated as it is more or less closed
off from one’s background knowledge or beliefs. The human visual system provides a good example of
informational encapsulation. You may know that two lines are the same length, and yet one line may ap-
pear longer than the other because your visual system is encapsulated from the total stock of information

you have access to.



p because an interpreter’s language module yields, at the semantic level of processing,
a mental representation that means that p. More generally, for it to be the case that,
in one’s idiolect, expression ¢ has v as its semantic value just is for one’s language
faculty to implement an I-language mapping ¢ onto a mental representation with v
as its semantic value (Stephen Laurence 1996, p. 284 and 1998, p. 212). Thus, for the
Chomskyan, what it is to be linguistically competent, (PQ), is theoretically prior to how content

is fixed, (MQ).

The second set of answers to the questions we began with is due largely to David
Lewis (1969, 1983), but it also owes much to Paul Grice (1957, 1989). According to
Lewis, for s to mean that p in community C is for there to be a convention among
members of C to, (a), speaker-mean that p by uttering s only when they believe that
p, and to, (b), believe that p when a speaker sincerely and assertively utters s. The
notion of speaker meaning presupposed here was originally introduced by Grice (Ibid.).
Roughly, a speaker means that p by uttering s iff, first, she intends to produce the belief
that p in her audience by uttering s, second, she intends for her audience to recognize
her intention to produce such a belief by uttering s, and, third, she intends to produce
the belief that p in her audience by getting the audience members to recognize her
intention to produce such a belief in them. Following Lewis, let’s call a convention to
(a) “Truthfulness” and a convention to (b) “Trust”.* I will refer back to this account as

the convention-based theory of meaning determination.

A convention is an arbitrary regularity among members of a society that all or most
members of the society respect due to a mutually known common interest in complete
conformity (members of the society know that there is such an interest, and they know

that others know, and so on). Lewis (1983, pp. 164-166) tries to capture this idea in his

“In order for an action to be conventional there has to be an element of choice involved in perform-
ing it. Conventions are, after all, voluntary; those who participate in them could have coordinated their
behavior to satisfy their preferences in other equally good ways. But this observation puts pressure on
Lewis’s account, because it is widely thought that belief is not a voluntary cognitive reaction. Is it con-
ventional to believe that there is beer in the fridge when one opens the door and sees that there is? Surely
the answer is no. Coming to believe that there is beer in the fridge is not, in the relevant sense, an ar-
bitrary response to the visual evidence. So why think that Trust—regularly believing that p in response
to a sincere, assertive utterance of s—is a convention? Coming to believe that p in response to a sincere
speaker’s assertively uttering s is not an arbitrary response to the testimonial evidence. I owe this point to
Alex Byrne. Fortunately, the Lewisian account can be revised to get around this worry. For s to mean that
p in C is for there to be a convention of Truthfulness (speaker mean that p by uttering s only if you believe
that p) and a regularity of Trust (preserved by a common interest in coordination) in C.
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analysis of conventionality: a regularity, R, is a convention in C iff

(2) everyone (or almost everyone) conforms to R in C;
(3) everyone (or almost everyone) thinks that others in C conform to R;

(4) the belief that others conform to R gives everyone a good and decisive

reason to conform to R;

(5) members of C prefer general conformity to R rather than slightly-less-

than-general conformity;

(6) R is not the only possible regularity meeting conditions (3) and (4),
and other possible regularities would satisfy the purpose for which R

is useful about as well as R;

(7) conditions (2)-(6) are matters of common knowledge.

If we combine the analysis above with the convention-based theory of meaning deter-
mination, what we get is the Lewisian theory of content: s means that p in C in virtue of
the fact that

(2*) members of C (1) speaker-mean that p by uttering s only if they believe
that p and (b) come to believe that p when others sincerely, assertively

utter s;
(3*) everyone (or almost everyone) thinks that others in C (2) and (b);

{4*) the belief that others (2) and (b) gives members of C a good and deci-
sive reason that they (2) and (b);

(5*) everyone in C prefers that others generally (a) and (b);

(6*) members of C could just as well have speaker-meant some other propo-
sition, that g, by uttering s only if they believed that g, and they could
just as well come to believe that ¢ when others sincerely, assertively

utter s;

(7*) it’s a matter of common knowledge in C that (2%)-(6*) are satisfied.

I distinguish the convention-based theory from the Lewisian theory in order to empha-

size that one can reasonably agree with the former and disagree with the latter on the
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grounds that (2)-(6) unsuccessfully capture the idea of conventionality, or that (2)-(6) do

not express the proper sense of conventionality for the purpose of addressing (MQ).>

The theory can be filled out even further by plugging in Grice’s analysis of speaker
meaning directly into (2*)-(7*). Doing so makes explicit the complex pattern of higher-
order propositional attitudes that the Lewisian theory of content attributes to commu-
nities of language users. If the account is correct, then a wide range of language users
have beliefs, intentions, and preferences directed at the beliefs, intentions, and pref-
erences of other language users (Laurence 1996, p. 276). Exceptions can be tolerated,
no doubt, but such individuals are not, as Lewis would put it, “party to” the conven-
tion; they do not participate in, by helping to preserve, the convention. We needn’t
go through the hassle of actually plugging in the analysis of speaker meaning to illus-
trate the point here, because even as it is now the Lewisian theory obviously attributes
complex attitudes about the communicative beliefs and preferences of other language
users. I draw your attention to this aspect of the theory because it will play a role later

in our discussion. This concludes the Lewisian response to (MQ).

What of (PQ)? To be competent in the language that C speaks, according to Lewis
(1969, p. 51), is to participate in, or be “party to”, Truthfulness and Trust (‘'T&T” for
short) in C. x participates in T&T in C only if x is one of the members of C about whom
(2*)-(7*) is generally true.® Given that (2*)-(7*) attribute higher-order propositional at-
titudes to x, this account of competence predicts that competent language users have a
‘theory of mind”: that they possess intentional concepts without which they would not
be able to think about what others are thinking about, and that they grasp common-
sense folk psychological principles which describe the relationship between intentional
states and action. Some authors find this prediction highly objectionable; we will look
at why in Section 2.3. What I want to emphasize now, before we proceed further, is
that the Lewisian view has reversed the order of explanation: how content is fixed, (MQ), is
theoretically prior to what it is to be linguistically competent, (PQ). I am not aware of any
discussion that juxtaposes the explanatory structure of the two sets of answers to our
questions (Chomskyan, Lewisian), so I want to pause here to say a bit more about the

significance of this point.

5Authors have identified problems with (2)-(6) as applied to meaning and language. See Tyler Burge
(1975) for a nice discussion. The problem that Burge identifies can be fixed with a minor adjustment, as

Burge himself acknowledges.
6”Generally” true, not always true, because most of us occasionally lie to and distrust others.
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1.2 Three observations

1.2.1 The two sets of answers are importantly similar

Although the two views we looked at differ about where one should begin and end in
answering the metasemantic and psycholinguistic questions, this difference should not
mask an important similarity regarding their explanatory structure: each answers one
question in terms of the way it antecedently addresses the other. The Chomskyan tells
a story about competence and then refers back to elements of that story to provide a
theory of content determination. The Lewisian gives an account of how content is fixed
and then tells a story about competence in terms of that account. This is no accident.
It’s due to an often implicit assumption shared by advocates of each view. I will state
the assumption now, but I will defend the claim that various authors take it for granted

a little later.

Let ¢ be an arbitrary expression of natural language; let P be a semantic property,
for example, the property of expressing a truth iff Ahmadinejad is a fool; and let M be a
set of mental states, like the mental states involved in modular semantic processing, or
in participation in T&T. The assumption lurking behind both the Chomskyan and the
Lewisian view—the assumption in virtue of which advocates of each view answer one

of our two questions in terms of the way they antecedently address the other—states:

(HOMOGENEITY) If M determines that P(e) in C, then M is implicated in the cog-

nitive process whereby competent interpreters in C recognize
that P(e).

First, a word about nomenclature. I call the assumption the ‘HOMOGENEITY’ principle
because it closes the door on a hybrid or heterogenous account of content and com-
petence—the synthesis I advertised at the beginning of our discussion, if you recall.
HOMOGENEITY says that the mental states involved in fixing the semantic properties
of an expression are also involved in the process that allows the interpreter to recover
the expression’s meaning; no other mental states than those implicated in semantic in-
terpretation determine that an expression has its semantic properties. A mental state,
m, is ‘implicated” in semantic interpretation if a complete and accurate psychological

explanation of the process refers to m.

According to the Chomskyan account of competence, interpreters of English come

to recognize, for example, that “Ahmadinejad is a fool’ means that Ahmadinejad is a
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fool by generating a mental representation at a particular level of processing which
means that Ahmadinejad is a fool. Given HOMOGENEITY, no other mental state de-
termines the meaning of ‘Ahmadinejad is a fool”. So, with HOMOGENEITY in the back-
ground, the Chomskyan account of competence implies the corresponding Chomskyan
theory of content determination. In contrast, the Lewisian theory of content says that
‘Ahmadinejad is a fool” means that Ahmadinejad is a fool because there is a pattern of
convention-supporting attitudes prevalent among members of our community about
the conditions in which ‘Ahmadinejad is a fool’ can be uttered and the proposition
that Ahmadinejad is a fool can be accepted. With HOMOGENEITY in the background,
it follows that such attitudes must be implicated in the process whereby competent in-
terpreters come to recognize the semantic properties of ‘Ahmadinejad is a fool’. Such
attitudes must, therefore, be partly constitutive of the interpreter’s competence with
her language. So, granting HOMOGENEITY, the Lewisian theory of content implies the
corresponding Lewisian account of competence. In Section 3 we will see how the HO-
MOGENEITY principle manifests itself (sometimes explicitly, sometimes implicitly) in
the work of both Chomskyans and Lewisians. But even at this stage it should come as
no surprise that, given HOMOGENEITY, the two dominant views in response to (MQ)
and (PQ) exhibit the kind of explanatory structure that I have attributed to them. Ad-
mittedly, this by itself isn’t conclusive evidence for thinking that HOMOGENEITY is ac-
tually at work, but it is suggestive.

1.2.2 The two sets of answers are importantly different

Whereas the Chomskyan view offers us a theory of idiolectic meaning determination,
the Lewisian view provides a theory of how communal linguistic meaning is fixed.
This difference reflects a deeper disagreement about the role language is supposed to

play in the study of content, competence, and communication.

Which is theoretically fundamental, one might ask, the community’s language or
the speaker/interpreter’s idiolect? Lewis and Grice say very little to directly address
this question, so the motivation for the language-first outlook will have to come from
elsewhere. According to Michael Dummett, “one cannot so much as explain what
an idiolect is without invoking the notion of a language considered as a social phe-
nomenon” (1978, p. 425). An idiolect, says Dummett, is a speaker’s more or less in-
complete/inaccurate representation of her public language. Idiolects must therefore

be answerable to public languages, just as any representation is answerable to what it
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represents. But what exactly is it for an idiolect to be “answerable to” a public language?
When a speaker’s grammatical or semantic beliefs deviate from the rules or facts that
constitute her community’s language, and she is made aware of this, the speaker must
correct the deviation. Otherwise, Dummett says, communication would be impossi-
ble. “An English speaker both holds himself responsible to, and exploits the existence
of, means of determining the application of terms which are either generally agreed
among the speakers of English . .. this has to be so if words are to be used for commu-
nication ...” (p. 424). “In employing words of the English language, we have to be
held responsible to their socially accepted use, on pain of failing to communicate ...”
(p- 429). For Dummett, reference to public language is thus indispensable to a satis-
factory account of how communication is possible. If he’s right, then insofar as one is

interested in communication, public language is the theoretically fundamental notion.

Of course, one might criticize Dummett’s argument by flat-footedly insisting that he
presents things in the wrong order: idiolects needn’t be defined in terms of public lan-
guages; public languages have to be defined in terms of idiolects. A public language,
one might think, is just a bunch of overlapping idiolects backed by an army and a navy.
Dummett is obviously aware of this possible reply and dismisses it (Ibid.), but I'm not
entirely clear about why. His discussion is extremely obscure. Since I don’t want to get
bogged down by Dummett exegesis, I will suggest my own way of bridging the gap in

his argument.

Suppose, along with our hypothetical critic, that the relationship between a commu-
nity’s public language and the idiolects of its members is like the relationship between
the average height of a population and the heights of individuals within it. Then just
as a population bottleneck would drastically shift the average height of a community
(imagine a catastrophe that killed almost every adult below five feet, seven inches), so
would it change the facts that constitute the population’s language. Imagine an event
that killed every chemical and botanical expert; only ignorant English speakers who in-
correctly think that ‘gold” and ‘elm’ are roughly synonymous with ‘soft yellow metal’
and ‘common deciduous tree’ survived. Suppose further that the survivors of this mass
killing aren’t even disposed to correct their semantic beliefs about ‘gold” and ‘elm” in
the light of expert opinion. Then, after the catastrophe, the semantic facts would dras-
tically change; ‘gold” and ‘elm’ would be synonymous with ‘soft yellow metal” and
‘common deciduous tree’. The idiolect-first definition of public language thus implies

that the once incorrect semantic beliefs of the survivors would now be correct. But in-

15



tuitively the survivors would still be wrong in thinking that ‘gold” applies to samples
of iron pyrite and ‘elm’ to beech trees. After all, it would be silly to think that the sud-
den death of every expert about a given subject-matter could transform ignorance (in
this case, about the meanings of ‘gold’ and ‘elm’) into knowledge! The upshot of this
is that statistical abstractions like average height and idiolect-first public language are
unstable. The latter is too unstable to be part of a theory that accommodates intuitive
judgments about the correctness of one’s semantic beliefs. That is why the notion of a
shared language can’t be understood in terms of idiolects. Or so one might think. To

repeat: I'm offering this argument on someone else’s behalf.

I'm not sure how effective our little thought experiment is in covering the hole
left open by Dummett’s argument. More could be said in defense of the idiolect-first
standpoint, but I don’t want to get sidetracked. Whether successful or not, the thought
experiment points to an important phenomenon that deserves to be accommodated,
namely, semantic normativity. I will have more to say about this shortly. Keep it in

mind.

The flat-footed objection we considered a moment ago isn’t very illuminating. There
are more interesting challenges to Dummett’s argument, specifically, that it relies on an
unrealistic conception of communication. Some German speakers have an easier time
communicating with Dutch speakers than they do other German speakers, because
some dialects of German resemble Dutch more closely than they do other dialects of
German (Chomsky 1980, p. 118). The same is true of regional Scandinavian languages
(Alexander George 1990, p. 283). This strongly suggests that conversational partners
needn’t have a shared language in order to communicate; they need only be able to
recognize contextual clues, decipher general themes, and reason properly about the
speaker’s beliefs, goals, and intentions.” This, I take it, was Donald Davidson’s point
in ‘A Nice Derangement of Epitaphs’, where he observed that interpreters often adapt
to malapropisms without serious damage to the communicative enterprise. If conver-
sation normally takes place under such ‘noisy’ conditions, and speakers/interpreters
are able to carry on just fine, then it mustn’t be in virtue of a communally shared con-
ception of what the words they use mean, because there isn’t any such thing. Or, if

there is a shared conception of what words mean, then it isn’t as expansive as it would

7Chomsky and George draw a different conclusion from the observation about dialects. They take it to
show that the individuation conditions of ordinary languages are unlikely to track anything of theoretical
importance for the study of language competence.
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have to be to explain the fact that we successfully communicate in such conditions.

My own view regarding the question at stake here is that reference to public lan-
guage is dispensable to accounting for successful communication. But it would take
us too far off track to fully defend the position here.® 1 drew your attention to this
disagreement not because I want to conclusively resolve it in favor of my preferred
view, but because the point of contention——whether one ought to theorize in terms of
idiolects or shared languages—will be relevant in a moment when we tally some of the

pros and cons of the two sets of answers.

1.2.3 You should buy a hybrid

I began our discussion by saying that there is something attractive and something
unattractive about both of the views we have been considering, and that the respects
in which each is individually unattractive recommends part of the other view. Now
that the views have been presented, and some of their commitments have been made

explicit, we're in a better position to tally the pros and cons.

One attractive aspect of the Chomskyan view is that it provides a uniform account
of how all or many linguistically significant properties are determined (Laurance 1996,
p. 285). One wants to know not only how semantic properties are fixed, but how
phonological and syntactic properties are as well, and the Chomskyan provides a fully
general stroy: s means that p, exhibits the phrase structure represented by (1), and
has such and such a phonological profile in one’s idiolect iff one’s language module
generates as output at each corresponding level of processing a mental representation
that means that p, exhibits the structure represented by (1), and represents such and
such a phonological profile. This accords nicely with the dominant view in generative
linguistics, which is that its subject-matter is part of psychology. Some philosophers
take a different view about the significance of semantic theories.” It may be, they grant,
that phonology and syntax characterize aspects of a language user’s psychology, but
semantics does not. At any rate, sentences have phonological and syntactic properties,
and surely something about language users determines the phonological and syntactic
properties they have. Additionally, there is no reason to think in advance that content
determination should be explained in separate terms, so it’s to the Chomskyan’s credit

that she provides us with a uniform story.

8For further discussion see Richard Heck (2006).
9See, for example, Scott Soames (1984). Laurence replies to Soames in the appendix of his (2003).
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What’s nice about the Lewisian theory of content is that it captures the intuitive
view of meaning as a conventional and, hence, normative phenomenon. The norma-
tive dimension of meaning stems from (3*) and (4*). But Stephen Laurence (1996, pp.
284-285) believes that the Chomskyan view is equally well equipped to accommodate
the fact that meaning is conventional. Recall the intuitive description of conventions we
gave in Section 1, just before I summarized the Lewisian analysis. Conventions are ar-
bitrary regularities preserved by common interests. Now Laurence correctly observes
that under different developmental circumstances, one’s semantic processor would
map utterances of s onto a mental representation that means that 4. So the fact that
it actually generates a representation that means that p is arbitrary. Laurence observes
further that no theory-specific considerations are needed to account for why our se-
mantic processors produce the outputs that they actually do: it’s in our common inter-
est to coordinate language use, and communication requires that speakers/interpreters
associate roughly the same meanings with the same public signs, which in turn re-
quires that our semantic processors map sentences onto mental representations with
roughly the same contents. So given our intuitive understanding of conventionality,
the Chomskyan seems to fare just as well as the Lewisian in respecting our conviction

that meaning is conventional.

A hallmark of conventions is that they give rise to norms. So to say that meaning
is conventional is to say in part that meaning is normative. But what exactly does this
phrase—'meaning is normative’—amount to? Rather than define the phrase, let me
illustrate with an example the phenomenon I want to draw your attention to. You will

probably recognize the case very quickly. It was introduced by Tyler Burge (1979).

Bert is sitting in his doctor’s office. His thigh has been bothering him for some
time and he wants to get a prescription for fast-acting pain relief medicine. His doctor
walks in and says, ‘Ok, Bert, tell me about your problem.” Bert then replies, “Well, doc,
I'have arthritis in my thigh’. Intuitively, the proposition semantically expressed by the
sentence Bert uttered, ‘I have arthritis in my thigh’, is false. ‘Arthritis” applies to an
inflammatory condition in one’s joints, not a pain in one’s muscles. Thus we naturally
judge that it's incorrect to use “arthritis’ in the way that Bert did. Bert was wrong partly
because of what “arthritis” means. To think that meaning is normative is to think (at least,
as I use the phrase ‘meaning is normative’) that part of the explanation of Bert’s error
consists in the fact that ‘arthritis” applies to an inflammatory condition in one’s joints.

It’s to think that semantic facts play a role in accounting for mistakes of the sort Bert
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made. Perhaps some authors mean something in addition to this when they use the

phrase ‘meaning is normative’, but the argument to come relies on nothing more.

So where are we now? Well, we have the intuitive view that meaning is conven-
tional, and we have the observation that a hallmark of conventions is that they give
rise to norms. So one is naturally led to think that meaning is normative: that the ex-
planation of mistakes of the sort Bert made partly consists in the semantic facts. Now,
for the Chomskyan, the semantic facts about the words in one’s lexicon are determined
by more basic facts about one’s semantic processor, in particular, by the representation
that it generates as the output of its processing. So, for the Chomskyan, the explanation
of Bert’s mistake should consist (partly, anyway) in the fact that his semantic processor
generates a representation with a specific meaning. But the representation that Bert’s
semantic processor generates as output when it’s fed “arthritis” as input is a representa-
tion that is synonymous with ‘painful condition of the joints or muscles’. So ‘arthritis’
and ‘painful condition of the joints or muscles” are synonymous in Bert’s idiolect. One
can’t help but wonder, then: what, for the Chomskyan, is the semantic fact that Bert is

flouting?

The fundamental problem with the Chomskyan theory of content—why it can’t
accommodate the normativity and, therefore, the conventionality of meaning—is that
it’s unable to distinguish between the semantic facts about a speaker’s language and
her representation of the semantic facts. It is unable to do so because it provides a
theory of content determination that ties the meaning of an expression in the speaker’s
idiolect to its meaning as represented by her semantic processor. But there has to be a gap
between representation and fact for error to creep in. The Lewisian account allows
for there to be such a gap by acknowledging the community’s contribution to fixing
the semantic facts. The individual speaker’s representation of the semantic facts can
certainly deviate from her community’s (or a privileged subset of her community’s),
and errors of the sort Bert made consist in such deviation. In light of all this, it is
not surprising that Chomsky himself disavows the normativity of meaning. “These
concepts of ‘misuse of language’ ... may be of interest for the study of the sociology of
group identification, authority structure, and the like, but they have little bearing on the
study of language” (2000, p. 71). “Is there any other concept of ‘misuse of language’? 1
am aware of none. If so, the concept plays no important role in the study of language,
meaning, communication, or whatever” (Ibid.). “...reference to ‘misuse of language’,

to ‘norms’, to ‘communities’, and so on seems to me ... obscure, and it is not clear that
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they are of any use for inquiry into language and human behavior” (p. 72). “Rules
of language—for example, the principles of [Universal Grammar], or those that guide
Mary’s [semantic} judgments ...—are not normative ...” (p. 98). Since it’s a hallmark
of conventions that they give rise to norms, the Chomskyan theory of content is unable,

pace Laurence, to accommodate the intuitive judgment that meaning is conventional.

To be fair, there is a kind of misuse or error that Chomsky acknowledges as clear
and important for inquiry into language use. I quickly referred to it in Section 1 when
presenting the Chomskyan account of competence. Performance errors, if you recall,
are mistakes due to limitations of memory, computational capacity, and peripheral sys-
tem interference and malfunction (e.g. auditory/visual difficulty), etc. Perhaps you
had a bad burrito for lunch, and it’s now affecting your concentration. So you slip up
and accidentally use ‘disinterested” when you should have used ‘“uninterested’. But
none of this really helps to address the challenge above, because we can simply as-
sume that Bert didn’t have a bad burrito, that his memory, computational skills, and

peripheral cognitive systems are working just fine.

Although Chomsky himself disavows the intuitive judgment that Bert misused
‘arthritis’, someone sympathetic to the Chomskyan outlook may be worried by the
charge that her theory is unable to accommodate it. She might reply to my argument
as follows.!® The source of our shared judgment that Bert misused ‘arthritis’ is not
the fact that “arthritis” conventionally expresses a particular meaning, but that Bert is
involved in an exchange of information with his doctor and he wants thereby to com-
municate and recover truths, as any typical speaker/interpreter would. Bert is unlikely
to succeed, however, unless the way he uses “arthritis’ coincides with the way his doc-
tor uses it. So given that his use diverges from his doctor’s, we naturally judge that Bert
has made a mistake: he falls short of his goal of expressing a truth about the condition
of his thigh.

But unless the doctor is a completely uncooperative interpreter, which is unlikely,
it is simply false that Bert falls short of his goal, because despite incorrectly asserting
that he suffers from arthritis in his thigh, Bert correctly asserts that there is something
wrong with his thigh, and his doctor comes to believe that there is. Given the context,
that seems to be all that matters. Bert’s mistake does not in any way thwart his com-
municative goals, as is illustrated by the fact that the doctor may well choose to ignore

Bert’s error and simply accommodate, for the purpose of this conversation, that ‘arthri-

10Tan Rumitt pushed this response in conversation.
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tis” applies to problems of the joints or muscles. So one cannot do justice to the relevant
datum by appealing to Bert’s objectives qua communicator. His use of “arthritis” does

not frustrate (at any rate, it need not frustrate) his objectives.

Things have been rather one-sided so far, but the Lewisian’s view is also flawed.
Recall our discussion of competence as she understands it. To be competent with the
language of community C one must be a member of C about whom (2*)-(7*) is gen-
erally true; it is, as I put it, to participate in T&T in C. One of the commitments of
this account, as we noted in Section 1, was that a competent language user possesses
a theory of mind, that she can represent the mental states of other members of her
community in order to coordinate her speech behavior with theirs. So one should nat-
urally expect that as the ability to coordinate one’s speech in this way varies, so too
does one’s competence with the language. But there is compelling empirical evidence
that falsifies this commitment. Language skills do not correlate with one’s capacity to
represent, reason about, and adapt one’s behavior to the mental lives of others. There
are severely intellectually challenged language users who lack a theory of mind—who
are, as it were, almost entirely “mind blind”—but who possess nearly normal language
skills. Studies of autism strongly suggest that the deficit involves the absence of a the-
ory of mind. Now typically, subjects with autism have low IQs and poor language
skills, but some so-called “high functioning” individuals with autism have normal IQs
and close to normal language skills (Laurence 1996, p. 289). Additionally, there are
highly intelligent subjects who can communicate by means of empathetic reasoning,
but who cannot reasonably be credited with language competence (Chomsky 1980, p.
57). A frequently cited example of such a case is a woman named ‘Genie’, who grew
up in isolation until the age of 13. Researchers describe her as a powerful communi-
cator, but observe that her knowledge of English is equivalent to the average two year
old’s (Laurence 1996, p. 288). Other cases have been discussed in the literature, but
we needn’t run through them; the point is clear enough: competence with a language
is largely independent of folk psychological knowledge. And that is exactly what one
would expect if it were a special-purpose component of one’s mental life, as the Chom-

skyan account of competence implies.

Something interesting emerges from our survey of pros and cons: the respect in
which the Chomskyan theory of content determination is flawed recommends the Lewisian
theory, and the respect in which the Lewisian account of competence is flawed recom-

mends the Chomskyan account. What bars us, then, from accepting a hybrid of the
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two views? Why not, that is, combine a Chomskyan story about competence, which
accommodates the independence of one’s language skills from general intelligence,
with a Lewisian theory of how content is fixed, which respects the normative character
of meaning? According to this view, content is fixed by conventions governing use,
and competence is a complex, special-purpose component of one’s psychology that
endows the speaker with knowledge how to (non-accidentally) exploit content-fixing
conventions without participating in them. What bars us from doing so is the implicit

assumption I drew your attention to in Section 2.1:

(HOMOGENEITY) If M determines that P(¢) in C, then M is implicated in the cog-
nitive process whereby competent interpreters in C recognize
that P(e).

Less abstractly, the HOMOGENEITY principle says that the mental states involved in
fixing the semantic properties of an expression are also involved in the process that
allows the interpreter to recover the expression’s meaning. No other mental states than
those implicated in semantic interpretation determine that an expression has its seman-
tic properties. In the discussion that follows, we will see HOMOGENEITY at work. I will

then explain why it ought to be rejected and the hybrid theory I proposed accepted.!!

111n his recent book, Devitt (2006, ch. 10) challenges the common view that data such as we have consid-
ered above support the Chomskyan account of competence. He then proceeds to criticize the hypothesis
that there is a special-purpose language faculty. His argument can be summarized very quickly as follows.
If there is a specialized language faculty, then it must be modality-neutral, that is, it must underwrite com-
prehension and production regardless of whether the speech is vocalized, signed, written, or read. But it
appears that the language faculty is largely modality-specific. So, Devitt concludes, there probably is no
language faculty. This argument deserves careful consideration, which cannot be carried out in a footnote.
Suffice to say, I am skeptical of the first premise. I do not doubt that the language faculty must subserve
speech whether vocalized or signed; I doubt whether it must underwrite written and read speech. After
all, reading and writing are learned skills, and the language faculty was originally posited as an aspect
of the mind in order to explain the acquisition of (what Chomskyans take to be) unlearned competencies.
In any event, I am prepared to qualify the major conclusion I want to draw: even if the data regarding
subjects with autism and Genie support the special-purpose nature of language competence, and there is
alanguage module, that is no challenge to the Lewisian theory of content determination. My point is that a
theory of how content is fixed needn’t carry any significant empirical commitments regarding the nature of language
processing. The reason why authors think otherwise is that they presuppose HOMOGENEITY.
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1.3 HOMOGENEITY is false

The Lewisian’s account of competence is probably false. But a couple of authors con-
clude, on the basis of this, that her theory of content determination is false, too (Dorit
Bar-On 1995, and Laurence 1996 and 1998). What justifies this conclusion? Here is Lau-
rence: “...if we do not have reason to believe that the basis of [the Lewisian’s theory
of content] is satisfied by considering the states required for processing language, what
reason do we have for believing that this basis is satistied?” (1996, p. 296) Switching
from the interrogative mood to the indicative, Laurence’s point can be paraphrased
as follows. ‘The only way to verify whether language users actually have the pattern
of mental states that the Lewisian’s theory of content attributes to them (and, hence,
whether “the basis of the account is satisfied”) is to look at the mental states involved
in language processing. If such states are not implicated there, then it is simply false
that they play a content-fixing role.” This paraphrase makes explicit Laurence’s com-

mitment to HOMOGENEITY.

Once more, Laurence: “I think there exists substantial evidence for the special pur-
pose nature of the language processor, and the connection between natural language utter-
ances and their semantic properties is likely to reflect the distinctive nature of this processor”
(Laurence 1998, p. 201, emphasis mine). Now admittedly, it’s no altogether clear what
it comes to for the language processor to “reflect” the relationship between utterances
in natural language and their semantic properties. The statement is highly metaphori-
cal, and Laurence doesn’t bother to clarify what precisely he means. But it’s very likely
that HOMOGENEITY conveys the literal meaning of Laurence’s statement. Assuming
this is correct, as I think it is, the larger point Laurence is trying to communicate, then,
is that the special-purpose nature of the language processor is what motivates HOMO-
GENEITY. And it is because of his commitment to HOMOGENEITY that Laurence can
reasonably conclude that the Lewisian theory of content itself is false on the grounds
that the mental states it attributes to language users are not necessary for (implicated
in) language processing.

Additionally, in light of considerations that motivate a broadly Chomskyan out-
look on things, Dorit Bar-On suggests that we think of the convention-based theory
of content as a “rational reconstruction of the condition under which language could
emerge”. What exactly does this amount to? Bar-On tells us: it is an illuminating but

false story about how language might have but actually did not come to be, compa-
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rable to, say, a social contract theory of government and political obligation (1995, p.
114). Grice himself understood the view in similar terms; he called it a “myth” that
was designed to represent the “conceptual links” between semantic content and the
intentional activities of language users. “But how can such a link be explained by a
myth? This question is perhaps paralleled ...by the question how the nature and va-
lidity of political obligation ...can be explained by a mythical social contract” (Grice
1989, pp. 296-297). Why would Bar-On, a self-professed advocate of the convention-
based theory of content determination, concede so quickly that it’s literally false on the
basis of considerations stemming for the cognitive science of language processing? The
answer, I suggest, is that Bar-On implicitly accepts HOMOGENEITY. Only with it in the

background is the conclusion she jumps to licensed.

But HOMOGENEITY is false; it needn’t therefore bar us from accepting a heteroge-

nous account. My objection begins with a true story.

Howard Engel is a Canadian author who suffered a mild stroke and lost the ability
to read. As Engel reports, English letters “looked like Cyrillic one moment and Korean
the next.” But, oddly enough, Engel was still able to write. “The act of writing seemed
quite natural to him, effortless and automatic, like walking or talking. The nurse had
no difficulty reading what he had written, but he himself could not .... To his eyes, it
was the same indecipherable ‘Serbo-Croatian’ ...” (Oliver Sacks 2010, pp. 22 & 24).1

The ability to read is a complex skill; it consists in several different component skills:
the ability to recognize letters and words and thereby associate them with sounds, the
ability to recover meanings from phrases and sentences; the ability to keep track of
and ‘synthesize’ recovered meanings in order to form a cohesive interpretation of the
whole message. Specialists call the recognitional and associative capacities “reading
accuracy”; they label the recovery, tracking and synthesizing capacities “reading com-

prehension” (Nation ef al. 2006, pp. 911-912). I will use this terminology.

Accuracy and comprehension in reading are not merely conceptually distinct; they
sometimes come apart in actual readers. Here too examples can be found in studies of
autism. Children and adults with autism sometimes have above-average recognitional
and associative skills, exhibiting reading accuracy well in excess of IQ-expected levels.
But even in such cases, understanding is quite low; the reader is typically unable to
comprehend the meaning of the text beyond a few isolated words and phrases. Subjects
in this condition are called “hyperlexic” (Colasent and Griffith 1998, p. 414).

12} want to thank Richard Holton for suggesting that I look at the Sacks article.
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As it turns out, reading accuracy involves exercising the object-recognition part
of our brains, which, like the language faculty, seems to be a largely special-purpose
{maybe even modular) device. Engel’s stroke damaged this part of his brain. Along
with severely diminished reading accuracy, “he had a large blind spot in the upper-
right quadrant of his visual field, and he had difficulties recognizing colors, faces, and
everyday objects.” But by far the most radical effect was the damage to his reading abil-
ities. Fortunately for Engel, the region of his brain that embodies his recognitional and
associative reading abilities is entirely separate from the region of his brain that sub-
serves his writing abilities. That’s why Engel’s ability to write was unaffected (Sacks
2010, pp. 22-28).

Engel’s story isn’t unique. The first documented case of reading impairment such
as his occurred in 1887, when a Frenchman named ‘Mr. C’ experienced “pure verbal
blindness” (the selective loss of the ability to associate a letter with its characteristic
sound) but was still able to write. However, while Engel’s verbal blindness was ac-
companied by more widespread difficulties with object recognition, Mr. C’s condition
was almost entirely restricted to reading-specific skills. The late 19 century French

neurologist, Joseph-Jules Déjerine observed that

When shown objects, he names them easily. He can name the parts of all the
instruments in an industrial design catalogue. At no point during this ex-
amination is his memory at fault; drawings immediately prompt the appro-
priate word and how to use each object .... When handed the newspaper Le
Matin, which he often reads, the patient says: “It’s Le Matin, I recognize it by
its shape,” but he cannot read a single letter in the title (quoted in Stanislas
Dehaene 2009, p. 55).

The dissociation in Mr. C between reading accuracy and object recognition more gen-
erally “implied the presence in the brain of a cortical ‘visual center for letters” special-
ized in reading” (Ibid.). Subsequent research with the assistance of positron emission
tomography and fMRI scans revealed that this special-purpose region of the brain is
the left occipito-temporal area, which is located at the rear base of the left hemisphere
(Dehaene 2009, p. 61-69).

Engel and Mr. C, coupled with recent studies of autism, provide compelling ev-
idence that reading accuracy is neurologically localized and independent of general

intelligence; two hallmarks of special-purpose cognition. One might be so impressed
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by such data that one may be led to posit a ‘reading accuracy processor’. In fact, some
researchers have. “We have discovered that the literate brain contains specialized cor-
tical mechanisms that are exquisitely attuned to the recognition of written words. Even
more surprisingly, the same mechanisms, in all humans, are systematically housed
in identical brain regions, as though there were a cerebral organ for reading” (De-
haene 2009, p. 4). And—just to bring out the analogy with Laurence’s views even
further—one might then be compelled to think that the connection between letters of
the alphabet and the way they should be pronounced when reading is likely to “reflect
the distinctive nature of this processor” (Laurence, Ibid.).!> Consequently, one might

be attracted to a thesis very like HOMOGENEITY. Namely,

(ANALOGUE) If M determines that, for example, ‘a’ is to be pronounced /4/, then M
is implicated in the process whereby readers recognize the association

between a token letter ‘a’ and /a/.

I want to emphasize that the motivation for ANALOGUE parallels Laurence’s motiva-
tion for HOMOGENEITY. In both cases, acceptance of the principle is supported by the
special-purpose nature of the relevant capacity. It’s difficult to see any principled rea-
son for accepting HOMOGENEITY and rejecting ANALOGUE. The two principles stand
or fall together.

Now it seems to me that the association between a letter and the way it should be
pronounced is a paradigm of conventionality. If anything is conventional, the relation-
ship between a letter and its characteristic sound is. In fact, this relationship appears to
be constituted by the sort of convention that Lewis set out to analyze with (2)-(7). (Call
it an ‘L-convention’.) For suppose it was not common knowledge, nor was it mutually
believed, that community members by and large think that ‘a’ is pronounced /a/, that
‘b” is pronounced /b/, and so on. It would then be doubtful whether the sequence
of letters that a community member uses to inscribe a message would be pronounced
in the way that she herself pronounces them. So community members would be un-
sure as to whether the message they want to convey with their inscriptions would be
successfully conveyed. And it’s difficult to see, then, how there could be a regular,
community-wide, self-perpetuating practice of pronouncing ‘a’ /a/, ‘b’ /b/, etc., be-
cause the practice would no longer serve the purpose for which it exists. So it seems

that a theory very much in the spirit of the Lewisian analysis of convention accurately

13Compare this view with the italicized quotation from Laurence (1998, p- 201) two pages back.

26



represents the constitutive basis for the association between a letter of the alphabet and
its pronunciation. In particular, the theory will attribute higher-order propositional at-
titudes (common knowledge, or mutual belief) directed toward the beliefs that other
community members have about the way letters are pronounced. One then wonders
whether such attitudes are implicated in the process whereby readers recognize that a
particular letter is to be pronounced in a particular way. The answer, contrary to ANA-
LOGUE, is surely that they aren’t, because hyperlexic readers are capable of recognizing
the association between ‘a”and /a/, ‘b”and /b/, etc. without being capable of thinking
about what others are thinking about. The reading accuracy processor doesn’t make
use of convention-constituting higher-order propositional attitudes. So ANALOGUE is
false; a phenomenon can be conventional even when it turns out that it’s sometimes exploited

to achieve specific ends by means other than participation in the convention.

HOMOGENEITY is false for the same reason. The empirical data regarding the special-
purpose nature of the language faculty does not jeopardize the view that content de-
termination is (L-)conventional, just as it does not jeopardize the view that letter-sound
association is (L-)conventional. Rather, it strongly suggests that the capacity to recog-
nize a natural language utterance as having particular semantic properties is a capacity
to exploit T&T without participating in it. This, I propose, is the way we should think
about the relationship between how content is determined and what competence con-

sists in.
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CHAPTER 2

Speaker Meaning in Context

I want to do three things in this chapter. First, I want to reconstruct a puzzle about
meaning and communication. The puzzle is Ray Buchanan’s (2010) but, as he acknowl-
edges, it owes much to Stephen Schiffer’s (1995) work on the semantics of definite de-
scriptions. I will focus on Buchanan’s presentation, but I will also say something about

Schiffer’s take on definites.

Second, I want to solve the puzzle. Whereas Buchanan thinks it “calls into ques-
tion the most basic assumptions of the standard view” of communication by means of
language (p. 341), according to which propositions are fit to be the contents of both
thought and speech,! I think the puzzle shows that advocates of the standard view are
committed to the doctrine of content localism: that what a speaker means by assertively
uttering a sentence is determined only in relation to a set of contextually relevant possi-
bilities, as opposed to a completely unrestricted domain of possibilities. In other words,
speech acts never partition all of logical space, only a highly circumscribed sub-region.
Because the standard view is so attractive (in fact, even Buchanan admits the strong
temptation “to think that some version of the standard view is obviously true” (p. 340))
I think we end up with a rather compelling argument in favor of localism about con-

tent. Additional advantages of localism will be discussed as I proceed.

Finally, I want to bring out some similarities between Buchanan’s puzzle and a
worry one might have about the doctrine of pervasive meaning indeterminacy com-
monly associated with W. V. Quine and Donald Davidson. The worry I have in mind

was expressed clearly and forcefully in an old paper by John Searle (1987): in any con-

!This is one of the core assumptions in the Grice-Lewis theory of content determination, which I de-
fended in the previous chapter.
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text where one assertively utters ‘Lo, a rabbit!” one surely knows about one’s own case
what was meant by the utterance. This appears to imply, however, that there is a de-
terminate semantic fact about which one can have first-personal knowledge. Once we
recognize the similarities between our puzzle and this worry, then we can appeal to
localism to resolve the apparent inconsistency between the doctrine of meaning inde-
terminacy and Searle’s observation. This is fortunate because some form of moderate

yet far-reaching meaning indeterminacy may well be inescapable.

2.1 Preliminaries

The puzzie I want to look at targets “the standard view” of communication. What is

the standard view, anyway? Buchanan offers a nice, compact description.

...a speaker has a thought—say, a belief that Fichte was a philosopher—which
she would like to convey to her audience. This thought has a certain propo-
sition as its content, a proposition which we might specify using the ‘that’-
clause “that Fichte was a philosopher’. If the speaker knows that her au-
dience is a competent speaker of a shared language such as English, she
can choose some form of words which makes manifest to her audience
the proposition she intends to communicate. Perhaps she utters “‘Uncle Jo-
hann was a philosopher’.... The speaker’s audience recognizes her com-
municative intentions, and communication is successful, only if her au-
dience thereby entertains a thought whose content is the proposition the

speaker meant by her utterance (p. 340).

Embedded within this description of the standard view are two assumptions. Follow-

ing Buchanan, I will call them ‘CONTENT’ and ‘SUCCESS’.

(CONTENT) What a speaker means, or intends to communicate, (at least in cases of

indicative speech) must be a proposition.

(success) Understanding a speaker’s utterance U requires (minimally) entertain-

ing what she meant by U.

The view is neutral as between fine-grained and coarse-grained, structured and un-

structured, theories of propositions. To generate the puzzle one merely has to think of

29



a proposition as the kind of thing that is both the content of one’s mental states and the
content of sentences one utters to give voice to such states. Typically, however, propo-
sitions are also thought of as the kind of thing that determines (either by being or in
some other way encoding) a set of truth-conditions. According to Richard Heck (2002),

this minimal conception of propositions can be traced as far back as Frege himself.

Advocates of the standard view (“standard theorists”) can disagree about the na-
ture of speaker meaning, just as they can disagree about the nature of propositions. But

Buchanan (p. 344) offers a pretty good approximation of what it comes to.

(M**) A speaker means the proposition P by uttering U only if, for some audi-
ence A, and feature ¢, she produces U intending (i) that A is to entertain
P, (ii) it is mutually obvious between her and A that ¢(U), and (iii) A
come to recognize her intention (i), at least in part, on the basis of her

recognition that ¢(U).

Suppose you are channel surfing one afternoon. You come across Fox News. Glenn
Beck is at his chalkboard. I point and assertively utter ‘He is a real genius’. Although
the sentence I uttered conventionally means that Glenn Beck is a real genius, what I
mean by uttering the sentence is that Glenn Beck is an idiot. After all, I uttered the
sentence intending (i) that you entertain the proposition that Glenn Beck is an idiot,
(i) it is mutually obvious between us that my utterance was sarcastic, and (iii) you
come to recognize my intention (i), at least in part, on the basis of your recognition
that my utterance was sarcastic. According to CONTENT and the minimal conception
of propositions I introduced a moment ago, ‘that Glenn Beck is an idiot’ refers to an
object that determines truth-conditions. According to SUCCESS, you understand my
speech act only if you grasp that object. Now what could possibly call this account
into question? It feels more like a series of truisms about the conversation rather than

a falsifiable theory.

A consequence of SUCCESS and CONTENT is

(LEMMA) If a speaker means a proposition P by her utterance U then the listener

must entertain P if she is to understand U.

Buchanan alleges that examples involving implicit quantifier domain restriction and

non-sentential assertion falsify LEMMA. Let’s look at each sort of case in turn.
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We begin with a story. Tim and Chet are hosting a house-warming party. Chet

convinces Tim that their more sophisticated guests will want foreign beer.

To cater to the sophisticates that they hope will show up later that night,
they decide to go to a local corner store to pick up several cases of imported
bottled beer which they will serve from a giant ice-filled plastic bucket, dec-

orated in a pirate motif, which is to be located in their back yard.

An hour before the party is to begin, Tim asks Chet ‘Are we ready torage?’... Chet
responds, ‘We are totally ready. The living room totally looks like a pirate
ship. The strobe lights are up. Every beer is in the bucket. I just need to find

an eye patch to wear with this pirate hat.” Consider (5):
(5) Every beer is in the bucket.

Most people, even philosophers and linguists for that matter, agree on at
least two things regarding this case. First, in uttering (5) Chet could have
said something true despite the fact that (a) there are numerous bottles of
beer nowhere near Chet and Tim’s apartment, and (b) there is more than
one plastic bucket in the world. Secondly it should be agreed that, it is pos-
sible, and in this case probable, that Tim recognized Chet’s communicative

intentions in uttering (5).

Now the standard theorist might allow that a speaker might mean or say
many propositions by uttering what she does. If Lemma is correct, any such
proposition the speaker means or says by uttering U will be such that the
speaker’s audience must entertain it in order to understand the utterance.
The problem is that in a case such as (5) there simply is no proposition that

has the property that Lemma requires (p. 347, 349).

The problem, according to Buchanan, is that there are many equally good yet non-

equivalent candidate propositions for what Chet meant by uttering (5).

(cpl) that every beer we bought together at the bodega is in the bucket in the
backyard

(cr2) that every beer we will serve at the party is in the bucket decorated in

pirate motif

(cr3) that every beer for our guests is in the bucket filled with ice
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(Cr4) that every beer at the apartment is in the bucket next to the hot tub

(cp5) that every beer we bought together at the bodega is in the bucket next to
the hot tub

(cr6) that every beer at the apartment is in the bucket in the backyard

(There are probably many more candidate propositions, but whatever they happen to
be they will differ in (global) truth-conditions.) Buchanan says that none of (CP1)-(CP6)
satisfy LEMMA: for no (CP;) is it the case that if Chet meant (CP;), then Tim would have
to entertain (CP;) in order to understand Chet’s utterance of (5). The reason is that Tim
could understand Chet’s utterance of (5) by entertaining (CP;), which is distinct from
(CP;). Suppose Chet in fact meant (Cr2). Well, Tim needn’t entertain (CP2) in order
to understand Chet’s speech act, because entertaining (CP3) would suffice. And since
(cp3) differs from (CP2) in truth-conditions, (CP3) is not the same proposition as (CP2).
So LEMMA is false. Or so the argument goes, anyway.

The argument above challenges LEMMA. If it succeeds, then we know that at least
one of either CONTENT or SUCCESS is false. But which is the culprit? Buchanan offers a
more direct argument for the falsity of CONTENT. It begins with the observation that if
a (competent) speaker means P by utterance U, then she has good reason to expect that
her audience is likely to entertain P on the basis of U. But no candidate proposition is
such that Chet has good reason to expect that Tim will entertain it on the basis of his
utterance. “Even if the speaker uttering (5) in some sense ‘has in mind” one of these
propositions. .. she cannot mean it. She has no reason to think that her audience will
recognize her as having meant just this proposition” (p. 350). So Chet didn’t mean any
of the candidate propositions. And if Chet meant a proposition, then he meant one
of the candidate propositions. So there mustn’t be a proposition that Chet means. As
Buchanan puts it, “...any account that respects the generality and indifference charac-

teristic of speaker’s communicative intentions must give up Content...” (p. 357).

The argument from non-sentential assertion exemplifies a very similar structure.

Suppose after graduating Chet and Tim get jobs working as short order
chefs at a restaurant in their college town. While at work, Tim spots an
oddly dressed man in the dining room curiously sniffing a plate of chicken
fried steak that Chet had just prepared. Tim rushes over to Chet, taps him

on his shoulder, nods in the direction of the man, and utters (8):
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(8) A health inspector.

In uttering (8) Tim presumably meant something, and Chet quite plausibly

understood him, but what proposition could he have meant (p. 351)?
There are many equally good yet non-equivalent candidate propositions.

(CP7) that he is a health inspector
(cp8) that the man we are looking at is a health inspector
(CP9) that the customer sniffing his plate is a health inspector
(cr10) that the guy who is frowning at his chicken fried steak is a health inspector

(CP11) that the guy with the strange mustache is a health inspector

And just as in the first example, the listener (in this case, Chet) could have understood
the speaker’s utterance by entertaining any one of the candidate propositions, whether

or not it was actually meant by the speaker.

So LEMMA appears to be false. And, as before, there is a direct argument that lays
the blame on CONTENT: a speaker means P only if she has good reason to expect that
her listener is likely to recover P on the basis of her speech act. But no candidate propo-
sition is such that Tim has good reason to expect that Chet will entertain it on the basis
of his utterance, because the conventional meaning of (8) provides no more evidence
for any one of the candidate propositions to be identified as the thing that Tim meant
than it does for any other proposition. Since Tim (a competent speaker of the language)
knows this, he mustn’t intend to communicate any of the candidate propositions. But
if Tim meant a proposition at all, then surely he meant one of the candidates. So he

mustn’t have meant a proposition.

What the two cases have in common, as Buchanan notes, is that “the character of
the lexical material uttered ... falls far short of constraining the options down to some
one proposition, or set of propositions” (p. 351). It is likely that such constructions
are the norm in everyday conversation, which often involves sentence fragments and
incomplete phrases. So the argument does not rest on some anomaly that advocates of

the standard view can just idealize away.

Perhaps the conventional meanings associated with the lexical items occurring in

(5) and (8) do not pin down a unique proposition, but there is a lingering feeling that,
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given the contexts in which the speech acts take place, all of the propositions that can rea-
sonably be considered candidate speaker meanings amount to the same thing. The
reason why Tim can understand Chet's utterance in the first case, regardless of which
candidate proposition he in fact entertains, is that the differences between (CP1)-(CP6)
are nullified by contextually salient information. Similarly, the reason why Chet can
understand Tim’s utterance in the second case, regardless of which candidate propo-
sition he in fact entertains, is that the differences between (CP7)-(CP11) are eliminated
by contextually salient information. If one had a context-relative view about speaker
meaning that identified (CP1)-(Cr6) and (CP7)-(CP11) in light of the common stock of
information at each context, then the problem would be solved. Such a view would
say that (CP1)-(CP6) and (CP7)-(CP11) are, in the relevant contexts, one and the same
proposition meant, though it may well be that relative to some other context some or
all of the candidate propositions are distinct. According to content localism, whether
P and Q are the same proposition meant by the speaker is not a context-independent
matter; one must fix on a particular context in order to answer questions about same-
ness/difference of proposition meant. In the next section I want to spell this view out

more clearly in order to do justice to the lingering feeling I expressed a moment ago.

2.2 Speaker meaning localized

I want to help myself to a picture of content and conversation defended in Robert Stal-
naker (1978, 1984). With this picture in view, we will be able to solve Buchanan’s puz-

zle2

The purpose of an assertion is to partition a space of possibilities. What possibili-
ties? Well, the relevant ones, of course. But which are those? Proposal: they are the
possibilities consistent with (left open by) what the speaker and her audience mutu-
ally presuppose for the purpose of the conversation. Call this space of possibilities the
context set. Given that the purpose of an assertion is to eliminate possibilities from the
context set, how might we represent the content of an assertion in such a way as to

model successful and unsuccessful assertions? The simplest solution is to identify the

2The framework that I'm helping myself to is based on a number of assumptions that have been crit-
icized by different authors. The most challenging criticisms, to my mind, are due to Hartry Field (1986),
Stephen Schiffer (1986), Scott Soames (2006}, and John Hawthorne and Ofra Magidor (2009). See Stalnaker
(1986, 2006, 2009) for replies.
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content of an assertion with a subset of the context set, specifically, the subset of pos-
sible worlds, S, in the context set at which the uttered sentence, given its conventional
meaning at each world w € s, isassigned the value True in w. Stalnaker calls $ the diago-
nal proposition.® So according to the possible worlds theory of conversation, the content
of an assertion just is the diagonal proposition determined by the uttered sentence and

the context set. This theory implies the following principle about asserted content.

(SAMENESS) If updating context C with either P or Q results in the same updated

context C’, then, relative to C, P and Q are the same asserted content.

The solution I am about to suggest relies on this commitment of the Stalnaker frame-

work.

Buchanan notes that there is a constitutive connection between asserted content and
speaker meaning (p. 345). He captures this connection with the following principle: if
a speaker asserts P by uttering U, then at least one of the propositions that she means by
U must be P. Given this principle, if P and Q amount to the same asserted content in C,
then ‘they’ are ‘both’ meant by the speaker in C. Consequently, if one can show that the
various candidate propositions from the two puzzle cases are really the same asserted
content (and, hence, the same proposition meant by the speaker), then it will follow
that by entertaining one candidate speaker meaning the listener entertains all. So on
the assumption that the speaker meant (CP;), we will be able to say that the listener
entertains (CP;). Thus LEMMA will be satisfied and neither CONTENT nor SUCCESS will

be in danger of falsification.

Let’s focus on the first case first. Why think that (CP1)-(CP6) are, in the relevant
context C, the same asserted content? More precisely, why think that updating C with
any one of (CP1)-(cP6) will result in the same updated context C'? Well, because it is

mutually presupposed by Chet and Tim that the following identities hold.

(BEER) the beer that we bought together at the bodega = the beer that we will

serve at the party = the beer for our guests = the beer at the apartment

31t's easy to come away from Stalnaker’s (1978) with the impression that the diagonal proposition is
asserted only in abnormal cases of apparent conversational infelicity, but that would be a mistake. When
no conversational norm appears to be violated, the diagonal proposition just is the conventional meaning,
or “horizontal proposition”, expressed by the sentence. In cases where apparent violation occurs, the two
come apart and the audience identifies the asserted content of the speaker’s utterance with the diagonal
proposition. Either way, what gets asserted is the diagonal. That is why I omit any discussion of the

horizontal above.
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(BUCKET) the bucket in the backyard = the bucket decorated in pirate motif = the
bucket filled with ice = the bucket next to the hot tub

So BEER and BUCKET are true at every world in the context set. So the quantifiers in
(CP1)-(CP6) range over the very same set of objects at each world in the context set.
Consequently, updating C with any one of the candidate propositions will result in C’.
Given SAMENESS, it follows that (CP1)-(CP6) are really the same asserted content in C.
And given the constitutive connection between asserted content and speaker meaning,
it follows that (CP1)-(CP6) are the same candidate speaker-meanings in C.# Indeed, any
way of restricting the quantifiers in (5) so as to yield a proposition that would suffice for Tim to
understand Chet’s utterance, were he to entertain if, will be such as to generate the very same
updated context as any other such proposition, if Tim were to accept it. To illustrate this point,

let’s revise the story a little bit.

Tim was on beer patrol. He purchased a case of Pabst, a case of Schlitz, and a case
of Hamm'’s, which the guests will like very much, but which Chet, given his refined
taste, refuses to drink. So he tells Tim that he is going to the bodega to purchase a
different brand of beer for himself. It is mutually presupposed, let’s say, that Chet is
selfish and stingy; he is not going to share his beer with the guests. A little later, Chet
returns with a case of Belgian beer in hand. Party time draws closer and Tim starts
to worry. He asks, “‘Are we ready?’, wondering whether the beer that they will serve
the guests is ready. Chet knows that Tim is asking about whether the beer for the
guests is ready and replies by uttering (5). Now suppose Tim entertains (CP6)—that
every beer at the apartment is in the bucket in the backyard—on the basis of Chet’s
utterance. (Perhaps Tim sees Chet looking at the receipt for his Belgian beer and, due
to its salience, takes ‘every’ to range over all the beers in the apartment.) Intuitively,
Tim did not understand Chet’s utterance. He might reveal his misunderstanding by

following up: ‘Really?! You are going to share your case of Belgian?’ To which Chet

4In conversation, Dorothy Edgington put the following question to me: (CP1)-(CP6) are intuitively
different. How can your view account for the difference? I think there’s a straightforward explanation
of why one might feel that (CP1)-(CP6) are different: one knows that there are contexts relative to which
they would partition the live possibilities differently. The source of Edgington’s intuition, I claim, is this
knowledge. Having said this, let me say a little more. It seems to me that there’s a perfectly good sense
of ‘proposition” such that, intuitively, (CP1)-(CP6) are the same proposition. It’s just the plain old sense
we began with, according to which a proposition is simply the unit of information communicated by a
speech act. Since the unit of information one conveys or retrieves is always partly determined by the
preexisting stock of information that one possesses, and since the stock of information shared by Chet

and Ted comprises BEER and BUCKET, I think intuition is on my side.
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says, ‘No, fool, you know me better than that. I don’t waste good beer.” Because any
way of restricting the quantifiersin (5) so as to yield a proposition that would suffice for
Tim to understand Chet’s utterance will be such as to generate the very same updated
context, all of the candidate propositions will count as the same asserted content and,

hence, the same proposition meant by Chet.

Recall the more direct argument that Buchanan gave for rejecting CONTENT. That
argument relied on the premise that the speaker “has no reason to think that her audi-
ence will recognize her as having meant just this proposition” (p. 350). But given the
highly restricted space of worlds relative to which the asserted content of Chet’s utter-
ance is determined, it is perfectly reasonable for Chet to expect that Tim will recognize
that he meant just this particular subset of the context set. After all, no other subset
of the context set is carved out by any of the candidate propositions. So CONTENT is

unscathed, if combined with a localist picture of content and conversation.

My response to the second case parallels my response to the first very closely. As
Buchanan sets things up in the second case, Tim taps Chet on the shoulder and nods
in the direction of the oddly dressed man. So, presumably, Chet sees the man and Tim
knows that Chet sees the man. It is mutually obvious, then, that the following identities
hold.

(INSPECTOR) he = the man we are looking at = that customer sniffing at his plate =
the guy who is frowning at his chicken fried steak = the guy with the

strange mustache

So INSPECTOR is true at every world in the context set. Consequently, at each of those
worlds, one and the same guy satisfies all of the candidate ways of picking out the
oddly dressed man toward whom Tim draws Chet’s attention. So, at that context,
(cP7)-(cr11) eliminate the same worlds. SAMENESS implies that the candidate propo-
sitions are really the same asserted content. Given the constitutive connection between
asserted content and speaker meaning, it follows that (CP7)-(CP11) are the same propo-

sition meant.

Suppose that it was not mutually obvious that the guy who is frowning at his
chicken fried steak is the guy that Tim and Chet are looking at. And suppose Chet
entertained (CP8)—that the man we are looking at is a health inspector—on the basis
of Tim’s utterance. Chet might then reply, “Why are you so worried? He seems to be

enjoying his hamburger.” To which Tim might say, ‘No, not that guy; that guy. The
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one frowning at his chicken fried steak.” Intuitively, Chet has not understood Tim’s
utterance. What this minor revision to the original story illustrates is that any way of
identifying the oddly dressed man so as to yield a proposition that would sulffice for
Chet to understand Tim’s utterance will be such as to generate the very same updated

context if it were accepted by Chet.

Buchanan rejects the standard view. He opts for a revisionary picture of linguistic
communication, positing a level of content that mediates the relationship between sen-
tence uttered and proposition expressed. Speaker meaning is identified with an object
at this intermediate level of representation. According to Buchanan’s theory, by utter-
ing (5) Chet means a “restricted proposition-type”, which is a complex consisting of,

first, a propositional template, or structure—
(TEMP) [the y: bucket(y) A — ()] ([every x: beer(x) A — (x)](x is in y)

—that represents the Kaplanian character of the sentence and, second, a “vague range
of restrictions on how that structure is to be completed. So long as Tim constructs some
one or more propositions of the form given by (TEMP) within a (vague, contextually-
restricted) range of propositions, he will have understood Chet’s utterance” (p. 358).
Buchanan then combines this view of speaker meaning with a semantics for ‘said that’

and ‘means that’ constructions—e.g.,
(13) Chet said/meant that George W. Bush lives in Washington.

—according to which the “that’-clause denotes a restricted proposition-type, the proposition-

type conveyed by the subject of the report.

Setting aside the considerable intuitive appeal of the standard view, which Buchanan
acknowledges but which his proposal lacks, there is a good reason why the localist so-
lution ought to be preferred to the theory of restricted proposition-types. Localism is
more explanatory. No special provisions were added to, nor was anything left out of,
the Stalnakerian framework in order to generate the desired result: an account that
specifies the object understood by the listener consistent with the impoverished lexical
meanings associated with (5) and (8). I merely drew attention to an often overlooked
part of the framework, namely, SAMENESS. This principle says, basically, that the as-
serted content of a sentence can never outrun the common stock of information that
conversational partners use to interpret speech. It thereby incorporates the proper sort

of context sensitivity without abandoning CONTENT or SUCCESS. So the Stalnakerian
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framework enjoys the added benefits of predictive success. Not so for Buchanan’s the-
ory; restricted proposition-types were posited for the purpose of getting the desired
result. If they did not succeed at the modest task for which Buchanan introduced them,
then some other object would have been posited. Buchanan’s theory merely accommo-
dates the relevant data. The predictive success of a theory typically provides us with
further evidence in its favor. Therefore, the localist response is better confirmed than

the theory of proposition-types.

One might be tempted to reject Buchanan’s account for yet another reason. Ac-
cording to Buchanan, although the ‘that’-clause in (13) denotes a proposition-type,
‘that’-clauses occurring in belief reports denote propositions. So one might worry that
Buchanan is unable to accommodate the truth of ‘mixed’ reports, such as ‘Chet both
believed and said that George W. Bush lives in Washington’. After all, there is only
one ‘that’-clause in this report. What does it denote: a restricted proposition-type, or
a full-blooded proposition? Relatedly, Buchanan acknowledges in the last footnote of
his (2010) that the following inference appears valid even though his account predicts
that it is invalid:

(i) Chet meant that Fichte was a philosopher.
(ii) Tim believes what Chet meant.

(iii) Therefore, Tim believes that Fichte was a philosopher.

The complement phrase in (i), ‘what Chet meant’, is anaphorically linked to ‘that
Fichte was a philosopher” in (i). So the former denotes whatever the latter denotes,
and, according to Buchanan, the latter denotes a restricted proposition-type. But given
that the complement phrase in (iii) denotes a proposition, the inference is simply a

non-sequitur.

Such arguments are often used in semantic theorizing. I like to call them piggy-
backing arguments, since they rely on elliptical or anaphoric piggy-backing to illustrate
that assigning a particular denotation to an expression misrepresents that expression’s
semantic contribution. But sometimes piggy-backing of the sort that such arguments
are supposed to rule out (call it shifty piggy-backing) is semantically kosher. Consider
Chomsky’s famous example: ‘France is hexagonal and a republic’ or ‘France is hexag-
onal and it is a republic’. This example is the sort of thing that one might reasonably
say (according to Chomsky, it is licensed by English grammar), but it also exemplifies

the allegedly problematic sort of piggy-backing, like ‘Chet believed and said that GWB
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lives in Washington’. A region of space is hexagonal, but not the sort of thing that
could be a republic. A particular kind of social institution is a republic, but not the sort
of thing that could be hexagonal. So ‘France” must somehow be doing double duty,
just as the ‘that’-clause in the mixed report must also be doing double duty. Consider,

further, the argument below.

(iv) France is hexagonal.
(v) Itis a republic.

(vi) Therefore, France is hexagonal and a republic.

If English grammar does indeed license ‘France is hexagonal and it is a republic’, then
(iv)-(vi) should be a valid inference. But notice that it involves shifty anaphoric piggy-
backing. The upshot, I think, is that piggy-backing is more complicated than is often
supposed. Until we understand how it works better than we now do, I think we should
be reluctant to put too much weight on the apparent felicity of ‘Chet believed and said

...” and the apparent validity of (i)-(iii).

Buchanan drew our attention to a theoretically important aspect of linguistic com-
munication: often, lexical meaning is too impoverished to pin down a unique propo-
sition meant by the speaker. But rarely does this ever get in the way of successful
exchanges. Why? Because so much is mutually presupposed in any given context that
a speaker can reasonably expect her meaning to be recovered, and a listener needn’t
discriminate between such closely related bits of information as the candidate propo-
sitions above. A localist conception of speaker meaning, which identifies contents that
effect the same partition in the context set, is able to model this ubiquitous phenomenon
consistent with the standard view of communicative interaction. Buchanan is right,
then, to suggest that the proper way to explain the phenomenon is to acknowledge a
kind of context relativity in the notion of speaker meaning, but wrong to think that
the appropriate sort of context relativity forces us to give up on the standard view of

communication.

I'want to emphasize the ubiquity/ frequency of the phenomenon. Why? Well, origi-
nally, the localist picture of conversation was presented as a repair strategy designed to
accommodate abnormal cases, specifically, necessary a posteriori and negative existence
statements (Stalnaker 1978). Viewed as a response to Buchanan’s examples, however, it
appears to be motivated by normal cases of communication. Ordinary speech very of-

ten involves implicit restrictions on quantifier domains, non-sentential assertion, and
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incomplete definite descriptions (more on this in a moment), so the abnormal cases
seem to be those where conventional sentence meaning fully determines asserted con-
tent. And as the discussion in the previous two sections illustrates, whereas standard
non-localist conceptions of speaker meaning run into problems when we look at such
cases, the standard localist view fares quite well. It is nice when a theory can handle
abnormal cases that its rivals have a difficult time with, but when it can handle nor-
mal cases that its rivals seem unable to—well, what more favorable evidence can one

reasonably hope for in this area of philosophy?

One naturally wonders whether the kind of solution recommended here can be
mimicked within a framework that employs structured propositions. Perhaps, but it
is difficult to see how without committing oneself to localism. On the ‘structuralist’
view, as I will call it, a lot of information is encoded in a proposition’s internal make-
up. This is typically viewed as one of the chief virtues of the theory, allowing it to
respect intuitive distinctions between contents. Somehow this information has to be
‘filtered out’, as it were, so that the candidate propositions above aren’t inadvertently
represented as being distinct asserted contents. For ease of exposition, let’s just focus
on the first case. The structuralist will need some way to discard the bits of informa-
tion that differentiate (CP;) from (CP;), thus getting at the ‘common denominator”: a
unit of information shared by (Cr1)-(CP6). Furthermore, the filtering device has to
be available to all conversational partners, otherwise it would be unreasonable for the
speaker to expect that every member of her audience can recover the common denom-
inator. Given such constraints, what could play the role of this filtering device? The
obvious answer is the context. So, regardless of how the structuralist chooses to model
the context, it has to play the kind of role that it plays in Stalnaker’s framework, that is,
a device that strips away aspects of conventional meaning so as to identify what from
the perspective of compositional semantics are distinct contents. Thus the structuralist

incorporates localism into her theory of communication.

2.3 Incomplete descriptions

Very early on in our discussion I said that Buchanan’s puzzle closely resembles Schif-
fer’s work on the semantics of definite descriptions. As far as I can tell, there are only
two differences. First, Buchanan’s argument employs a wider class of constructions.

Second, he, unlike Schiffer, takes the reasoning to show that the standard view itself is

41



defective, not any particular analysis of the sample constructions.

Schiffer’s argument was designed as an objection targeting the Russellian analysis
of definites. It begins with a story. Rather than over-populate our cast of characters, 1

will simply put our old friends, Chet and Tim, back to work.

Suppose Chet and Tim are in a lecture hall waiting for a famous philosopher
to enter and give a talk. As the philosopher enters, he stumbles. Chet then
says: ‘The guy is drunk.” Even before [Chet’s] utterance, it was mutually
evident that [Chet and Tim] had knowledge of the professor under numer-
ous shared definite descriptions—the author of Smells and Tickles, the only
man within sight wearing a yellow jacket and red golf pants, the man we
are waiting to hear, the man now staggering up to the podium, and the list,
in any realistic situation, will go on and on ... Imagining myself as your au-
dience, I do not see how I could have identified any one individual concept,
however complex, as the one which figured into the proposition that you
asserted. And yet it would seem that I understood your utterance perfectly
well (Schiffer 1995, p. 376).

The point is that “in any realistic situation” there is no one proposition that the listener
can reasonably be expected to recover on the basis of the speaker’s utterance, ‘the F is
G’, because there are multiple candidate propositions consistent with the conventional
meaning of the uttered sentence. How, exactly, does Schiffer’s observation challenge
Russellianism about definites? Well, presumably the Russellian wants to say that Chet
asserted the proposition that [the x: x ismale A F(x)](x is drunk), where ‘F’ is a schematic
predicate-letter standing in for the contextually relevant descriptive term that specifies
the asserted content of Chet’s utterance. But—and here is Schiffer’s point—there is no
predicate with which ‘F” can be replaced to yield a proposition that Tim can reasonably
be expected to recover. The reason is that there are multiple equally well qualified con-
textually salient candidate predicates, each doing its part to express a distinct propo-
sition when plugged in for ‘F’. Since Chet is a competent speaker, he himself must be
aware of the fact that Tim can’t reasonably be expected to recover any of the candidate
propositions. So the Russellian is unable to say what she wants, because a speaker as-
serts P only if she believes it reasonable to expect of her conversational partners that

they be able to recover the proposition P.

Russellians have replied to Schiffer’s argument by tweaking the naive account in
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various ways.” But, as Buchanan and Ostertag (2005) observe, there are problems with
the proposed amendments. The problems suggest, according to them, that the stan-
dard view is to blame, not Russellianism. Additionally, one should expect relevantly
similar phenomena to be subsumed under the same explanation. So given the obvious
similarity between Schiffer’s argument and the problem of implicit quantifier domain
restriction and non-sentential assertion, one should expect that a satisfactory response
to Schiffer’s objection would solve all three problem cases (implicit domain restriction,
non-sentential assertion, definite descriptions) simultaneously. It is misguided, then, to
look for the solution in the analysis of any one construction. What the examples bring
out, as I noted a little earlier, is that asserted content/speaker-meaning is infected with
context relativity, and localism provides a way of modeling that relativity consistent

with the standard view of communication.

The localist response to Schiffer’s argument should be clear at this point. The prob-
lematic assumption is that the candidate propositions are different asserted contents in
the context at which the speech act takes place. As Schiffer sets things up in the pas-
sage I quoted above, Chet and Tim mutually presuppose that the author of Smells and
Tickles is the only man within sight wearing a yellow jacket and red golf pants, and so
on. So all of the relevant identifying descriptions pick out the same guy at each world
in the context set. So each candidate proposition determines the same partition of live
possibilities. So according to content localism, they count as one and the same asserted

content/speaker meaning in that context.

2.4 Indeterminacy and the first person

Not every promise has been kept. I advertised that [ would have something to say
about meaning indeterminacy and its relation to Buchanan’s puzzle. In this section, 1

intend to deliver.

The doctrine of pervasive semantic indeterminacy is often attributed to Quine (1960,
ch. 2). As it appears in Quine’s work, it is a thesis about translation: there are multiple,
inconsistent mappings from the object language to the metalanguage, each respecting
patterns of stimulus and response among native speakers of the object language. 1
prefer to focus on the case for indeterminacy as it appears in Davidson’s (1984), since

it gets rid of unnecessary behaviorist trappings. We can simplify things even further

5See, for instance, Stephen Neale (2004).
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if we focus on a special case of the indeterminacy doctrine: the thesis of reference in-
scrutability, which says that there are multiple, inconsistent ways of assigning referents
to singular terms in the object language, each of which is fully confirmed by all of the
evidence, known and unknown. Before I get to Searle’s objection, let me quickly moti-

vate this counterintuitive doctrine.

Suppose you are charged with the task of constructing a compositional semantic
theory for a hitherto unknown language, L. Davidson called this project “radical in-
terpretation”. How are you, the radical interpreter, to carry out your task? To start,
you need to determine what a core set of sentences in L mean. But how are you to
do this? Well, if you had some idea of what speakers of L believed/wanted in con-
texts where they produce speech behavior, then, Davidson suggested, you could use
that knowledge to triangulate what they meant. Once you observe a stable pattern of
meaning P by uttering a particular sentence, s, you can reasonably hypothesize that
s means P. One might worry at this point that you have no more insight into what
speakers of L believe/want than you do into what the sentences of L mean, since your
primary way of knowing what someone believes/wants is by understanding the sen-
tences she utters. The worry isn’t altogether baseless, but it exaggerates the problem.
True, the ascription of beliefs/ desires to speakers of L is largely guess work, but it isn’t
entirely unprincipled. You presume that speakers of L are not massively confused or
mistaken: that they agree with you about a great many things, and that they want what
you would want if you were in the position they happen to be in. Ascriptions of diver-
gent attitudes are justified only insofar as one can supply a good explanation for the
divergence, e.g., that the speaker is blind and, hence, can’t see that the cat is on the mat.
Once you have assigned meanings to a large enough set of sentences, you can parse the
sentences into smaller elements (names, predicates, quantifiers, pronouns, etc.) and as-
sign the elements denotations. This part of the project is governed by one important
constraint: that the assignment allow you to systematically compute the meaning of a
whole sentence as a function of the meanings you assign to its parts and how they have

been arranged. An assignment is acceptable only if it satisfies this condition.®

Now suppose you have your semantic theory of L in hand. What would count

as evidence for it? What would it take to empirically verify the theory? Davidson,

%One might place further demands on the theory: that it assign only objects with which speakers of L
have had the appropriate sort of causal contact, etc. It's likely that even then some degree of indeterminacy

will persist.
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following Quine, proposed that “all of the evidence for or against a theory of truth
(interpretation, translation) comes in the form of facts about what events or situations
in the world cause, or would cause, speakers to assent to, or dissent from, each sentence
in the speaker’s repertoire” (1984, p. 230). If your semantic theory, when coupled with
your psychological profile of the speaker, predicts that she would assent to ‘Gavagai!’
in such and such conditions, and the speaker does indeed assent to it under such and
such conditions, then your semantic theory is verified. Where this sort of evidence
gives out—where it falls short of deciding between two inconsistent theories—so too
do the semantic facts about L. Consequently, once we recognize that there are multiple
empirically equivalent, fully satisfactory yet inconsistent reference assignments, we
must acknowledge that no one reference assignment is the right one and, hence, that

referring terms in L don’t determinately refer to any of the candidate referents left open.

For heuristic purposes we, following Davidson, assumed that L was a foreign lan-
guage, and that speakers of L were members of an alien community, but this assump-
tion is dispensable. The point is: when you interpret me, you go through a similar
process, relying on your representation of my psychological profile to determine what
I mean. You have no better insight into what I mean by my speech acts than you have
into what speakers of L mean by theirs. Don’t say that, in our case, you have greater
insight because we speak the same language; how do you know we speak the same lan-
guage? Granted, the pattern of sounds I emit closely resembles the pattern of sounds
you emit, but for all you know I speak a different language with a remarkably similar
phonology. As Davidson says, “The problem of interpretation is domestic as well as
foreign: it surfaces for speakers of the same language in the form of the question, how
can it be determined that the language is the same?” (p. 125) 