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Abstract 

This qualitative single case study describes the effects of an advanced analytic and machine 

learning system (AAML) has on the transportation of natural gas pipelines and the causes for 

failure to fully utilize the advanced analytic and machine learning system. This study's guiding 

theory was the Unified Theory of Acceptance and Use of Technology (UTAUT) model and 

Transformation Leadership. The factors for failure to fully utilize AAML systems were studied, 

and the factors that made the AAML system successful were also examined. Data were collected 

through participant interviews. This study indicates that the primary factors for failure to fully 

utilize AAML systems are training and resource allocation. The AAML system successfully 

increased the participants' productivity and analytical abilities by eliminating the many manual 

steps involved in producing reports and analyzing business conditions. The AAML system also 

allowed the organization to gather and analyze real-time data in a volume and manner that would 

have been impossible before the AAML system was installed. The leadership team brought about 

the AAML system's success through transformation leadership by encouraging creativity, 

spurring innovation while providing the proper funding, time, and personnel to support the 

AAML system. 

Keywords: advanced analytics, machine learning, natural gas, data warehouse, training, 

proper resources, UTAUT, transformational leadership 
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Section 1: Foundation of the Study 

Natural gas is a natural resource produced by drilling into reservoirs containing vast 

quantities of the gas. Once produced, the natural gas must be transported safely to the end-user of 

the product. Leakage of natural gas can cause environmental damage, and a catastrophic failure 

of the pipeline system can cause loss of service, or worse, loss of life and property. 

The purpose of this qualitative case study was to discover the characteristics of a 

successful implementation of advanced analytics and machine learning (AAML) to improve the 

transport of natural gas through the interstate pipeline system. This study intends to add to the 

literature methods that contribute to the success of implementation, the benefits of implementing, 

and roadblocks to implementing an AAML system. 

Section 1 describes the background of the problem, defines the problem, states the 

purpose, describes the nature of the study, discusses the method and design, presents the research 

questions, lays out the conceptual framework, defines terms, presents the assumptions, 

limitations, delimitations, defines the significance of the study, and presents a literature review. 

Background of the Problem 

There has been an increasing demand for improvements to processes and understanding 

of the processes through data (Kornecki & Strube, 2018). However, monitoring and collecting 

data for AAML can be expensive and time-consuming (Lechevalier et al., 2019). Most current 

supervisory control and data acquisitions (SCADA) systems do not support the level of data 

collection and analysis necessary to process the vast amounts of data collected by modern 

sensors (Shinozuka et al., 2015). Implementing complex advanced analytical services can be 

difficult for organizations (Giannino et al., 2018). The process control field has largely ignored 

advanced analytics in recent times (Dong & Qin, 2018). Therefore, organizations underutilize the 
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volume of data made available by the various sensors placed along the production path to 

monitor and detect the system's failures (Peres et al., 2018).  

However, organizations that implement advanced analytics can increase the performance 

of their systems (Giannino et al., 2018). For example, the biotechnological industry utilizes real-

time analytics to control the production process to ensure the production process is as efficient 

and well-controlled as possible (Kornecki & Strube, 2018). Some in the utility industry utilize 

advanced analytics to monitor for failures along their distribution network to detect anomalies 

and predict the customer's usage to have supply where needed (Farzaneh-Gord & Rahbari, 2016; 

Shinozuka et al., 2015). 

The failure of a natural gas pipeline can have a devastating effect on customers and the 

population surrounding the pipeline facilities (Farzaneh-Gord & Rahbari, 2016). Utilizing 

predictive methods, through the use of advanced analytics and machine learning, will help avoid 

service interruption by reducing catastrophic failures and ensuring supply is transported to the 

customer endpoints on a timely basis (Farzaneh-Gord & Rahbari, 2016; Shinozuka et al., 2015). 

Furthermore, predicting the customer's volumetric flow needs requires monitoring and prediction 

facilities to accurately anticipate the usage requirements of the end-users of the pipeline system 

(Farzaneh-Gord & Rahbari, 2016). 

Problem Statement 

The general problem to be addressed is the underutilization of advanced analytics and 

machine learning for process monitoring resulting in reduced system reliability. Flouris et al. 

(2017) stated that complex event processing systems are utilized to detect and alert operators 

when adverse operating conditions occur by applying rules to combinations of primitive events. 

Furthermore, Peres et al. (2018) supported the use of predictive systems to alert operators to 
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potential failures within the systems before a critical malfunction disrupts production. However, 

Giannino et al. (2018) found that monitoring complex systems can be difficult for organizations, 

and Shinozuka et al. (2015) stated that most supervisory control and data acquisition (SCADA) 

systems are limited in the types of data collected from sensors installed on production systems. 

Peres et al. (2018) also discovered that organizations underutilized the volume of data generated 

by industrial systems to monitor and predict the failure of production processes. However, when 

AAML has been adopted, an increase in a production system's performance can be realized 

(Giannino et al., 2018). The specific problem to be addressed is the underutilization of advanced 

analytics and machine learning for process monitoring production systems within the interstate 

natural gas pipeline industry in the United States, resulting in reduced system reliability. 

Purpose Statement 

The purpose of this research project is to discover the improvements realized by 

implementing advanced analytics and machine learning (AAML) and the reasons for failure to 

fully utilize such a system for interstate natural gas pipelines in the United States. While the 

benefits seen by implanting an AAML are great, implementing AAML systems can be a 

complex and expensive task for organizations, and past failures of advanced analytics have 

caused many in the process control field to ignore advanced analytics (Dong & Qin, 2018; 

Giannino et al., 2018; Lechevalier et al., 2019). Further hampering the full utilization of AAML, 

supervisory control and data acquisition (SCADA) systems cannot process the amount of data 

required for AAML (Shinozuka et al., 2015). 

Nature of the Study 

This study was conducted utilizing a qualitative case study method. The purpose of 

qualitative research is to find the how and why of a research problem, whereas quantitative 
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research looks for relationships among variables to arrive at a conclusion (Yates & Leggett, 

2016). This study sought to understand how an advanced analytic and machine learning system 

could enhance the operations of a production system, specifically an interstate natural gas 

pipeline. Therefore, a qualitative research method was chosen. 

The primary instrument utilized within this case study was interviews of information 

systems, business, and pipeline professionals at various levels within the organization. The 

interview questions focused on the operational effects of the advanced analytic and machine 

learning system in the pipeline system's operation. The interviews were coded and analyzed to 

determine how advanced analytic and machine learning system affected the operation of the 

pipeline system and what the effect of utilizing the advanced analytics and machine learning 

systems were. 

Discussion of Method 

There are three methods to choose from when designing a research study: quantitative, 

qualitative, and mixed methods. The researcher must choose the best design that fits the problem 

under study. The choice of method depends on the central phenomenon, sample size, and data 

collection methods (Yates & Leggett, 2016). 

 Quantitative. Quantitative research is numerical-based research utilizing measurement 

and quantification (Robson & McCartan, 2016). Quantitative research employs instruments (i.e., 

surveys) that are predetermined before the study begins (Boeren, 2017). These instruments are 

analyzed after all the data has been collected (Boeren, 2017). Statistical methods are used to 

analyze the data to find insight into the hypothesis (Robson & McCartan, 2016).  

 Qualitative. Qualitative research is utilized when the research study aims to understand 

the meaning of a human or social problem (Creswell & Creswell, 2018). According to Stake 
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(2010), qualitative research searches for understanding a problem through the perception of the 

human, through interpretation. The researcher builds an understanding through the participant's 

viewpoint in a natural setting (Creswell & Poth, 2018). Qualitative research is utilized when the 

how and why of a problem are attempted to be discovered (Yates & Leggett, 2016).  

 Mixed. Creswell and Creswell (2018) described mixed methods as “an approach to 

inquiry involving collecting both quantitative and qualitative data, integrating the two forms of 

data, and using distinct designs that may involve philosophical assumptions and theoretical 

frameworks” (p. 4). By utilizing mixed-method research, the similarities and differences of a 

problem can be brought to light (Östlund et al., 2011). Mixed-method research is appropriate 

when greater insight is required than what quantitative and qualitative alone will provide 

(Creswell & Creswell, 2018). 

Discussion of Design 

Five qualitative research methods were considered for this research study. The 

methodologies considered for this study included: narrative, grounded theory, phenomenology, 

and ethnography. The following is a discussion of each method, the basis for utilizing the 

selected method, and the reasons for rejecting other methods. 

 Narrative. Narrative research is utilized to understand an experience (Clandinin & 

Caine, 2008). The narrative research methodology began to take shape in the 1990s (Clandinin & 

Caine, 2008). Narrative research typically focuses on one or two individuals (Creswell & Poth, 

2018). The researcher collects data through the subjects' stories, and the stories are organized in a 

chronological manner (Creswell & Poth, 2018). Narrative inquiry is an ongoing methodology 

whereby the researcher probes the experience before, during, and after the interview (Clandinin 

& Caine, 2008). The interviewer may also decide to embed into the environment to conduct 
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research. The researcher may utilize visual media or observation to conduct the research while 

embedded in the environment (Clandinin & Caine, 2008). Even with different methods to 

conduct a narrative study, researchers are looking for a deeper understanding of the lived story of 

the subject being studied (O'Grady et al., 2018). In addition to the phenomenon under study, 

researchers should be concerned with the way the study is conducted (O'Grady et al., 2018). This 

study attempts to understand how advanced analytics and machine learning systems enhance the 

value of the organization. Because this research is focused on the effects of a computer system 

on an organization's value instead of an individual person, this methodology was ruled out. 

 Phenomenology. Phenomenology studies attempt to discover the common thread among 

a group of individuals who have experienced a phenomenon (Creswell & Poth, 2018). While 

phenomenology focus on ideas and essences, it recognizes that a real-world exists (Moustakas, 

1994). Phenomenology has been utilized to bring to the forefront phenomena experienced by 

humankind that has been ignored in the past (Wojnar & Swanson, 2007). Phenomenology 

reconciles the conflict between idealism and realism by utilizing phenomenological methods to 

discover the essence of the phenomena (Moustakas, 1994). It is vital that the researcher enters 

into a phenomenological study without any preconceived notions of the phenomenon and 

approaches the subject with a fresh perspective to discover the essence of the phenomena 

(Moustakas, 1994). The researcher moves towards a fresh view of the phenomena by utilizing 

bracketing (Wojnar & Swanson, 2007). By reviewing the notes made in the field, the researcher 

can reflect on the observations and assumptions to remove any assumptions brought into the 

research (Wojnar & Swanson, 2007). The phenomenology method was ruled out for this research 

study. This study focuses on the benefits that a successful implementation of an AAML system 

provides an organization instead of focusing on the individuals themselves. 
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 Grounded Theory. The purpose of grounded theory is to discover a new theory or 

generate a new theory (Creswell & Poth, 2018). Grounded theory is popular among the social 

sciences (i.e., social workers), medicine (i.e., nursing and theory professionals), education, and 

management professionals (Bryant & Charmaz, 2019). Students find grounded theory popular 

since it allows them to turn their practical experience into theory; therefore, providing more 

efficient treatments (Bryant & Charmaz, 2019). The fit of a researcher to grounded theory may 

be more effective depending on the researcher’s age, experience, and stage of career (Bryant & 

Charmaz, 2019). Researchers who perform a grounded theory study must be able to 

conceptualize data, be tolerant of confusion, and tolerate confusion’s attendant regression while 

waiting for the concepts to emerge from the data (Bryant & Charmaz, 2019). This study is 

primarily focused on the effects of implementing advanced analytics and machine learning 

system rather than developing a theory for advanced analytics and machine learning systems, 

grounded theory is not appropriate for this study. 

 Ethnography. Ethnography is the study of a larger shared culture group than the number 

of participants typically found in a grounded theory study (Creswell & Poth, 2018). Ethnography 

focuses on the shared patterns of values, behaviors, beliefs, and language of a group that shares a 

culture (Creswell & Poth, 2018). Examples of culture groups include schools, churches, and 

workplaces (Creswell & Poth, 2018). An ethnography study's primary purpose is to provide a 

complete picture of the culture’s views and actions. In addition, an ethnography provides a 

picture of the group's environment under study (Reeves et al., 2008). Researchers conducting an 

ethnography study utilize informal methods of gathering information about the culture to collect 

the complex data necessary to find the solution to the research questions (Reeves et al., 2008). 

An ethnography allows the researcher to embed into the culture to observe the group's behaviors 
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and actions and perform the informal interviews (Reeves et al., 2008). Because ethnography is a 

study of culture, it is not appropriate for this study. 

 Case Study. A case study focuses on contemporary real-world events and answers the 

questions of why and how (Yin, 2018). A case study may involve the study of one case or 

multiple cases to draw conclusions (Creswell & Poth, 2018). A case study is an exploratory 

methodology that leans towards answering the why and how questions of research (Yin, 2018). 

The case study methodology is a preferred method when the environment cannot be manipulated, 

and the event is a contemporary, ongoing event (Yin, 2018). A case study utilizes documents, 

physical artifacts, direct observation, and interviews to answer the why and how questions (Yin, 

2018). A case study is typically focused on one case or a small number of cases to answer the 

how and why questions (Dul & Hak, 2007). The case study was the most appropriate method for 

this research study. The research focused on the how and why questions of a contemporary 

event, and the researcher cannot manipulate the events. 

Summary of the Nature of the Study 

This study is a qualitative study utilizing the case study methodology. Robson and 

McCartan (2016) defined a case study as “a strategy for doing research which involves an 

empirical investigation of a particular contemporary phenomenon within its real-life context 

using multiple sources of evidence” (p. 150). This study sought to discover why companies fail 

to utilize AAML systems to improve their production systems' performance. This study also 

sought the contributing factors of the failure to utilize AAML systems and to discover success 

factors for those who implement AAML systems. The narrative, grounded theory, 

phenomenology, and ethnography methodologies are focused more on the shared culture of a 

group of people. Therefore, they were not appropriate to answer the how and why questions a 
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case study allows the researcher to answer. The case study allows the researcher to employ 

multiple artifacts and interview individuals involved in the case. Therefore, the case study was 

the most appropriate method for this research study. 

Research Questions 

When breaking the problem statement apart, the following emerged as the basic concepts 

from the problem statement: (a) the failure to fully utilize advanced analytics and machine 

learning, (b) reduced reliability through failures, and (c) the natural gas industry. The research 

questions developed from the problem statement include: 

RQ1: Why do companies fail to fully utilize advanced analytics and machine learning for 

process monitoring? 

RQ1a: What factors contribute to the failure to utilize advanced analytics and machine 

learning? 

RQ1b: What factors contribute to the success of utilizing advanced analytics and 

machine learning? 

RQ2: How do advanced analytics and machine learning affect the production process? 

RQ3: How do advanced analytics and machine learning improve service in the natural gas 

industry? 

Conceptual Framework 

The conceptual framework analyzed the effect of implementing an AAML package on an 

organization by comparing the organization's previous state with the state of the organization 

post-implementation. The concepts that increase customer satisfaction and an increase in profit 

were examined in this study. The implementation was compared to the Unified Theory of 
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Acceptance and Use of Technology model and the Technology Acceptance Model. The 

organization leadership was examined and compared to the Transformational Leadership Model. 

AAML Failure and SuccessThere has been an increasing demand for improvements to processes 

and understanding of the processes through data (Kornecki & Strube, 2018). However, 

monitoring and collecting data for advanced analytics and machine learning can be expensive 

and time-consuming. Most current supervisory control and data acquisitions (SCADA) systems 

do not support the level of data collection and analysis necessary to process the vast amounts of 

data collected by modern sensors (Lechevalier et al., 2019; Shinozuka et al., 2015). 

Implementing an AAML system can be complex and challenging for organizations (Giannino et 

al., 2018). Therefore, organizations underutilize the volume of data made available by the 

various sensors placed along the production path to monitor and detect failures of the system 

(Peres et al., 2018).  

However, organizations that utilize advanced analytics can increase the performance of 

their systems (Giannino et al., 2018). For example, the biotechnological industry utilizes real-

time analytics to control the production process to ensure the production process is as efficient 

and well-controlled as possible (Kornecki & Strube, 2018). Additionally, some in the utility 

industry utilize advanced analytics to monitor for failures along their distribution network to 

detect anomalies (Shinozuka et al., 2015) and predict the usage of the customer in order to have 

supply where needed (Farzaneh-Gord & Rahbari, 2016). 

Effects of an AAML 

Advanced analytics provides real-time analysis of the production process, thereby 

showing the changes in the process, allowing for the detection of emerging problems (Dong & 

Qin, 2018). The growing presence of the Internet of Things (IoT) technology allows for insight 
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into processes not previously available (Krumeich et al., 2016). Continually monitoring the 

processes allows organizations to adjust according to the current business environment and the 

data produced by the IoT devices, therefore, reacting more quickly to changes than organizations 

that do not employ advanced analytic techniques (Krumeich et al., 2016). In addition, the 

collection of this massive data allows for the prediction of future states to allow organizations to 

act proactively instead of reactively to process changes (Krumeich et al., 2016). 

Improved Service 

Reliable gas supply to customers requires a timely view of the gas pipeline operating 

conditions (Su et al., 2018). The failure of a natural gas pipeline can have a devastating effect on 

customers and the population surrounding the pipeline facilities (Farzaneh-Gord & Rahbari, 

2016). The system load on a natural gas pipeline was traditionally consumer heating load and 

industrial load that was easily predictable (Chertkov et al., 2015). However, with the changing 

mix of end-users of natural gas, such as power generation, the pipeline system's load is not as 

predictable and steady as it once was (Chertkov et al., 2015; Zhang et al., 2016). 

Increased operational knowledge leads to less unexpected downtime of production 

facilities giving way to higher reliability, increased customer satisfaction, and increased profits 

(Giannino et al., 2018; Shinozuka et al., 2015). The higher fidelity data produced by an AAML 

allows for predicting flow in the system, allowing for more accurate flow prediction; thus, 

increasing efficiency (Su et al., 2018; Zhang et al., 2016). Furthermore, higher fidelity process 

data allows for predicting production failure of systems resulting in the avoidance of unplanned 

downtime and better prediction of end-user needs (Chertkov et al., 2015; Farzaneh-Gord & 

Rahbari, 2016).  
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Utilizing predictive methods through the use of advanced analytics and machine learning 

will help avoid service interruption by reducing catastrophic failures and ensuring supply is 

transported to the customer endpoints on a timely basis (Farzaneh-Gord & Rahbari, 2016; 

Shinozuka et al., 2015). Furthermore, predicting the customer's volumetric flow needs requires 

monitoring and prediction facilities to accurately anticipate the usage requirements of the end-

users of the pipeline system (Farzaneh-Gord & Rahbari, 2016). 

Unified Theory of Acceptance and Use of Technology 

The Unified Theory of Acceptance and Use of Technology (UTAUT) theory is a unified 

theory that combines elements of eight separate theories into one unified theory of acceptance of 

information technology initiatives (Venkatesh et al., 2003). This theory considers the 

participants' personal traits to determine the acceptance of new information systems (Venkatesh 

et al., 2003). The UTAUT also considers whether the system's adoption is mandatory or 

voluntary (Venkatesh et al., 2003). Additionally, UTAUT takes into account the performance 

expectancy, effort expectancy, social influence, and facilitating conditions (Venkatesh et al., 

2003). 

Technology Acceptance Model 

The Technology Acceptance Model is widely utilized in the technology field (Scherer et 

al., 2019). This model looks at core variables, outcome variables, and external variables (Scherer 

et al., 2019). Core variables include (a) perceived ease of use – degree the technology will be 

free of effort, (b) perceived usefulness – degree the technology will enhance the job, and (c) 

attitudes toward the technology – evaluation of behavior associated with the use (Scherer et al., 

2019). Outcome variables include (a) behavioral intention – intention to use the technology, and 

(b) technology use – actual use (Scherer et al., 2019). External variables include (a) subjective 
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norm – the perception of co-worker’s approval or disapproval of the action, (b) computer self-

efficacy – belief that the person can use the technology, and (c) facilitating conditions – the 

degree to which the organization provides the support of technology (Scherer et al., 2019). 

Transformational Leadership 

Transformational leadership has shown a positive effect on the internal development of 

innovative solutions to problems an organization may face (Gumusluoğlu & Ilsev, 2009). Teams 

have become an increasing unit of organization within the workplace. Those teams are working 

on a larger number of intelligence and cognitive tasks, processing more information than ever 

before (Schippers et al., 2008). Transformational leadership encourages people to go beyond 

their self-interest and motivates them to grow in their skills by encouraging them to remove 

themselves from the ‘always been done this way’ box (Schippers et al., 2008). Transformational 

leaders allow for the proper funding, time, and personnel to support advanced innovation within 

an organization (Gumusluoğlu & Ilsev, 2009). Transformational leaders also encourage 

creativity, which allows for increased innovation (Gumusluoğlu & Ilsev, 2009). 

Discussion of Relationships Between Concepts 

Transformational leadership and UTAUT were the chosen frameworks to apply to this 

study. Both theories provide a view into the success or failure of implementing an AAML 

project. Transformational leaders encourage teams to work together to find creative solutions to 

issues facing the organization (Schippers et al., 2008). UTAUT is a combined theory of 

information technology implementation that looks at implementing technology in the light of 

user behavior and a technological lens by combining several different models into one unified 

model (Venkatesh et al., 2003). Combining transformational leadership and UTAUT, a full 

picture of the success or failure of implementing an AAML system will be illustrated.  
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Figure 1  

Conceptual Framework 

 

As Figure 1 illustrates, increased customer satisfaction and profits earned are the results of better 

utilization of production assets through decreased downtime, increased efficiency, and reduced 

costs. 

Summary of Conceptual Model 

The conceptual model for this study combines Transformational Leadership Theory with 

UTAUT to analyze the implementation of an AAML project from both the leadership 

perspective and the user perspective of implementing a technology project. Transformational 

leaders change the goals of an organization's employees from goals only satisfying the needs of 
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the individuals into goals that provide the best results of the collective good (Tourish & 

Pinnington, 2002). Meanwhile, UTAUT examines the behavioral and technological aspects of 

implementing a technology project (Venkatesh et al., 2003). UTAUT combines several 

technology theories into one unified theory (Venkatesh et al., 2003). By examining both 

Transformational Leadership and UTAUT, a fuller picture can be drawn from implementing an 

AAML system. 

Definition of Terms 

Advanced Analytics. Real-time monitoring software system that attempts to help 

operators maintain or improve production quality (Kornecki & Strube, 2018). 

Business Intelligence. The extraction of information from data (typically structured data) 

through statistical methods and data mining techniques (Chen & Sun, 2018). 

Internet of Things (IoT). Internet-connected devices (Boyes et al., 2018). 

IIoT. Industrial components connected through smart sensors to allow advanced 

analytics of the resulting data (Boyes et al., 2018). 

Machine Learning. A technique utilized by computer systems to learn patterns in data 

(Louridas & Ebert, 2016). 

SCADA. A Supervisory Control and Data Acquisition system is a centrally located 

monitoring and control system that allows operators to remotely control the operation of 

industrial equipment (Boyes et al., 2018). 

Assumptions, Limitations, Delimitations 

This study was designed with a careful evaluation of the study's assumptions, limitations, 

and delimitations. Assumptions are factors that may not be in the researcher’s control (Simon & 
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Goes, 2018). Limitations may introduce weak points in the study, while delimitations are 

boundaries placed around the study by the research designer (Simon & Goes, 2018). 

Assumptions 

An assumption is a conclusion about behaviors or outcomes based on inferences made by 

observing another’s behavior (Hagger & Chatzisarantis, 2009). In research, relying too heavily 

on assumptions can lead to incorrect conclusions about the outcomes of the research conducted 

during the study. To mitigate the effects of assumptions on a research study, researchers can 

modify their tools and methods to account for assumptions generated by complex problems. 

Also, researchers should properly document assumptions, so the effect assumptions have on the 

study are clear (Nkwake, 2013).  

The following assumptions were assumed to be true conditions for this study. The study 

participants represented the organization in which they were employed or were employed but do 

not represent the industry as a whole. The researcher assumed the participants were open and 

honest about the effects the AAML system had on the organization and the organization's 

conditions before implementation. It was assumed that the participants were familiar with the 

current and former working environment. While the participants may exhibit response bias by 

telling the researcher what they think the researcher wants to hear, the researcher will triangulate 

the participant responses to verify the participants' information (Leedy et al., 2016).  

Additionally, the researcher took steps to mitigate any unwanted effects derived from the 

assumptions above. The participants were able to review any material provided to the researcher 

to verify accuracy (Leedy et al., 2016). All participation was voluntary, and each participant had 

the option to participate or withdraw from the study. All participants had the opportunity to 
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review the research scope and understand how their responses would help define an AAML 

system's effect on the organization. 

Limitations 

Limitations are factors that constrain the research, which is out of the researcher's control 

but could, nonetheless, affect the study (Simon & Goes, 2018). Limitations of this research study 

included the COVID-19 pandemic and the number of possible participants. This study was 

conducted during the COVID-19 pandemic of 2020. The pandemic did not allow the researcher 

to travel to the participants to conduct face-to-face interviews. To mitigate the effects of the 

pandemic, the researcher conducted the interviews over teleconferencing software. The number 

of participants available for the study was limited by the number of interstate natural gas 

pipelines in the United States. There are approximately 30 major pipelines located in the United 

States (EIA, n.d.c). Further, as a qualitative case study, the focus was limited to a maximum of 

two participating organizations. All participants were either current or former employees of the 

participating organizations.  

Delimitations 

The researcher chose the delimitations of a study. These choices are driven by the 

methodology, questions, variables, and theoretical perspectives (Simon & Goes, 2018). 

Boundaries should be carefully chosen to accurately reflect the limitations of the study. 

The participant group was limited to a maximum of two organizations within the 

interstate natural gas pipeline industry. There are approximately 210 natural gas pipeline systems 

in the United States. Thirty of the largest interstate natural gas pipelines transport about 80% of 

natural gas volume (EIA, n.b.b). Due to the size of the industry, one pipeline was chosen to 
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participate in the study. Other industries were eliminated as participants in the study because of 

the nature of interstate natural gas pipelines. 

Significance of the Study 

Traditional SCADA systems are not equipped to handle the influx of data from the vast 

amount of sensors installed in today’s production systems (Shinozuka et al., 2015). Furthermore, 

AAML systems are not fully utilized for optimizing the production process (Peres et al., 2018). 

AAML systems provide the resolution required for the advanced monitoring of production 

systems not provided by traditional control systems (Kornecki & Strube, 2018). This study 

specifically addressed the gaps in the literature describing the implementation of an AAML 

system better to control the production process, specifically natural gas transportation. This study 

also integrated biblical principles for implanting an AAML system into an organization.  

Reduction of Gaps 

This study attempted to provide a reduction in gaps in the literature by focusing on the 

success or failure of implementing an AAML system. Specifically, this study focused on the 

interstate natural gas industry. The body of literature extensively discusses the benefits of an 

AAML system; however, the body does not adequately describe what makes the implementation 

of an AAML system a success or failure. This study attempted to fill this gap. 

Implications for Biblical Integration 

When God created the Earth and placed man on this planet, He expected us to be good 

stewards of this planet (New International Version Bible, 1978/2011, Genesis 1). Any production 

process should be monitored to ensure that the process works as efficiently as possible. Natural 

Gas, being a natural resource, is no different. Natural gas transporters should take the necessary 

precautions to ensure the gas is transported as efficiently as possible with minimal loss. 
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Traditional tools utilized for monitoring the production process, such as those used in 

controlling the transportation of natural gas, are not typically advanced enough to monitor the 

system at the granularity level that a modern sensory network can provide (Giannino et al., 2018; 

Krumeich et al., 2016; Shinozuka et al., 2015). This study attempted to demonstrate how an 

AAML system can be implemented to better monitor the data produced by a modern sensor 

network and better control natural gas flow within an interstate natural gas pipeline system. 

Relationship to Field of Study 

Implementing a system, such as an AAML system, requires many information 

technology systems to work in concert with each other (Flouris et al., 2017; Kornecki & Strube, 

2018; Peres et al., 2018; Shinozuka et al., 2015). As these systems are heavily based on 

information technology platforms, this study relates to the information system field of study. 

This study aimed to add to the information systems literature by describing how successfully 

implementing an AAML system will help an organization succeed and point out pitfalls that may 

occur along the way. 

Summary of the Significance of the Study 

When God created the Earth and placed humans on this Earth, He expected humans to 

make the best use of the natural resources available (New International Version Bible, 

1978/2011, Genesis 1). Monitoring systems, such as an AAML system, helps optimize the 

production process by providing data traditional systems do not (Dong & Qin, 2018; Peres et al., 

2018; Shinozuka et al., 2015). This study aimed to reduce the gaps in the literature describing a 

successful implementation of an AAML system and describe pitfalls that may occur while 

implementing an AAML system. While the body of literature is extensive in describing the 
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benefits of an AAML system, the literature does not adequately describe the success factors and 

failure points of implanting such a system.  

A Review of the Professional and Academic Literature 

As the need for better process monitoring and prediction of natural gas flow increases 

within the interstate natural gas pipeline industry within the United States, companies 

transporting natural gas have a need to increase their monitoring of the pipeline system to reduce 

costs and environmental effects from the transportation of natural gas. However, monitoring and 

collecting data to better utilize the pipeline system and reduce the environmental effects of 

transporting natural gas can be complex, expensive, and time-consuming. Current SCADA 

systems typically do not have the processing capabilities within the software to provide the 

additional needs for the operators to make the decisions required to process the information in a 

timely manner (Kornecki & Strube, 2018; Shinozuka et al., 2015). There is a lack of studies on 

the effects of machine learning and advanced analytics within the interstate natural gas industry. 

The review of literate begins by building a foundation for the theoretical underpinnings of the 

study by examining the transformational leadership style and the Unified Theory of Acceptance 

and Use of Technology. These theories provide the view used throughout the study to understand 

why implications of advanced analytics and machine learning implementations fail and what 

makes them successful. Next, the stages of industry are examined to build upon the modern 

industrial revolution brought about by the advances in industry, beginning with the first 

industrial revolution in the 1700s. After exploring the development of industry, the development 

of business intelligence and analytics is explored to show the path from the earliest stages of 

computerization to the current state of machine learning and advanced analytics. The literature 

review then focuses on advanced analytics and machine learning technologies by exploring big 
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data, advanced analytics, and machine learning to define their use within industry and analytics. 

A visual representation of this literature review's building blocks is presented in Figure 2 to show 

the foundation and pillars that support advanced analytics and machine learning. 

Figure 2 

Literature Review Diagram 

 

Transformational Leadership 

One of the key features of the successful implementation of projects is leadership 

(Richter et al., 2016). Leadership is a crucial function for any organization to become more 

competitive in the ever-increasing global marketplace (Keskes et al., 2018). Leadership’s 

primary functions are to put together the appropriate teams at the right time and with the 

appropriate resources to achieve the organization’s goals. It is the leader's responsibility to direct 

the employees' behavior in such a manner to achieve these goals (Keskes et al., 2018). 
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Leadership provides the necessary guidance, motivation, feedback, and resources to the 

employee to successfully implement a project. Transformational leadership has been identified as 

an efficient leadership style for change within an organization (Richter et al., 2016). For 

information systems projects based on the agile methodologies, Kelle et al. (2015) found that 

employing a transformational leadership style had a significant influence on the success of a 

project, no matter the project's size. Open communication was found to be an essential aspect of 

transformational leadership that contributed to the success of project implementation (Kelle et 

al., 2015).  

At its root, transformational leadership is about transforming self-centered individuals 

into committed team members working to achieve a common purpose (Alvesson & Kärreman, 

2015). Alvesson and Kärreman (2015) identified individualized consideration, intellectual 

stimulation, idealized influence, and inspiration as the basic transformational leadership 

elements. They also point out that some assume that the leader can exert influence to modify the 

employee’s self-confidence, enthusiasm, place in the group, and compliance with group norms 

(Alvesson & Kärreman, 2015).  

 Idealized influence. Idealized influence is described as leaders trusting and respecting 

their followers, appealing to the followers at an emotional level (Bottomley et al., 2016). 

Idealized influence is also referred to as charisma. Additionally, idealized influence encourages 

leaders to stand up to challenging situations because they believe it is the right and ethical thing 

to do (Bottomley et al., 2016). Inspirational motivation encompasses the leader’s ability to 

communicate the vision in an attractive manner that energizes the followers to internalize the 

vision and take on the challenge of the vision to perform at their best to achieve the goals 

necessary to fulfill the vision (Bottomley et al., 2016). Leadership encourages intellectual 
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stimulation by allowing the followers to question the previously held assumptions and beliefs 

(Bottomley et al., 2016). By allowing the followers to question the status quo, the follower’s 

creativity will be stimulated. New and better ways will be discovered to accomplish the work, 

and the necessary risks will be taken to accomplish the goals to meet the vision (Bottomley et al., 

2016). Leaders take into consideration the individual's needs through individual consideration 

(Bottomley et al., 2016). Leaders help an individual accomplish the goals by coaching and 

mentoring the followers and keeping the followers in line with the vision set forth (Bottomley et 

al., 2016). 

 Influence on Work. Transformational leadership has an influence on employees' work 

by providing meaningful work, trust in leadership, and self-efficacy (Hildenbrand et al., 2018). 

Transformational leadership can help reduce the negative effects of work employees experience 

through their careers.  

 Burnout. One such condition is burnout. Burnout is a condition that occurs when an 

employee's capacity is exhausted through an intense work cycle, and the employee is not allowed 

to replenish themselves (Schaufeli et al., 2009). Burnout happens when a person experiences 

chronic emotional and interpersonal job stressors and is recognized as a serious problem within 

the workforce (Maslach & Leiter, 2016). According to Maslach and Leiter (2016), the 

components of burnout are exhaustion, cynicism, job detachment, reduced efficiency, and 

reduced accomplishments. A properly executed transformational leadership style can help 

mitigate burnout's effects by supplying the employee with the proper resources needed to 

accomplish their job in a meaningful manner (Hildenbrand et al., 2018).  

 Safety. Safety is an important aspect of the work environment. Work-related accidents 

can have long-term, lasting effects on an employee's physical, mental, and economic status (Kim 
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& Jung, 2019; Shen et al., 2017). Work-related stress is a significant contributor to work-related 

illness (Muthamia et al., 2015). The stressors may be environmental (e.g., noise, temperature, 

amount of work, and privacy levels) or may be caused by life events (e.g., divorce, new child, 

death in the family, and unemployment), which can lead to safety incidents (Kim & Jung, 2019; 

Muthamia et al., 2015). Hoffmeister et al. (2014) linked leadership’s support of a safety culture 

to the success of a company’s safety results. They stated that leadership’s behavior is directly 

related to the worker’s response to an organization's safety programs. Kim and Jung (2019) 

found that applying transformational leadership can reduce job stressors, improving the safety 

environment of an organization. Additionally, Shen et al. (2017) found that leaders defining the 

vision for safety, culture, and practicing safe work practices influenced worker safety through the 

use of transformational leadership. 

 Employability. Transformational leadership has the potential to improve the employee’s 

skill set, making them more employable. In a study conducted by Yizhong et al. (2019), 

employees who worked under leaders utilizing transformational leadership were able to increase 

their skills, thereby becoming more valuable to the organization. This improvement in an 

employee’s skills did not come without risk. As the employees gained skills, they became more 

mobile in the workforce, which brought about a risk of losing a valuable employee to another 

organization (Yizhong et al., 2019). 

 Quality. In professional settings, transformational leadership helps boost the quality of 

the employees' output (Andersen et al., 2017). In the study conducted by Andersen et al. (2017), 

it was found that leaders with a medium-sized circle of influence had the best results in 

improving quality among the professionals that reported to them. The medium-sized groups were 

still a manageable size to perform effective communications of the employees' goals and desired 
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outcomes. Whereas leaders with a larger circle of influence were not as effective at 

communicating the requirements for performance, and quality was diminished in these groups 

(Andersen et al., 2017). 

Unified Theory of Acceptance and Use of Technology 

The Unified Theory of Acceptance and Use of Technology (UTAUT) model was 

developed in 2003 for the purpose of integrating the competing models of information 

technology acceptance theories into one unified model (Venkatesh et al., 2003). Eight models 

were reviewed, and a unified theory was integrated from elements of the eight models. The eight 

models reviewed were (a) Theory of Reasoned Action (TRA), (b) Technology Acceptance 

Model (TAM), (c) Motivational Model (MM), (d) Theory of Planned Behavior (TPB), (e) 

Combined TAM and TPB (C-TAM-TPB), (f) Model of PC Utilization (MPCU), (g) Innovation 

Diffusion Theory (IDT), and (h) Social Cognitive Theory (SCT). 

Theoretical Models  

 Theory of Reasoned Action. TRA is a theory that integrates behavioral and normative 

beliefs (Goodarzi et al., 2019). The theory holds that the most significant factor behind 

predicting behavior is intention (Goodarzi et al., 2019). The development of TRA came about to 

“better understand relationships between attitudes, intentions, and behaviors” (Montano & 

Kasprzyk, 2008, p. 68). Before developing TRA, many theorists wanted to eliminate attitude as a 

factor for predicting underlying behaviors (Montano & Kasprzyk, 2008). However, Fishbein 

separated the attitude about an object and the attitude about the behavior with regard to an object 

(Montano & Kasprzyk, 2008). The components of subjective norms are normative beliefs and 

the motivation to comply with cultural behavior (Montano & Kasprzyk, 2008). However, one 

aspect ignored by TRA is the demographics of the population under study (Elahe Kordi, 2018). 
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For example, the elements of brand-switching behavior may vary from location to location based 

on demographic characteristics in addition to personal and normative beliefs (Elahe Kordi, 

2018). Similarly, if an employee considers the new software product useful in their daily work, 

they may be more willing to accept the new system. In the same vein, if other workers are 

beginning to use the new package, the new social norm becomes the use of the new software, 

and the employees who are resistant to the new software package may begin to utilize the 

product in their daily routine through the construct of social norms. 

 Technology Acceptance Model. Davis (1986) introduced TAM as a new model for 

describing technology acceptance, basing the model on TRA. The TAM model is a specialized 

model designed to only apply to information technology projects (Davis et al., 1989). Davis 

(1986) proposed the model to improve the user acceptance process's understanding and provide a 

theoretical basis for user acceptance testing. The TAM model proposes that perceived usefulness 

and perceived ease of use are determined by the users' attitude, intentions, and actual adoption of 

the software (Davis et al., 1989). Ease of use, defined as using the system being free of effort, is 

an important aspect of adopting a new software system (Deslonde & Becerra, 2018). The less 

effort a user has to expend to learn how to use the system and the effort over time required to use 

the system should ease adopting a system by the users (Deslonde & Becerra, 2018). Deslonde 

and Becerra (2018) also identified usefulness as the software package's ability to enhance the 

user's job performance. Technology that was easy to use was also perceived to enhance the end-

user's job performance (Deslonde & Becerra, 2018). 

 Motivational Model. There are two types of motivation within the motivational model: 

intrinsic and extrinsic (Vallerand, 1997). Intrinsic motivation is a type of motivation brought 

about by deriving pleasure and satisfaction from performing the activity (Vallerand, 1997). 
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Extrinsic motivation is when a person engages in an activity to gain something from outside the 

activity (Vallerand, 1997). Within the information technology environment,  Fagan et al. (2008) 

found that extrinsic and intrinsic motivations have an effect on the adoption of a new information 

technology system. Fagan et al. (2008) also found that behavioral intention and ease of use have 

relationships with intrinsic and extrinsic motivation in adopting an information technology 

system. 

 Theory of Planned Behavior. The Theory of Planned Behavior (TPB) is a model of 

human behavior based on an individual's behavior intention. The behavioral intention is based on 

three key factors: attitude, subjective norm, and perceived behavioral control and is a function of 

a person’s willingness to perform the behavior. Based on a person’s behavior intention, their 

actual behavior can be predicted (Fu & Juan, 2017). A person’s attitude is the measure of a 

favorable or unfavorable view towards the behavior. The subjective norm factor is the perception 

the person has that other people think about performing the behavior. Perceived behavioral 

control is the person’s perception of how easy it will be to adopt the new behavior (Shi et al., 

2017). 

 Combined TAM and TPB (C-TAM-TPB). Combined TAM and TPB merge TAM and 

TPB into one model to form C-TAM-TPB. The two models intercept by showing the effects of 

attitude, behavioral intention, and self-reported use. TAM contributes perceived ease of use and 

perceived usefulness, while TPB contributes subjective norms and perceived behavioral control. 

The combined model provides a more complete picture of acceptance than the two individual 

models provide separately (Pynoo & van Braak, 2014). 

 Model of PC Utilization (MPCU). The Model of PC Utilization attempts to predict 

personal computers' utilization by users, not the intention of usage (Venkatesh et al., 2003). The 
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core attributes of the MPCU model are affect, job fit, long-term consequences of use, facilitating 

conditions, and habits. Affect is the positive or negatives feelings towards the use of the PC. Job 

fit defines the belief the employee has that a PC will enhance job performance. Long-term 

consequences of use define the belief that using a PC will benefit the employee over the long 

term. Facilitating conditions is the support received by the employee from the employer to learn 

how to use the PC in their job functions. Habits are behaviors that occur without conscious 

knowledge that the behavior is occurring (Thompson et al., 1991). 

 Innovation Diffusion Theory (IDT). The Innovation Diffusion Theory (IDT), also 

known as the diffusion of innovation, is a social process where a few early adopters implement 

innovation into their operation. Over time others start to add the same technology into their 

processes. This process continues until most, if not all, of the social groups have adopted the 

technology into their processes (Valente, 1996). 

 Social Cognitive Theory. Social Cognitive Theory is a widely used model to explain 

individual behavior. Compeau and Higgins (1995) adapted SCT to information systems by 

adding acceptance and the use of information technology (Venkatesh et al., 2003). The behaviors 

are affected by a continuous relationship between the environment, behavior, and the person 

exhibiting the behavior (Compeau & Higgins, 1995). 

 UTAUT Development. From these eight models defined above, the UTAUT model 

emerged with five core determinants of intention and usage (performance, expectancy, effort 

expectancy, social influence, and facilitating conditions) and four moderators of key 

relationships (gender, age, voluntariness, and experience) to build the foundation of the UTAUT 

model (Venkatesh et al., 2003). The UTAUT model is considered to be a robust model to 

evaluate the acceptance of a new information system (Khechine et al., 2016). Research shows 
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that UTAUT shows that those responsible for developing and deploying new information 

systems should focus on the functionality and features that will improve the acceptance by users 

(Khechine et al., 2016). 

Industry 

The development of the modern industrial complex can be divided into four stages. 

Industry 1.0 is another name for the first industrial revolution. Industry 2.0 began as industry 

introduced electricity to power manufacturing equipment, and the concepts of division of labor 

began to emerge. Industry 3.0 is marked by the introduction of electronics into industrial 

processes in the 1970s. Finally, Industry 4.0 emerged with the addition of the Internet of Things 

to the manufacturing process (Chen & Sun, 2018). 

 Industry 1.0. The modern industrial era began in England in the late 1700s when modern 

(for the time) manufacturing processes were developed on a large scale (Desmet et al., 2020). 

Several authors argue the reasons for the first industrial revolution beginning in England and 

give reasons for this. Spear (2014) argued that coal availability as a fuel helped England begin 

industrialization of their economy. Until the 1700s, most coal in England came from surface 

mines, but this source of coal was limited. Mining pits were susceptible to flooding and could be 

dangerous to the miners. The first operational draining pump was developed in 1714. The new 

pulping system allowed the pits to be mechanically drained. Even though this device was not 

efficient, it was effective in keeping the mines drained and used cheap fuel to power the pump. 

Further, coal spurred the transportation industry to develop new methods of transporting coal. 

The transportation of coal leads to an expansion of the shipping industry and the invention of the 

railroad. The broader use of coal allowed for the plentiful supply of raw materials of iron, 

copper, tin, and other smeltable materials available within the United Kingdom to be 
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manufactured into products for use by the population. Before the efficient mining of coal, these 

materials were produced by burning wood as fuel. By the time of the industrial revolution, the 

supply of wood had been diminished to the point where the government had banned the use of 

wood in many places and limited the number of smelters in other places throughout the United 

Kingdom (Spear, 2014).  

As labor became more expensive and demand began to rise, it became more 

economically viable to mechanize the manufacture of goods. As the demand increased for goods, 

the value of building machines made more economic sense. During this time, capital and energy 

were cheaper to deploy than adding additional labor to fulfill the goals. The increase in demand 

for new machines spurred inventors to increase their efforts to produce new machines in 

response to this increasing demand for mechanized production methods (Bottomley, 2014; 

Desmet et al., 2020).  

Industry 2.0. The second industrial revolution, or Industry 2.0, was ushered into 

existence with the invention of electricity in the late 1870s (Chen & Sun, 2018). During this 

period, industry began to power its machines with electricity. Also introduced during this period 

was the concept of Scientific Management (Yin et al., 2018). 

 Electrification. During the Industry 2.0 era, the volume and variety of products produced 

by factories exploded. Mass production developed with the use of the assembly line popularized 

by Henry Ford and Taiichi Ohno began the development of the Toyota Production System (Yin 

et al., 2018). The development of electrical distribution led to the development of electric 

lighting, generators, motors, and new railroad technologies (Thomson, 2011). Electricity had a 

greater effect on moving industry forward than any other invention before electrification. While 

the steam engine helped to move manufacturing, and to some degree transportation forward, 
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electricity’s effects were felt on a broader market than just manufacturing. Electricity helped 

both farmers and manufacturers increase output to the degree that their output could not find a 

market. Manufacturing output increased in existing factories because of the electrification of the 

production process. 

 Scientific Management. Frederick W. Taylor developed Scientific Management. Taylor, 

an engineer in the steel industry, became interested in the economic use of resources. Taylor 

sought to increase productivity and reduce waste through time studies, eliminating wasted 

motion, and setting production standards. He also described the functional management model, 

management by exception, and worker training, among other concepts. Taylor applied the term 

scientific management to his methods after a 1910 rate case proceeding involving the eastern 

railroads when a witness referred to Taylor’s methods as scientific. After the publicity of the 

testimony that proclaimed the railroad could save up to 1 million dollars per day, the method 

took hold and was applied to manufacturing across the country (Wren, 2011). 

 Industry 3.0. The information technology developments of the 1950s and 1960s led to 

the development of computerized machine control in 1968. The combination of information 

technology and the conversion from analog machine control to computerized machine control 

lead to the third era of industry, Industry 3.0 (Kurt, 2019; Yin et al., 2018).  

 Electronic Controls. Programmable Logic Controllers (PLC) were a key invention to the 

third industrial revolution. Before the PLC, machinery was controlled by manual intervention or 

through large relay banks. PLCs introduced efficiencies into the manufacturing process by 

improving reliability and simplifying maintenance of equipment. The PLC is also programmable, 

so minor changes in the machine's functionality would only require changes to a program instead 

of physical relocation of wires and relays (Tasca et al., 2018). 
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 Materials Requirement Planning Systems. Along with the PLC, Material Requirements 

Planning (MRP) systems were developed in the 1970s. Before the technological developments of 

the 1960s, the computing platforms available could not handle the data processing requirements 

needed to fulfill the demands to develop an MRP (Wilson, 2016). MRP systems primarily 

focused on the bill of material, work orders, shop floor scheduling, production activity control, 

and inventory management. These systems allowed for the efficient use of the resources 

available on the factory floor through detailed scheduling of available raw materials and 

available machine capacity (Kiran, 2019). 

 Industry 4.0. The smart factory marks industry 4.0’s arrival. Smart factory technology is 

built on the Internet of Things, the Industrial Internet of Things, wireless sensor networks, cloud 

technology, mobile computing, and big data technology (Wang et al., 2016). According to Wang 

et al. (2016), a factory that is transitioning into an Industry 4.0 factory should consider three key 

factors: (a) horizontal integration through value networks, (b) vertical integration and networked 

manufacturing systems, and (c) end-to-end digital integration of product design across the entire 

value chain. 

 Smart Manufacturing. Smart manufacturing originated in the United States but has 

spread globally to describe the manufacturing technologies based on smart sensor networks that 

provide data to control systems based on the additional data provided by the new technologies 

(Mittal et al., 2017). Smart manufacturing systems rely on a network of sensors to provide 

information to the control systems. The control systems may be in the cloud or local to the 

factory or piece of equipment. However, all of the equipment is tied together through the 

manufacturing plant’s network and potentially to systems located remotely away from the local 

plant. These systems communicate through standard protocols allowing for interconnectivity 
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between different manufacturers’ equipment and control and intelligence software (Kusiak, 

2018). 

 Key Factors. Horizontal integration through the value networks of manufacturing means 

that the manufacturers coordinate their manufacturing capabilities through electronic means, in 

effect, creating one virtual factory across the entire supply chain (Wang et al., 2016; Xie et al., 

2019). Conversely, vertical integration within the factory requires the information flowing from 

the factory-level sensors on various machines to fully flow the information through the enterprise 

to the highest level systems, such as the enterprise resource planning (ERP) system (Xie et al., 

2019). Finally, the product's design should be integrated electronically through the entire supply 

chain (Xie et al., 2019). Not only should the process be integrated internally through all the 

departments within the organization, but the external participants in the design of the product 

should also be integrated into the process of product design, manufacture, distribution, and 

recycle (Liu et al., 2018). 

Business Intelligence and Analytics 

The term business intelligence came about in the 1990s. However, business intelligence 

and analytics (BI&A), as a sector of information technology, has existed since the 1970s with the 

development of decision support systems (Watson & Wixom, 2007). As technology has evolved, 

so have business intelligence systems. Business intelligence has been described in four phases 

divided along with the technological changes through the years (Chen et al., 2012; Chen & Sun, 

2018). No matter the type of BI&A system employed by the organization, the goal of the system 

is to present transactional data in a manner that is usable to the analyst to extract knowledge from 

the data to make informed business decisions that support the goals of the organization and 

further the decision-making process based on that data (Gallinucci et al., 2018). 
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 BI&A 1.0. BI&A 1.0 has its roots in the decision support systems of the 1970s (Watson 

& Wixom, 2007). This era of BI&A is heavily rooted in the database management systems (i.e., 

relational databases (RDBMS) and online analytical platforms (OLAP)) for processing and 

combining data into usable forms for analytics and business intelligence (Chaudhuri et al., 2011; 

Watson & Wixom, 2007). Business intelligence systems based primarily on structured data 

located in RDBMS and OLAP systems are considered BI&A 1.0 systems (Chen et al., 2012). 

These types of systems are the most widely supported in the industry (Chen et al., 2012). Data 

are loaded into 1.0 systems through the process of extraction, transformation, and load (ETL) 

and explored through graphical data exploration tools (Chen et al., 2012).  

 RDBMS. In his seminal paper on the relational model for storing data, Codd (1970) 

introduced the relational database model and normalization. In addition to developing the 

database, Codd developed a language based on mathematic symbols to query the data from the 

database (Chamberlin, 2012). Chamberlin and Boyce saw this type of language as a barrier to 

entry for many users. They devised a new language called Sequel, which was more readable than 

the relational algebra developed by Codd (Chamberlin, 2012). As a product class, RDBMS 

products have become an indispensable category of software in modern-day enterprises (Huang, 

2019). The software that runs on top of the RDBMS is mission-critical software applications that 

businesses depend on for their daily survival in today’s business world (Huang, 2019). 

 OLAP. As opposed to Online Transactional Processing (OLTP) systems that focus on 

one application or department, an OLAP system is designed to bring data from multiple sources 

and analyze the data from a multidimensional viewpoint via interactive interfaces (Wang et al., 

2019). OLAP systems rely on data from the source system to be periodically loaded into their 

data warehouse (Djiroun et al., 2019). Therefore, an OLAP system may not have the most up-to-
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date information like an OLTP system. However, an OLAP system allows analysts to visualize 

the data from multiple perspectives drilling up or down into the data to gain greater insight into 

the information presented by the OLTP system (Djiroun et al., 2019). In recent times, 

organizations bring data from outside the organization into their OLAP systems to assist in data 

analysis. The external data bring additional context to the data generated from within the 

organization (Gallinucci et al., 2018). However, bringing in outside data is not without risk. The 

data may not be as reliable as data from within the organization since the organization is not in 

control of the outside data (Gallinucci et al., 2018). 

 ETL. Extract-transform-load is the process for bringing data into the OLAP system for 

further use in analytics (Karagiannis et al., 2013). The ETL process is the backbone of the OLAP 

system. The ETL process is more than just simple querying of data from source databases 

(Karagiannis et al., 2013). The ETL process extracts the data from the source systems, brings 

together data from multiple systems into a new schema, and stores the data into the OLAP 

system (Karagiannis et al., 2013; Machado et al., 2019). The workflows involved in ETL can 

range from simple, fast-performing operations to very complex, long-running processes 

(Machado et al., 2019). There are two basic strategies for loading data into the OLAP system. 

The most common is batch-orientated methods, where the data are loaded into the system one or 

more times during the day (Machado et al., 2019). The second method is to stream the data into 

the OLAP system as it arrives in the primary system (Machado et al., 2019). The method used 

depends on the source of the data to be loaded into the system. When loading data, either by 

batch or streaming, it is important that the ETL process has a minimal impact on the source 

systems so user performance is not impacted (Machado et al., 2019). 
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 BI&A 2.0. With the introduction of the commercial worldwide web, the type of 

information gathered by companies changed (Chen et al., 2012). The type of information 

generated by the new systems is not structured data that can easily be placed in an RDBMS and 

analyzed by traditional reporting tools (Chen et al., 2012). The type of data generated from these 

new web platforms is classified as unstructured data (Goh & Sun, 2015).  

 Unstructured Data. Unstructured data are classified as data with no defined structure, in 

contrast to data stored in an RDBMS system using a structured design. Sources of unstructured 

data within an enterprise include e-mail, failure reports, customer reviews, audio, photos, videos, 

and software logs (Chen et al., 2012; Kassner et al., 2015; Zhuang et al., 2016). In addition to 

data collected by organizations, data can be collected from external sources that contain 

unstructured data such as blogs, wikis, and social networking sites (i.e., Twitter and Facebook) to 

gain insights from areas not typically collected by an organization (Bhattacharjya et al., 2018). It 

has been estimated that unstructured data can be upwards of 80% of the data owned and stored 

by an enterprise and is one of the fastest-growing types of data an organization collects 

(Bhattacharjya et al., 2018; Kassner et al., 2015). Because of the lack of a defined structure 

within the data, unstructured data can be hard to analyze; therefore, many organizations do not 

take full advantage of the wealth of data available to them (Kassner et al., 2015; Korfiatis et al., 

2019). 

Unstructured data have challenges when being stored for future retrieval (Zhuang et al., 

2016). Since traditional RDBMS systems require data to be in a structure, new types of storage 

systems have been developed to store unstructured data in a form that is retrievable in the future 

and capable of storing any relationship data or metadata to help retrieve the unstructured data 
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(Bacchelli et al., 2017; Zhuang et al., 2016). These platforms typically rely on a NoSQL platform 

or a distributed platform, such as Hadoop or Storm (Zhuang et al., 2016). 

 Analyzing Unstructured Data. When analyzing unstructured data, one must take great 

care when evaluating the quality of the unstructured data (Bacchelli et al., 2017). Because this 

data does not follow any structure, methods must be derived to ensure the quality of the data 

before analytics can be reliably performed on the data (Bacchelli et al., 2017). With the 

advancements in technology, data quality has become an ever-increasing issue within industry 

and academics (Vandepitte et al., 2015). Quality control tools help ensure data are appropriate 

and in the form needed for analytics. Quality control tools can assist in data format checks, 

verifying completeness, and assessing validity (Vandepitte et al., 2015). Unless data are accurate 

to the standard defined by the organization, reliable, relevant, and are fit for the use defined by 

the question at hand, the data may not produce the results required by the analytics, thereby 

giving erroneous results and leading to business decisions that can have disastrous consequences 

on the business (Muthee et al., 2018). Poor quality data can lead to providing misleading 

performance metrics to management. The incorrect performance indicators can lead management 

to make bad decisions that can result in putting resources into some initiative that should be 

eliminated or eliminating a project that may be performing well (Muthee et al., 2018). 

After the data have been sufficiently cleaned, a number of methods and software can be 

utilized for analyzing the data. A key tool for analyzing unstructured data is text analytics 

(Zhuang et al., 2016). Tools such as MapReduce work with the storage engines (i.e., Hadoop and 

Hive) to process the data to return results mined from the stored unstructured data (Zhuang et al., 

2016). For example, an open-source package called RapidMiner has text processing capability 

built-in to analyze data from unstructured sources (Goh & Sun, 2015). Many of these tools can 
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also combine results from unstructured data analysis with structured data to gain additional 

insight into the enterprise data to assist in business decisions (Goh & Sun, 2015; Zhuang et al., 

2016). 

 BI&A 3.0. With the development of mobile phones and the spread of sensors on various 

types of equipment throughout the world, a new generation of BI&A has emerged (Chen et al., 

2012). BI&A 3.0 data sources include mobile phones, RFID tags, bar code readers, Internet of 

Things based sensors, and other similar devices (Chen et al., 2012). Together with Big Data, the 

data produced by the BI&A 3.0 devices allow organizations to analyze data in quantities not 

possible until recently. These new resources available to organizations allow the incorporation of 

BI&A 3.0 analytics into applications that feed analytical requests from the business to make 

informed decisions based on data generated by these new types of devices (Roßmann et al., 

2018). 

 Mobile Data. Mobile data allows researchers and businesses to collect data like never 

before. With the availability of cell phones and wearable sensors, researchers can track 

participants' data with ease and with little intrusion into the participant's day-to-day life (Savage, 

2015). Before the smartphone and wearable sensors, researchers were lucky to have a few 

hundred participants; however, with the new technology, one researcher was able to include over 

40,000 participants in a study (Savage, 2015).  

 Radio Frequency Identification. Radio frequency identification (RFID) technology has 

opened up a new set of possibilities in tracking products and people (Xiao et al., 2018). As small 

devices attached to objects, the technology allows products to be tracked through RFID readers 

placed throughout warehouses, manufacturing plants, and retail stores (Zhou et al., 2017). With 

the cost of an RFID tag below 10 cents per tag, the reality of tracking high-cost items has 



THE EFFECTS OF ADVANCED ANALYTICS 39 

become a reality for organizations that warehouse many thousands of items over millions of 

square feet of space. The usage of RFID tags has lowered the error rate of inventory of 

organizations through the automated reading of inventory levels and locations, replacing the 

manual system of counting each item and recording it into a computer system by hand or 

tracking on paper (Shahzad & Liu, 2015).  

RFID devices can save organizations large sums of money by replacing manual recording 

and tracking of inventory with an automated system allowing the physical location of a product 

to be traced through a computer system (Zhou et al., 2017). In the retail world, RFID tags and 

readers have allowed companies that rent modes of transportation to set up return locations 

throughout the city of service and reduce the inconveniences of returning to a central point. The 

RFID and remote return locations can allow the company to analyze the movement of the 

vehicles to place them at convenient locations for the customer when they are required, 

increasing the chance that a vehicle is located where the customer need is in demand (Zhou et al., 

2017). 

 Internet of Things. The term Internet of Things was coined in the early 2000s at the 

Massachusetts Institute of Technology, having origins in the RFID research being conducted at 

the time. Since then, the definition has been expanded to include a global network of sensors 

based on internet technologies that interconnect to provide information from sensors, audio, and 

video devices that provide data to a host system for storage and analysis (Wortmann & Flüchter, 

2015). A combination of IoT and Industrial Automation and Control Systems (IACS) produced 

the Industrial Internet of Things, which is utilized in industrial and utility-based settings 

monitoring and controlling industrial equipment (Boyes et al., 2018). A common place to store 

the data produced by the Internet of Things and related technologies is in the cloud. Cloud 
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infrastructure offers the technology to store and analyze the vast amounts of data produced by 

IoT devices (Čolaković & Hadžialić, 2018). Depending on the frequency of the reporting interval 

of the device, onsite technology may not be able to handle the bandwidth required to transport 

and store the data produced by IoT devices (Čolaković & Hadžialić, 2018). 

 BI&A 4.0. The development of technologies to support the era of artificial intelligence 

has ushered in BI&A 4.0. BI&A 4.0 builds on the usage of big data in BI&A 3.0 and adds the 

technologies of artificial intelligence. Artificial intelligence systems, combined with big data 

processing and analytics, allow technology to automatically make informed decisions without 

human intervention (Chen & Sun, 2018). 

For example, in the medical field, artificial intelligence is being utilized to diagnose 

diseases that may be missed by traditional methods. The artificial intelligence modules are 

trained on the specialty data required for the diagnosis of the disease. Utilizing methods such as 

deep learning or other pattern matching algorithms, the machine can identify patterns in the test 

images or results and alert the doctors to the possible presence of a disease (Jha & Topol, 2016; 

Krittanawong et al., 2017). 

Autonomous driving is another area using technologies from BI&A 4.0 software systems. 

When driving autonomously, a vehicle must be trained to obey the traffic laws and avoid crashes 

by using computer vision and artificial intelligence methodologies. These technologies are 

trained on big data platforms, and the trained models are placed in vehicles enhanced with the 

artificial intelligence hardware and software to control the vehicle (Hengstler et al., 2016). In 

addition to vision, the vehicle may be enabled to take commands from the passengers via voice 

command. The vehicle must be enabled with voice recognition and the ability to understand the 
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voice commands and turn the voice command into actions taken by the vehicle in response to the 

occupants' command (Phelps, 1986). 

Big Data 

The amount of data generated in organizations today has been compared to the discovery 

of oil over 100 years ago. The unrealized value contained in the data can unleash new areas of 

profit for an organization by providing the company a competitive advantage over others in the 

industry who do not possess the same type of data (Sun, Cegielski, et al., 2018). Big data allows 

managers to make decisions based on data analysis instead of tribal knowledge and intuition 

(Hofmann, 2017).  

 5Vs. Big data was defined as a technology in 1997 as large data sets that challenge 

computing technologies' computational resources, including main memory and local and remote 

storage (Hopkins & Hawking, 2018). The data sets classified as big data are much larger than 

traditional data processing systems can handle and have complexity that makes it very difficult to 

fit the data into a traditional processing system. The data within the big data set are generated by 

a machine, human, or nature and recorded for later analysis. Big data is characterized by the five 

V’s: volume, velocity, variety, value, and veracity (Kalbandi & Anuradha, 2015; Rehman et al., 

2017). 

 Volume. The big in the title big data refers to the volume of data being stored and 

analyzed. The volume involved in a big data set could be in the petabyte range or more, 

depending on the organization's size and the collection methods. The big data available to 

organizations allows for a more in-depth exploration of the data set to find patterns previously 

not available for discovery with conventional technology. Companies that can take advantage of 

the volume of data generated by big data can have a competitive advantage in the marketplace if 
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they make discoveries early in the product cycle and take advantage of those discoveries 

(Johnson et al., 2017). This data can come from a variety of sources, including mobile phones, 

robots, satellites, drones, IoT, and many other similar types of devices. It is estimated that data 

volume will exceed 30.6 Exabytes by the end of 2020 (Rehman et al., 2017). The majority of the 

data growth is generated from unstructured data. Unstructured data is typically human content. 

Human content is classified as videos, photos, movies, financial transactions, e-mails, telephone 

conversation transcripts, tweets, and logs from systems generated by human interaction. The vast 

majority of unstructured data is generated by social media platforms, such as Facebook, Twitter, 

and YouTube (Khan et al., 2014).  

 Velocity. Big data velocity is the speed at which the data are ingested into the data 

warehouse infrastructure. The growth rate of data depends on the system and the spread of the 

sensor network or sources of the data (Al-Salim et al., 2018). The data coming into the data 

warehouse may be processed and analyzed in real-time to identify risks to the business, from 

customer churn to process failures within a production process. The streaming of this data 

requires a different processing type than traditional data processing, where high volume, low 

latency storage was required. Data coming into big data systems requires high-throughput 

computing to process the data in a timely fashion (Sun, Yan, et al., 2018).  

Technologies available to apply to the big data system for high-velocity systems are 

Complex Event Processing systems and Stream Processing systems. These systems allow the 

real-time processing of data required in a modern big data system, processing data from many 

sources of data, such as sensors on a manufacturing system (Higashino et al., 2016). The speed 

of processing data is more critical to some applications than the volume of data that can be 

processed. The speed of processing can enhance agile decision-making in real-time. The increase 
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of data processing velocity has been driven by the technological advances achieved through 

increased processing power along with the speed of the monitoring devices and the associated 

networks moving the data into the big data system (Alzyadat et al., 2019). Having high-velocity 

data allows the company to make decisions in real-time instead of looking back at historical 

trends, enhancing their ability to react to changes in processes or markets to serve their 

customers better. The support for high velocity of data within an organization can drive the 

organization to be more innovative with its customers, therefore serving the needs of the 

customer at a higher level than with traditional historical data ingestion and processing 

(Ghasemaghaei et al., 2018).  

 Variety. The type of data generated by systems and placed into big data warehouses vary 

greatly. The variety of data may be the most critical characteristic of big data processing 

(Abawajy, 2015). The data placed in a big data warehouse can be structured or unstructured data. 

A majority of the data in big data warehouses is considered unstructured data (Kalbandi & 

Anuradha, 2015). Much of the unstructured data does not fit well in a traditional relational 

database and, therefore, is hard to analyze with traditional tools (Nastasoiu et al., 2019). Some 

unstructured data can be classified as semi-structured data. For example, an e-mail has some 

structure in the form of the to, from, subject, and date sent attributes. However, the body of the 

message is unstructured data. Semi-structured data is typically processed using the same 

methodologies as unstructured data when analyzing the dataset's unstructured portion (Abawajy, 

2015). The unstructured data can come from many different types of sources and require 

different processing techniques to analyze the data. The data may require different amounts of 

CPU, memory, and I/O requirements to process. This data may come from sensors, smart devices 

(i.e., smartphones and tablets), social media sources, e-mail, and documents (i.e., Word, PDF, 
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and spreadsheets). Each type of source requires a different method for processing the data 

(Nastasoiu et al., 2019). 

The variety of data processed within big data processing can be classified into four 

categories. Data are processed in batches, streaming, interactively, or by graph processing 

(Abawajy, 2015). When data are processed offline, it is processed in batch mode. Batch mode is 

used to find new patterns in existing data. A common tool used for batch processing is Hadoop. 

Streaming data are usually processed in real-time without storing the data first. Examples of 

stream processing include fraud detection and network intrusion detection. Using tools such as 

Apache HBase and Google BigQuery are examples of interactive processing. These tools process 

the data as the user submits the query to the engine to return results from the data set. Graph 

processing evaluates data based on relationships between objects. These relationships describe 

how the objects are related to each other. The relationships allow the query engine to process the 

data and return results based on the objects' relationships. The relationships represented by graph 

databases are more complex than those represented by traditional relational databases (Abawajy, 

2015). 

 Value. For big data to have an impact on business or society, the data in the big data 

warehouse must be turned into valuable information (Kalbandi & Anuradha, 2015). Value for 

big data warehouses can be defined as social value or economic value. Social value for big data 

use includes uses by government, healthcare, education, or public safety to enhance the health 

and safety of the population. Use in this fashion would include preventing crime, support the 

wellbeing of the population, or improve national security. The economic value of big data 

improves the profit, growth, and competitive advantages of an organization. Using big data for 
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economic value adds to the value of an organization giving the stakeholders more value for the 

investment in the big data solution (Günther et al., 2017). 

Through economic value, Brinch (2018) discovered that big data allowed the business to 

make better decisions through their processes when using big data. He also found that using big 

data will change business processes when using the big data warehouse to explore and exploit 

the data (Brinch, 2018). Using big data to make business decisions positively affects the outputs 

and quality of new jobs and tasks. If the business process management tasks are used in 

conjunction with big data for decision-making processes, the data's value is realized through 

increased utilization of the big data system (Brinch, 2018). 

Big data's social value is a new category of value for big data (Arnaboldi, 2018). For big 

data to provide social value, the data scientists and decision-makers must work together to derive 

value from the data housed in the big data warehouse. The data scientist's role is to extract the 

information from the data and present it to the decision-makers. The decision-makers work with 

the data scientist to refine the data and extract the most value from the datasets (Arnaboldi, 

2018). 

 Veracity. Big data's veracity refers to the trustworthiness, availability, accountability, and 

authenticity of the data. The data's veracity is especially important with the volumes of data 

within the big data warehouse since the data may be utilized to build decision systems that are 

automated and have little or no human involvement in the decision process (Jamil et al., 2015). 

Especially with data coming from the IoT environment, data quality issues can arise from data 

acquisition. Sources of data errors include environmental factors, vandalism, faulty sensors, 

resource constraints, and security vulnerabilities (Perez-Castillo et al., 2018).  
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One of the main problems with big data is the lack of trust in the data collected and stored 

in the data warehouse. Before the proliferation of sensors and other big data sources, data were 

collected within a controlled process, and the data were easier to verify as accurate (Al-Jepoori & 

Al-Khanjari, 2018). Processes should be put into place to ensure the data entering the data 

warehouse are of the best quality to ensure the analysis resulting from the data is a high-quality 

analysis. Data governance can help ensure that data are of the best quality available for future 

analysis. If the proper data governance is put into place, then the data can be trusted to be of the 

best quality available, and if not, the people accountable for the data can be notified, and 

corrections are taken to ensure the data are corrected or eliminated from the data warehouse. A 

data governance plan puts into place the standards for quality data for the organization to follow 

when acquiring and cleaning data for the data warehouse. Data governance plans should identify 

data usage policies, who has access to the data, any quality metrics, and the units of measure if 

applicable (Koltay, 2016). 

 HACE Theorem. The HACE Theorem further describes big data as “large-volume, 

heterogeneous, autonomous sources with distributed and decentralized control, and seeks to 

explore complex and evolving relationships among data” (Wu et al., 2014, p. 98). Unless the 

analyst has the full picture of the data being analyzed, bias may be introduced into the analysis. 

Using only fragments of the data for analysis and failing to fully understand the proper 

perspective, the data may lead to an incorrect or misleading conclusion based on the limited 

understanding of the data (Drosio & Stanek, 2016). 

 Large Volume, Heterogenous Dataset. A large volume, heterogeneous dataset can 

describe one object. For example, the human body can be described by the typical demographic 

information. However, upon further analysis, x-rays or other imaging sources can be used to 
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view the same body. Further examination of the body can be accomplished through the analysis 

of DNA. These various forms of information describe the same object, a human body, but have 

very different perspectives. A large amount of data with different schemas can make it difficult 

for an analyst to thoroughly analyze an object when the data comes from many heterogeneous 

datasets (Wu et al., 2014). 

 Autonomous Sources. Autonomous sources with distributed and decentralized control 

add another complication to the analysis of big data (Drosio & Stanek, 2016). Autonomous and 

decentralized sources are resources that provide data on devices that can stand alone and not rely 

on a centralized system to function. The autonomous and decentralized nature will allow the 

system, as a whole, to continue functioning even if one resource is not available (Wu et al., 

2014). Examples of autonomous sources include cameras, sensors, retail transaction recording 

devices, smartphones, and other smart-enabled technology (Ma-Lin et al., 2018). 

 Relationships and Complexity. As data grows in size, the relationships become more 

complex and evolve over time (Wu et al., 2014). As the number of sensors grows, feeding big 

data through the technology of the Internet of Things, the relationship between the objects 

becomes greater. The amount of data collected and the diverse number of sensors now available 

to monitor a single object or process have grown considerably recently. The complexity of the 

relationship between the data becomes more difficult to manage (Gil et al., 2019). 

 Components of Big Data. Big data components can be broken down into two major 

categories. Compute-based models store their data on physical storage and recall the data from 

the storage as the data are processed. In-memory models store the data in the computer's main 

memory to retain fast processing not allowed by compute-based systems that store the data on 

physical storage (Rao et al., 2019). 
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 Compute Based Models. Compute-based big data solutions can be broken down further 

into three categories: Massively Parallel Processing (MPP) systems, MapReduce (MR)-based 

systems, Bulk Synchronous Parallel (BSP) systems (Rao et al., 2019). MPP-based systems are 

implemented in software such as Teradata, Apache HAWQ, EMC Greenplum, and IBM Netezza. 

The data in MPP systems are divided among multiple systems that do not share physical storage. 

The individual systems process the data and return results after processing the data (Rao et al., 

2019). MapReduce based systems are based on mapping tasks and reduce tasks. The systems 

process requests in parallel and summarize the data, and return it to the reduce task for 

determining the final results (Rao et al., 2019). BSP systems process data in iterations on 

individual nodes in parallel with information synchronized between the nodes during processing 

(Rao et al., 2019). 

 In-Memory Models. In-memory processing systems are up to 100 times faster than 

systems based on physical storage. These systems keep data in the main memory of the system 

for faster result processing. These systems typically process real-time data and streaming data. 

These systems work similarly to MMP systems but are limited in capability by the system's 

amount of main memory (Rao et al., 2019). 

Advanced Analytics 

Advanced analytics, also known as process analytical technology, is a combination of 

sensors and software used to measure, analyze, monitor, and control the production process 

(Kornecki & Strube, 2018). Advanced analytics allow organizations the ability to scale their 

process by controlling the factors within the process for better efficiency. The advanced analytic 

systems allow for real-time process monitoring for feedback on the process as well as improved 

consistency throughout the process (Watson et al., 2016). Many industries, such as the food 
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industry, pharmaceuticals, manufacturing, and the energy industry, use advanced analytics to 

monitor their products (O'Shea et al., 2019). Furthermore, in some industries, such as 

pharmaceuticals, the increased use of advanced analytics was brought on by government 

requirements for quality control within the manufacturing process to ensure the highest quality 

product possible. The new requirements for higher manufacturing standards from the regulatory 

bodies required the manufacturers to have systems in place to monitor the process in order to 

bring the products to market (Nakano et al., 2018). 

 Supervisory Control and Data Acquisition. Industrial control systems like Supervisory 

Control and Data Acquisition (SCADA) systems are vital to controlling the world's industrial 

processes (Boyes et al., 2018; Castellani et al., 2017). SCADA systems allow a centrally located 

operator to monitor all the processes within the manufacturing plant or other industrial settings. 

For example, in the oil and gas industry, the centralized SCADA system allows the operator to 

start and stop compressors remotely, set control point values, and open or close valves (Boyes et 

al., 2018). The control systems the operator is interacting with through the SCADA system are 

usually located remotely throughout the plant or geographically dispersed in the case of oil and 

gas operations. The SCADA system is composed of two major parts; the control systems and the 

remote devices, which contain electronics to control the physical device and monitor the results 

to send back to the central SCADA system (Boyes et al., 2018). 

However, SCADA systems are limited in their ability to provide advanced analytic 

within their capabilities. SCADA systems typically lack the processing capabilities to handle the 

advanced processing required of advanced analytics. The data processing requirements tend to 

overload the processing capabilities of the SCADA systems. SCADA systems are also limited in 

the types of sensor data brought into the system to keep the processing load from overwhelming 
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the system and preventing the operator from controlling the system (Shinozuka et al., 2015). 

Another factor leading to the limitation of the SCADA system to process the wide variety of data 

required to make decisions on large datasets is the lack of attention from the process control 

industry. Since the mid-1990s, after failures of artificial intelligence efforts in the control 

industry, the process engineering efforts have not been restarted since the newer technology has 

been introduced into the artificial intelligence and machine learning fields (Dong & Qin, 2018). 

 Process Monitoring. Advanced analytic systems incorporate high-frequency data from 

many different sensors to analyze the process and show the operator recommendations or 

produce alarms when the process exceeds set limits or trends (Fissore et al., 2018). Keeping the 

process under control reduces the amount of waste generated from a product that is not usable or 

could require re-work, therefore, wasting raw materials, energy inputs, and processing time 

(Sánchez-Camargo et al., 2019). Advanced analytic systems monitor the process, apply 

multivariate analysis, and can control the process (O'Shea et al., 2019).  

 Reduction in Other Costs. In addition to the increased visibility into the current state of 

the processing environment, advanced analytic systems can reduce the need for offline activities, 

such as lab testing, reduction in recalls of products, more consistent and higher quality product, 

and reduce environmental waste by maximizing processing efficiencies (O'Shea et al., 2019). In 

addition to the costs associated with the normal production process, an advanced analytic system 

can reduce costs indirectly by optimizing the production process and allowing the manufacture to 

produce more product with the same equipment by optimizing the process to allow for better 

utilization of the existing equipment, therefore, avoiding the additional capital outlay required to 

expand existing facilities or build new facilities to account for additional production (Watson et 

al., 2016). 
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 Processing Data. Advanced analytic systems ingest data into the data stores and similarly 

process the data that SCADA systems do, but typically do not control the underlying processing 

systems. The advanced analytic systems apply the rules set for the process and apply 

mathematical correlations to the data to monitor the system parameters (Pathak & Rathore, 

2017). Advanced analytic systems usually work in real-time to analyze the data and provide 

feedback to the users, providing almost instantaneous feedback about the process's current state 

(O'Shea et al., 2019).  

Some advanced analytics systems incorporate machine learning into the system to apply 

models to the process for a more accurate prediction of process variances. The machine learning 

models allow for processing more variable data from the analytical system, allowing the system 

to better predict process variation than simple multivariate analysis can typically perform (Nagy 

et al., 2019). 

Machine Learning 

As an idea, machine learning has been in the technological vocabulary as early as the 

1940s; however, early machine learning systems were no more than expert systems trained with 

if-then-else type logic to produce an answer for a query based on the data input into the system. 

While the first conference on machine learning occurred in 1956, the technology to make 

machine learning a reality only came into existence in the early part of the 21st century with the 

introduction of technology from Google and others (Haenlein & Kaplan, 2019). 

Machine learning is a technology used to find patterns in data through general-purpose 

algorithms, then make predictions from the patterns discovered by the chosen algorithm (Bzdok 

et al., 2018). In contrast to expert systems that make predictions on a set of rules, machine 

learning can process data with many variables, find patterns in the data, and link the data in 
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interactive and nonlinear ways to predict the outcome based on the vast data supplied to the 

machine learning algorithm. However, when using machine learning to train models and produce 

predictions, the model may overfit the data and may produce a model that is not general enough 

to apply to a wide set of data beyond the training set (Obermeyer & Emanuel, 2016). 

 Machine Learning Types. Machine learning can be divided into three types: supervised, 

unsupervised, and semi-supervised. These types indicate how the data are managed and how 

features are processed through the selected algorithms (Cai et al., 2018).  

 Supervised Learning. Supervised learning consists of a data set with one column, or 

label, identified as the answer described by the rest of the columns of data. The supervised 

machine learning algorithm attempts to find the patterns to build a model to predict the labeled 

data as accurately as possible (Elforjani & Shanbr, 2018). There are two types of prediction 

methods within supervised learning: classification and regression (Louridas & Ebert, 2016). 

Classification algorithms attempt to classify the data into categories, while regression uses 

mathematical formulas to attempt to fit the data into a pattern to predict the outcome of the 

model's inputs (Herbrich & Graepel, 2015; Louridas & Ebert, 2016). 

 Unsupervised and Semi-Supervised Learning. On the other hand, unsupervised learning 

does not provide an answer, or label, to the machine learning algorithms. The chosen 

unsupervised algorithm attempts to find patterns in the data to provide a prediction (Elforjani & 

Shanbr, 2018). Semi-supervised learning is a hybrid of supervised and unsupervised machine 

learning. Data presented to semi-supervised machine learning will have part of the data labeled 

and part of the data unlabeled. The semi-supervised algorithms attempt to use both labeled and 

unlabeled data to find patterns in the data to provide a prediction (Naganathan et al., 2016). 
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 Feature Engineering. Feature engineering is a precursor step to introducing data to a 

machine learning algorithm. Feature engineering is the process of selecting the data necessary to 

attempt to predict using a machine learning algorithm (Li et al., 2017). Li et al. (2017) described 

feature engineering as a fundamental process that defines the numerical fingerprints by selecting 

the data that describes the desired label. Feature engineering includes selecting the data, 

cleansing the data, and selecting the features (Dai et al., 2020). However, feature engineering is 

more than selecting data from the data warehouse. When engineering features for predicting with 

machine learning, features may need to be constructed from the data to produce a new factor 

from a set of existing features to help fit the data for the chosen algorithm (Dai et al., 2020). 

When engineering features are used in a machine learning problem, Principal Component 

Analysis (PCA) is one method to find the best features for training the model. Using PCA, the 

set of features is reduced to the most important features, thereby reducing the resulting model's 

complexity (Li & Tao, 2013). 

 Overfit and Underfit. Over and underfitting the data is a common pitfall when 

developing a regression model in supervised machine learning (Lever et al., 2016). Overfitting in 

a machine learning training session occurs when the resulting model is more complex than 

necessary. When overfitting a model, the algorithm takes into account noise to try to make the 

model fit all the data instead of a generalization of the data. The model may work very well with 

training data but perform poorly with test data (Lever et al., 2016). The overfit model treats 

outliers as part of the model's structure instead of outlying data or noise in the sampling (Ord, 

2020). The opposite is true when underfitting the data. The algorithm presents a model that is too 

simple for the data presented (Lever et al., 2016). Changes in the underlying data may change a 

fit model into an over or underfit model over the model's lifetime. For example, changes in 
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economic conditions may introduce outlying data into the dataset and cause a model to overfit 

the data and produce a model that will not perform well outside of the context of the training data 

(Ord, 2020). 

 Ethics of Machine Learning. There is a danger in misusing machine learning while 

trying to predict the outcome of input data. Careful consideration should be taken when trying to 

implement machine learning into the business context. For example, Facebook and Cornell 

University implemented an experiment to manipulate the news feed of users based on their posts' 

emotional content without the knowledge and consent of the users. This experiment resulted in 

bad press for both Facebook and the university and potentially harmed the users involved in the 

experiment (Mittleman & Druckenmiller, 2019; Stark, 2018). 

 Machine Learning in Natural Gas. Machine learning is utilized in forecasting the 

demands in many countries throughout the world; however, the literature focuses on either 

machine learning techniques (Merkel et al., 2018; Wei et al., 2019) or local distribution 

companies’ (LDC) forecasting needs (Akpinar & Yumusak, 2016; Beyca et al., 2019; De & Gao, 

2018; Izadyar et al., 2015; Papageorgiou et al., 2020). There is a gap in the literature describing 

natural gas forecasting for interstate natural gas pipelines in the United States.  

Employee Training 

Training has a direct effect on an employee’s performance towards the organization’s 

goals. As an essential activity, training plays an essential role in the competence and efficiency 

of an employee (Farhan Zeb & Imamuddin, 2018). Well-trained and committed employees 

contribute to the success of an organization through more efficient work and improved 

performance. Conversely, the lack of training contributes to unsuccessful initiatives (van Assen, 

2021). Training is a purposeful activity to increase an employee’s skill level and knowledge to 
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perform their job more effectively. Training has many benefits though developing thinking skills 

and creativity to make better decisions and increase productivity (Sendawula et al., 2018).  

Conclusion 

The technological advancements that have led to the implementation of advanced 

analytics and machine learning systems have been in the making since the 1700s, beginning with 

the first industrial revolution. As technology has progressed from that point with the introduction 

of electricity, the invention of electronics, and the introduction of electronics into the 

manufacturing process, the need to analyze the various sensors' data has been increasing. The 

advancement of business intelligence and analysis, along with the reduction in cost and 

advancement of computing resources to process the data, has allowed business intelligence to 

progress from simple reports to high-speed analytics and machine learning to give feedback to 

the equipment operators and management almost in real-time. 

Without leadership behind these efforts and the users willing to accept the technology 

and use it in their day-to-day jobs, the implementation of advanced analysis and machine 

learning can be challenging to accomplish. Transformational leadership and UTAUT will be the 

lens that provides the analysis of why advanced analytics and machine learning systems either 

fail or succeed. 

Summary of Section 1 

Section 1 lays out the foundation of the study. This section examines the background of 

the problem, problem statement, purpose statement, nature of the study, method, design, research 

questions, and conceptual framework, defining terms, assumptions, limitations, delimitations, 

and significance of the study. A review of professional and academic literature was presented 

describing the existing literature for business intelligence, big data, advanced analytics, machine 
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learning, transformational leadership, and the Unified Theory of Acceptance and Use of 

Technology. 

Section 2 of this study expands the study's foundation by examining a qualitative case 

study of the implementation of AAML. Management, front-line workers who utilize the system, 

and information system professionals will be studied to discover the effects of implementing an 

AAML system has on an organization.  
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Section 2: The Project 

Section 2 describes the structure of the qualitative case study approach used to discover 

the factors of the successes and failures of implementing an advanced analytics and machine 

learning system at an interstate natural gas pipeline. This section begins by defining the purpose 

of the project. The role of the researcher follows and includes how access to the participants was 

granted. The research method and design are laid out, and a description of the population and 

sampling methods are defined. Following the discussion of the population and sampling 

methods, the data collection procedures are described. Within the data collection section, the 

researcher as an instrument is discussed. This discussion includes the interview guides and 

components of the interview. After the data collection section, the coding procedures are 

discussed. Finally, the reliability and validity of the data are examined. 

Purpose Statement 

The purpose of this research project is to discover the improvements realized by 

implementing advanced analytics and machine learning (AAML) and the reasons for failure to 

fully utilize such a system for interstate natural gas pipelines in the United States. While the 

benefits seen by implanting an AAML are great, implementing AAML systems can be a 

complex and expensive task for organizations, and past failures of advanced analytics have 

caused many in the process control field to ignore advanced analytics (Dong & Qin, 2018; 

Giannino et al., 2018; Lechevalier et al., 2019). Further hampering the full utilization of AAML, 

many supervisory control and data acquisition (SCADA) systems cannot process the amount of 

data required for AAML (Shinozuka et al., 2015). 
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Role of the Researcher 

In case study research, the researcher may take on many different roles during the 

research. The researcher may be an insider to the group being studied or maybe a complete 

outsider to the group (Unluer, 2012). Whether an insider or outsider, a qualitative researcher is 

trying to understand the situation from an insider or emic perspective (Hancock & Algozzine, 

2017). It does not matter if the researcher is an insider or an outsider; the researcher is one of the 

main instruments used during a case study research project. The researcher interviews 

participants, conducts surveys, gathers and analyzes documents, observes the environment, and 

writes the report detailing the ideas and observations (Stake, 1995). The researcher must be 

careful not to allow themselves to inject their bias into the research. This bias may come from 

cultural position or closeness to the research topic (Marshall, 2016). 

Before the research could begin, the researcher was responsible for designing a proposal, 

submitting the proposal to the IRB, and obtaining approval from the IRB to conduct the proposed 

research. During this research project, the researcher was responsible for identifying the 

participants to interview, conducting the interviews, collecting any supplemental documents, and 

analyzing the collected information. The researcher is also responsible for securing the collected 

data and safeguarding the data to protect the interview subjects' confidentiality.  

Identifying the subjects for this research project and gaining access to the participants 

was obtained through industry contacts, either through the researcher’s employer or through 

industry contacts. The researcher interviewed each participant, transcribed the recording of the 

interviews, gathered and coded the information, and analyzed that information plus other data to 

gain insights into the problem presented in this research. 
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Participants 

The participants for this research project were solicited from the interstate natural gas 

pipeline industry. The participants were employees or retirees of the selected companies 

represented in the case study. The participants were located within the United States and were all 

adults (18 or older) at the time of the interviews. Participants were not part of a vulnerable 

population. The participants were assumed to be knowledgeable about the subject through their 

current or former employment by an interstate natural gas pipeline. Participants were selected 

from all levels of the organization. The researcher ensured the participants were able to opt out 

of the research at any time, and the responses were kept confidential. The researcher was an 

insider or partial insider to the participants, so gaining access to the participants was not difficult 

for this research project. The researcher either worked directly with the participants or had 

contact with the participants through industry groups. Prior to the commencement of any 

participant contact, the researcher obtained approval from the Internal Review Board. 

Research Design and Method 

In Section 1, the problem statement, research questions, literature review, and 

explanation of research methods lead to the selection of the appropriate methodology for the 

research design of this study. With the research questions striving to find out how AAML helps 

an organization, why implementation succeeds or fails, and the factors for success or failure, a 

case study was the appropriate methodology to answer those research questions. The reasoning 

behind the choice of a case study is discussed in this section. 

Discussion of Method 

Qualitative research is utilized when the research study aims to understand the meaning 

of a human or social problem (Creswell & Creswell, 2018). Qualitative methods are typically 
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used to study complex problems set in the natural world, use multiple methods during the 

research, and evolve as research is conducted (Marshall, 2016). Qualitative research was 

conducted in the field at the participant site using the researcher as the primary data collection 

instrument. The researcher focused on the participants' multiple perspectives and meanings, used 

multiple methods to collect data, and the design evolved as the research was conducted. 

Qualitative research strives to present a holistic picture of a complex research topic (Creswell & 

Poth, 2018). By contrast, a quantitative research project is used to study the relationship between 

variables using instruments (typically returning numerical results) to collect information and use 

statistical methods to find relationships between them (Creswell & Creswell, 2018). 

The number of participants was limited for this study because of the narrow focus of the 

interstate natural gas industry. There are approximately 210 interstate natural gas pipelines in the 

United States and only 30 major interstate natural gas pipelines (EIA, n.d.a, n.d.b, n.d.c). A 

qualitative method was selected because of the need to understand the participants' complex 

interactions required to implement an AAML (Creswell & Poth, 2018).  

Discussion of Design 

Five qualitative research methods were available to conduct this research study, including 

narrative, grounded theory, phenomenology, and ethnography. Because the study focused on the 

how and why of real-world events, a case study design was selected (Yin, 2018). The exploratory 

nature of a case study leans towards answering the how and why questions of research. Since the 

environment cannot be manipulated, and the events under study were contemporary, a case study 

was the preferred method for this type of study (Yin, 2018). In addition to interviews, a case 

study allows the researcher to glean information from documents, physical artifacts, and direct 

observations (Stake, 1995; Yin, 2018). A case study typically focuses on one case or a small 
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number of cases. Because there are only 30 major interstate natural gas pipelines in the United 

States, the limited number of possible participants for this research study relates well to a case 

study (Dul & Hak, 2007; EIA, n.d.c). 

Summary of Research Method and Design 

The purpose of this study was to discover the reasons for failure to fully utilize AAML 

and the improvements realized by implementing such a system for interstate natural gas pipelines 

in the United States. Because this research study was searching for the how and why behind the 

success and failures of implementing an AAML and the improvements to the organization after 

implementing an AAML, a case study was chosen as the method to understand these questions. 

The case study method is well suited to discover the how and why of a problem. The case study 

does not require control over events and typically focuses on contemporary events (Yin, 2018). 

Because this study focuses on a contemporary event and seeks to discover the how and why, the 

researcher deemed the case study method to be the most appropriate qualitative design to fit the 

research study. 

Population and Sampling 

The purpose of this research was to discover why AAML installations fail and what 

qualities help AAML installations succeed. Failures of natural gas pipelines can have severe 

consequences for the surrounding population, downstream customers, and the environment in 

general. AAML systems can help predict natural gas utilization along with the pipeline system 

and help monitor and predict equipment failures on the pipeline system (Farzaneh-Gord & 

Rahbari, 2016; Shinozuka et al., 2015). Being a qualitative case study, this research project will 

focus on a limited number of organizations that have implemented an AAML system to monitor 

and predict natural gas flow along with their pipeline system. 
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Population 

In case study research, the researcher’s population choice is based on the bounds set forth 

by the proposed case study (Stake, 1995). A case may be one person, group of people, an 

organization, or a community. A case is also bounded by a system (or object) and a timeframe 

(Stake, 1995, 2010).  

By using the case study methodology, a maximum of two organizations that have 

implemented an AAML was the focus of the research. The researcher identified an organization 

that implemented an AAML. There are 30 major natural gas pipelines to explore within the 

United States (EIA, n.d.c). The researcher has been employed in the natural gas industry for 20 

years and has contacts through current employment for an organization that has implemented an 

AAML. 

It is essential to choose people with experiences relative to the phenomenon being studied 

(Merriam & Tisdell, 2016; Stake, 1995). The population was limited to the organization's 

leadership, Information Technology professionals, technical personnel, and office personnel who 

used an AAML system with the organization. All participants were at least 18 years old. 

Employees under 18 years old and those who did not have experience with the AAML no matter 

the length of employment (excluding leadership), were excluded from the study. It was important 

to have participants with direct experience with the AAML to participate in the study. 

Sampling 

Both quantitative and qualitative methods use sampling to maximize the efficiency and 

validity of the study. The sampling method chosen must be consistent with the goals and 

assumptions of the chosen method (Palinkas et al., 2015). In quantitative research, sampling is a 

method to select participants from a large pool of a population randomly. The population in 
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quantitative sampling is usually chosen at random (Patton, 2015). However, in qualitative 

research, the population size may be as small as one when performing a single case study 

(Patton, 2015). The sampling techniques used for this research study began with purposeful 

sampling and transitioned to snowball sampling after the initial interviews of known participants. 

 Purposeful Sampling. Purposeful sampling is a popular technique in qualitative 

research. Purposeful sampling is used to identify information-rich participants to study with the 

limited resources and time a case study presents (Palinkas et al., 2015). Studying information-

rich participants provides an insight into the case that cannot be discovered through the use of 

generalizations provided by survey results gathered through quantitative research (Patton, 2015). 

Purposeful sampling also allows for multi-stage sampling to gain deeper insight from the limited 

population available for a case study (Duan et al., 2015; Merriam & Tisdell, 2016).  

 Snowball Sampling. With the open-ended nature of qualitative research, the sample 

population is built as the research is conducted. As interviews are conducted, the researcher 

inquiries about who else may provide information about the subject. This technique is called 

snowball sampling (Patton, 2015). As the interviews progress, the sample size grows like a 

snowball rolling down a hill (Merriam & Tisdell, 2016).  

 Data Saturation. The sample size with a qualitative research project depends on many 

factors, including the question researched, the number of available participants, and the 

uniqueness of the information provided by the participants. Sampling continues until the 

researcher no longer discovers new information from the participants (Creswell & Creswell, 

2018; Merriam & Tisdell, 2016). Morse (1995) defined saturation as “when the domain has been 

fully sampled – when all data have been collected – then replication of data occurs and, with this 

replication… the signal of saturation” (p. 148). Morse (1995) also emphasized that the data's 
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quality is more important than the quantity gathered. The rare gem of information may be what 

puts the rest of the data into focus (Morse, 1995). While some authors like Creswell and Poth 

(2018) suggested 20-30 interviews may be necessary, Creswell and Creswell (2018) “one stops 

collecting data when the categories (or themes) are saturated: when gathering fresh data no 

longer sparks new insights or reveals new properties. This is when you have an adequate sample” 

(Creswell & Creswell, 2018, p. 186). 

Summary of Population and Sampling 

The population of a case study is bounded by the parameters outlined in the research 

study (Creswell & Creswell, 2018; Stake, 1995). It is vital to choose the population that 

represents the phenomenon within the case study's bounds (Merriam & Tisdell, 2016; Stake, 

1995). This case study involved participants 18 years of age or older who were current or former 

employees of the interstate natural gas pipeline chosen for this study. Purposeful sampling and 

snowball sampling was used to seek the participants, and interviews were conducted until the 

data were saturated. 

Data Collection 

The goal of a case study is to discover the “how” and “why” of a contemporary event that 

the researcher cannot control (Yin, 2018). The sources for data to be collected for a case study 

can be quite extensive. Sources include interviews, archival records, documents, and direct 

observation (Yin, 2018). The primary source of this research project was interviews. This data 

allowed the researcher insight into why AAML system implementation fails and what aspects 

contribute to the successful implementation of AAML systems. 
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Instruments 

Because interviews are the primary tool used for this research project, the researcher is 

the primary research instrument for data collection in this research project (Creswell & Creswell, 

2018). In addition to the interviews, the researcher collected documents from the participants, as 

necessary. The researcher analyzed the data gathered through the interviews and document 

collection to answer the research study's research questions.  

Data Collection Techniques 

The interview guide acted as a guide for the interview stage of the research project. The 

interview guide contained an introduction, which included a statement that the participant was 

voluntarily participating in the study and could withdraw at any time. The participant was also 

informed that the responses were anonymous. The interview guide contained questions directly 

related to the research questions or was demographic in nature (i.e., job title, time with the 

company, and experience with the AAML system). While there were questions set forth by the 

interview guide, the researcher did not restrict the participants from speaking freely. The 

researcher asked follow-up questions, as necessary, based on the path the participants took 

during the interview. The interview guide is included in Appendix A. This project was completed 

during a pandemic; therefore, the interview process was slightly different from normal times. 

The interviews were recorded via audio or video as technology and distance allowed. Other 

documentation, such as documents and PowerPoint slides, were collected as they were made 

available by the participant.  

Data Organization Techniques 

All interviews were recorded during this research project. Each file was named so the 

researcher knew who the participant was and the date the interview was performed. Any 
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electronic documentation was similarly named to allow for easy retrieval. Any physical 

documentation was scanned and stored in a similar manner as the data that were originally 

electronic documentation. All electronic documentation were secured in a password-protected 

folder structure to organize and secure the data. Any data backup was similarly stored in a secure 

manner appropriate to the backup method. 

Summary of Data Collection 

To satisfy the goal of a case study to answer the “how” and “why” of a contemporary 

event where the researcher does not control the environment, the researcher acted as the research 

study's primary tool. Interviews were conducted according to the interview guide, documents 

collected, and other artifacts were secured as available. The data were stored in a secure 

password-protected location using a file naming system to quickly find the data as needed. 

Data Analysis 

According to Stake (2010), conducting research requires both constructing and 

deconstructing when analyzing the data collected from the field. The process of analyzing data 

does not begin at a particular phase during a case study; rather, analysis happens throughout the 

entire process (Stake, 1995). When analyzing data, the qualitative researcher uses ordinary 

methods to break the data down and put it back together to tell the story (Stake, 1995). This 

analysis includes things known to the researcher and are common themes throughout the study or 

maybe mentioned only once during the interview process (Stake, 1995). Analysis during a case 

study is an iterative process (Stake, 2010). 

Coding Process 

This study used coding of the interviews and any appropriate documentation to discover 

the themes that emerged from the data. The first step in coding the data was to transcribe the 
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interviews. After transcription, the interviews were coded using the software package Atlas.ti. 

This software allows the researcher to code the interviews and analyze the content in one 

package, including audio, video, and documents. 

Summary of Data Analysis 

Conducting case study research requires deconstructing the data presented to the 

researcher and synthesizing the information through construction (Stake, 2010). The researcher 

uses ordinary methods to break down the information by coding the information with the Atlas.ti 

tool (Stake, 1995). The analysis includes audio, video, and documents provided by the 

researcher. Using the Atlas.ti software, the common themes were discovered and synthesized to 

answer the research questions. 

Reliability and Validity 

A qualitative researcher strives to produce research that is dependable and valid 

(Krathwohl, 2009). The researcher has many tools available to produce dependable and valid 

research. Through the use of consistent methods, triangulation, negative evidence, reducing bias, 

and achieving data saturation, the researcher can produce reliable and valid research (Creswell & 

Creswell, 2018; Creswell & Poth, 2018; Krathwohl, 2009; Yin, 2018). 

Reliability 

Reliability can be achieved in qualitative research by using good quality devices to record 

the interviews, taking detailed field notes during observations, and transcribing recordings to 

include the timing of non-spoken content such as pauses (Creswell & Poth, 2018). Moreover, 

using software to assist in recording and analyzing data can increase the reliability of the data 

collected (Creswell & Poth, 2018). As software has improved over the years, the programs have 

become able assistants and reliable tools to improve qualitative data analysis (Yin, 2018).  
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 Consistency. To increase reliability, data should be collected in a consistent manner 

throughout the data collection phase (Krathwohl, 2009). For example, the same interview guide 

should be used for all participants (Krathwohl, 2009). In addition to using the same interview 

guide for each participant, the researcher can enhance reliability by checking the transcripts for 

accuracy (Creswell & Creswell, 2018). When coding the transcripts, the researcher periodically 

analyzes the coding process to verify that no drift occurs in the coding process. A shift in the 

meaning of the codes can affect the transcript data's final analysis (Creswell & Creswell, 2018). 

 Saturation. If a researcher fails to reach saturation, then the study quality and content 

validity may be compromised (Fusch & Ness, 2015). Creswell and Poth (2018) defined 

saturation as the point when data collection no longer adds new information. They suggest that 

20 to 30 interviews may be necessary for saturation. However, there is no one size fits all 

solution to saturation. The number of interviews and data collected from other sources for 

saturation depends on the study design and the phenomena under study (Fusch & Ness, 2015). 

Enough data has been collected when the amount of time spent interviewing outweighs the value 

of the information being returned. If a researcher finds additional interviews are not adding to the 

codebook or returning new information, the researcher may conclude that data saturation has 

occurred (Guest et al., 2006). 

Validity 

Creswell and Poth (2018) described the validation as using a “process for assessing the 

accuracy of the findings as best described by the researcher and the participants” by using 

multiple qualitative research strategies (Creswell & Poth, 2018; Location 8571). A qualitative 

researcher is seeking confirmability in their research (Creswell & Poth, 2018). Validation 
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strategies from the researcher's perspective can include triangulation, disconfirming evidence, 

and clarifying researcher bias (Creswell & Poth, 2018). 

 Triangulation. To help increase the qualitative data's reliability, the researcher employs 

triangulation by verifying the data through multiple sources, such as interviews, documentation, 

researcher notes (Creswell & Creswell, 2018). The triangulation process involves the researcher 

establishing the data's validity by finding multiple paths through the data. These paths may 

involve multiple interviews, multiple types of sources representing the data point, or finding the 

data through multiple methods (Krathwohl, 2009). However, researchers must be cautious when 

triangulating data in qualitative research. During the process, the researcher may discover data 

that is inconsistent and contradicts previous data collected (Krathwohl, 2009). 

 Interviews. The primary source of information for this research project was interviews 

conducted with participants. The interviews were mostly conducted remotely due to safety 

considerations using the interview guide in Appendix A. Interviews were conducted with 

multiple employees within the organization to gain different perspectives into the reason for the 

failure to utilize an AAML system, to discover why the implementation was successful, and to 

discover the improvements of service.  

 Documentation. The researcher gathered documentation, either in paper form or 

electronically, from the participants. The documentation took the form of presentations and 

reports produced by participants through the installation and use of the AAML system. This 

documentation was analyzed and entered into the coding software. 

 Researcher Notes. The researcher took notes during the participant interviews to record 

the non-verbal aspects of the interview process. The notes were used to reflect on the 

participant's mood and attitude towards the AAML system and the AAML system's 
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implementation. Notes were taken during the analysis of documentation provided to the 

researcher. These notes were either made directly on paper copies and digitized, with e-ink and 

included with the documents, or directly in the document using the hosting software's notes 

facilities. 

 Triangulating the Evidence. The participant interviews were the primary vehicle for 

gathering information for this research project. The interviews were validated through member-

checking (Leedy et al., 2016). The interview transcripts were returned to the participant to 

review after transcription to allow for any clarifications and corrections. The review process 

added another level of validity to the study. While the participants worked for the same 

organization, they were located in different geographic locations and held different roles 

throughout the company, including leadership and front-line workers. Interviewing participants 

at different levels of the organization allowed for validating the views expressed by the 

employees among the different levels of management and non-management throughout the 

organization. Additionally, interviewing participants in different functional groups allowed the 

researcher to gain different perspectives on the AAML system throughout the organization.  

 Disconfirming Evidence. As the researcher is interviewing participants and collecting 

documentation, some material may not support the hypothesis. The researcher should explore the 

negative information to provide a more realistic view of the phenomenon under study. Reporting 

on negative evidence, as well as positive evidence, gives a more realistic assessment of the case 

study (Creswell & Poth, 2018). 

 Researcher Bias. The researcher's goal is to produce a report based on real-life 

experiences in a truthful manner without bias (Amerson, 2011; Yin, 2018). However, all 

researchers introduce a certain amount of bias into a qualitative study (Creswell & Poth, 2018). 
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The research can limit or eliminate bias by designing instruments with unbiased questions (Yin, 

2018). Also, the researcher should process all the communication paths during an interview by 

observing the nonverbal communications as well as listing the words the participant is saying to 

determine the meaning of those words (Yin, 2018). 

Summary of Reliability and Validity 

As a researcher conducts research for a study, the research must be reliable and valid. 

Through the use of consistent application of the interview guide and data collection of other 

sources, the researcher can reduce any bias brought to the study (Yin, 2018). The researcher also 

brings reliability to the study by reaching data saturation through the interview process (Creswell 

& Poth, 2018). As the researcher strives for validity, triangulation and negative evidence validate 

the data collected throughout the research (Creswell & Creswell, 2018; Creswell & Poth, 2018; 

Krathwohl, 2009). 

Transition and Summary of Section 2 

This section established the researcher's role, participants, research design and method, 

population and sampling, data collection methods, data analysis, and reliability and validity of 

the study. During this qualitative case study, the researcher was the primary instrument of this 

study. The researcher conducted interviews, took field notes, and analyzed documents provided 

by participants. The participants of this study were current or former employees of an interstate 

natural gas pipeline. The participants were sampled through purposeful sampling and snowball 

sampling. The employees were interviewed by the researcher about their experience with an 

AAML and the effects the AAML had on transporting natural gas. The primary method of data 

collection is participant interviews. The population was considered saturated when no new 

information was realized. The data were coded and entered into the Atlas.ti software for analysis. 
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All the interviews were conducted using the interview guide, interviews were transcribed and 

reviewed by the participants, documents were analyzed, and the field notes were coded and 

entered into the software. The data were triangulated through interviews with multiple 

participants at different organizational levels and geographic locations, though documentation 

gathered and coding field notes. The next section will present the discussion of findings, 

applications to professional practice, recommendations for further study, and reflections on the 

research study. 
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Section 3: Application to Professional Practice and Implications for Change 

Section 3 provides an overview of the study, a description of the participating 

organization, and describes the environment before and after the advanced analytic systems were 

installed. This section then describes the themes discovered throughout the study, the 

relationship of the themes to the research questions, and an analysis of the findings in relation to 

the problem and conceptual framework developed for this study. This section then presents the 

applications to professional practice, recommendations for action, and recommendations for 

future study. This section also presents reflections of the study by the researcher.  

Overview of the Study 

A case study is designed to describe the complexities of a single case (Stake, 1995). 

Implementing AAML systems can be a complex and expensive task for organizations (Giannino 

et al., 2018; Lechevalier et al., 2019). Therefore, this qualitative single case study added to the 

body of literature by examining the benefits of applying advanced analytics and machine 

learning to the interstate natural gas pipeline industry in the United States and why failures occur 

in fully exploiting advanced analytics and machine learning full potential. The researcher focuses 

on the following research questions to discover the effect an AAML system has on the 

organization and why companies fail to utilize AAML systems fully. First, Research Question 1 

explores why companies fail to fully utilize the AAML system by discovering the factors for 

both success and failure. Second, the study explores the effect AAML systems have on the 

service provided by the organization. Finally, the improvements to the service provided by an 

interstate natural gas pipeline are explored. The data for this case study were primarily gathered 

by interviewing employees of the participating organization. Interviews allowed the researcher to 

have a deeper understanding of the participants' responses through follow-up questions where 
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further clarifications were necessary beyond what a paper survey would allow (Yates & Leggett, 

2016). 

Presentation of the Findings 

This section begins by discussing the demographics of the possible study population, the 

background of the selected participant organization, and the environment before and after the 

AAML system was installed. Saturation and triangulation will be discussed. Following saturation 

and triangulation, a discussion of the findings is presented. 

Demographics 

The researcher chose a single case study because of the limited number of possible 

participants for this study located in the United States (EIA, n.d.b). The participant organization 

was chosen because the researcher had direct connections within the organization, allowing ease 

of access to the organization's employees. This access allowed the researcher to have more 

intimate conversations with the participants throughout the time of the study than would have 

been possible with an organization that was not as well known to the researcher. 

 Organization Background. The organization has been transporting natural gas within 

the central United States for over 100 years. Through several thousand miles of pipeline buried 

underground, the organization supplies gas to local distribution companies, industrial facilities, 

power plants, and interconnects with other pipelines receiving gas from and delivering gas 

throughout the greater United States. While the company does not produce or take ownership of 

the natural gas transported through the system, a network of underground storage fields store gas 

produced in periods of lower demand to be extracted from the storage fields on behalf of the 

owning customer during peak demand periods, such as extremely cold weather or when the price 

of natural gas is higher during these same demand periods. 
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 Environment Before AAML. Before executive leadership introduced advanced analytics 

and machine learning into the participating organization, the only method of analyzing data was 

querying data from the hosting applications' databases or extracting data from application-hosted 

reports to obtain information required to produce an analysis of business conditions. The 

participating organization was in the early stages of BI&A 1.0. The organization’s hosting 

applications data are stored in RDBMS systems; however, the data were not transferred into 

OLAP systems for further analysis. The participating organization had both Industry 3.0 and 

Industry 4.0 technology deployed throughout the organization; however, outside of the hosting 

applications and Microsoft Excel, there was no analysis of the data generated by the sensors 

deployed throughout the organization beyond the rudimentary analysis that was allowed by the 

hosting applications and Microsoft Excel.  

 AAML Environment. After the retirement of several executive leadership members, the 

new executive leadership introduced AAML into the organization. Starting with the 

reorganization at the top levels of management, the organization placed a new focus on analytics 

to enhance the organization's reporting and decision-making environment. The AAML 

environment includes an analytics platform for business analytics, an analytics platform for real-

time data to a resolution of one minute, and machine learning platforms for predictive decision 

making.  

 Participants Groups. The participants were divided into three different categories based 

on the organizational level within the organization and divided into four different groups based 

on the employee's job function. The employee categories included (a) Executive Leadership, (b) 

Non-Executive Leadership, and (c) Non-Leadership. The employee groups were (a) Operations, 

(b) Measurement and Storage, (c) Information Technology, and (d) Administration and 
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Customer Service. The categories are described in Table 1, and functional groups are described 

in Table 2. All participant names referenced in this study are pseudonyms.  

Table 1  

Employee Categories 

Category Description Participants 

Executive Leadership Chief Executive Officer (CEO) and Vice 

Presidents that report directly to the CEO. 

3 

Non-Executive Leadership Any management not reporting to the CEO or a 

Vice President reporting to the CEO. 

10 

Non-Leadership All employees not in management. 18 

 

Table 2 

Functional Groups 

Group Description Participants 

Operations Leadership and employees responsible 

for operating the pipeline who are not in 

Measurement and Storage. 

8 

Measurement and Storage Leadership and employees involved with 

gas measurement and management of the 

storage fields. This group includes 

employees in field operations and 

customer services. 

9 

Information Technology Leadership and employees involved with 

the management and operations of the 

information technology assets of the 

organization 

4 

Customer Services and Marketing Leadership and employees responsible 

for customer service and marketing 

activities, excluding gas measurement.  

4 



THE EFFECTS OF ADVANCED ANALYTICS 77 

Group Description Participants 

Administrative Leadership and employees responsible 

for administrative duties within the 

organization, including executive 

leadership 

4 

 

Saturation 

Saturation emerged from the grounded theory methodology (Creswell & Creswell, 2018). 

Moreover, Creswell and Creswell (2018) recommend 20-30 interviews to reach saturation. 

However, saturation is reached when enough data has been collected or when the amount of time 

spent interviewing outweighs the value of the information being returned. If a researcher finds 

additional interviews are not adding to the codebook or returning new information, the researcher 

may conclude that data saturation has occurred (Creswell & Creswell, 2018; Guest et al., 2006). 

For this research project, the researcher was targeting interstate natural gas pipelines in the 

United States. This target group has limited possible participants. The researcher chose one 

interstate natural gas pipeline and interviewed 31 current or former employees of the target 

organization. This research project reached saturation at 31 interviews. The researcher is 

confident that saturation was achieved given the limited number of possible participants. 

Triangulation 

Triangulation is the process of corroborating evidence from different sources, 

perspectives, and methods to validate a theme by locating a code in different data sources to seek 

convergence of a theme or pattern (Creswell & Creswell, 2018; Creswell & Poth, 2018). The 

researcher gathered themes generated from the data from across the different employee 

categories and functional groups. Triangulation was achieved by interviewing participants at all 

levels of the organization and from different functional areas. When a theme was discovered, the 
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researcher searched for data to triangulate the theme among the participant groups and 

employment levels. For this research project, the researcher discovered nine themes from the 

data gathered from the employee categories and functional groups. 

Discussion of the Findings 

As the participants were interviewed, the themes described in this section began to 

develop. Each theme is related to a research question. This section brought together the themes 

discovered, research questions, existing literature, and the conceptual framework. Analysis of the 

organization was compared and contrasted with the UTAUT and Transformational Leadership. 

Through this analysis, the organization's environment before AAML was explored, and the 

results of installing AAML were shared. 

 Research Question 1: Failure to Fully Utilize AAML. Why do companies fail to fully 

utilize advanced analytics and machine learning for process monitoring? This research question 

and the sub-questions explore the causes relating to the failure to take full advantage of the 

AAML system, including the factors that cause the failures, along with the factors that contribute 

to the success of the AAML system. The AAML installation can still be a success, depending on 

what analytical platforms were in place before the AAML system was installed, even if the 

organization does not fully utilize the full capabilities of the AAML system.  

When installing a new information technology system, resources available to the users 

are an essential part of UTAUT. Both performance expectancy and effort expectancy require 

resources to be available to the users to increase technology acceptance (Venkatesh et al., 2003). 

If the resources are not available in the time required, the AAML system's use can be delayed, 

causing the system to be underutilized. As discovered, sufficient resources were not available to 
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the AAML system users. As Research Question 1a demonstrates, the lack of resources and 

training are the driving factors for failing to utilize the AAML system fully. 

 Research Question 1a: Factors Contributing to Failure. What factors contribute to the 

failure to utilize advanced analytics and machine learning? Implementing an AAML system can 

be complex and challenging for organizations (Giannino et al., 2018). Therefore, organizations 

underutilize the volume of data made available by the various sensors placed along the 

production path to monitor and detect failures of the system (Peres et al., 2018). While analyzing 

the participants' responses, the researcher considered the factors brought to light by the 

participants. 

 Theme 1: Lack of Resources. When asked if the participants had the resources needed to 

use the AAML system, the majority of the participants (n=23) indicated they had the resources 

needed. However, the remaining participants (n=8) indicated there was a lack of certain 

resources. Human resources (n=5) and computing resources (n=5) were the resources mentioned 

as lacking in the AAML environment. 

Contributing factors to the lack of resources were partially budgetary and partially 

understanding of the new technology required for an AAML system to be fully utilized. Early in 

the deployment of the AAML system, the Information Technology staff did not have a complete 

understanding of the required resources; therefore, the allocation of resources was delayed. 

While the allocation of resources was resolved, the delay caused issues in installing and 

deploying the AAML systems. From a budgetary standpoint, there is a backlog of demand for 

developing additional AAML features, which are delayed because there are not enough technical 

resources to fulfill the requested items. 
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Human resources to implement the needed features were mentioned by five of the 

participants. The Information Technology staff’s backlog of work is greater than the current staff 

can process. Linus was concerned with Information Technology human resources available to 

perform needed tasks to expand the system. He suggested the resources allocated to the AAML 

were not sufficient to handle the pent-up demand for expansion of the system. As Linus stated,  

One thing I've mentioned to the IT group, mentioned to my supervisor, and I'll mention to 

anybody, there's the analytics. IT spread so thin. Our guys are taking off and running with 

what we do. Other departments are taking off and running where they want to run. Even 

right now, again, IT is spread so thin. So, those two departments are running their way. 

IT is, maybe, working with another department. Well, we start asking questions that 

interferes with what they're doing with the other groups. Just start spreading people thin, 

again. We're in the infancy, and this thing is still growing. I've mentioned to many, can 

we get somebody, position them in the IT group, position them in that business analytics 

group, but almost make them the liaison for the separate departments. You would have to 

add to the staff that they currently have now to make that happen. You could have one 

person for a couple departments or one person for a department, depending on how big it 

is from an IT standpoint. It's kind of that liaison and helps helps them drive through that 

minefield. Or, if it's going stay how it is now, then, to go that further, a bit of background 

programming and calculations and things we need to happen within the advanced 

analytics, that starts taken away from the time my people need to spend on what their 

traditional job is. So, somewhere in there, at some point, nothing's free. Having the 

people power needs to occur somewhere in there and that's not being supported yet. 
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The demand may be unknown to the Information Technology department because people 

are not requesting help due to the perception that the IT staff has more work than they can 

currently execute with the limited number of IT personnel employed. As Tom stated,  

You know, so many new things, at this moment, so many people are tied up with all these 

different projects, that many people don't really have the time to show me. There isn't a 

training class to show me how to create something. And I understand that, and I'm the 

type that I don't want to burden someone. If what I'm needing right now isn't that 

important, if it's just something I want to learn for professional development type of 

thing, I'm not going to burden somebody with that if it's not that important. 

In the same vein, Ryder states,  

We can always use more resources, I'll say that. Every manager wants more resources, 

but, I think, it takes the right type of individuals, and what you're trying to accomplish, 

for this program to be successful, you've got to have pretty much a good unity with 

business users; knowing the data, knowing what they need, what type of data they need to 

see, where it's located, where the primary source of the data is. You also have to have the 

IT side of building and programming, and changing views, and showing options, being 

open to change. 

The insights provided by Tom, Linus, and Ryder align with Venkatesh et al. (2003) regarding 

performance expectancy and effort expectancy level’s importance for the acceptance of a new 

information technology system. 

Computing resources were another resource type mentioned by five participants as a 

constraint on the AAML environment. While some of those have been resolved, participants felt 

that the early struggles of sizing the infrastructure hampered the growth of the system. Because 
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the technology was new to the organization, it was not fully understood how to allocate the 

AAML system resources. AAML systems produce and store more data and require more 

compute resources than traditional systems. The Information Technology staff was not familiar 

with the sizing requirements at the beginning of the project. As the system grows, the ongoing 

need to allocate additional resources to the AAML system may be challenging from a budgetary 

standpoint. As Leesa stated,  

We also struggled with infrastructure, understanding our needs, from a resource aspect, in 

other words, server sizing. The need for some of these systems to have more dedicated 

resources, as opposed to sharing resources with other systems. The need for us to be able 

to be more involved with things on the server, as opposed to waiting for someone in the 

infrastructure to do something for us. 

Leesa went on to say other parts of the infrastructure were also a challenge to implement. 

The learning curve for infrastructure, in other words, infrastructure, network security, 

understanding that this is a whole different animal, it doesn't look like a lot of the other 

things they've had to support, to a degree. And, were a lot more specialized, and our 

requirements are different than a lot of the other systems they've been used to. 

Kirby also concurred that infrastructure is a challenge to getting the system configured in the 

early stages. 

For the most part, we've lacked, what I would say, horsepower with the system. So, 

resources to be able to make the system respond in a timely manner, sometimes, and, 

some of the knowledge base within the company to be able to implement this with the 

system with external applications to be able to make us more fruitful with this system has 

been lacking, as well. 
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Furthermore, Beth pointed out that the base data are still in a more complex form which hampers 

non-technical users from easily adopting the more advanced features of an AAML system. As 

Beth stated, “I think if we get our base data to a point that end users don't need to understand 

database schema in order to use the tools, then I think that would be easier for them to learn.” 

These projects are complex and are different from the traditional SCADA systems that 

many companies use to control and analyze systems (Lechevalier et al., 2019; Shinozuka et al., 

2015). Leesa, Beth, and Kirby highlighted this organization was no different. Learning the new 

AAML system's requirements was a challenge early in the deployment of the AAML system. 

Not having the required resources in place slowed the AAML system's deployment and made 

using the software's analytic capabilities difficult for the participants to utilize fully. 

 Theme 2: Lack of Training. During the course of the interviews, training was mentioned 

by six participants as a potential barrier to fully utilizing the AAML system. The participants 

related there was a lack of training or wanted training on the products. Participants felt they 

lacked proper training (n=7), and there is a demand for training (n=4) throughout the 

organization.  

Many participants felt they could better utilize the AAML resources available if they had 

training. They also felt training would allow them to be more self-sufficient and reduce their 

dependence on other employees to fulfill their needs. One participant said they never received 

any training on using the AAML system. Another participant was self-taught in using the 

business analytics system, and another participant learns by searching the system for the 

information needed. These participants desired training and believed it would enhance their use 

of the AAML systems. For example, Brenda stated. 
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I think that comes from my experience prior to coming into it. And, I wish that there were 

more classes to teach us different tools and tips. I've used YouTube and, of course, 

people I work with that have taught us. But, I wish there were more classes to teach us 

about [the systems]. I feel like I could use and sift through the data better if I knew how 

to navigate. 

Mary agreed, “probably just some training. Glenn always offers to help too. He's like, ‘Oh, you 

go here and go here and go here.’ I'm like, ‘Okay, well, I really just need to understand the whole 

thing.’ Further, Shannon believes formal training would be helpful to further the use of the 

system. He states,  

I think that there are people there [that could train us], I probably would have to reach out 

to them. I don't think there's any training set up or given; but, I could probably ask 

someone to help me. I think that every time I reach out to anyone in the company to help 

with something, everyone is super helpful. So, I know that the people would be willing, 

but there isn't anything, like, where they have all those classes [for the] ERP. There's 

nothing that they're setting up for [the AAML]. I've never seen anything for that, but I 

know people would be willing. 

Tiffany also is not comfortable without official training in the more advanced analytic 

capabilities of the system. She commented, 

There's not just been official training. It's just, kind of, here's a link. Go out to [the 

AAML] and see what you can see, or this is where you need to go to find this. But, as far 

as pulling in any of the information, looking at the tables and stuff like that, I would not 

say that I am comfortable with any of that stuff. 



THE EFFECTS OF ADVANCED ANALYTICS 85 

Reducing the effort expectancy is important in deploying a new information system 

(Venkatesh et al., 2003). Training can reduce the effort to use a new information system. The 

insights shared by Brenda, Mary, Shannon, and Tiffany show the lack of training increased the 

effort expectancy required for participants to use the system to the fullest extent possible. While 

participants generally found the reports and screens easy to use once created, creating needed 

reports without technical assistance was a barrier to the participants. 

The participants who do not possess strong technical abilities to extract information from 

the systems using the previous methods felt that they could use the new system to develop the 

analytics necessary without involving power users or information technology employees if they 

had training in the AAML systems capabilities that are necessary to provide the analytics, on an 

ad hoc basis, required in the performance of their daily duties. While the AAML system is 

relatively easy to operate from a consumption standpoint, some participants related they felt they 

could use the system more effectively if they had additional training in the software's operation 

beyond the usage of the dashboards created by content creators.  

 Research Question 1b: Success Factors. The factors for the success of the AAML 

system include (a) ease of use, (b) ease of learning, (c) the ability to use the system most of the 

time without help, and (d) the participant’s self-direction in creating the vision for the AAML 

system. Each of these factors contributes to the successful implementation of the AAML system 

throughout the organization. All four factors contribute to the success of implementing both the 

business analytics software and the real-time analytics software. When asked if the advanced 

analytics and machine learning system was a good idea, every participant answered either yes or 

with a strong yes indication. 
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 Theme 3: Ease of use. The ease of use, or degree of difficulty using the system, is an 

integral part of the acceptance of a new information technology system (Venkatesh et al., 2003). 

When deploying a new system, Information Technology managers and developers should place a 

high focus on the ease of use of a software application (Khechine et al., 2016). Each participant 

was asked to rate how easy it was to use the AAML system. The participants were also 

encouraged to discuss why the system was easy to use or was not easy to use. When considering 

how easy the system was to use, 28 participants indicated the system was easy to use, and three 

participants indicated the system was not easy to use. The use of the system varied depending 

upon the participant’s job function. With the business analytic system, some users were report 

creators, some users are report consumers, and some users were a combination of report 

consumers and report creators. The majority of the report consumers found the system extremely 

easy to use. Employees who were report creators reported varying degrees of ease of use. The 

report creators' ease of use depends on whether they also used reports or were just creators of 

reports. For example, Scott shared, “yes, it is [easy to use]. It does require some bit of training 

just to get used to it. But yes, it's way, way easier, more intuitive, more user-friendly [than the 

previous system]. Easier to share information, for sure.” Tiffany concurred,  

Yes. I'm figuring it out. It is a lot easier than what we have used in the past. It's just being 

able to know where to go for what you're looking for, where it's housed under what 

section, and then maneuvering through it. But it is very helpful. 

However, Mary did not find the system easy to use. She stated,  

Well, it's almost like, you can hit a facility, drill down to the unit, then drill down to the 

PM, then drill down to the task list, and then drill down to the completed, and each one is 

on a separate page. I can't just print the test list. 
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The majority (n=28) of participants found the system easy to use. The more experienced 

participants found the system easier to use than those who were newer to the system. Scott, 

Tiffany, and Mary's statements align with the UTAUT performance expectancy (Venkatesh et 

al., 2003). The participants who created reports and dashboards relayed the AAML system was 

easier to use than the previous system but still possessed complexities that hampered the system's 

ease of use. Overall, however, the majority of the participants felt the system was fairly easy to 

use, especially if they had had proper training or had the necessary resources available when they 

needed help in developing reports or dashboards within the new system. Many users felt the 

system was more intuitive than the previous system, and it was easier to find the information 

required in their day-to-day tasks.  

 Theme 4: Ease of Learning. The participants were asked how easy it was to learn how to 

use the advanced analytics system. Twenty-four participants indicated the system was easy to 

learn, while six participants indicated the system was not easy to learn. While the ease of 

learning varied between report users and report creators, the consensus was the system was easy 

to learn.  

The users who use the AAML system's output, typically through dashboards, indicated 

the system was extremely easy to learn and intuitive. Participants who created dashboards or 

authored reports using the AAML system reported that the new system was easier to use than the 

previous methods available to them using Microsoft Excel or Microsoft Access to obtain the data 

required to accomplish their daily job tasks. Tom stated, “Anybody that is remotely familiar with 

computers can easily [use the reports]. You click on whatever you want, and you can apply 

filters. It's pretty simple.” Tucker agreed with Tom’s evaluation of the usability of the 

dashboarding capabilities of the system. “[The system] was [easy to learn]. Thankfully, I'm kind 
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of part of that era who grew up with technology. So, things like this typically, just as a user, 

come pretty natural,” stated Tucker. 

However, participants that created reports indicated there was a learning curve. However, 

after using the product for a period of time, it became evident how to use the system to produce 

the output they required for their daily job duties. Leesa pointed out,  

For myself, what I work with, there's a learning curve to it, but overall, it wasn't that bad. 

For people that I've trained to work with what I work with, which again, is the real-time 

data analytics type, most of them seem to pick it up fairly quickly, as well. 

Ben agreed with Leesa’s view,  

I would say the first week or two was a pretty big learning curve, but I think that's just 

about with anything. After that, it became pretty intuitive. If I thought about something I 

wanted to do, I had a pretty good idea of how to do it. 

One of the critical success factors for the AAML system is the ease of learning how to use the 

system. Tom and Tucker found learning the system was easy, while Leesa and Ben described the 

system as more complex to learn from a building standpoint. The findings agreed with Pynoo 

and van Braak (2014), perceived ease of use is a strong indicator of acceptance. 

Venkatesh et al. (2003) proposed that the effort expectancy is higher for women and 

older individuals when learning a new system. The participants in this research study were in 

various age groups of adults. Of the participants that stated the system was not easy to learn, the 

gender was tipped toward males (female = 1, male = 4), and the ages were across the spectrum.  

 Theme 5: Use Without Help. Participants were asked if they could use the advanced 

analytics and machine learning system without help most of the time. Twenty-nine participants 
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responded they could use the system without help most of the time, while two of the users 

expressed they still needed help to use the system. For example, Mark stated, 

Depending on what it is, if it's [the business analytic system] or something like that, yes; 

but, if it's, [the real-time analytics system] that I'm not in too often, I might need some 

help, but I can always reach out to somebody. There's always somebody to reach out to if 

you need help. 

Similarly, Jordon commented,  

Now, yes. Most of the time I can get in there and I can pull up the information I need, 

whether it's [the business analytic system] looking up system balance or line segment 

balance. I feel really comfortable getting in there, manipulating that information. Then [in 

the real-time analytic system], I'm still looking for and trying to learn where [the 

information is] or what I can pull into view. But I'm becoming more comfortable with 

using it without any help, also. 

Allison was more direct. “Yes. I rarely have any issues” she stated.  

As Mark, Jordon, and Allison indicated, they were reasonably self-sufficient using the 

system and only required help on certain portions of the system. This finding agrees with 

Compeau and Higgins (1995) that the users with a high self-efficacy used the system more 

successfully. Most of the users (n=29) of the AAML system could use the system most of the 

time without help. As the users gained experience using the system, they required less help. 

Along with the experience, the ease of use (Theme 3) and ease of learning (Theme 4) played a 

role in the ability to use the system without help most of the time. All participants indicated they 

had someone to call if help was required. 
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The majority of the users expressed they could view reports and filter as necessary 

without help the majority of the time, while some of the report creators responded that they still 

needed help, on occasion, to create and design reports. The two users who indicated help were 

still required when using the system did not specify what type of help was needed. All 31 of the 

participants indicated there was someone to call if they needed help with the AAML software. 

Help may be in the form of the organization’s helpdesk or the vendor of the software.  

 Theme 6: Employee Self Direction. When the executive leadership initiated the AAML 

projects in the participating organization, they shared a general vision of the future. The AAML 

system's vision was to enable the business to make quick, efficient, data-driven decisions based 

on the best available data. Further, the goals included greater information flow within the 

organization, decisions based on real-time information instead of batch reports looking solely at 

past data, and introduce real-time predictive decisions, especially for the operating groups. In this 

light, each group that uses AAML defined a vision based on the guidance given by the executive 

leadership.  

The executive leadership wanted the operating groups to define their specific vision and 

purpose for the AAML system based on the overall vision and goals for introducing AAML into 

the organization. As Jeff indicated, 

I didn't want the team to get strapped into one way of doing things. I let the team 

determine how the dashboards would interact and what the prioritization of what we want 

to tackle. I set it up and drove it in the beginning, but let the team run with it. Because for 

me, that's a part of change management. You show them a clear the path, show them the 

light, if you will, with the tools. What I did was build a team and let them kind of define 

that [the vision]. 
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Don also stated, 

We challenged the organization. There were some folks that said we were nuts; ‘why are 

we focusing on this; it's not really going to change things for us.’ We had to overcome 

some internal barriers. Is this ‘should we just stick with the old systems that we have,’ or 

do we need to be thinking in a more forward-looking basis. 

Linus concurred, “They weren't heavy-handed in saying ‘you got to do this.’ It was pretty much 

‘you guys, go do what you need for your department.’ They didn't drive what it had to be.” 

As Don, Jeff, and Linus pointed out transformational leaders positively influence the 

organization through proper funding, allowing adequate time, and personnel to support advanced 

innovation through the organization. Transformation leaders also encourage creativity 

throughout the organization, allowing for increased innovation in the products produced by the 

organization's employees (Gumusluoğlu & Ilsev, 2009). When defining the advanced analytics 

projects, executive leadership did not provide a specific vision for the system. Executive 

leadership provided an overview of the desired product. They allowed the employee groups to 

determine the vision and path to deliver the best product to fit the decision-making executive 

leadership desired. Many of the visions for the uses of advanced analytics throughout the various 

departments were conceived and implemented by non-leadership employees and presented to 

leadership as tools to use for decision-making throughout the organization.  

Early on, most leadership and non-leadership did not have enough experience in 

advanced analytics and machine learning to develop a comprehensive vision for the future with 

advanced analytics. The leadership allowed the initial groups the time required to experiment and 

prototype the advanced analytics system to prove the benefit throughout the organization. As the 

early adopters developed dashboards and reports using advanced analytics and machine learning, 
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the uses became apparent throughout the organization. Demand for the new system began to 

increase throughout the organization as early adopters began to show their work products 

through advanced analytics and machine learning.  

After operations deployed the real-time analytics system, the measurement and storage 

group saw the benefits of real-time access to information that they had never been able to gather 

and analyze prior to the installation of the advanced analytics system at the organization. The 

storage and measurement group began to develop its vision for the use of advanced analytics. 

After the development of the vision, measurement and storage began the process of deploying 

advanced analytics to analyze the equipment for which they were accountable in order to 

improve the service provided by those groups.  

 Research Question 2: AAML Effects on Production Process. How do advanced 

analytics and machine learning affect the production process?  By using advanced analytics, the 

production process can be better monitored for failures, possibly preventing failures from 

occurring during critical times (Giannino et al., 2018). The AAML system allows the 

organization to monitor the production process in real-time to a greater detail than allowed by 

SCADA systems. The monitoring of systems in real-time provides the organization with the 

ability to detect failures earlier than traditionally allowed through SCADA systems and alarms 

on PLCs, which typically are not predictive (Shinozuka et al., 2015). By predicting failures in 

advance, the organization can schedule the repairs to the potentially failing equipment before a 

severe failure occurs and at a time convenient to the organization and the organization's 

customers so that service disruptions are minimized or in periods of reduced demand so that 

existing equipment can be taken out of service when the equipment is not required to transport 

natural gas.  
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 Theme 7: Prevention of Mechanical Failures. Taking down the equipment in a planned 

nature before a failure occurs, the repair may cost less than running the equipment to failure or 

waiting until the PLC shuts down the equipment on alarm which can occur at any time. Suppose 

the shutdown or failure occurs during extreme cold or extremely hot weather. In that case, 

service disruption may occur, and customers may not have the volume of natural gas required to 

serve the end-use customers during extreme weather conditions. Removing equipment from 

service before failures occur can also have an environmental effect. If a piece of equipment fails 

in a catastrophic manner, such as a severe mechanical failure in a compressor or a pipeline 

rupture, natural gas will be released into the atmosphere. Preventing natural gas release into the 

environment helps reduce the environmental waste potentially created by equipment failure 

throughout the pipeline system (O'Shea et al., 2019). 

Before the installation of the AAML system, failures among the various systems may not 

have been detected. Failures may include mechanical failures or catastrophic failures of pipeline 

infrastructure. Any of these failures have the potential to impact customer gas supply and cause 

downstream devices to malfunction, including catastrophic failures.  

Natural gas is an odorless, colorless, and tasteless product transported through 

underground pipelines by compressing the gas. At the receipt and delivery points, gas is 

measured with various devices to determine the volumes of gas passing through the pipeline for 

billing and accounting purposes.  

Before the AAML system was installed, a mechanical failure was not always detected in 

a timely manner to minimize the impact on customers and minimize the repair's financial impact. 

Because of the short time the AAML system has been installed within the organization and the 

initial focus on the mechanical area, mechanical failures are the most common failures to be 
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detected. These types of failures can be the most expensive to remedy. Over the AAML system's 

life, it has been estimated that direct savings in repair costs are approximately two million 

dollars. These costs do not include potential costs from lost gas, customer disruption, and other 

downstream costs associated with a mechanical failure. Table 3 shows various mechanical 

failures, and the consequences had the failures not been detected. Each of the failures discussed 

by Tucker, Don, Leesa, Steve, and Linus would have created waste in the system. The statements 

by these participants agree with Giannino et al. (2018), O'Shea et al. (2019), and Shinozuka et al. 

(2015). Both O'Shea et al. (2019) and Shinozuka et al. (2015) stated that malfunctions along a 

pipeline system can cause damage to more than just the equipment itself. The damage can result 

in loss of product, resulting in environmental damages, also. Furthermore, the participants agree 

with Giannino et al. (2018). Advanced analytic systems help diagnose problems before they 

occur, allowing operators to shut down and repair the equipment in a controlled and planned 

manner. 

Table 3 

Selected Examples of Mechanical Failure 

Participant Component Statement 

Tucker Compressor We have a brand new compressor at a location, and there have 

been some issues with a differential pressure coming into that 

station. That's something we typically wouldn't have seen before 

or if we did see it, it was just kind of value that would alarm 

once it got outside of the certain threshold. With AAML they're 

able to set up parameters monitor, not just in gas control. They 

can see these things coming and we can make proactive 

measures to take care of the situation before we have a failure. 

And that actually happened right before the polar vortex. We 

were able to take the compressor down, fix it, and get it back 

online a few days before we had this event take place. It would 

have been horrible if this had happened during that event. Had it 

failed, most likely, our backup horsepower would not have 

started due to do the cold temperatures. And, we would have 
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Participant Component Statement 

been losing a lot of flow and pressure going into our market 

areas, which we could not afford to do during these over two 

BCF days. And then also it's not just going to impact our market, 

it would impact our production as well. That compressor is 

critical for us to get the gas from point A to point B. 

Don Compressor During the last polar vortex, for instance, the very fact that our 

network continued to operate for the worst, or the highest, 14 

consecutive days, we've ever had on the system. I think the 

analytics that goes into the reliability and integrity of the system 

is the only reason we were able to do that. Two and a half times 

what we've ever experienced, and we really did not have a 

compressor station failure. We had a few issues, here and there; 

but, a failure during that time would have been not catastrophic; 

but would have put a lot of people in the cold. So it was 

phenomenal. 

Leesa Compressor For example, in the compression equipment, there's been many, 

many times where this new system has been able to alert. There 

was crankcase pressure that was high. There was leakage from 

around some of the packing of the cylinders. They had one 

failure of a lifter, to where parts of it actually  would have fallen 

down inside of the cylinder. If that went in there and stayed like 

that, that could have really mess something up quite a bit.  

Steve Storage During the last polar vortex, we were able to identify wells that 

had frozen off, or the meters at least have frozen. And, instead of 

the techs or operators having to go around each individual wells 

and check them, we can pinpoint and say, “Hey, well number 

ABC, check these wells” and able to identify those fairly 

quickly. Without the AAML system either (a) they would have 

gone to every single well, and seen what was going on or (b) it 

just wouldn't have been checked. 

Linus Storage [For example,] when the dehydration facilities that are starting to 

have issues that we can address before the system failed. We've 

seen, in the latest polar vortex, we were able to go out beyond 

even just the field capabilities. Now, in the system, we actually 

have our well head measurement where we have that out in the 

fields; and that data, again, is instantaneous. Able to get it in the 

same system by clicking just down to the next screen, then being 

able to trend it. We could look for wells that were frozen off 

during the polar vortex. We could have a technician go straight 

to the well and work on that well, and then get that gas 

deliverability back to the system. Prior to that, if we thought 
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Participant Component Statement 

there might have been wells froze off, the technician is just out 

driving around the field trying to find that well on his own in 

whatever weather may be out there. Now we can look at it, and 

99 times out of 100 tell which well to go to from here. That gets 

gas back on, that was feeding customers, keeping people warm 

during the polar vortex.  

James Measurement We had a major weather event, the polar vortex, and being able 

to watch things in as close to real-time as possible, you can see 

pressures beginning to deviate, see equipment beginning to 

malfunction or freeze, and those type of tip-offs can see them 

before they even get to a critical point. So, if you're monitoring it 

and we have prevented big issues with it. We were watching a 

town border setting. The pressure started getting low, and it got 

low enough that it alarmed. The technician was dispatched, and 

he got out there, and it continued to drop in pressure. His 

regulator, he suspected it was freezing off, but it wasn't. We 

determined that the upstream pressure had decreased because the 

mainline pressure had decreased. So, in the end of the things, it 

was not feeding the meter enough pressure, so then, the meter 

was over speeding. That meter would have broken. It would have 

come apart internally had we would not noticed that and got him 

out there quick enough and made some adjustments to pressure 

to slow that meter back down. More than anything, it would have 

created a lower pressure situation to the customer, which there is 

always risk there to lose those customers when that happens. 

But, it would have definitely cost us several thousands of dollars 

to replace the meter and the man-hours to go with it. 

Luke Measurement A failure would be a relief valve going off. We were able to see 

pressures climbing, alarms came in. Technicians were able to 

respond before an overpressure protection device went off. [If 

the relief valve activated], we would lose gas, customers could 

be without gas service. Line pressure could have gone above its 

MAOP. 

 

 Research Question 3: Service Improvements. How do advanced analytics and machine 

learning improve service in the natural gas industry? There are several possible factors that 

advanced analytics and machine learning could have on the service proved by interstate natural 

gas pipelines. Of the 24 questions and follow-up questions about the advanced analytics and 
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machine learning systems in use at the participating organization, five of the questions provided 

insight into the advances in service realized by the participating organization. 

 Theme 8: Prevention of Procedural or Manual Errors. Before the AAML system was 

installed, many reports were generated throughout the organization using manual methods, 

typically copy and paste from host applications or reports from host applications and placed into 

Excel spreadsheets for further analysis. This process was a tedious and time-consuming process 

for the employees of the organization. These reports could take hours or days to produce and did 

not give the management the information they needed in a real-time fashion. The reports were 

generated by following a set of steps on a checklist to ensure none of the steps were missed 

during the production of these reports. While generating these reports in Microsoft Excel, it was 

possible to create errors within the spreadsheet structure, thereby producing reports containing 

incorrect information.  

Before installing advanced analytics and machine learning systems, the participants had 

to repeat many manual processes throughout each business cycle to report the pipeline system's 

conditions. Because of the time required, many of these reports were only provided infrequently, 

for example, weekly or monthly. When producing these reports, errors could occur when 

transferring information from a host system report to an Excel spreadsheet for further analysis 

and management reporting. After installing the advanced analytics system, many of these steps 

were automated, and the reports were then run on a more frequent basis, such as hourly or at the 

end of each business cycle. As Tiffany revealed,  

Originally it was a lot of manual [entry, creating] room for error by people. I think for the 

majority of what I've been dealing with it is a lot easier to review, a lot easier for the 

information to pull in. And I think it's just made life, in general, easier for us. [The 
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previous method] would fall into days of trying to redo, rework an Excel spreadsheet. 

Sometimes we had to start from scratch to make sure we had all the information correct. 

Whereas, now it's all housed in the AAML system and easy to look to, and we don't have 

to start from scratch or revisit it all. 

 Andy added, “Just taking human error out of it. Whenever it's automated, obviously, 

there’s times that there are mistakes when it's pulling the wrong data or something doesn't update 

right on the back end that it's pulling data from.” Billy also highlighted the ability to monitor for 

procedural failures in the system. 

[The report is a] preventative type report to help prevent us from getting ourselves into 

trouble because you can visually see where you're going. Look at the summer of 2020. 

Last year, prices went kind of crazy after the pandemic started. And, crude oil went to 

minus $40. So, what happened was the gas prices really fell into the dirt. So, we started 

parking gas like crazy because there were huge spreads, and all of a sudden, we looked 

up, and we had [redacted] BCF parked, and it was only July. We had a problem. We had 

to unwind a lot of those parking deals, and we basically had to reimburse the customers 

for the amount of money. That's why we built those reports because we didn't want to 

have to go through that again. It was not very pleasant. 

As Tiffany, Andy, and Billy show, the Performance Expectancy is increased by using the 

AAML. The increase in expectancy agrees with Venkatesh et al. (2003), in which the system 

enhances the user’s job performance. The advanced analytic system has prevented procedural 

and manual errors from occurring. Now that the AAML system produces these reports 

automatically and with repeatability, the chance of errors occurring has been dramatically 

reduced. The dashboards created by the business analytics system allow for the processes to be 
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repeated multiple times a day through automation, eliminating the errors caused by the manual 

processing of information. These automated reports will also show errors in the host system's 

data quicker than the old manual reports because of the frequency of their production and review 

by the analytical staff and management. In addition to copy and paste from host systems or 

reports, power users could use Microsoft Access to develop queries to provide data that was not 

allowed through host reports and combined data from database tables that the hosting system 

reports did not have built into the system. However, the power users may not have the 

knowledge of the back-end systems required to correctly combine the data to provide the 

necessary information for business decisions. 

 Theme 9: Increased Productivity. Before installing the advanced analytics and machine 

learning system, the participating organization produced many analyses of business conditions 

manually by copying and pasting data from application-produced reports into Microsoft Excel 

for further analysis. The process of copying and pasting information from application-generated 

reports into Excel was time-consuming and tedious for the employees who produced these 

reports. The manual intervention required to produce an analysis of data was limited because of 

the manual process involved in creating any analysis. The time it took to produce these reports 

for management did not allow for the real-time data analysis required to make decisions in a 

timely fashion.  

Productivity increases were reported by many of the participants during the interviews. 

The productivity gains were realized by eliminating copying and pasting information from 

various host application reporting systems or manual input of information into Excel for data that 

are now collected automatically through the real-time analytics system. Participants reported 

saving many hours of work by implementing the advanced analytics system. The advanced 
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analytics system also reduced the tediousness of employees' jobs by eliminating the repetitive 

manual work required to produce daily, weekly, and monthly reports that are now automated by 

the advanced analytics system. The analytics system also allows users to analyze the data in 

greater depth due to the advanced analytics system's graphing and filtering capabilities.  

Of the 31 participants interviewed, 30 participants stated that the advanced analytics and 

machine learning environment increased their productivity, with only one participant saying it 

did not increase their productivity. The participant who did not see an increase in productivity 

was a new user of the system. This participant stated they had not received adequate training at 

this point to see a productivity improvement in their job. The participants who answered yes to 

productivity gains through the use of AAML answered with varying degrees of strongness of 

yes. Seven participants gave a resounding strong yes, while the remaining 22 participants gave a 

positive yes. Table 4 shows selected examples of statements of productivity gains. As Venkatesh 

et al. (2003) demonstrated and the participant statements concur, when Performance Expectancy 

is considered, the AAML system enables users to gain productivity in their daily activities. 

Table 4 

Selected Examples of Significant Statements for Productivity Gains 

Participant Answer Statement 

Mark Yes Spending a bunch of time just running the same report every single 

week and doing the same calculations on the same thing. Once you 

get it set up, it's easy. It just refreshes and goes unless something 

breaks. 

Tom Yes I was productive in creating the report. However, I am more 

productive in other areas; because I'm not having to spend time 

creating the reports that are now automatic. 
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Participant Answer Statement 

Don Strong Yes Absolutely. It took a little bit of time to build the processes that we 

have, but we have seen amazing success from this. The reliability of 

the system has gone up dramatically because of what we've been 

able to discern using this. What we've been able to discern has gone 

up dramatically for us. Our ability to understand what's coming 

from a market perspective is significantly better than what we had 

ever experienced as a company. And so, we’re able to extract 

greater value because we have a better idea of what's going to 

happen as a result of weather, or how much wind there is. We didn't 

even factor wind into our initial discussions, and now we're able to 

measure that impact on our business, as well. 

Ryder Strong Yes In my department, some of these reports it cuts because maybe a 

two, three-hour job that they were doing, and now, they've got time 

to focus on something else—may be helping a customer or some 

self-development on learning the analytics system. They got time 

back that they can apply and add value to the company that they 

were tied up, producing data. 

Mary No Well, I don't know how to use the system, so no. I wish I could. I 

wish I could use it. I mean, there's so many times I go in there and, I 

know this data is in here somewhere, and I try to figure it out, and I 

just get lost and confused. 

 

The AAML system also allows the participants to perform their job quicker. All 

participants except for one indicated the AAML system allowed them to perform their job 

quicker than before. Of the 30 that responded yes, seven of them indicated a strong yes. Strong 

yes indications included absolutely, definitely, and without a doubt. Participants indicated they 

were able to cut hours of work from their daily tasks, and it also increased communication 

among the employees. One participant even equated the new AAML system to life before a cell 

phone. When looking back, the participant does not know how the job was performed without 

the AAML system.  

Similarly, the participant does not know how life would be without a cell phone. Table 5 

shows significant statements relating to quicker job performance. As Venkatesh et al. (2003) also 
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demonstrated, and the participant statements concur, when Performance Expectancy is 

considered, the AAML system enables users to perform their job quicker overall than the 

previous system allowed. 

Table 5 

Selected Examples of Significant Statements for Quicker Job Performance 

Participant Statement 

Tom Absolutely. It has saved me at least eight to ten hours a month, just in report 

creation. 

Tucker Yes, I am able to devote a lot more time to things that need it, instead of 

spending half a day trying to get data. 

Billy Oh, yeah, because I can get more information out to people a lot easier. 

Jordon I think so, yes. I think because we're able to use all three systems and get a 

better picture of what is going on with the meters and on the system. And 

we're able to help our techs get the information they need and ourselves be 

able to understand better. And, I think, the communication is 10 times, 100 

times better with being able to have these new systems or these new tools 

available to us in order to perform our jobs. 

Linus Absolutely. I've made this comment to a couple other people before; I look at 

the system right now, kind of like, cell phones. If you took somebody's cell 

phone away, it would be like how [did I] ever live without having cell phone 

before now?  And with what we're able to do in [the real-time analytic 

system] right now. It's almost like we’ve forgotten how we did it before, 

because this does it so well. 

 

Analysis of Conceptual Framework 

The conceptual framework analyzes the effect of implementing an AAML package on an 

organization by comparing the organization's previous state with the state of the organization 

post-implementation. This study examined the concepts of customer satisfaction and the 

potential for increased profits. The result was customer satisfaction, and profits were achieved by 

installing an advanced analytics and machine learning system into this organization.  
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 Customer Satisfaction. Increasing customer satisfaction with the use of advanced 

analytics and machine learning was achieved through a multi-faceted approach when deploying 

the advanced analytics and machine learning system. While most of the benefits are transparent 

to the customer, the customers realize increased satisfaction through less unplanned downtime 

through predictive analytics.  

The advanced analytics system allows the organization to take advantage of the vast 

number of sensors distributed throughout the transportation system and monitor the sensors in a 

real-time fashion that was not allowed before the advanced analytics system was installed. 

Before the advanced analytics system was installed, many of these centers were either not 

monitored, only used to produce alarms on PLCs, or monitored at a much lower frequency than 

is possible with the current advanced analytics system. Before the installation of the advanced 

analytics system, the portion of the data from these sensors that were stored was rarely used 

unless a problem occurred. Even after the problem had occurred, the data were difficult to obtain 

and analyze quickly.  

Using predictive analytics, the organization can plan downtime of equipment when that 

piece of equipment is not required for natural gas movement, for example, during periods of 

temperate weather in the spring and fall of the year. Also, predictive analytics allows the 

company to perform maintenance before a catastrophic failure occurs, thereby reducing 

unexpected downtime enabling both the organization and the customer to plan for the outage at a 

time convenient for both parties.  

 Profit. Advanced analytics and machine learning allow the organization to realize profits 

both monetary and non-monetary from the system's usage. From a monetary standpoint, the 

advanced analytics system was estimated to save at least $2,000,000 in repair expenses that 
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would have been incurred had the AAML system not been in place. While these savings may not 

have gone directly to the bottom line, the cost avoidance enabled this money to be used 

elsewhere throughout the organization.  

From a non-monetary aspect, the advanced analytics system allowed the organization to 

avoid costs relating to equipment repair and environmental costs by reducing natural gas vented 

to the atmosphere through incidents that were avoided with the use of predictive analytics. For 

example, in at least one incident, the analytics system prevented a pressure relief device from 

activating, which would have vented natural gas to the atmosphere until the pressure on the 

system segment was under the pressure relief device's setpoint. Not only was an environmental 

cost avoided, but there were also costs avoided in other potential equipment failures downstream 

from the relief valve and the direct cost of natural gas vented to the atmosphere.  

 Improved Service. By reducing unplanned downtime of equipment, service has 

improved throughout the operation of the pipeline system. For example, during the recent polar 

vortex, the pipeline system did not experience any major equipment disruptions, which could 

potentially have caused widespread customer disruption through the loss of service of a major 

piece of equipment. Depending on the piece of equipment that may have failed, the outage 

caused by the failure could have been spread across multiple states and multiple large 

metropolitan areas. While the outages may not have been costly in terms of life, the repair cost 

could have been extreme and time-consuming, in addition to customers losing natural gas service 

during a dangerously cold time of the year.  

Also, with the reduction of manual processes throughout the organization, employees are 

freed up to perform other tasks that require greater cognitive abilities beyond manual data 

movement processes. The employees can now provide a deeper analysis of the data through their 
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job functions and provide management and customers with answers quicker than before the 

advanced analytic system was installed. The AAML system allows the organization to 

potentially avoid hiring additional employees to provide the same level of service that they can 

provide today by using advanced analytics to assist in compiling and analyzing the organization's 

data.  

The advanced analytics system has also removed much of the tedious work employees 

had to perform day-to-day and allowed them to use their analytical skills to provide a deeper 

analysis of the data and provide real-time decision-making to the organization's leadership. By 

reducing the tedious work, employees see a greater value in the work they produce on a day-to-

day basis in support of the organization's mission.  

Summary of the Findings 

This study sought to find the reasons why organizations failed to fully utilize AAML 

systems, what factors lead to these failures, what factors lead to the success of implanting an 

AAML, what effects an AAML system has on the productions process, and how advanced 

analytics improve the service provided by interstate natural gas pipelines in the United States. 

This study found that organizations fail to fully utilize AAML systems in their processes due to a 

lack of training and lack of resources. The resources include both human and computing 

resources.  

The study found the organization did not allocate enough computing resources to the 

AAML system, especially during the program's early stages. The lack of resources slowed the 

progress of implementing the system to the fullest extent. Additionally, human resources are 

lacking in certain areas of the organization. There is a demand for further analytics throughout 

the organization, especially in the data-intensive areas where analysis is critical for business 
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functions. Furthermore, the organization lacks formal training for the advanced use of the 

analytical systems, preventing the organization from fully utilizing the AAML system. 

Participants indicated they could better utilize the AAML system with additional training. On the 

flip side, several factors have influenced the AAML system's success, even though it is not fully 

utilized. Most participants found the system easy to use, not difficult to learn, could use the 

system most of the time without help, and enabled participants to perform their job quicker than 

before the AAML system was available. 

The AAML had a positive effect on the production process by reducing the maintenance 

expense required by identifying problems with mechanical systems before a serious failure 

occurred. By catching the failures sooner, the organization could repair the machinery at a 

convenient time and at a lower cost. On the gas flow side of the production process, inaccuracies 

of measuring equipment were found sooner. Finding these issues sooner allowed for more 

accurate measurement of natural gas and potentially reduced loss of gas from the system. 

Improvements to the service provided by the organization were realized by a reduction in 

tedious, repetitive manual processes, which allowed for employees to focus on the analytical 

duties of their jobs. The participants indicated the automatic processing reduced errors incurred 

while performing manual data movement from reports to Excel spreadsheets. Furthermore, 

having information available to answer inquiries from management and customers allowed the 

participants to provide better service to their customers. 

The leadership positively influenced the move to AAML systems from manual, reactive 

systems through transformational leadership. Because of the lack of experience had by many of 

the organization's employees, leadership drove the early stages of the implementation of the 

AAML system. As employees gained knowledge of and experience with the AAML system and 
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realized their informational needs, leadership provided an environment that fostered creativity 

and provided the funding necessary to implement the AAML system. 

Application to Professional Practice 

As the findings above indicate, this study shows there are gaps in business practices when 

implementing advanced analytics and machine learning systems in natural gas pipelines in the 

United States. This section will explore the recommendations for general business practice and 

potential application strategies to resolve the gaps in business practices. 

This study explored the use of advanced analytics and machine learning by an interstate 

natural gas pipeline located in the United States. Before installing the advanced analytics and 

machine learning system, the organization produced reports manually by copying and pasting 

information from host system reports, direct queries from the back-end database, or manual entry 

of information from paper forms. The organization also had automation that could provide 

information at a much greater resolution than was being collected by the electronic systems 

installed in the organization. The data collected through automation were rarely used for 

predictive analytics and typically only used to study, after the fact, what caused a piece of 

equipment to fail.  

After installing the advanced analytics and machine learning system, the organization 

saw an increase in real-time data usage to make timely decisions. However, the advanced 

analytics and machine learning system was not fully utilized throughout the organization. The 

organization failed to fully utilize the advanced analytics and machine learning system for a 

variety of reasons. In the beginning, the organization did not have the resources needed to fully 

implement the advanced analytics system throughout the entire organization. Moreover, while it 

is still the case that there is a lack of resources to meet the demand for advanced analytics that 
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has been generated through the use of the AAML system, many resource constraints have been 

addressed. Further, training on the advanced analytics and machine learning system has been 

limited and has not been conducted throughout the entire organization. Most of the training in the 

advanced analytics software packages has been informal in nature, with no formal class being 

offered to the organization's employees.  

Improvements realized throughout the organization have included (a) increased 

productivity of employees who utilized advanced analytics, (b) decreased maintenance costs 

realized by performing the maintenance in a proactive manner instead of a reactive manner, and 

(c) increased customer satisfaction using predictive analytics to plan maintenance of the 

equipment during times that are convenient for both the customer and the organization. The 

advanced analytic system has prevented failures from occurring during high-demand usage 

periods, increasing customer satisfaction for the organization.  

Improving General Business Practice 

This study demonstrates how AAML systems can improve a business's performance 

through various aspects of process improvement. From a business analytics standpoint, an 

AAML system can help the business analyze data in a real-time fashion, allowing quicker 

decisions. From a real-time analytics standpoint, an AAML system can help reduce maintenance 

costs and increase uptime for mechanical equipment through predictive maintenance.  

 Business Analytics. This study demonstrates that the business analytics portion of 

AAML can improve business practice by reducing repeated manual processing of data. By 

eliminating manual processing of data, the business reduces the chances of errors when 

producing reports and analyses caused by missed steps when processing the data. Many times, 

the data required to produce an analysis of business conditions may come from many different 
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sources and host systems. It can be challenging to gather the data from each host system to 

produce the necessary report.  

Business analytics allows for the automation of processes that enable consistent 

processing of data each time the analytic process occurs. The analytics system can pull the data 

from multiple systems and combine the data into one view of business operations. Business 

analytics also allows the presentation of data through the use of graphics, filters, and slicers to 

quickly view the data in different manners to improve the analysis. Furthermore, by automating 

the data ingestion process to create analytic reports, the business can process the data more 

frequently. For example, a monthly report may take several hours or days to produce through the 

traditional manual processes but may only take minutes after the automation is set up. Because 

the report is now automated, it can be produced on-demand or scheduled at any time throughout 

the month. The automation allows for information to be more visible to the business, allowing 

decisions to be made based on the data in a more real-time fashion. Moreover, the employees 

who produced the data have more time to analyze the data through the reports produced by the 

automation gathered from distributed sources and combined through the business analytics 

process.  

 Real-time Analytics. Real-time analytics allows an organization to monitor the 

production process and evaluate events as they occur. The real-time analytics system monitors 

the data as it is ingested into the system, trend data, and alert operators should the process fall out 

of normal operating ranges. Furthermore, the data can be analyzed to find equipment that will 

soon fail, allowing the organization to schedule maintenance before a major failure occurs, 

reducing maintenance costs and production downtime.  
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This study shows the real-time analytics system also allows analysts to monitor and 

analyze the data, directing the maintenance personnel to a failing piece of equipment. Knowing 

which piece of equipment may fail optimizes the maintenance personnel's time by eliminating 

the need to physically search for the failing piece of equipment. The advanced analytics system 

also prevents unnecessary maintenance from occurring by eliminating the guesswork typically 

needed without advanced analytics to find the failing piece of equipment.  

 Employee Considerations. This study also demonstrated that many of the analyses 

performed by organizations before advanced analytics were manual in nature. Advanced 

analytics allow the employees to reduce the manual and tedious work of producing analytics, 

thereby increasing their productivity by reducing the amount of time it takes to produce a report. 

The reduction in reporting time allowed the employees to deliver more and deeper analysis 

versus focusing on data movement from one report to another to produce an analysis. The 

reduction in manual processes allowed the employees to provide information to management and 

customers more timely than before the analytic system was available.  

Potential Application Strategies 

Based on the study’s findings, the following recommendations for action have been 

developed to improve the utilization of AAML systems for organizations. The recommendations 

proposed by the researcher should help organizations improve the utilization of the AAML 

systems throughout their organizations, thereby improving business outcomes. These 

recommendations should not be construed to be the only areas that need improvement. However, 

the researcher found these areas to have the greatest impact on impending an AAML system. 

 Employee Training. Training of employees should begin before choosing an AAML 

system. Employees involved in selecting an AAML should be trained in the basics of an AAML 
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system and that system's purpose. After due diligence in selecting an AAML system has been 

completed, the initial group of employees who will be configuring and using the AAML system 

should be trained in the areas that they will be using the AAML system. Employees who will be 

using the AAML system should be trained in the use of the dashboards and information 

produced by the AAML system. Ongoing training should occur for the additional employees 

who will be using and configuring the AAML system. This training will ensure that employees 

will have the knowledge and skills to utilize the AAML system while performing their job duties 

fully. 

 Simplify Data Access. When building reports, it is important to have data stored in the 

most straightforward manner possible. The data schema's simplicity will help report creators who 

are not technical find the data they need in the format they need. To accomplish this 

simplification, the organization's data should be stored in a data warehouse. The data warehouse 

will allow the technical users to simplify the layout of the data for non-technical users. The 

various application data can be stored in one central location and be cleaned during the ETL 

process while loading the data into the data warehouse. The data warehouse technology could be 

as simple as another relational database or purpose-built data warehousing software.  

 Right Size Resources. Rightsizing the AAML system's resources will help increase the 

system's utilization by ensuring the system is sized appropriately and the staffing is in place to 

support the AAML system. Participants in this study stated that resources were one of the 

components that prohibited the AAML system's full utilization. The resources necessary for fully 

utilizing an AAML system include human resources and computing resources.  

 Human Resources. Having the appropriate human resources in place to implement an 

AAML system is vital to the full utilization of an AAML system. Not only are human resources 
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necessary to implement the AAML system, but human resources are also necessary for the 

ongoing maintenance of the AAML system. During the early implementation phases, resources 

are needed to install software, configure the hardware, and train users. After the AAML system 

is implemented, appropriate staffing with business knowledge and technical knowledge is 

necessary to ensure the proper usage of the AAML system. As different groups are brought into 

the AAML ecosystem, additional training will be necessary. Furthermore, as additional groups 

utilized the AAML system, additional technical resources to assist in building and configuring 

dashboards and analytics are necessary to utilize the AAML system fully.  

 Computing Resources. Ensuring the proper computing resources are available to the 

AAML system is essential in the full utilization of an AAML system. Ensuring the proper 

computing resources are available will allow the complex analytics to process in the time 

necessary to make business decisions, allow for expansion of the analytics system, and ensure 

the AAML system's availability. When sizing the AAML system, the Information Technology 

department should ensure adequate resources to house the data and process the analytics. The 

configuration of the computing resources should be such that expanding the resources as 

necessary will be as simple as possible. The expansion could be achieved through using virtual 

computing and storage or hosting the AAML systems resources at a cloud provider.  

Summary 

This study demonstrates how business analytics and real-time analytics can improve an 

organization’s performance through quicker decision making, reduced maintenance costs, and 

increase productivity by eliminating manual and repetitive processes. These improvements are 

achieved by forward-thinking leadership by transforming an organization from a manual 

information processing organization into an analytic organization through advanced analytics 
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and machine learning. With proper human and computing resources, employee training, and 

vision from leadership, employees can deploy advanced analytics and simplified data access for 

the consumers of the data.  

Recommendations for Further Study 

This qualitative single case study explored the reasons interstate natural gas pipelines in 

the United States fail to fully utilize their AAML systems. There was sufficient literature 

describing UTAUT and Transformational Leadership in the general business context. However, 

in the context of advanced analytics and machine learning, little information was found for the 

researcher to draw upon. Further research is recommended in these areas. Additionally, the 

researcher found little information targeted explicitly at interstate natural gas pipelines in the 

United States relating to UTAUT and Transformational Leadership. Further research relating to 

UTAUT and Transformation Leadership would be beneficial. 

The research showed the failure to fully utilize an AAML system was partly due to 

insufficient training. The lack of training slowed the full use since employees did not have the 

knowledge to use the more advanced features of the system. There was an unspoken demand for 

training of which the organization was unaware. Further research to discover why employees are 

reluctant to request training is needed. 

The study also discovered that sufficient resources were not allocated to the AAML 

system, especially in the early stages of the AAML system's deployment. Both human and 

computing resources were lacking during these stages. While some of the resourcing issues were 

due to former management’s reluctance to embrace the newer technology that was not the only 

cause. Research is recommended in the proper allocation of human resources and the allocation 

of computing resources relating to an AAML system deployment, expansion, and ongoing 
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operations. Research into resource allocation to provide recommendations for the proper 

allocation would guide organizations to the methods and resource count necessary for the 

quicker realization of full utilization. 

Reflections 

The doctoral journey has provided the researcher with growth in both professional and 

personal aspects. This section will discuss the professional and personal growth gained during 

the journey. Also, the business functions of an AAML system will be discussed in relation to the 

Christian worldview. 

Personal and Professional Growth 

 Professional Growth. The doctoral journey and this research study allowed the 

researcher to enhance professional skills. The doctoral program exposed the researcher to 

broader areas than typical in an information technology position. Many of these areas of study 

were last visited in the degree programs leading up to the beginning of the doctoral program. The 

skills gained from the course of study will allow the researcher to continue to expand in the area 

of professional growth. 

 Personal Growth. The doctoral program forced the researcher off “the couch of life” by 

giving a renewed focus to every day. While the doctoral program's pace may have been intense 

for the last three years, it was the boost the researcher needed to get out of the daily rut of work 

to home and back again. While the last year of the journey has only been a 90 degree turn from 

work to homework brought about by the COVID-19 pandemic, at least the researcher finally 

moved into an office with a window. 

 Doctoral Journey. Upon considering the journey to conducting this study, the 

university's course work prepared the researcher to conduct this study. The researcher found the 
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agile dissertation process to be in alignment with the style of work the researcher typically works 

within. While the researcher found the literature review challenging, that section provided a solid 

foundation for the study findings. Even when challenging issues arose, the researcher kept in 

mind the end goals and the true Source of Power, which guided the completion of this research 

study. 

Now that this journey is finally complete, this begs the question, “what’s next?”  God has 

a plan, or he would not have led the researcher to this university and this program when it was 

most needed. The researcher hopes the plan is more than mowing 10 acres instead of six, 

however.  

Biblical Perspective 

When examining an AAML system from a Christian worldview, an AAML system 

brings together better use of resources, application of new knowledge, and profit through the 

smarter use of resources through knowledge. These factors allow the AAML system to 

contribute to the world in general and to the Christian worldview specifically by making wise 

use of the resources God has provided to humankind.  

 Resources. When God created the Earth and placed man on this planet, He expected us 

to be good stewards of His planet (New International Version Bible, 1978/2011, Genesis 1). Any 

production process should be monitored to ensure that the process works as efficiently as 

possible. Natural gas, being a natural resource, is no different. Natural gas transporters should 

take the necessary precautions to ensure the gas is transported as efficiently as possible with 

minimal loss. 

As Genesis 2:15 states, “the Lord God took the man and put him in the Garden of Eden to 

work it and take care of it.” (New International Version Bible, 1978/2011, Genesis 2:15). 



THE EFFECTS OF ADVANCED ANALYTICS 116 

Traditional tools utilized for monitoring the production process, such as those used in controlling 

the transportation of natural gas, are not typically advanced enough to monitor the system at the 

granularity level that a modern sensory network can provide (Giannino et al., 2018; Krumeich et 

al., 2016; Shinozuka et al., 2015). With the charge to take care of the garden and, by extension, 

the Earth, humans should make use of every tool to maximize the resources given to us. 

Advanced analytics and machine learning help maximize the resources given to us by God by 

allowing the organization to monitor the process to reduce waste generated by failures and 

inefficient processes. For example, running a machine to failure wastes material and money, 

which could be put toward another purpose. By repairing the machinery before a complete 

failure occurs, less material and money are used to put the equipment back into service. 

Additionally, using the AAML system to pinpoint failures allows the maintenance personnel to 

go directly to the problem. The use of the AAML system saves time and other resources that 

would be spent trying to find a piece of equipment with an issue that was not otherwise known 

when using previous methods to monitor the processes involved with natural gas transportation. 

 Knowledge. Proverbs 3:13-15 states, “Blessed are those who find wisdom, those who 

gain understanding, for she is more profitable than silver and yields better returns than gold. She 

is more precious than rubies; nothing you desire can compare with her.” (New International 

Version Bible, 1978/2011, Proverbs 3:13-15). The knowledge brought forth by the AAML 

system helps the organization operate in a more efficient and effective manner. The organization 

profits from this knowledge and can make better use of the resources God provides for us.  

The AAML system gives the organization the knowledge to reduce the waste in the 

process of moving natural gas. This waste reduction allows the organization to reduce the 

methane emissions that would otherwise go into the atmosphere instead, moving the methane 
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down the pipeline to consumers of the product. The reduction of waste not only removes the 

methane emissions from the atmosphere but also allows a reduced cost of service to the 

customer. 

 Profit. During the course of conducting business, God gives man profits from the 

operations. Proverbs 14:3 states, “All hard work brings a profit, but mere talk leads only to 

poverty” (New International Version Bible, 1978/2011, Proverbs 14:3). However, hard work 

alone does not bring profit. Work combined with knowledge allows the organization to work 

smarter. The AAML system allows the organization to reduce unnecessary trips to physical 

facilities to search for problems by pinpointing the problem and focus resources where they are 

needed the most. The focus brought about by the knowledge the AAML system brings about, 

more intelligent use of resources is possible. The AAML system also reduces the cost of 

individual repairs, thereby giving a better allocation of resources. 

Summary 

The doctoral journey has allowed this researcher to grow in personal and professional 

ways not imagined before. The professional knowledge gained through this program is 

invaluable. From a personal perspective, the program has re-engaged the researcher to “get off 

the couch of life.”  

The AAML system integrates the Christian worldview with the business worldview 

through wise resource use, knowledge, and profit. God expects us to use the resources provided 

to use wisely. The wise utilization of resources is obtained through advanced knowledge of the 

environment humans operate within. Wise use of the resources God gives us through knowledge 

leads to profits. The profits can be returned to the business or to the investors to be wisely used 

to continue the best use of resources granted to humans. 
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Natural Gas, COVID-19, and This Study 

The foundation for this study began during the early days of the COVID-19 outbreak of 

2020 and was conducted throughout the pandemic. The virus was first detected in China and 

spread throughout the world, being declared a pandemic by the World Health Organization in 

March of 2020 (Rabadan, 2020). Once the disease began to spread throughout the world, the 

landscape of how business was conducted changed almost overnight (Hussain et al., 2021). As 

governments began to institute public health rules, businesses began to realize the consequences 

(Hussain et al., 2021). As social distancing rules were put into place, employees who were able 

began to work from home on a regular basis, even when they were not able to before the 

pandemic (Jenkins & Smith, 2021). The participating organization was not different.  

All employees who were able either worked from home or began their workday at home, 

instead of at an office. Many of the employees who operated the pipeline worked alone even 

before the pandemic. For these employees, the pre-pandemic workday began at one of the 

operating facilities, with assignments reviewed before the beginning of the workday. After the 

social restrictions were put into place, the work assignments were given via the work 

management system, and the employees proceeded to the job directly from their homes. Office 

employees began working from home regularly. The participating organization had been moving 

towards a more remote workforce before the pandemic began. However, the full remote 

workforce plan was forced into action with little notice and on a grander scale than imagined. 

Fortunately, because the participating organization was on the road to more remote work, the 

disruption was not as severe as it could have been if the plan were not already in motion.  

Because of the social distancing requirements put into place, this study was conducted 

entirely remotely using Microsoft Teams and the conferencing abilities within the product. Pre-
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pandemic, many of the interviews would have been conducted in-person, while the participants 

located at a distance would have been conducted remotely. 

Summary and Study Conclusions 

This qualitative single case study involved 31 participants from one interstate natural gas 

pipeline in the United States. By interviewing 31 participants in different departments and at 

different levels within the organization, triangulation was achieved through the participants' 

different viewpoints. The findings discovered in this study can be applied to any interstate 

natural gas pipeline and businesses in general when implementing an AAML system. 

This research study recommends that organizations provide training at all stages of 

AAML implementation and operation to fully utilize the system. Additionally, simplifying data 

access through the use of a data warehouse will help non-technical users further utilize the 

AAML system in their day-to-day activities. Finally, an organization should continually monitor 

the resources allocated to the AAML system to verify the right people are in place, and the 

correct amount of computing resources are available for the operation of the AAML system. 

These three recommendations can be brought forth through a transformational leadership team 

that encourages creativity, spurring innovation while providing the proper funding, time, and 

personnel to support the AAML system. 
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Appendix 

Interview Guide 

START RECORDING 

This interview is with (NAME) (POSITION). Please note, that your name will be 

redacted from the final transcript. Thank you once again for taking the time to participate in the 

interviews for this research project. This interview is being recorded. As a reminder, my name is 

BJ Stigall, and I am a doctoral candidate at Liberty University. I am conducting this research 

project as part of the requirements for the Doctor of Business Administration degree. The 

purpose of this research project is to discover the improvements realized by implementing an 

advanced analytics and machine learning (AAML) and the reasons for failure to fully utilize such 

a system for interstate natural gas pipelines in the United States. The AAML system may not be 

one unified system for the purposes of this research project. 

I would like to remind you that your participation in this research study is voluntary, and 

your decision to participate in this study will not affect your relationship with Liberty University. 

You may withdraw from the study at any time. Your decision to withdraw will not affect your 

relationship with Liberty University. 

The record of this interview and any documentation you provide will be kept in a secure 

location, and any publication of this interview or documents provided will have all identifiable 

components removed. 

This interview is about your experience with AAML systems at _______________ 

(company name). This interview will explore the environment before the AAML system was 

implemented, including any previous system or method used, what made this implementation 

successful, and how the AAML system has helped improve the information available to you and 

your job performance. 

You have already signed the consent form (or given electronic consent). Do you have any 

questions before we proceed? 

Note: verbs will be changed as appropriate for current/former employees. 
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Demographic Questions (All Participants) 

1. Please describe your position and how long you have been/were with [the company 

under study].  

2. Please disclose the decade of your age. For example, if you are 49, you would 

indicate you are in your 40s. 

AML User Questions (All Participants) 

1. How long have you/did worked with the Advanced Analytics or Machine Learning 

System or been the beneficiary of the AAML system? 

2. Before coming to this organization, did you have any experience with an Advanced 

Analytics or Machine Learning System?  

a. Please describe that system. 

3. Please describe the way you retrieved information about the [researcher to choose 

based on the job] (compressors/gas flow) before the AAML system was installed.  

a. How easy was this information to gather?  

b. Was the information available in one location, or did you have to search 

multiple locations?  

c. Was the system fully implemented?  

i. If not, why? 

4. Is/was using this new AAML system part of your job duties? Do you think installing 

the system was a good idea? 

5. Did management make this a requirement of performing your job?  

6. Did management give a compelling vision of the future in using AAML?  

7. Did management motivate you to use the system?  
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8. Was management clear in setting goals for an AAML system?  

9. Has/was management been helpful in the use of the system? 

10. Do/did you find the new system easy to use?  

11. Do/did you think it will be easy to master? 

12. Was learning how to use the system easy? 

13. Do/did you have the resources needed to successfully use the system? 

a. If no, what do you think you need/needed to help with success? 

14. Are/were you able to use the system without help most of the time? 

15. Is/was there someone to call if you need help? 

16. Do/did you consider the new system to be easier to use than the previous system?  

17. Do/did you find the current system useful in your job?  

18. Are/were you able to perform your job quicker than before? 

19. Does/did the system increase your productivity?  

20. How has/did the current AAML system improved the analytic capabilities in your 

job? 

a. Are there any specific examples you can share? 

21. Has the AAML system helped to prevent failures from occurring? 

a. Can you provide any specific examples? 

b. If the device had failed, what would have been the results? 

Leadership Questions (Executive Leadership) 

1. What motivated you to have the AAML system installed at this organization? 

a. What were the goals for the AAML project(s)? 
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2. Please describe the methods used to perform analytics before the AAML system was 

deployed at this organization. 

a. Did these tools give you the results in the time you required? 

3. Did you clearly define the purpose for implementing the AAML to your direct 

reports? 

a. What is the purpose? 

4. What is the vision for the AAML system? 

5. When defining the AAML project(s), did you encourage different viewpoints? 

6. Were the rewards clearly defined if performance was met when implementing the 

AAML system? 

7. Do/did you focus on mistakes, exceptions, or variances from the company’s standard 

policies and practices? 

8. Do you actively look for exceptions or do you allow them to be brought to your 

attention before acting? 

9. Do/did you support exploring new ways to achieve a task, or do you believe that 

procedures should not be changed until something goes wrong? 

10. Do/did you respond to urgent matters in a timely fashion? 

Leadership Questions (Non-Executive Leadership) 

1. What is your vision for the AAML system? 

2. When defining the AAML project(s), did you encourage different viewpoints? 

3. Were the rewards clearly defined if performance was met when implementing the 

AAML system? 
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4. Do/did you focus on mistakes, exceptions, or variances from the company’s standard 

policies and practices?  

5. Do you actively look for exceptions or do you allow them to be brought to your 

attention before acting? 

6. Do/did you support exploring new ways to achieve a task, or do you believe that 

procedures should not be changed until something goes wrong? 

7. Do/did you respond to urgent matters in a timely fashion? 

Leadership Questions (Non-Leadership, Non-Executive Leadership) 

1. Does/Did your leadership encourage a sense of purpose for implementing the 

AAML? 

a. What is the purpose? 

2. Did your leadership provide a compelling vision for the AAML system? 

a. What is the vision for the AAML system? 

3. Did your leadership encourage different viewpoints when implementing the AAML 

system? 

4. Does/did your leadership have a clear explanation of what the reward will be if 

performance goals are met? 

5. Does/did the leadership focus on mistakes, exceptions, or variances from the 

company’s standard policies and practices? 

6. Does/did the leadership support exploring new ways to achieve a task, or do they 

believe that procedures should not be changed until something goes wrong? 

7. Does/did your leadership respond to urgent requests in a timely manner? 

  



THE EFFECTS OF ADVANCED ANALYTICS 150 

Wrap-up Question (All) 

1. And finally, is there anyone else you can recommend to interview for this research 

project? 

Once again, thank you for taking the time to participate in the interview process. My next 

step will be transcribing the interview. Once I have completed the transcription process, I will 

share the transcript with you to verify the accuracy of the document. If you feel there are any 

clarifications, please let me know. If you can think of anything else that would be appropriate to 

add to this interview, please contact me at [phone number redacted] or e-mail me at [redacted]. 

Do you have any questions at this time? 


