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#### Abstract

Parallel server queues are a family of stochastic models useful in a variety of applications, including service systems and telecommunication networks. A particular application that has received considerable attention in recent years is the analysis of call centers. A feature common to these models is the notion of the 'trade-off' between quality and efficiency. It is known that if the underlying system parameters scale together according to a certain 'square-root scaling law', then this trade-off can be precisely quantified, in which case the queue is said to be in the Halfin-Whitt regime.

A common approach to understanding this trade-off involves restricting one's models to have exponentially distributed call lengths, and restricting one's analysis to the steady-state behavior of the system. However, these are considered shortcomings of much work in the area. Although several recent works have moved beyond these assumptions, many open questions remain, especially w.r.t. the interplay between the transient and steady-state properties of the relevant models. These questions are the primary focus of this thesis.

In the first part of this thesis, we prove several results about the rate of convergence to steady-state for the $M / M / n$ queue, i.e. $n$-server queue with exponentially distributed inter-arrival and processing times, in the Halfin-Whitt regime. We identify the limiting rate of convergence to steady-state, discover an asymptotic phase transition that occurs w.r.t. this rate, and prove explicit bounds on the distance to stationarity. The results of the first part of this thesis represent an important step towards understanding how to incorporate transient effects into the analysis of parallel server queues.

In the second part of this thesis, we prove several results regarding the steadystate $G I / G I / n$ queue, i.e. $n$-server queue with generally distributed inter-arrival


and processing times, in the Halfin-Whitt regime. We first prove that under minor technical conditions, the steady-state number of jobs waiting in queue scales like the square root of the number of servers. We then establish bounds for the large deviations behavior of this model, partially resolving a conjecture made by Gamarnik and Momcilovic in [43]. We also derive bounds for a related process studied by Reed in [91].

We then derive the first qualitative insights into the steady-state probability that an arriving job must wait for service in the Halfin-Whitt regime, for generally distributed processing times. We partially characterize the behavior of this probability when a certain excess parameter $B$ approaches either 0 or $\infty$. We conclude by studying the large deviations of the number of idle servers, proving that this random variable has a Gaussian-like tail.

We prove our main results by combining tools from the theory of stochastic comparison [99] with the theory of heavy-traffic approximations [113]. We compare the system of interest to a 'modified' queue, in which all servers are kept busy at all times by adding artificial arrivals whenever a server would otherwise go idle, and certain servers can permanently break down. We then analyze the modified system using heavy-traffic approximations. The proven bounds hold for all $n$, have representations as the suprema of certain natural processes, and may prove useful in a variety of settings. The results of the second part of this thesis enhance our understanding of how parallel server queues behave in heavy traffic, when processing times are generally distributed.

Thesis Supervisor: David Gamarnik
Title: Associate Professor of Operations Research

## Acknowledgments

First, I would like to thank my advisor, David Gamarnik, for all his help, support, and guidance over the last five years. His keen eye for interesting research problems, broad interests, and high standards have greatly elevated my ability as a researcher during my time at MIT.

I would also like to thank my other committee members, Dimitris Bertsimas and Kavita Ramanan, not only for their guidance in completing this thesis, but also for everything else they have done for me. Professor Bertsimas has been a mentor to me throughout my Ph.D., w.r.t. matters both academic and personal. His never-ending energy and support for the MIT Operations Research Center is an inspiration to the entire MIT community. Professor Ramanan helped welcome me into the Applied Probability Community, and has been a source of many stimulating discussions and ideas. She has been very giving in many ways, including arranging for me to visit her for several days earlier in my Ph.D.

In addition, I would like to thank the entire Applied Probability Community, for welcoming me with such open arms. I am now very fortunate to count many of you as my personal friends, and look forward to working with you all in the years to come. Although there are too many names to mention here, I would like to especially thank my undergraduate advisor Ward Whitt. He was the main influence that led me to study Operations Research, and in particular Applied Probability. I am forever indebted to him for his mentoring over the last decade. His devotion and passion for research continues to be an inspiration to the entire Applied Probability Community.

Of course, over the years I have had many excellent professors and mentors. This includes all those I took classes with at MIT, as well as Columbia, especially my other undergraduate advisors Cliff Stein and Rocco Servedio. I would also like to thank the many mentors I had even before arriving at Columbia, especially those at the Rutgers

Young Scholars Program in Discrete Math, and the New Jersey Governors School of Science, for helping spark a passion for mathematics within me at a young age.

Many people at MIT also helped me deal with the more practical elements of getting a Ph.D. at MIT, e.g. making sure I had enough money to live, signed up for classes on time, etc. For this, I am indebted to the MIT Operations Research Center's wonderful staff. Speaking of having enough money to live, I also gratefully acknowledge the support of a National Defense Science and Engineering Graduate Fellowship during the first three years of my Ph.D.

My random walk through life has also been greatly enhanced by many wonderful friendships. I would like to thank the entire MIT Operations Research Center for acting as a second family for me here at MIT. Every time I came too close to the breaking point of insanity, there would always be somebody around to grab coffee or dinner with. I would also like to thank my many friends from outside of the ORC. This list includes many that I have met over the last five years, and many that I have known my entire life. I am grateful for all of them.

None of this would have been possible without the love and support of my family, especially my Mom, Dad, and two loving sisters. Through their many sacrifices, I was afforded the very opportunities that ultimately led to my completing this thesis and earning my Ph.D., and I am eternally grateful for this.

Finally, I would like to thank the love of my life, Margaret Frank. During the many late nights I devoted to the work of this thesis, thinking about her and spending time with her was the only thing that kept me sane. She has always been, and continues to be, the primary source of peace and happiness in my life. She makes me more than just a machine for turning coffee into theorems, and it is to her that I dedicate this thesis.

## Contents

1 Introduction ..... 13
1.1 Parallel Server Queues ..... 13
1.2 Model Formulation ..... 15
1.3 Problem Formulation and Literature Review ..... 17
1.4 Organization of the Thesis and Main Contributions ..... 24
1.5 Summary and Open Questions ..... 27
2 Rate of Convergence to Steady-state for the $M / M / n$ Queue in the Halfin-Whitt Regime ..... 31
2.1 Introduction and Literature Review ..... 31
2.2 Main Results ..... 35
2.3 Characterization for $\gamma_{n}$ ..... 39
2.4 Asymptotic Analysis of the Function $\Psi_{n}(x)$ ..... 44
2.5 Asymptotic Analysis of the Function $Z^{+}\left(\Psi_{n}\right)$ ..... 49
2.6 The Zeros of $\zeta(B)$ ..... 52
2.7 Proof of Main Results ..... 57
2.8 Conclusion and Open Questions ..... 59
2.9 Appendix ..... 60
3 Explicit Bounds on the Distance to Steady-state for the $M / M / n$Queue in the Halfin-Whitt Regime67
3.1 Introduction and Literature Review ..... 67
3.2 Main Results ..... 69
3.3 Proof of Main Result ..... 71
3.4 Comparison to Other Bounds From the Literature ..... 83
3.5 Conclusion and Open Questions ..... 84
3.6 Appendix ..... 85
4 Asymptotic Scaling and Large Deviations for the Steady-state GI/GI/n
Queue in the Halfin-Whitt Regime ..... 89
4.1 Introduction and Literature Review ..... 89
4.2 Main Results ..... 92
4.3 Upper Bound ..... 94
4.4 Lower Bound ..... 104
4.5 Proof of Tightness Result ..... 108
4.6 Proof of Large Deviations Results ..... 115
4.7 Application to Reed's Weak Limit ..... 125
4.8 Conclusion and Open Questions ..... 127
4.9 Appendix ..... 128
5 Probability of Delay for the Steady-state GI/GI/n Queue in the Halfin-Whitt Regime ..... 139
5.1 Introduction and Literature Review ..... 139
5.2 Main Results ..... 141
5.3 Upper Bound ..... 143
5.4 Asymptotic Bound in the Halfin-Whitt Regime ..... 156
5.5 Proof of Bound for Probability of Delay as $B \rightarrow \infty$ ..... 160
5.6 Proof of Bound for Probability of Delay as $B \rightarrow 0$ ..... 164
5.7 Proof of Large Deviations Result ..... 179
5.8 Comparison to Other Bounds From the Literature ..... 182
5.9 Conclusion and Open Questions ..... 184
5.10 Appendix ..... 185

## List of Figures

2-1 $\quad \zeta(B)$. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2-2 $\gamma_{B}$. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

## Chapter 1

## Introduction

### 1.1 Parallel Server Queues

Parallel server queues are a family of stochastic models useful in a variety of applications, including service systems and telecommunication networks. This family of models captures the notion that in such systems, users arrive according to some stochastic arrival process, receive service in parallel according to some stochastic processing mechanism, and ultimately depart the system. Questions of performance of these models has a rich history in the operations research and applied probability literature, under the heading of queueing theory [26],[58], and goes back to the pioneering work of Erlang [39] and Pollaczek [85].

The modeling power of parallel server queues has led to their being used in a great diversity of applications, including call centers [3],[45],[74],[12]; health care [6],[19]; homeland security [108],[46]; transportation [79],[95]; and manufacturing [80],[13]. This diversity of application has led to the creation of a plethora of queueing models, each customized to a particular application. A unifying feature of many of these models is that at their core lie a handful of fundamental models, which are often used
as building blocks in more complicated models. Perhaps the most common of these 'building block' models is the First-Come-First-Serve (FCFS) parallel server queue, in which jobs arrive over time according to some stochastic arrival process, and are served in the order in which they arrive, with jobs waiting in a queue until a server becomes available [111].

A particular queueing application that has received considerable attention in recent years is the analysis of call centers [45],[3],[12]. In such systems, the jobs represent incoming calls, and the servers represent call center agents who answer the calls. It has been observed that queueing models suitable for the analysis of call centers have several underlying features, including a large number of servers, a large arrival rate, and a traffic intensity close to unity. Another feature common to these models is the notion of the 'trade-off' between quality and efficiency. Indeed, the managers of call centers must balance the quality of service they provide to callers, e.g. response time; with the cost of providing the chosen level of service, e.g. staffing costs [45], [3], [12].

A common approach to better understanding this quality-efficiency trade-off involves restricting one's models to have exponentially distributed call lengths, and restricting one's analysis by allowing the relevant cost functions to depend only on the steady-state behavior of the system. However, since it is believed that call lengths are actually log-normally distributed [12], and transient effects can be important in staffing a call center [51],[45], these are considered shortcomings of much work in the area. Although several recent works have moved beyond the assumption of Markovian call lengths [87],[60],[75],[43],[91],[64], many open questions remain, especially w.r.t. the interplay between the transient and steady-state properties of the relevant queueing models. These questions are the primary focus of this thesis.

### 1.2 Model Formulation

In this section we describe the fundamental model studied in this thesis, emphasizing those features most relevant to our results.

## FCFS GI/GI/n queue and stability

The main model studied in this thesis is the well-known FCFS parallel server queue with $n$ servers, in which inter-arrival times are drawn independently and identically distributed (i.i.d.), distributed as some random variable (r.v.) $A$ with mean $\mathbb{E}[A]$, and processing times are drawn i.i.d., distributed as some r.v. $S$ with mean $\mathbb{E}[S]$. In the literature, this model is referred to as the FCFS $G I / G I / n$ queue; we refer the reader to [4] for a formal mathematical treatment. Furthermore, if the inter-arrival or processing times are exponentially distributed, the corresponding $G I$ is replaced by an $M$; e.g. the FCFS $M / G I / n$ queue is the FCFS $G I / G I / n$ queue with exponentially distributed inter-arrival times. We let $Q(t)$ denote the number in system (number in service + number waiting in queue) at time $t$.

A classical result of Kiefer and Wolfowitz [68] asserts that if the traffic intensity, defined as $\rho \triangleq \frac{\mathbb{E}[S]}{n \mathbb{E}[A]}$, is strictly less than unity, then the FCFS $G I / G I / n$ queue has a meaningful steady-state distribution. In particular, if $\rho<1$, then under very minor technical conditions on the inter-arrival and processing time r.v.s $A$ and $S$, the r.v. $Q(t)$ converges in distribution, as $t \rightarrow \infty$, to a limiting r.v. $Q(\infty)$, independent of initial conditions; we refer the reader to [4] for details. It is well-known that this steady-state distribution captures the 'long-run' behavior of the underlying system. Note that $\mathbb{P}(Q(\infty) \geq n)$ represents the probability that an arriving job at some very large time has to wait for service, and we thus refer to $\mathbb{P}(Q(\infty) \geq n)$ as 'the steady-state probability of delay'.

## Quality-efficiency trade-off and the Halfin-Whitt regime

Designers of large parallel server queueing systems must balance the quality of service (QoS) offered to the system users, e.g. the probability of delay, with the cost of providing that service, e.g. the number of servers. In the literature, several strategies have been identified for striking the desired balance. Different strategies result in the queue operating in three fundamentally different regimes as the system grows, where performance metrics behave very differently in each regime [52],[74]. In the quality driven (QD) regime, there is an abundance of servers, and the overwhelming majority of arriving jobs do not have to wait for service. In the efficiency driven (ED) regime, there are barely enough servers, and the overwhelming majority of arriving jobs must wait for service. In the quality and efficiency driven (QED) regime, there are 'a reasonable number' of servers to handle the given load, and some non-trivial fraction, bounded away from both 0 and 1 , of arriving jobs must wait for service. It is generally accepted that well-run call centers should operate in the QED regime, and that deciding exactly what constitutes a 'reasonable number' of servers is a challenging optimization problem [45],[10].

Recall that a fundamental feature of call center models is that there are a large number of servers $n$ and a large arrival rate $\lambda$. It is sensible to ask, given that $n$ and $\lambda$ are both large, how should they scale together so that $n$ represents a reasonable number' of servers for the arrival rate $\lambda$. Although this question has been studied as far back as Erlang [40] and Jagerman [59], the solution was formally given in [52] by Halfin and Whitt, where it was shown that for the case of exponentially distributed processing times, if $n$ scales like $\lambda+B \lambda^{\frac{1}{2}}$ for strictly positive excess parameter $B$ (or equivalently $\lambda$ scales like $n-B n^{\frac{1}{2}}$ ), while the processing time distribution is held fixed, then by letting $B$ vary between 0 and $\infty$, one can attain any desired probability of delay in the limit as $\lambda, n \rightarrow \infty$. This provides the desired formalization of the quality-
efficiency trade-off, parametrized by $B$.
As empirical studies suggest that call lengths are not exponentially distributed [12], researchers needed a way to extend the model of [52] to more general call length distributions. This was done in a natural manner, see e.g. [91]. Namely, for any fixed inter-arrival distribution $A$ and processing time distribution $S$, and fixed excess parameter $B>0$, we define $\lambda_{n, B} \triangleq n-B n^{\frac{1}{2}}$, and let $\mathcal{Q}_{B}^{n}$ denote the FCFS $G I / G I / n$ queue with inter-arrival times drawn i.i.d. distributed as $A \lambda_{n, B}^{-1}$, and processing times drawn i.i.d. distributed as $S$. Observe that if $\mathbb{E}[A]=\mathbb{E}[S]$, then as in the Markovian model studied in [52], the traffic intensity equals $1-B n^{-\frac{1}{2}} . \mathcal{Q}_{B}^{n}$ will be the primary model studied in this thesis. If $\mathbb{E}[A]=\mathbb{E}[S]$ and $n$ is large, then $\mathcal{Q}_{B}^{n}$ is called the FCFS $G I / G I / n$ queue in the Halfin-Whitt (H-W) regime. Also, we let $Q_{B}^{n}(t)$ denote the number in system (number in service + number waiting in queue) in $\mathcal{Q}_{B}^{n}$ at time $t$, and $Q_{B}^{n}(\infty)$ the corresponding steady-state r.v., when it exists. When the dependence on $B$ is implicit, we will let $\mathcal{Q}^{n}, Q^{n}(t)$, and $Q^{n}(\infty)$ denote $\mathcal{Q}_{B}^{n}, Q_{B}^{n}(t)$, and $Q_{B}^{n}(\infty)$ respectively.

### 1.3 Problem Formulation and Literature Review

In this section we formally pose the main problems that we will address in this thesis, and review the relevant literature. We keep our discussion at a high level, saving details for the chapter-specific introductions.

## Rate of convergence to steady-state for the $M / M / n$ queue in the Halfin-Whitt regime

Transient effects can be quite important in staffing a call center [51], [45], and thus it is important to understand the error of steady-state approximations for various
performance metrics in the $\mathrm{H}-\mathrm{W}$ regime. Although little is known about the quality of steady-state approximations for the FCFS $G I / G I / n$ queue with general processing time distribution, much more is known when both the inter-arrival and processing time distribution are Markovian. Indeed, the question of how quickly the $M / M / n$ queue approaches stationarity has a rich history in the queueing literature. In [81], Morse derives an explicit solution for the transient $M / M / 1$ queue, and discusses implications for the exponential rate of convergence to stationarity. Similar analyses are carried out by Clarke in [25] and Saaty in [94].

Around the same time, both Ledermann and Reuter [72], and Karlin and McGregor [62], worked out powerful and elegant theories that could be used to give the transient distributions for large classes of birth-death processes (b-d-p), including the $M / M / n$ queue, in terms of certain integrals. Karlin and McGregor (K-M) devote an entire paper [63] to the application of their theory to the $M / M / n$ queue, and discuss implications for the rate of convergence to stationarity. These implications were later made rigorous and expanded on in a series of papers [17],[18], [104],[22]. Let $P(t)$ denotes the matrix of transient probabilities for the $M / M / n$ queue, namely $P_{i, j}(t)$ is the probability that there are $j$ jobs in system at time $t$, if there are $i$ jobs in system at time 0 . Let $A$ denote the generator matrix associated with the $M / M / n$ queue, namely the unique rate matrix s.t. $\frac{d}{d t} P(t)=A \cdot P(t)[41],[22]$. Then it is demonstrated in [17],[18],[104],[22] that $P_{i, j}(t)$ converges exponentially quickly to its steady-state value, at a rate equal to the absolute value of the supremum of the set of strictly negative real eigenvalues of $A$. This rate is referred to as the spectral gap $\gamma$ of the associated Markov chain, and we refer the reader to [65] for details, and an excellent survey on transient Markov chains.

It is well-known that for the positive recurrent $M / M / 1$ and $M / M / \infty$ queues, $\gamma$ can be computed explicitly, and has a simple representation in terms of the underlying system parameters [63]. Unfortunately, for the general positive recurrent $M / M / n$
queue, the known characterizations for $\gamma$ are cumbersome and hard to use [104]. Significant progress towards understanding the spectral gap of the $M / M / n$ queue was made in a series of papers by van Doorn [102],[103],[104],[105]. Van Doorn used the results of K-M and the theory of orthogonal polynomials to give several alternate characterizations and bounds for the spectral gap of a b-d-p, and applied these to the $M / M / n$ queue. He also showed that for each fixed $n$, there is a phase transition in the nature of the spectral gap of the $M / M / n$ queue as one varies the traffic intensity [102]. Unfortunately, all of the characterizations given by van Doorn, including that of the underlying phase transition, are again fairly complicated, and van Doorn himself comments in [104] that one is generally better off using the approximations that he gives in the same paper. Van Doorn's work was later extended by Kijima in [69], and similar results were achieved by Zeifman using different techniques in [119].

However, it seems that prior to this thesis, these techniques had not been used to analyze the quality of steady-state approximations in the H-W regime. Recently, Leeuwaarden and Knessl studied the rate of convergence to steady-state of a certain related diffusion [70], proving several results analogous to our own. Also, Kang and Ramanan studied the rate of convergence to steady-state of a related fluid limit [61]. However, many questions associated with the rate of convergence to steady-state of the $M / M / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime were unresolved prior to this thesis.

## Explicit bounds on the distance to steady-state for the M/M/n queue in the Halfin-Whitt regime

For applications, it is often desirable to have explicit bounds on the error of the steady-state approximation, as opposed to just an understanding of its behavior up to exponential order. There are several such results in the literature for the $M / M / n$ queue, including the work of Zeifman [119], Chen [23], van Doorn and Zeifman [106],
and van Doorn, Zeifman, and Panfilova [107]. Most of these bounds are given in terms of an explicit prefactor attached to an exponentially decaying term. However, these bounds are generally not studied in the H-W regime, and thus may not scale desirably with $n$ in the H-W regime. Indeed, prior to this thesis no explicit bounds on the distance to steady-state for the $M / M / n$ queue were known to perform well in the $\mathrm{H}-\mathrm{W}$ regime.

## Asymptotic scaling of the steady-state GI/GI/n queue in the Halfin-Whitt regime

A first-order consideration when analyzing a queueing model is the question of how the model's performance scales asymptotically with the underlying system parameters. Since it is believed that the call length distributions arising in practice are not Markovian [12], it is important to understand how the FCFS GI/GI/n queue scales in the H-W regime for generally distributed processing times.

In their paper [52], Halfin and Whitt studied $\mathcal{Q}_{B}^{n}$ in the $\mathrm{H}-\mathrm{W}$ regime when $S$ is exponentially distributed, i.e. $\mathcal{Q}_{B}^{n}$ is a $G I / M / n$ queue. They proved that the sequence of processes $\left\{\left(Q_{B}^{n}(t)-n\right) n^{-\frac{1}{2}}, n \geq 1\right\}$, i.e. the diffusion-scaled number of jobs in system, converges in distribution (as a process) to a non-trivial Markovian diffusion, which we call the H-W diffusion, on compact time intervals. They also proved that the sequence of r.v.s $\left\{\left(Q_{B}^{n}(\infty)-n\right) n^{-\frac{1}{2}}, n \geq 1\right\}$, i.e. the diffusion-scaled steady-state number of jobs in system, converges weakly to the mixture of a Gaussian distribution and an exponential distribution, which coincides with the steady-state of the $\mathrm{H}-\mathrm{W}$ diffusion.

Similar convergence results under the H-W scaling were subsequently obtained for more general multi-server systems. Puhalski and Reiman treated the case of phasetype processing times in [87]. Jelenkovic, Mandelbaum, and Momcilovic treated the
case of deterministic processing times in [60]. Mandelbaum and Momcilovic treated the case of processing times with finite support in [75]. Gamarnik and Momcilovic also treated the case of processing times with finite support, albeit from a different perspective, in [43]. Kaspi and Ramanan treated the case of processing times satisfying a mild technical condition in [64], taking a stochastic partial differential equation approach, and showing that the underlying process is an Ito diffusion, in an appropriate sense. The most general known results, essentially covering the case of generally distributed processing times, were proven by Reed in [91], for a class of restrictive initial conditions. Those results were later extended to general initial conditions by Puhalski and Reed in [88].

However, as the theory of weak convergence generally relies heavily on the assumption of compact time intervals, the most general of these results hold only in the transient regime. Indeed, with the exception of [52] (which treats exponentially distributed processing times), [60] (which treats deterministic processing times), and [43] (which treats processing times with finite support), all of the aforementioned results are for the associated sequence of normalized transient queue length distributions only, leaving many open questions about the associated steady-state queue length distributions. In particular, in [43] it was shown for the case of processing times with finite support that the sequence of steady-state queue length distributions, normalized by $n^{\frac{1}{2}}$, is tight. Although the authors conjectured that this result should hold for more general processing time distributions, prior to this thesis no further progress on this question had been achieved, leaving open the question of whether $\left(Q^{n}(\infty)-n\right)^{+}=O\left(n^{\frac{1}{2}}\right)$.

## Large deviations for the steady-state GI/GI/n queue in the Halfin-Whitt regime

In many service systems, one is interested in the probability of rare events, which although unlikely, can have serious consequences. The set of associated questions generally falls under the heading of large deviations theory. There is a rich general theory of large deviations in the literature [30]. Although general theorems, such as the celebrated Gartner-Ellis Theorem, provide a framework for proving such results, it is often challenging to derive explicit solutions and insights into any particular stochastic model. There has been much interest in the large deviations of queues [44], and the question has been previously studied in the H-W regime. In particular, in [43], Gamarnik and Momcilovic showed that for the case of processing times with finite support, the sequence of steady-state queue length distributions (normalized by $n^{\frac{1}{2}}$ ) has a limit whose tail decays exponentially fast. The authors further proved that this exponential rate of decay (i.e. large deviation exponent) is $-2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1}$, where $c_{A}^{2}$ and $c_{S}^{2}$ denote the squared coefficient of variation (s.c.v.) of the inter-arrival and processing times, respectively. Similar results are also known to hold for the case of exponentially distributed processing times [52] and deterministic processing times [60].

However, for generally distributed call lengths, the probability that the normalized steady-state number of jobs waiting in queue exceeds some very large value $x$ was not well-understood prior to this thesis, although it had been conjectured by Gamarnik and Momcilovic that the probability of such a rare event should decay exponentially fast at the same rate $-2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1}$. Furthermore, even less was known about the large deviations properties of the number of idle servers.

## Probability of delay for the steady-state GI/GI/n queue in the Halfin-Whitt regime

An important property of the $\mathrm{H}-\mathrm{W}$ regime is that the steady-state probability of delay should scale as some non-trivial function of $B$ as $n \rightarrow \infty$. This probability often appears in objective functions used to capture the quality-efficiency trade-off in the $\mathrm{H}-\mathrm{W}$ regime [10],[76], and thus it is important to understand the scaling of this probability for the optimization of such models. The steady-state probability of delay for exponentially distributed processing times was computed explicitly by Halfin and Whitt in [52], and an explicit formula is also known for the case of deterministic processing times [60]. Gamarnik and Momcilovic give an implicit description (in terms of a certain Markov chain) of the steady-state probability of delay for the case of processing times with finite support, and prove that this probability lies strictly in $(0,1)$. However, it seems that essentially nothing was known about this important quantity for more general processing time distributions prior to this thesis, and very little was known about the qualitative features of this probability beyond the setting of Markovian or deterministic processing times.

# 1.4 Organization of the Thesis and Main Contributions 

## Chapter 2: Rate of convergence to steady-state for the $M / M / n$ queue in the Halfin-Whitt regime

In Chapter 2 we prove several results about the exponential rate of convergence to steady-state for the $M / M / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime. We identify the limiting rate of convergence to steady-state, and discover an asymptotic phase transition that occurs w.r.t. this rate in the H-W regime. In particular, we demonstrate the existence of a constant $B^{*} \approx 1.85772$ s.t. for $B \in\left(0, B^{*}\right)$, the error in the steady-state approximation converges exponentially fast to 0 at rate $\frac{B^{2}}{4}$. For $B>B^{*}$, the error in the steady-state approximation converges exponentially fast to 0 at a different rate, which is the solution to an explicit equation given in terms of special functions. This result may be interpreted as an asymptotic version of the phase transition proven to occur for any fixed $n$ by van Doorn in [102], unifying several earlier characterizations for the spectral gap of the $M / M / n$ queue [63],[102],[104],[119],[69].

## Chapter 3: Explicit bounds on the distance to steady-state for the $M / M / n$ queue in the Halfin-Whitt regime

In Chapter 3, we prove explicit bounds on the distance to stationarity for the $M / M / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime, when $B<B^{*}$, e.g. characterizing the error in estimating the transient probability of delay by the corresponding steady-state quantity. Our bounds hold for any sufficiently large fixed $n$, i.e. number of servers, and scale independently of $n$ in the H-W regime. Also, we use our bounds to provide a heuristic rule-of-thumb which could be used to determine the time it takes an overloaded
(underloaded) queueing system to return (probabilistically) to the steady-state. In Chapters 2-3, we prove our main results by carefully studying the asymptotics of previously known characterizations for the transient $M / M / n$ queue.

The results of Chapters 2-3 represent an important step towards understanding how to incorporate transient effects into the analysis of parallel server queues.

## Chapter 4: Asymptotic scaling and large deviations for the steady-state GI/GI/n queue in the Halfin-Whitt regime

In Chapter 4, we prove several results regarding the steady-state $G I / G I / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime. We first prove that under minor technical conditions, the steady-state queue length scales as the square root of the number of servers. More formally, we prove that there exists an a.s. finite r.v. $Q^{\infty}$ s.t. for all $x>0$, $\lim \sup _{n \rightarrow \infty} \mathbb{P}\left(Q^{n}(\infty)>n+x n^{\frac{1}{2}}\right) \leq \mathbb{P}\left(Q^{\infty}>x\right)$, i.e. the sequence $\left\{\left(Q^{n}(\infty)-\right.\right.$ $\left.n)^{+} n^{-\frac{1}{2}}, n \geq 1\right\}$ is tight. We go on to establish bounds for the large deviations behavior of the steady-state $G I / G I / n$ queue in the H-W regime, proving that the tail of the limiting steady-state queue length decays exponentially fast, with exponent less than or equal to $-2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1}$. When the arrival process is Poisson, we prove a matching lower bound on the tail of the limiting steady-state queue length. These results partially resolve a conjecture made by Gamarnik and Momcilovic in [43]. We also derive the first non-trivial bounds for a related process studied by Reed in [91]. In particular, in [91], Reed proved that the queue length of the transient $G I / G I / n$ queue converges weakly to a non-trivial process in the $\mathrm{H}-\mathrm{W}$ regime, under very general assumptions. However, the associated weak limit is only described implicitly, as the solution to a certain stochastic convolution equation (see [91]). We derive the first non-trivial bounds for this weak limit.

## Chapter 5: Probability of delay for the steady-state GI/GI/n queue in the Halfin-Whitt regime

In Chapter 5, we derive the first qualitative insights into the steady-state probability of delay in the $\mathrm{H}-\mathrm{W}$ regime for generally distributed processing times. In particular, we analyze the probability of delay in the $\mathrm{H}-\mathrm{W}$ regime for the cases $B \rightarrow \infty$ and $B \rightarrow 0$. We prove that for any fixed distributions $A$ and $S$, there exist $\epsilon_{1}, \epsilon_{2}>0$, depending only on $A$ and $S$, s.t. the limiting steady-state probability of delay is bounded from above by $\exp \left(-\epsilon_{1} B^{2}\right)$ as $B \rightarrow \infty$; and the limiting steady-state probability that an arriving job does not have to wait for service, i.e. no delay, is bounded from below by $\epsilon_{2} B$ as $B \rightarrow 0$. We then revisit the question of large deviations for the steady-state $G I / G I / n$ queue in the H-W regime, but now examine the probability that the steady-state number of idle servers exceeds some large value $x$. We prove that there exists $\epsilon>0$, depending only on $A, S$, and $B$, s.t. the tail of the limiting steady-state number of idle servers is bounded from below by $\exp \left(-\epsilon x^{2}\right)$ as $x \rightarrow \infty$. These results match known results for the case of Markovian [52] inter-arrival or processing times, and are thus in a sense tight.

We prove our main results by combining tools from the theory of stochastic comparison of queues [99] with the theory of heavy-traffic approximations for queues [113]. In Chapter 4, we compare $\mathcal{Q}^{n}$ to a 'modified' queue, in which all servers are kept busy at all times by adding artificial arrivals whenever a server would otherwise go idle. We then analyze the modified system in the $\mathrm{H}-\mathrm{W}$ regime using heavy-traffic approximations. In Chapter 5, we compare $\mathcal{Q}^{n}$ to a different 'modified' queue, in which all servers are kept busy on some fixed time interval, at the end of that time interval certain servers break down and cease functioning, and for the remaining time the remaining functional servers are again kept busy. In both cases, the proven bounds are of a structural nature, hold for all $n$ and all times $t \geq 0$, and have intuitive closed-form
representations as the suprema of certain natural processes which converge weakly to Gaussian processes in the H-W regime. In both cases, we use special initial conditions to aid in our analysis, since the steady-state distribution does not depend on initial conditions. In particular, we are able to analyze the relevant steady-state distributions without having to analyze the corresponding transient systems under general initial conditions. Furthermore, the results of Chapters 4-5 do not follow from naive infinite-server bounds, which either scale incorrectly, or yield inequalities pointing the other direction. Although we ultimately customize these bounds to the H-W regime to prove our main results, we note that our bounds are in no way limited to that regime, and may prove useful in a variety of settings.

The results of Chapters 4-5 represent a step towards understanding how to incorporate more general processing time distributions into the analysis of parallel server queues.

### 1.5 Summary and Open Questions

In this thesis, we prove several results for the performance of the so-called FCFS $G I / G I / n$ queue in the Halfin-Whitt regime. We characterize the error in the steadystate approximation when inter-arrival and processing times are Markovian, an important step towards understanding how to incorporate transient effects into the analysis of parallel server queues. We also prove bounds for the asymptotic behavior of the steady-state queue length, and the probability of certain rare events associated with the steady-state queue length and the probability of delay. Since our bounds hold for a very general class of processing time distributions, these results enhance our understanding of how parallel server queues behave in heavy traffic, when processing times are generally distributed.

This thesis leaves several interesting directions for future research. There are
many open questions related to the interaction between weak convergence and convergence to stationarity. Although the results of Chapters 2-3 show that one can uniformly bound the rate of convergence to steady-state in the Halfin-Whitt regime for the case of Markovian inter-arrival and processing times, independent of the number of servers, it is open whether such a result holds for more general processing time distributions. A set of related questions has to do with the 'interchange of limits' in the Halfin-Whitt regime. Namely, it is an open question whether or not the sequence $\left\{n^{-\frac{1}{2}}\left(Q^{n}(\infty)-n\right)^{+}, n \geq 1\right\}$ has a unique weak limit. Furthermore, should such a unique weak limit exist, must it coincide with the long-time behavior of the transient weak limit identified by Reed in [91]? Another related interchange question pertains to the fact that many of our large deviations results hold for the limiting diffusion only. In particular, what can be said about the large deviations properties of the pre-limit systems?

Other interesting questions center around the so-called insensitivity phenomenon in queueing systems. In particular, the results of Chapter 4-5 can be interpreted as statements about the universality of certain scalings and behaviors. In Chapter 4, we take a step towards proving that the large deviations behavior depends only on the first and second moments of the underlying distributions, and the excess parameter. In Chapter 5, we prove that as one varies the excess parameter, certain fundamental probabilities always scale in the same way, independent of the particulars of the underlying inter-arrival and processing time distributions. Similar phenomena have been observed about queues in the Halfin-Whitt regime by many authors, but the full extent of this insensitivity is not well-understood. Important further steps include generalizing our large deviations lower bounds to non-Poisson arrival processes, and better understanding the steady-state probability of delay.

On a final note, we believe that the bounding methodology introduced in Chapters 4-5 may be applicable to a variety of queueing models, and it would be interest-
ing to pursue a research agenda along these lines. For example, perhaps these tools could be used to investigate systems with abandonments in the Halfin-Whitt regime. This setting is practically relevant, since customer abandonments are an important modeling component in the analysis of call centers [3],[12].

## Chapter 2

## Rate of Convergence to Steady-state for the $M / M / n$ Queue in the Halfin-Whitt Regime

### 2.1 Introduction and Literature Review

It is well-known that the steady-state behavior of the $M / M / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime is quite simple in practice [52], while the transient dynamics are more complicated [52], and it is common to use the steady-state approximation to the transient distribution. Thus it is important to understand the quality of the steady-state approximation. The only work along these lines seems to be the recent paper [70], which studies the transform of the H-W diffusion and proves several results analogous to our own for the H-W diffusion. The key difference is that in this paper we study the pre-limit $M / M / n$ queue, not the limiting diffusion. We note that the relevant transform functions were also studied in [5], although in a different context.

The question of how quickly the positive recurrent $M / M / n$ queue approaches
stationarity has a rich history in the queueing literature. In [81], Morse derives an explicit solution for the transient $M / M / 1$ queue, and discusses implications for the exponential rate of convergence to stationarity. Similar analyses are carried out in [25] and [94]. Around the same time, two different research groups [72], [62] worked out powerful and elegant theories that could be used to give the transient distributions for large classes of birth-death processes (b-d-p). The transient probabilities are expressed as integrals against a spectral measure $\phi(x)$ that is intimately related to the eigenvalues of the generator of the b-d-p. Karlin and McGregor (K-M) devote an entire paper to the application of their theory to the $M / M / n$ queue, in which they comment explicitly on the relationship between the rate of convergence to stationarity and the support of $\phi(x)$ [63]. This relationship was later formalized in a series of papers by other authors [104],[22]. Recall that the spectral gap $\gamma$ of a b-d-p is the absolute value of the supremum of the set of strictly negative real eigenvalues of the associated generator matrix $A$, where $\frac{d}{d t} P(t)=A \cdot P(t)$ [41]. If no such eigenvalues exist, we set $\gamma=\infty$. Then it follows from [22] Theorem 5.3, the discussion in the Introduction of [104], and the results of [63] that

Theorem 1. For any positive recurrent $M / M / n$ or $M / M / \infty$ queue, $\gamma \in(0, \infty)$. For all $i$ and $j, \lim _{t \rightarrow \infty}-t^{-1} \log \left|P_{i, j}(t)-P_{j}(\infty)\right| \geq \gamma$. For at least one pair of $i, j$, $\lim _{t \rightarrow \infty}-t^{-1} \log \left|P_{i, j}(t)-P_{j}(\infty)\right|=\gamma$. Furthermore, $\gamma=\inf \{x: x>0, d \phi(x)>0\}$.

We note that $\gamma$ is also closely related to the singularities of the Laplace transform of $\phi(x)$, and refer the reader to [63] for details. It is well-known that for the positive recurrent $M / M / 1$ and $M / M / \infty$ queues, $\gamma$ can be computed explicitly. In particular, it is proven in [63] that

Theorem 2. For the positive recurrent $M / M / 1$ queue with arrival rate $\lambda$ and service rate $\mu, \gamma=\left(\lambda^{\frac{1}{2}}-\mu^{\frac{1}{2}}\right)^{2}$, and the spectral measure $\phi(x)$ consists of a jump at 0 , and an absolutely continuous measure on $\left[\left(\lambda^{\frac{1}{2}}-\mu^{\frac{1}{2}}\right)^{2}:\left(\lambda^{\frac{1}{2}}+\mu^{\frac{1}{2}}\right)^{2}\right]$. For the $M / M / \infty$ queue.
with arrival rate $\lambda$ and service rate $\mu, \gamma=\mu$, and the spectral measure $\phi(x)$ consists of a countably infinite number of jumps, at the points $\left\{k \mu ; k \in Z^{+}\right\}$.

Unfortunately, for the general positive recurrent $M / M / n$ queue, the known characterizations for $\gamma$ involve computing the roots of high-degree polynomials, which may be computationally difficult. This arises from the fact that for the positive recurrent $M / M / n$ queue with arrival rate $\lambda$ and service rate $\mu$, the spectral measure $\phi(x)$ consists of three parts [63]. The first part is a jump at 0 , which corresponds to the steady-state distribution [63]. The second component is an absolutely continuous measure on the interval $\left[\left(\lambda^{\frac{1}{2}}-(n \mu)^{\frac{1}{2}}\right)^{2},\left(\lambda^{\frac{1}{2}}+(n \mu)^{\frac{1}{2}}\right)^{2}\right]$, whose density is described in [63]. The third component consists of a set of at most $n$ (but possibly zero) jumps, which all exist on $\left(0,\left(\lambda^{\frac{1}{2}}-(n \mu)^{\frac{1}{2}}\right)^{2}\right)$ [63]. The complexity of determining $\gamma$ arises from the difficulty of locating these jumps [104]. In [63], the set of jumps is expressed in terms of the zeros of a certain polynomial equation.

Significant progress towards understanding these jumps was made in a series of papers by van Doorn [102],[103],[104],[105]. Van Doorn used the K-M representation and the theory of orthogonal polynomials to give several alternate characterizations and bounds for the spectral gap of a b-d-p, and applied these to the $M / M / n$ queue. He also showed in [102] that for each fixed $n$ there is a transition in the nature of the spectral measure of the $M / M / n$ queue as one varies the traffic intensity, proving that

Theorem 3. For all $n \geq 1$, there exists $\rho_{n}^{*} \in[0,1)$ such that for any $M / M / n$ queue satisfying $\frac{\lambda}{n \mu} \geq \rho_{n}^{*}, \gamma=\left(\lambda^{\frac{1}{2}}-(n \mu)^{\frac{1}{2}}\right)^{2}$; and for any $M / M / n$ queue satisfying $\frac{\lambda}{n \mu}<\rho_{n}^{*}$, $\gamma<\left(\lambda^{\frac{1}{2}}-(n \mu)^{\frac{1}{2}}\right)^{2}$.
$\because$
Unfortunately, all of the characterizations (including that of $\rho_{n}^{*}$ ) given by van Doorn are again stated in terms of the roots of high-degree polynomials, and van Doorn himself comments in [104] that one is generally better off using the approximations that he gives in the same paper. Van Doorn's work was later extended in
[69], and similar results were achieved using different techniques in [119]. It was also shown in [119] that $\rho_{n}^{*} \leq\left(1-\frac{1}{n}\right)^{2}$.

In this chapter, we prove several results about the exponential rate of convergence to steady-state for the $M / M / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime. We identify the limiting rate of convergence to steady-state, and discover an asymptotic phase transition that occurs w.r.t. this rate in the H-W regime. In particular, we demonstrate the existence of a constant $B^{*} \approx 1.85772$ s.t. for $B \in\left(0, B^{*}\right)$, the error in the steady-state approximation converges exponentially fast to 0 at rate $\frac{B^{2}}{4}$. For $B>B^{*}$, the error in the steady-state approximation converges exponentially fast to 0 at a different rate, which is the solution to an explicit equation given in terms of special functions. This result may be interpreted as an asymptotic version of the phase transition proven to occur for any fixed $n$ by van Doorn in [102], unifying several earlier characterizations for the spectral gap of the $M / M / n$ queue [63],[102],[104],[119],[69].

### 2.1.1 Outline of chapter

The rest of the chapter proceeds as follows. In Section 2.2, we introduce some notation and state our main results. In Section 2.3, we prove a new characterization for $\gamma_{n}$, which is amenable to asymptotic analysis. Sections 2.4-2.7 are devoted to studying the asymptotic properties of this characterization. This culminates with Section 2.7, in which we prove our main results. In Section 2.8 we summarize our main results and present ideas for future research. We include a technical appendix in Section 2.9.

### 2.2 Main Results

### 2.2.1 Definitions and notations

We now define several important quantities for the $M / M / n$ queue $\mathcal{Q}^{n}$, namely the $M / M / n$ queue with arrival rate $\lambda_{n}=n-B n^{\frac{1}{2}}$ and service rate $\mu=1$, where we assume throughout that $n$ is sufficiently large to ensure that $n>\lambda_{n}+1$. Recall that $Q^{n}(t)$ denotes the number in system at time $t$ in $\mathcal{Q}^{n}$. We define $P_{i, j}^{n}(t) \triangleq$ $\operatorname{Pr}\left(Q^{n}(t)=j \mid Q^{n}(0)=i\right), P_{j}^{n}(\infty) \triangleq \operatorname{Pr}\left(Q^{n}(\infty)=j\right), P_{i, \leq j}^{n}(t) \triangleq \sum_{k=0}^{j} P_{i, k}^{n}(t)$, and $P_{\leq j}^{n}(\infty) \triangleq \sum_{k=0}^{j} P_{k}^{n}(\infty)$. Let $\gamma_{n}$ denote the spectral gap of the associated Markov chain. For a complex-valued function $f(x)$, we let $Z(f)\left(Z^{+}(f)\right)$ denote the infimum of the set of (strictly positive) real zeros of $f(x)$. Set $Z(f)\left(Z^{+}(f)\right)=\infty$ if $f(x)$ has no (strictly positive) real zeros. We let $H_{k} \triangleq \sum_{j=1}^{k} \frac{1}{j}$ denote the $k$ th harmonic number. All logarithms will be base $e$. Unless otherwise stated, all functions are defined only for real values of $x$. All empty products are assumed to be equal to unity, and all empty summations are assumed to be equal to zero.

### 2.2.2 The parabolic cylinder functions

We now briefly review the two-parameter function commonly referred to as the parabolic cylinder function $D_{x}(z)$, since we will need these functions for the statement (and proofs) of our results. For excellent references on these functions, see [50] Section 8.31 and Section 9.24, [14] Sections 3.3-3.5, and [38] Chapter 8. Let $\Gamma(x)$ denote the Gamma function (see [54], Chapter 8.8). It is stated in [14] that for real $x$ and $z, D_{x}(z) \in \mathbb{R}$, and

$$
D_{x}(z)= \begin{cases}\left(\frac{2}{\pi}\right)^{\frac{1}{2}} e^{\frac{z^{2}}{4}} \int_{0}^{\infty} e^{-\frac{t^{2}}{2}} \cos \left(\frac{\pi}{2} x-z t\right) t^{x} d t & \text { if } x \geq 0  \tag{2.1}\\ \frac{e^{-\frac{z^{2}}{z}}}{\Gamma(-x)} \int_{0}^{\infty} e^{-\frac{t^{2}}{2}-z t} t^{-(x+1)} d t & \text { if } x<0\end{cases}
$$

$D_{x}(z)$ takes on a simpler form for $x \in Z$. In particular, it is stated in [50] that for $z \in \mathbb{R}$,

$$
\begin{equation*}
D_{-1}(z)=2^{\frac{1}{2}} e^{\frac{z^{2}}{4}} \int_{2^{-\frac{1}{2}} z}^{\infty} e^{-t^{2}} d t, \quad D_{0}(z)=e^{-\frac{z^{2}}{4}}, \quad \text { and } \quad D_{1}(z)=z e^{-\frac{z^{2}}{4}} . \tag{2.2}
\end{equation*}
$$

Note that since $\Gamma(-x) \in(0, \infty)$ for $x<0,(2.1)$ and (2.2) imply that

$$
\begin{equation*}
\text { for all } z \in \mathbb{R} \text { and } x \leq 0, \quad D_{x}(z)>0 \tag{2.3}
\end{equation*}
$$

The parabolic cylinder functions arise in several contexts associated with the limits of queueing models, such as the Ornstein-Uhlenbeck limit of the appropriately scaled infinite server queue [56] and various limits associated with the Erlang loss model [116]. We note that the parabolic cylinder functions have been studied as the limits of certain polynomials under the H-W scaling, using tools from the theory of differential equations [32],[33], [37],[89].

### 2.2.3 Main results

We now state our main results. We begin by describing the asymptotic phase transition that occurs w.r.t. the spectral gap $\gamma_{n}$ of the $M / M / n$ queue in the $H-W$ regime. Let

$$
v(x, y) \triangleq \begin{cases}\frac{D_{x}(y)}{D_{x-1}(y)} & \text { if } D_{x-1}(y) \neq 0 \\ \infty & \text { otherwise }\end{cases}
$$

Also, let $z_{\infty}(x) \triangleq v(x,-B)+B, \varphi(B) \triangleq v\left(\frac{B^{2}}{4},-B\right), \zeta(B) \triangleq \varphi(B)+\frac{B}{2}$, and

$$
\Psi_{\infty}(x) \triangleq \begin{cases}v(x,-B)+\frac{1}{2}\left(B+\left(B^{2}-4 x\right)^{\frac{1}{2}}\right) & \text { if } D_{x-1}(-B) \neq 0, x \leq \frac{B^{2}}{4} \\ \infty & \text { otherwise }\end{cases}
$$

Note that $\zeta(B)=\Psi_{\infty}\left(\frac{B^{2}}{4}\right)$. We include a plot of $\zeta(B)$. Let $B^{*} \triangleq Z^{+}(\zeta)$. Then


Figure 2-1: $\zeta(B)$

Proposition 1. $B^{*} \in\left[2^{\frac{1}{2}}, 2\right)$, and $Z^{+}\left(\Psi_{\infty}\right)<\min \left(1, \frac{B^{2}}{4}\right)$ for $B>B^{*}$. Numerically, $B^{*} \approx 1.85772$.

Our main result is that

Theorem 4. The limit $\gamma_{B} \triangleq \lim _{n \rightarrow \infty} \gamma_{n}$ exists for all $B>0$. For $0<B \leq B^{*}$, $\gamma_{B}=\frac{B^{2}}{4}$. For $B \geq B^{*}, \gamma_{B}=Z^{+}\left(\Psi_{\infty}\right)$.

We include a plot of $\gamma_{B}$.
We note that due to the non-linear manner in which the steady-state probability of delay scales in the H-W regime, the case $0<B<B^{*}$ actually encompasses most


Figure 2-2: $\gamma_{B}$
scenarios of interest. Indeed, it is proven in [52] that

$$
\lim _{n \rightarrow \infty} P_{\leq n}^{n}(\infty)=1-\left(1+B \exp \left(\frac{1}{2} B^{2}\right) \int_{-\infty}^{B} \exp \left(-\frac{1}{2} z^{2}\right) d z\right)^{-1} .
$$

As this limit is monotone in $B$, the case $0<B<B^{*}$ includes all scenarios for which the steady-state probability of delay is at least .04 .

The following corollary may be interpreted as an asymptotic version of Theorem 3 , unifying several earlier characterizations for the spectral gap of the $M / M / n$ queue [63],[102],
[104],[119],[69].

Corollary 1. The $\rho_{n}^{*}$ parameter of Theorem 3 satisfies

$$
\lim _{n \rightarrow \infty} n^{\frac{1}{2}}\left(1-\rho_{n}^{*}\right)=B^{*} .
$$

We now give an interpretation of Theorem 4 and Corollary 1. The $M / M / n$ queue
behaves like an $M / M / 1$ queue when all servers are busy, and an $M / M / \infty$ queue when at least one server is idle. The phase transition of Theorem 4 formalizes this relationship in a new way. For $0<B<B^{*}$, the K-M spectral measure of the $M / M / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime has no jumps away from the origin, and has spectral gap equal to $\left(\lambda_{n}^{\frac{1}{2}}-n^{\frac{1}{2}}\right)^{2}$, two properties shared by the associated $M / M / 1$ queue (see Theorem 2). For $B>B^{*}$, the K-M spectral measure has at least one jump away from the origin, like the associated $M / M / \infty$ queue (whose spectral measure has only jumps and spectral gap equal to 1 , see Theorem 2). Another interpretation is that the $M / M / n$ queue cannot approach stationarity faster than either component system would on its own.

### 2.3 Characterization for $\gamma_{n}$

In this section we give a new characterization for $\gamma_{n}$, which will be amenable to asymptotic analysis.

We begin by associating several functions to the $M / M / n$ queue, as in [69] and [102]. Let

$$
f_{n, k}(x) \triangleq \begin{cases}1 & \text { if } \mathrm{k}=0 \\ 1+\lambda_{n}-x & \text { if } \mathrm{k}=1 \\ \left(\lambda_{n}+k-x\right) f_{n, k-1}(x)-\lambda_{n}(k-1) f_{n, k-2}(x) & \text { otherwise }\end{cases}
$$

By a simple induction argument, for $0 \leq k \leq n$,

$$
\begin{equation*}
f_{n, k}(x)=\sum_{j=0}^{k}\binom{k}{j} \lambda_{n}^{j} \prod_{i=1}^{k-j}(i-x) . \tag{2.4}
\end{equation*}
$$

Also note that

$$
\begin{equation*}
Z\left(f_{n, n-1}\right)>1, \text { and } f_{n, n-1}(x)>0 \text { for } x<Z\left(f_{n, n-1}\right) . \tag{2.5}
\end{equation*}
$$

Indeed, for $x \leq 1$ and $0 \leq j \leq n-1, \prod_{i=1}^{k-j}(i-x) \geq 0$, and by $(2.4), f_{n, n-1}(x)$ is a non-negative sum of such terms with the $(n-1)$ st term $\left(\lambda_{n}^{n-1}\right)$ strictly positive. Let

$$
a_{n}(x) \triangleq \begin{cases}\frac{1}{2}\left(\lambda_{n}+n-x-\left(\left(\lambda_{n}+n-x\right)^{2}-4 \lambda_{n} n\right)^{\frac{1}{2}}\right) & \text { if } x \leq\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} \\ \infty & \text { otherwise }\end{cases}
$$

Note that $a_{n}(x)$ is real-valued for $x \leq\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$, and therefore

$$
\begin{equation*}
a_{n}(x)=\frac{1}{2}\left(\lambda_{n}+n-x-\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}-x\right)^{\frac{1}{2}}\left(\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}-x\right)^{\frac{1}{2}}\right) . \tag{2.6}
\end{equation*}
$$

Also,

$$
\begin{equation*}
a_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)=\left(\lambda_{n} n\right)^{\frac{1}{2}} \tag{2.7}
\end{equation*}
$$

We also define

$$
a_{\infty}(x) \triangleq \begin{cases}\frac{1}{2}\left(B-\left(B^{2}-4 x\right)^{\frac{1}{2}}\right) & \text { if } x \leq \frac{B^{2}}{4} \\ \infty & \text { otherwise }\end{cases}
$$

Let $\sigma_{n}(y) \triangleq f_{n, n}(y)-\left(\lambda_{n} n\right)^{\frac{1}{2}} f_{n, n-1}(y), \psi_{n}(y) \triangleq f_{n, n}(y)-a_{n}(y) f_{n, n-1}(y)$,

$$
z_{n, k}(y) \triangleq \begin{cases}\frac{f_{n . k}(y)}{f_{n . k-1}(y)} & \text { if } f_{n, k-1}(y) \neq 0 \\ \infty & \text { otherwise }\end{cases}
$$

and $z_{n}(y) \triangleq z_{n, n}(y)$. Let

$$
\Psi_{n}(y) \triangleq \begin{cases}z_{n}(y)-a_{n}(y) & \text { if } z_{n}(y) \neq \infty \text { or } a_{n}(y) \neq \infty \\ \infty & \text { otherwise }\end{cases}
$$

Before proving our new characterization for $\gamma_{n}$, we cite some properties of $z_{n}(x), a_{n}(x)$, and $\Psi_{n}(x)$, as stated in [69], which will be necessary for later proofs.

Lemma 1. (i) $Z\left(f_{n, k-1}\right) \geq Z\left(f_{n, k}\right)$ for $k \leq n$.
(ii) For $x \in\left(-\infty, Z\left(f_{n, n-1}\right)\right)$ and $k \leq n, z_{n, k}(x)$ is a strictly positive, continuous, and strictly decreasing function of $x$.
(iii) For $x \in\left(-\infty,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right]$, $a_{n}(x)$ is a strictly positive, continuous, strictly increasing function of $x$.
(iv) For $x \in\left(-\infty, \min \left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}, Z\left(f_{n, n-1}\right)\right)\right), \Psi_{n}(x)$ is a continuous, strictly decreasing function of $x$. Also, if $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}<Z\left(f_{n, n-1}\right)$, then $\Psi_{n}(x)$ is continuous at $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$.

We now prove the main result of this section, namely a new characterization for $\gamma_{n}$, which is more amenable to asymptotic analysis. In particular, we prove that
Lemma 2. (i) If $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}<1$ and $\Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)<0$, then $Z\left(\Psi_{n}\right)=Z^{+}\left(\Psi_{n}\right)$ is the unique zero of $\Psi_{n}(x)$ in the interval $\left(0,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)$. and $\gamma_{n}=Z^{+}\left(\Psi_{n}\right)$.
(ii) If $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}<1$ and $\Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right) \geq 0$, then $\gamma_{n}=\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$.
(iii) If $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} \geq 1$, then $Z\left(\Psi_{n}\right)=Z^{+}\left(\Psi_{n}\right)$ is the unique zero of $\Psi_{n}(x)$ in the interval $(0,1)$, and $\gamma_{n}=Z^{+}\left(\Psi_{n}\right)$.

The proof of Lemma 2 relies heavily on a known characterization for $\gamma_{n}$, proven in [69]. Namely,

Theorem 5. If $Z\left(\sigma_{n}\right) \geq\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$, then $\gamma_{n}=\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$. If $Z\left(\sigma_{n}\right)<\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$, then $\gamma_{n}=Z\left(\psi_{n}\right)$.

With Theorem 5 in hand, we now complete the proof of Lemma 2.

Proof of Lemma 2. We begin by proving some properties of $\Psi_{n}$ and $\sigma_{n}$. From (2.4),

$$
\begin{aligned}
\Psi_{n}(0) & =\frac{\sum_{k=0}^{n}\binom{n}{k} \lambda_{n}^{k} \prod_{i=1}^{n-k} i}{\sum_{k=0}^{n-1}\binom{n-1}{k} \lambda_{n}^{k} \prod_{i=1}^{n-1-k} i}-\frac{1}{2}\left(\lambda_{n}+n-\left(\left(\lambda_{n}+n\right)^{2}-4 \lambda_{n} n\right)^{\frac{1}{2}}\right) \\
& =n \frac{\sum_{k=0}^{n} \frac{\lambda_{n}^{k}}{k!}}{\sum_{k=0}^{n-1} \frac{\lambda_{n}^{k}}{k!}}-\lambda_{n}>0 .
\end{aligned}
$$

If $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} \geq 1$, then

$$
\begin{aligned}
\Psi_{n}(1) & =\frac{\sum_{k=0}^{n}\binom{n}{k} \lambda_{n}^{k} \prod_{i=1}^{n-k}(i-1)}{\sum_{k=0}^{n-1}\binom{n-1}{k} \lambda_{n}^{k} \prod_{i=1}^{n-1-k}(i-1)}-\frac{1}{2}\left(\lambda_{n}+n-1-\left(\left(\lambda_{n}+n-1\right)^{2}-4 \lambda_{n} n\right)^{\frac{1}{2}}\right) \\
& =\frac{\lambda_{n}^{n}}{\lambda_{n}^{n-1}}-\frac{1}{2}\left(\lambda_{n}+n-1-\left(\left(\lambda_{n}+n-1\right)^{2}-4 \lambda_{n} n\right)^{\frac{1}{2}}\right) \\
& =\frac{1}{2}\left(\lambda_{n}-n+1+\left(\left(\lambda_{n}-n+1\right)^{2}-4 \lambda_{n}\right)^{\frac{1}{2}}\right) \leq 0,
\end{aligned}
$$

since $\Psi_{n}(1) \in \mathbb{R}$ by (2.5) and Lemma 1.iv, and thus $0 \leq\left(\lambda_{n}-n+1\right)^{2}-4 \lambda_{n} \leq$ ( $\left.n-\lambda_{n}-1\right)^{2}$. Also,

$$
\begin{aligned}
\sigma_{n}(0) & =\sum_{k=0}^{n}\binom{n}{k} \lambda_{n}^{k} \prod_{i=1}^{n-k} i-\left(\lambda_{n} n\right)^{\frac{1}{2}} \sum_{k=0}^{n-1}\binom{n-1}{k} \lambda_{n}^{k} \prod_{i=1}^{n-1-k} i \\
& =(n-1)!\left(n \sum_{k=0}^{n} \frac{\lambda_{n}^{k}}{k!}-\left(\lambda_{n} n\right)^{\frac{1}{2}} \sum_{k=0}^{n-1} \frac{\lambda_{n}^{k}}{k!}\right) \\
& \geq(n-1)!\sum_{k=0}^{n} \frac{\lambda_{n}^{k}}{k!}\left(n-\left(\lambda_{n} n\right)^{\frac{1}{2}}\right)>0
\end{aligned}
$$

and

$$
\begin{aligned}
\sigma_{n}(1) & =\sum_{k=0}^{n}\binom{n}{k} \lambda_{n}^{k} \prod_{i=1}^{n-k}(i-1)-\left(\lambda_{n} n\right)^{\frac{1}{2}} \sum_{k=0}^{n-1}\binom{n-1}{k} \lambda_{n}^{k} \prod_{i=1}^{n-1-k}(i-1) \\
& =\lambda_{n}^{n}-\left(\lambda_{n} n\right)^{\frac{1}{2}} \lambda_{n}^{n-1}<0 .
\end{aligned}
$$

We first prove assertion i. Since $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}<1$, we have by (2.5) that min $\left(\left(n^{\frac{1}{2}}-\right.\right.$ $\left.\left.\lambda_{n}^{\frac{1}{2}}\right)^{2}, Z\left(f_{n, n-1}\right)\right)=\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$, and $f_{n, n-1}(x)>0$ on $\left(-\infty,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right]$. Thus from definitions and dividing through by $f_{n, n-1}(y)$, we find that $\sigma_{n}(y)$ is the same sign as $z_{n}(y)-\left(\lambda_{n} n\right)^{\frac{1}{2}}$, and that $\psi_{n}(y)$ is the same sign as $\Psi_{n}(y)$, on $\left(-\infty,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right]$. Also, by Lemma 1.ii, $z_{n}(y)$ is strictly positive, continuous, and strictly decreasing on $\left(-\infty,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right]$. Thus by the Intermediate Value Theorem, $\sigma_{n}(y)$ has a zero on $\left(-\infty,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)$ iff $z_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)-\left(\lambda_{n} n\right)^{\frac{1}{2}}<0$. By definitions and (2.7), we thus have that $Z\left(\sigma_{n}\right)<\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$ iff $\Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)<0$. Since by assumption $\Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)<0$, it will be the case that $Z\left(\sigma_{n}\right)<\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$. Furthermore, it follows from the fact that $\Psi_{n}(0)>0$ and the continuity and monotonicity of $\Psi_{n}(y)$ guaranteed by Lemma 1.iv that $Z\left(\Psi_{n}\right)$ will be the unique zero of $\Psi_{n}$ in the interval $\left(0,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)$. Since $\psi_{n}(y)$ is the same sign as $\Psi_{n}(y)$ on $\left(-\infty,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right]$, we will also have that $Z\left(\psi_{n}\right)=Z\left(\Psi_{n}\right)$. This, combined with Theorem 5 , completes the proof of assertion i. The proof of assertion ii. proceeds nearly identically to the proof of assertion i. Indeed, the only difference is that in this case by assumption $\Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right) \geq 0$, and thus one concludes that $Z\left(\sigma_{n}\right) \geq\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$, which combined with Theorem 5 proves assertion ii.

We now prove assertion iii. By assumption, $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} \geq 1$. Thus since $Z\left(f_{n, n-1}\right)>$ 1 by (2.5), we have that $f_{n, n-1}(x)>0$ on $(-\infty, 1]$. Thus from definitions, and dividing through by $f_{n, n-1}(y)$, we find that $\psi_{n}(y)$ is the same sign as $\Psi_{n}(y)$ on $(-\infty, 1]$. Since $\sigma_{n}(y)$ is a polynomial and thus continuous, by the Intermediate Value Theorem and
the fact that $\sigma_{n}(0)>0$ and $\sigma_{n}(1)<0$, we have $Z\left(\sigma_{n}\right)<1$. Thus $Z\left(\sigma_{n}\right)<\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$. By the continuity and monotonicity of $\Psi_{n}(y)$ guaranteed by Lemma 1 .iv and the fact that $\Psi_{n}(0)>0, \Psi_{n}(1)<0$, we will have that $Z\left(\Psi_{n}\right)$ is the unique zero of $\Psi_{n}$ in the interval $(0,1)$. Furthermore, since $\psi_{n}(y)$ is the same sign as $\Psi_{n}(y)$ on $(-\infty, 1]$, we will have that $Z\left(\psi_{n}\right)=Z\left(\Psi_{n}\right)$. This, combined with Theorem 5, completing the proof of assertion iii.

### 2.4 Asymptotic Analysis of the Function $\Psi_{n}(x)$

In this section we derive the asymptotics of $\Psi_{n}(x)$ and $\Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)$. In particular, we prove

Theorem 6. For all $B>0$ and $x \in(0,1), x \leq \frac{B^{2}}{4}, \lim _{n \rightarrow \infty} \lambda_{n}^{-\frac{1}{2}} \Psi_{n}(x)=\Psi_{\infty}(x)$.
We also prove
Corollary 2. For $0<B<2, \lim _{n \rightarrow \infty} \lambda_{n}^{-\frac{1}{2}} \Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)=\zeta(B)$.
We proceed by separately analyzing the asymptotics of $\left(a_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}$ and $\left(z_{n}(x)-\right.$ $\left.\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}$, and then use the fact that by definition $\Psi_{n}(x) \lambda_{n}^{-\frac{1}{2}}=\left(z_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}-$ $\left(a_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}$.

We first analyze $a_{n}(x)$. We begin by proving some bounds for $n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}$, namely
Lemma 3. $\frac{B}{2} \leq n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}} \leq \frac{B}{2}+O\left(n^{-\frac{1}{2}}\right)$, and $\lim _{n \rightarrow \infty}\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)=\frac{B}{2}$.
Proof. Note that

$$
n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}=\frac{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)}{n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}}=\frac{B}{2}+\frac{B^{2} n^{\frac{1}{2}}}{2\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}}
$$

from which the lemma follows.

We now study the asymptotics of $a_{n}(x)$, proving that
Lemma 4. For $0 \leq x \leq \frac{B^{2}}{4}, \lim _{n \rightarrow \infty}\left(a_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}=a_{\infty}(x)$.
Proof. From (2.6) and Lemma 3,

$$
\begin{equation*}
\left(a_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}=\left(B n^{\frac{1}{2}}-x-\left(\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}-x\right)^{\frac{1}{2}}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}-x\right)^{\frac{1}{2}}\right)\left(2 \lambda_{n}^{\frac{1}{2}}\right)^{-1} \tag{2.8}
\end{equation*}
$$

The lemma then follows from the fact that $\lim _{n \rightarrow \infty}\left(B n^{\frac{1}{2}}-x\right)\left(2 \lambda_{n}^{\frac{1}{2}}\right)^{-1}=\frac{B}{2}, \lim _{n \rightarrow \infty}\left(\left(n^{\frac{1}{2}}+\right.\right.$ $\left.\left.\lambda_{n}^{\frac{1}{2}}\right)^{2}-x\right)^{\frac{1}{2}}\left(2 \lambda_{n}^{\frac{1}{2}}\right)^{-1}=1$, and Lemma 3.

We now analyze the asymptotics of $z_{n}(x)$, proving that
Proposition 2. For $x \in(0,1), \lim _{n \rightarrow \infty}\left(z_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}=z_{\infty}(x)$.
Suppose that $x \in(0,1)$ is fixed. Our proof will use a truncation argument to ensure boundedness of certain quantities, and thus let us fix some integer $T \in[3, \infty)$, and define $C_{T, x} \triangleq \max \left(\frac{2(T+1) T^{-x}}{\prod_{j=1}^{T}\left(1-\frac{x}{j}\right)}, \frac{(T+1)^{2} T^{-x}}{\prod_{j=1}^{T}\left(1-\frac{x}{j}\right)}\right.$. Then we begin by proving that

Lemma 5. For all sufficiently large $n,\left(z_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}$ is at least

$$
\begin{equation*}
\frac{e^{-2 T^{-1}} \lambda_{n}^{\frac{x-1}{2}} \sum_{k=0}^{n-(T+1)}(n-k)^{1-x} e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}}{e^{2 T^{-1}} \lambda_{n}^{\frac{x-1}{2}} \sum_{k=0}^{\left[n-T^{-1} n^{\frac{1}{2}}\right]} k \lambda_{n}^{-\frac{1}{2}}(n-k)^{-x} \frac{e^{-\lambda_{n}} \lambda_{n}^{k}}{k!}+\frac{2 e^{2 T^{-1}} T^{-(1-x)}\left(\frac{n}{\lambda_{n}}\right)^{\frac{1-x}{2}}}{1-x}+\lambda_{n}^{\frac{x-1}{2}} C_{T, x}}, \tag{2.9}
\end{equation*}
$$

and at most

$$
\begin{equation*}
\frac{e^{2 T^{-1}} \lambda_{n}^{\frac{x-1}{2}} \sum_{k=0}^{n-(T+1)}(n-k)^{1-x} e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}+\lambda_{n}^{\frac{x-1}{2}} C_{T, x} n^{-\frac{1}{2}}}{e^{-2 T^{-1}} \lambda_{n}^{\frac{x-1}{2}} \sum_{k=0}^{\left[n-T^{-1} n^{\frac{1}{2}}\right.} k \lambda_{n}^{-\frac{1}{2}}(n-k)^{-x} \frac{e^{-\lambda_{n}} \lambda_{n}^{k}}{k!}} . \tag{2.10}
\end{equation*}
$$

Proof. The proof is deferred to the appendix.
We now relate the summations appearing in (2.9) and (2.10) to the expectations of certain functions of a Poisson r.v., and then show that these expectations converge
to certain integrals as $n \rightarrow \infty$. Let $X_{n}$ denote a Poisson r.v. with mean $\lambda_{n}$, and $Z_{n} \triangleq\left(X_{n}-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}$. For an event $\{E\}$, we let $I(\{E\})$ denote the indicator function of $\{E\}$. Thus

$$
\begin{equation*}
X_{n}=\lambda_{n}^{\frac{1}{2}} Z_{n}+\lambda_{n}, \quad \text { and } n-X_{n}=B n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}} Z_{n} \tag{2.11}
\end{equation*}
$$

Furthermore, we define

$$
Y_{1, n} \triangleq\left(B\left(\frac{n}{\lambda_{n}}\right)^{\frac{1}{2}}-Z_{n}\right)^{1-x} I\left(Z_{n} \leq B\left(\frac{n}{\lambda_{n}}\right)^{\frac{1}{2}}-(T+1) \lambda_{n}^{-\frac{1}{2}}\right),
$$

and

$$
Y_{2, n} \triangleq\left(B\left(\frac{n}{\lambda_{n}}\right)^{\frac{1}{2}}-Z_{n}\right)^{-x} I\left(Z_{n} \leq\left(B-T^{-1}\right)\left(\frac{n}{\lambda_{n}}\right)^{\frac{1}{2}}+\left(\left\lceil n-T^{-1} n^{\frac{1}{2}}\right\rceil-\left(n-T^{-1} n^{\frac{1}{2}}\right)\right) \lambda_{n}^{-\frac{1}{2}}\right) .
$$

We then have that

Lemma 6. If $\lim _{n \rightarrow \infty} \mathbb{E}\left[Y_{1, n}\right], \lim _{n \rightarrow \infty} \mathbb{E}\left[Y_{2, n}\right]$, and $\lim _{n \rightarrow \infty} \mathbb{E}\left[Z_{n} Y_{2, n}\right]$ all exist, and are finite and strictly positive, then

$$
\liminf _{n \rightarrow \infty}\left(z_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}} \geq e^{-4 T^{-1}} \frac{\lim _{n \rightarrow \infty} \mathbb{E}\left[Y_{1, n}\right]}{\lim _{n \rightarrow \infty} \mathbb{E}\left[Y_{2, n}\right]+\frac{2 T-(1-x)}{1-x}},
$$

and

$$
\limsup _{n \rightarrow \infty}\left(z_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}} \leq e^{4 T^{-1}} \frac{\lim _{n \rightarrow \infty} \mathbb{E}\left[Y_{1, n}\right]}{\lim _{n \rightarrow \infty} \mathbb{E}\left[Y_{2, n}\right]} .
$$

Proof. Suppose that $\lim _{n \rightarrow \infty} \mathbb{E}\left[Y_{1, n}\right], \lim _{n \rightarrow \infty} \mathbb{E}\left[Y_{2, n}\right]$, and $\lim _{n \rightarrow \infty} \mathbb{E}\left[Z_{n} Y_{2, n}\right]$ all exist, and are finite and strictly positive. We begin by expressing the summation appearing in the numerator of (2.9) and (2.10) as an expectation. Namely, $\lambda_{n}^{\frac{x-1}{2}} \sum_{k=0}^{n-(T+1)}(n-$ $k)^{1-x} e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}$ is equal to

$$
\begin{equation*}
\lambda_{n}^{\frac{x-1}{2}} \mathbb{E}\left[\left(B n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}} Z_{n}\right)^{1-x} I\left(\lambda_{n}^{\frac{1}{2}} Z_{n}+\lambda_{n} \leq n-(T+1)\right)\right]=\mathbb{E}\left[Y_{1, n}\right] \text { by }(2.11) \tag{2.12}
\end{equation*}
$$

We now analyze the summation appearing in the denominator of (2.9) and (2.10).
Note that $\lambda_{n}^{\frac{x-1}{2}} \sum_{k=0}^{\left\lceil n-T^{-1} n^{\frac{1}{2}}\right\rceil} k(n-k)^{-x} \lambda_{n}^{-\frac{1}{2}} \frac{e^{-\lambda_{n}} \lambda_{n}^{k}}{k!}$ equals

$$
\begin{equation*}
\lambda_{n}^{\frac{x-1}{2}} \mathbb{E}\left[\left(Z_{n}+\lambda_{n}^{\frac{1}{2}}\right)\left(B n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}} Z_{n}\right)^{-x} I\left(\lambda_{n}^{\frac{1}{2}} Z_{n}+\lambda_{n} \leq\left\lceil n-T^{-1} n^{\frac{1}{2}}\right\rceil\right)\right] \text { by (2.11). } \tag{2.13}
\end{equation*}
$$

Furthermore, $I\left(Z_{n} \leq\left(\left\lceil n-T^{-1} n^{\frac{1}{2}}\right\rceil-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}\right)$ equals

$$
\begin{equation*}
I\left(Z_{n} \leq\left(B-T^{-1}\right)\left(\frac{n}{\lambda_{n}}\right)^{\frac{1}{2}}+\left(\left\lceil n-T^{-1} n^{\frac{1}{2}}\right\rceil-\left(n-T^{-1} n^{\frac{1}{2}}\right)\right) \lambda_{n}^{-\frac{1}{2}}\right) . \tag{2.14}
\end{equation*}
$$

Plugging (2.14) back into (2.13), we find that the summation appearing in the numerator of (2.9) and (2.10) equals $\lambda_{n}^{-\frac{1}{2}} \mathbb{E}\left[Z_{n} Y_{2, n}\right]+\mathbb{E}\left[Y_{2, n}\right]$. The lemma then follows by combining the above bounds for (2.9) and (2.10), and observing that
$\lim _{n \rightarrow \infty} \frac{2 e^{2 T^{-1}} T^{-(1-x)}\left(\frac{n}{\lambda_{n}}\right)^{\frac{1-x}{2}}}{1-x}=\frac{2 e^{2 T^{-1}} T^{-(1-x)}}{1-x}, \lim _{n \rightarrow \infty} \lambda_{n}^{\frac{x-1}{2}} C_{T, x}=0$, and $\lim _{n \rightarrow \infty} \lambda_{n}^{-\frac{1}{2}} \mathbb{E}\left[Z_{n} Y_{2, n}\right]=0$.

We now explicitly compute the limiting values of all expressions appearing in Lemma 6 , allowing us to compute $\lim _{n \rightarrow \infty}\left(z_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}$.

## Lemma 7.

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(z_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}=\frac{\int_{-\infty}^{B}(B-z)^{1-x} e^{-\frac{z^{2}}{2}} d z}{\int_{-\infty}^{B}(B-z)^{-x} e^{-\frac{z^{2}}{2}} d z} . \tag{2.15}
\end{equation*}
$$

Proof. It is easily verified that $\left\{Y_{1, n}\right\},\left\{Y_{2, n}\right\}$, and $\left\{Z_{n} Y_{2, n}\right\}$ are all sequences of uniformly integrable r.v.s. Let $f_{1}(y) \triangleq(B-y)^{1-x} I(y \leq B), f_{2}(y) \triangleq(B-y)^{-x} I(y \leq B-$ $T^{-1}$ ), and $f_{3}(y) \triangleq y(B-y)^{-x} I\left(y \leq B-T^{-1}\right)$. Let $N$ denote a normal r.v. with mean 0 and variance 1 . It may be easily verified that $\left\{Y_{1, n}\right\},\left\{Y_{2, n}\right\}$, and $\left\{Z_{n} Y_{2, n}\right\}$ converge in distribution to $f_{1}(N), f_{2}(N), f_{3}(N)$ respectively, where all three convergences follow from the well-known convergence of the scaled Poisson r.v. $Z_{n}$ to $N$. It thus follows from the uniform integrability of all three sequences that $\lim _{n \rightarrow \infty} \mathbb{E}\left[Y_{1, n}\right]=\mathbb{E}\left[f_{1}(N)\right]=$ $(2 \pi)^{-\frac{1}{2}} \int_{-\infty}^{B}(B-z)^{1-x} e^{-\frac{\hat{x}^{2}}{2}} d z, \lim _{n \rightarrow \infty} \mathbb{E}\left[Y_{2, n}\right]=\mathbb{E}\left[f_{2}(N)\right]=(2 \pi)^{-\frac{1}{2}} \int_{-\infty}^{B-T^{-1}}(B-$
$z)^{-x} e^{-\frac{z^{2}}{2}} d z$, and $\lim _{n \rightarrow \infty} \mathbb{E}\left[Z_{n} Y_{2, n}\right]=\mathbb{E}\left[f_{3}(N)\right]=(2 \pi)^{-\frac{1}{2}} \int_{-\infty}^{B-T^{-1}} z(B-z)^{-x} e^{-\frac{z^{2}}{2}} d z$. The lemma follows from plugging the above limits into Lemma 6, and letting $T \rightarrow$ $\infty$.

We now complete the proof of Proposition 2 by relating the integrals appearing in (2.15) to the parabolic cylinder functions. First, it will be useful to state some additional properties of the parabolic cylinder functions. $D_{x}(z)$ is an entire function of $z$ for fixed $x([38]$, Chapter 8, Section 8.2$)$ and an entire function of $x$ for fixed $z$ [24]. It is stated in [50] that for all $x, z \in \mathbb{R}$,

$$
\begin{align*}
D_{x+1}(z)-z D_{x}(z)+x D_{x-1}(z) & =0  \tag{2.16}\\
\frac{d}{d z} D_{x}(z)+\frac{1}{2} z D_{x}(z)-x D_{x-1}(z) & =0 \tag{2.17}
\end{align*}
$$

With these properties in hand, we now complete the proof of Proposition 2.

Proof of Proposition 2. Note that the r.h.s. of (2.15) equals

$$
\frac{\int_{0}^{\infty} t^{1-x} e^{-\frac{(B-t)^{2}}{2}} d t}{\int_{0}^{\infty} t^{-x} e^{-\frac{(B-t)^{2}}{2}} d t}=\frac{\Gamma(2-x) \frac{\left(D_{x}(-B)+B D_{x-1}(-B)\right)}{1-x}}{\Gamma(1-x) D_{x-1}(-B)}=v(x,-B)+B
$$

by $(2.1)$ and $(2.16)$, since $\frac{\Gamma(2-x)}{\Gamma(1-x)}=(1-x)$, completing the proof.
We now complete the proofs of Theorem 6 and Corollary 2.

Proof of Theorem 6. Since by definition $\Psi_{n}(x)=z_{n}(x)-a_{n}(x)$, Theorem 6 follows immediately from Lemma 4 and Proposition 2.

Proof of Corollary 2. Suppose $0<\epsilon<\min \left(\frac{B^{2}}{4}, 1-\frac{B^{2}}{4}\right)$. Then for all sufficiently large $n, 0<\frac{B^{2}}{4}-\epsilon<\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}<\min \left(1-\epsilon, \frac{B^{2}}{4}+\epsilon\right.$ ) by Lemma 3 , and $\frac{B^{2}}{4}<1-\epsilon$. By Lemma 1.ii and (2.5), we have that $\left(z_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}$ is a continuous, strictly
decreasing function of $x$ on $\left(-\infty,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}+\epsilon\right.$ ]. It follows that for all sufficiently large $n,\left(z_{n}\left(\frac{B^{2}}{4}+\epsilon\right)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}} \leq\left(z_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}} \leq\left(z_{n}\left(\frac{B^{2}}{4}-\epsilon\right)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}$. Thus by Proposition 2, for all sufficiently small $\epsilon>0$,

$$
\begin{align*}
z_{\infty}\left(\frac{B^{2}}{4}+\epsilon\right) & \leq \liminf _{n \rightarrow \infty}\left(z_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}  \tag{2.18}\\
& \leq \limsup _{n \rightarrow \infty}\left(z_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}} \\
& \leq z_{\infty}\left(\frac{B^{2}}{4}-\epsilon\right)
\end{align*}
$$

To proceed, we will now prove that $z_{\infty}(x)$ has certain continuity properties. In particular,

$$
\begin{equation*}
z_{\infty}(x) \text { is a differentiable, non-increasing function of } x \text { on }(-\infty, 1] . \tag{2.19}
\end{equation*}
$$

Indeed, by (2.3), $D_{x-1}(-B)>0$ for $x \leq 1$. The differentiability of $z_{\infty}(x)$ on $(-\infty, 1]$ then follows from the fact that $D_{x}(-B)$ is an entire function of $x$. That $z_{\infty}(x)$ is non-increasing follows from Lemma 1.ii, (2.5), and Proposition 2.

The continuity of $z_{\infty}(x)$ in a neighborhood of $\frac{B^{2}}{4}$ (guaranteed by (2.19) since $0<\frac{B^{2}}{4}<1$ ), along with (2.18), thus implies that $\lim _{n \rightarrow \infty}\left(z_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}=$ $z_{\infty}\left(\frac{B^{2}}{4}\right)$. By (2.7), $\left(a_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}=n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}$. Thus by Lemma 3, $\lim _{n \rightarrow \infty}\left(a_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}=\frac{B}{2}$, and the corollary follows since $\zeta(B)=$ $z_{\infty}\left(\frac{B^{2}}{4}\right)-\frac{B}{2}$.

### 2.5 Asymptotic Analysis of the Function $Z^{+}\left(\Psi_{n}\right)$

In this section we derive the asymptotics of $Z^{+}\left(\Psi_{n}\right)$. In particular, we prove

Theorem 7. If $B<2$ and $\zeta(B)<0$, or $B \geq 2$, then $\lim _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)=Z^{+}\left(\Psi_{\infty}\right)$.
We begin by establishing some additional properties of $\Psi_{\infty}(x)$.
Lemma 8. $\Psi_{\infty}(x)$ is a continuous function of $x$ on $\left(-\infty, \min \left(1, \frac{B^{2}}{4}\right)\right)$, left-continuous at $\min \left(1, \frac{B^{2}}{4}\right)$, and a differentiable function of $x$ on $\left(-\infty, \min \left(1, \frac{B^{2}}{4}\right)\right)$, satisfying $\frac{d}{d x} \Psi_{\infty}(x) \leq-\left(B^{2}-4 x\right)^{-\frac{1}{2}}$ for $x<\min \left(1, \frac{B^{2}}{4}\right)$.

Proof. That $a_{\infty}$ is differentiable on $\left(-\infty, \frac{B^{2}}{4}\right)$, left-continuous at $\frac{B^{2}}{4}$, and satisfies $\frac{d}{d x} a_{\infty}(x)=\left(B^{2}-4 x\right)^{-\frac{1}{2}}$ for $x<\frac{B^{2}}{4}$, follows from elementary calculus. The lemma then follows from (2.19) and the fact that $\Psi_{\infty}(x)=z_{\infty}(x)-a_{\infty}(x)$.

We now prove some additional properties of $Z^{+}\left(\Psi_{\infty}\right)$.
Lemma 9. If $B<2$ and $\zeta(B)<0$, or $B \geq 2$, then: $\Psi_{\infty}(x)$ has a unique zero $Z^{+}\left(\Psi_{\infty}\right) \in\left(0, \min \left(1, \frac{B^{2}}{4}\right)\right) ; \Psi_{\infty}(x)>0$ on $\left[0, Z^{+}\left(\Psi_{\infty}\right)\right) ;$ and $\Psi_{\infty}(x)<0$ on $\left(Z^{+}\left(\Psi_{\infty}\right), \min \left(1, \frac{B^{2}}{4}\right)\right]$. Alternatively, if $B<2$ and $\zeta(B)=0$, then: $\Psi_{\infty}(x)>0$ on $\left[0, \min \left(1, \frac{B^{2}}{4}\right)\right)$, and $Z^{+}\left(\Psi_{\infty}\right)=\frac{B^{2}}{4}$.

Proof. We first treat the case $B<2$ and $\zeta(B)<0$, or $B \geq 2$. By Lemma $8, \Psi_{\infty}(x)$ is a strictly decreasing function of $x$ on $\left[0, \min \left(1, \frac{B^{2}}{4}\right)\right)$, continuous on $\left[0, \min \left(1, \frac{B^{2}}{4}\right)\right)$, and left-continuous at $\min \left(1, \frac{B^{2}}{4}\right) . \Psi_{\infty}(0)>0$, since $\Psi_{\infty}(0)=v(0,-B)+B$, and by (2.2), $v(0,-B)>0$.

Also, $\Psi_{\infty}\left(\min \left(1, \frac{B^{2}}{4}\right)\right)<0$. Indeed, if $B \geq 2, \min \left(1, \frac{B^{2}}{4}\right)=1$. Furthermore, $\Psi_{\infty}(1)<0$, since by $(2.2), \Psi_{\infty}(1)=-B+\frac{1}{2}\left(B+\left(B^{2}-4\right)^{\frac{1}{2}}\right)<0$. If $B<2$, then $\min \left(1, \frac{B^{2}}{4}\right)=\frac{B^{2}}{4}$, and $\Psi_{\infty}\left(\frac{B^{2}}{4}\right)=\zeta(B)<0$. Combining the cases $B \leq 2$ and $B>2$ demonstrates that $\Psi_{\infty}\left(\min \left(1, \frac{B^{2}}{4}\right)\right)<0$, and combining the above completes the proof for the case $B<2$ and $\zeta(B)<0$, or $B \geq 2$.

We now treat the case $B<2$ and $\zeta(B)=0$. In this case, the lemma follows from the fact that $\Psi_{\infty}(x)$ is strictly decreasing on $\left(-\infty, \min \left(1, \frac{B^{2}}{4}\right)\right)$ and left-continuous at $\frac{B^{2}}{4}$ by Lemma 8 , and $\zeta(B)=0$.

Proof of Theorem 7. We first show that for all sufficiently large $n, Z^{+}\left(\Psi_{n}\right)$ is the unique zero of $\Psi_{n}$ in the interval $\left(0, \min \left(1,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)\right.$. Indeed, if $B<2$ and $\zeta(B)<0$, then for all sufficiently large $\left.n, \min \left(1,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)\right)=\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$ by Lemma 3 and $\Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)<0$ by Corollary 2. It follows from Lemma 2.i that for all sufficiently large $n, Z^{+}\left(\Psi_{n}\right)$ is the unique zero of $\Psi_{n}$ in the interval $\min \left(1,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)$. If instead $B \geq 2$, then for all sufficiently large $n,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} \geq 1$ and $\left.\min \left(1,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)\right)=1$ by Lemma 3. It follows from Lemma 2.iii that for all sufficiently large $n, Z^{+}\left(\Psi_{n}\right)$ is the unique zero of $\Psi_{n}$ in the interval $\left(0, \min \left(1,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)\right)$.

Now suppose for contradiction that $\liminf _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)<Z^{+}\left(\Psi_{\infty}\right)$. By Lemma $9, Z^{+}\left(\Psi_{\infty}\right) \in\left(0, \min \left(1, \frac{B^{2}}{4}\right)\right)$, and $\Psi_{\infty}(x)>0$ on $\left[0, Z^{+}\left(\Psi_{\infty}\right)\right)$. It follows that there exists $\epsilon>0$ such that $0<\liminf _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)+\epsilon<\min \left(1, \frac{B^{2}}{4}\right)$, and $\Psi_{\infty}\left(\lim _{\inf _{n \rightarrow \infty}} Z^{+}\left(\Psi_{n}\right)+\epsilon\right)>0$. Thus by Theorem 6 , for all sufficiently large $n$, $\Psi_{n}\left(\lim _{\inf }^{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)+\epsilon\right)>0$. By the monotonicity of $\Psi_{n}(x)$ (from Lemma 1.iv), it follows that for all sufficiently large $n, \Psi_{n}(x)>0$ on $\left(-\infty, \lim \inf _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)+\epsilon\right)$. But by the definition of liminf, there exists an infinite strictly increasing sequence of integers $\left\{n_{i}\right\}$ s.t. $Z^{+}\left(\Psi_{n_{i}}\right)<\lim _{\inf }^{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)+\epsilon$ for all $i$. Thus for all sufficiently large $i, \Psi_{n_{i}}\left(Z^{+}\left(\Psi_{n_{i}}\right)\right)>0$. This is a contradiction, since from definitions $\Psi_{n_{i}}\left(Z^{+}\left(\Psi_{n_{i}}\right)\right)=0$ for all $i$.

Alternatively, suppose for contradiction that $\limsup _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)>Z^{+}\left(\Psi_{\infty}\right)$. By Lemma 9, $Z^{+}\left(\Psi_{\infty}\right) \in\left(0, \min \left(1, \frac{B^{2}}{4}\right)\right)$, and $\Psi_{\infty}(x)<0$ on $\left(Z^{+}\left(\Psi_{\infty}\right), \min \left(1, \frac{B^{2}}{4}\right)\right]$. It follows that there exists $\epsilon>0$ such that $0<\limsup _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)-\epsilon<\min \left(1, \frac{B^{2}}{4}\right)$, and $\Psi_{\infty}\left(\lim \sup _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)-\epsilon\right)<0$. Thus by Theorem 6 , for all sufficiently large $n, \Psi_{n}\left(\limsup _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)-\epsilon\right)<0$. By the monotonicity of $\Psi_{n}(x)$ (from Lemma 1.iv), it follows that for all sufficiently large $n, \Psi_{n}(x)<0$ on $\left(\limsup _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)-\right.$ $\left.\epsilon, \min \left(1,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)\right)$.

By the definition of limsup, there exists an infinite strictly increasing sequence of
integers $\left\{n_{i}\right\}$ s.t. $Z^{+}\left(\Psi_{n_{i}}\right)>\lim \sup _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)-\epsilon$ for all $i$. Combining the above, we find that for all sufficiently large $i, \Psi_{n_{i}}\left(Z^{+}\left(\Psi_{n_{i}}\right)\right)<0$. But this is a contradiction, since from definitions $\Psi_{n_{i}}\left(Z^{+}\left(\Psi_{n_{i}}\right)\right)=0$ for all $i$. We conclude that for the case $B<2$ and $\zeta(B)<0$, or $B \geq 2, \liminf _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)=\lim \sup _{n \rightarrow \infty} Z^{+}\left(\Psi_{n}\right)=Z^{+}\left(\Psi_{\infty}\right)$.

### 2.6 The Zeros of $\zeta(B)$

In this section we characterize the set of $B \in(0,2)$ for which $\zeta(B) \leq 0$, which will allow us to use Theorem 7 effectively. In particular, we prove

Theorem 8. $B^{*} \in\left[2^{\frac{1}{2}}, 2\right) . \zeta(B)>0$ on $\left[0, B^{*}\right)$, and $\zeta(B)<0$ on $\left(B^{*}, 2\right]$.

We also complete the proof of Proposition 1. We begin by proving some properties of the derivatives of $v(x, y)$, which will then enable us to analyze $\zeta^{\prime}(B) \triangleq \frac{d}{d B} \zeta(B)$ using the multivariate chain rule.

Lemma 10. $D_{x-1}(y) \in(0, \infty)$ for $x \leq 1$ and all $y$. Also, $v(x, y)$ is a smooth function of $y$ for $x \leq 1$, and a smooth function of $x$ for $x \leq 1$ and all $y$. Furthermore, $\frac{d}{d y} v(x, y)=x+v^{2}(x, y)-y v(x, y)$.

Proof. Note that if $x \leq 1$ then $D_{x-1}(y)>0$ for all $y$ by (2.3), from which the first part of the lemma follows. Since $D_{x}(y)$ is an entire function of $y$ for each fixed $x$, it follows that for $x \leq 1, v(x, y)$ is a smooth function of $y$. The second part of the lemma then follows from the fact that $D_{x}(y)$ is an entire function of $x$ for all $y$, and (2.3). The final part of the lemma then follows from the chain rule, (2.17), and (2.16).

We now prove some properties, including existence, of $\varphi^{\prime}(B) \triangleq \frac{d}{d B} \varphi(B)$, by applying the chain rule to Lemma 10 .

Lemma 11. $D_{\frac{B^{2}}{4}-1}(-B) \in(0, \infty)$ on $(-\infty, 2]$. Furthermore, $\varphi(B)$ is a differentiable function of $B$ on $(-\infty, 2]$, and on $(-\infty, 2]$ we have

$$
\varphi^{\prime}(B)=\frac{B}{2} \frac{d v}{d x}\left(\frac{B^{2}}{4},-B\right)-\frac{B^{2}}{4}-\varphi^{2}(B)-B \varphi(B)
$$

Proof. $D_{\frac{B^{2}}{4}-1}(-B)>0$ for $B \leq 2$ by (2.3). The lemma then follows from the multivariate chain rule and Lemma 10.

Although it seems clear from Figure 2-1 that $\zeta(B)$ is strictly negative on $\left(B^{*}, 2\right)$, the formal proof of this fact is somewhat involved, and will necessitate careful arguing about $\varphi^{\prime}(B)$. Due to the fact that $\frac{d}{d x} D_{x}(y)$ has no simple analytic form ( as opposed to $\frac{d}{d y} D_{x}(y)$, see (2.17) ), to proceed we will have to derive good bounds for $\frac{d}{d x} v(x, y)$. Our bounds will rely on the concavity of certain functions. We begin by proving that

Lemma 12. For any fixed $y<0, v(x, y)$ is a concave function of $x$ on $(0,1)$.

Proof. We begin by demonstrating that $z_{n, k}(x)$ is a twice-differentiable concave function of $x$ on $(0,1)$ for all $k \leq n$, which will imply that $z_{\infty}(x)$, and ultimately $v(x, y)$ are concave by taking limits. We proceed by induction on $k$. For the base case, consider $k=1$. By definitions, $z_{n, 1}(x)=\lambda_{n}+1-x$, and the assertion is trivial. Now, let us assume the statement is true for $j=1, \ldots, k-1$ with $k-1 \leq n-1$. By definitions, $f_{n, k}(x)=\left(\lambda_{n}+k-x\right) f_{n, k-1}(x)-\lambda_{n}(k-1) f_{n, k-2}(x)$. Since by $(2.5), Z\left(f_{n, n-1}\right)>1$, we have by Lemma 1.i that $f_{n, k-1}(x)>0$ and $f_{n, k-2}(x)>0$, from which it follows that $z_{n, k-1}(x)>0$ and $z_{n, k}(x)=\left(\lambda_{n}+k-x\right)-\lambda_{n}(k-1)\left(z_{n, k-1}(x)\right)^{-1}$. Thus

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} z_{n, k}(x)=\lambda_{n}(k-1)\left(-2 z_{n, k-1}(x)^{-3}\left(\frac{d}{d x} z_{n, k-1}(x)\right)^{2}+z_{n, k-1}(x)^{-2} \frac{d^{2}}{d x^{2}} z_{n, k-1}(x)\right) \tag{2.20}
\end{equation*}
$$

Since $z_{n, k-1}(x)>0,\left(\frac{d}{d x} z_{n, k-1}(x)\right)^{2}>0$, and by the induction hypothesis $\frac{d^{2}}{d x^{2}} z_{n, k-1}(x) \leq$ 0 , it follows from (2.20) that $z_{n, k}(x)$ is twice-differentiable on $(0,1)$ and satisfies
$\frac{d^{2}}{d x^{2}} z_{n, k}(x) \leq 0$ (concavity), proving the induction.
It follows that for any fixed $B>0, z_{\infty}(x)$ is a concave function of $x$ on $(0,1)$, due to Proposition 2, and the fact that pointwise limits of concave functions are concave. The lemma follows, since $v(x, y)=z_{\infty}(x)-B$.

We now use the concavity of $v(x, y)$ and the associated monotonicity of $\frac{d}{d x} v(x, y)$ to prove that

Lemma 13. For any fixed $y<0$ and $x_{0} \in(0,1), \frac{d v}{d x}\left(x_{0}, y\right)<x_{0}^{-1} v\left(x_{0}, y\right)$.
Proof. By Lemma 10 and the Mean Value Theorem, there exists $c \in\left(0, x_{0}\right)$ such that $\frac{d v}{d x}(c, y)=x_{0}^{-1}\left(v\left(x_{0}, y\right)-v(0, y)\right)$. The lemma then follows from concavity, since $v(0, y)>0$ by (2.2).

We now plug our bounds on $\frac{d}{d x} v(x, y)$ from Lemma 13 into Lemma 11 to prove that Lemma 14. For $0<B<2$,

$$
\varphi^{\prime}(B)<\left(\frac{2}{B}-B\right) \varphi(B)-\frac{B^{2}}{4}-\varphi^{2}(B) \leq \frac{1}{B^{2}}-1
$$

Proof. By Lemma 11 and Lemma 13, for $0<B<2$,

$$
\begin{aligned}
\varphi^{\prime}(B) & <\frac{B}{2}\left(\frac{B^{2}}{4}\right)^{-1} \varphi(B)-\frac{B^{2}}{4}-\varphi^{2}(B)-B \varphi(B) \\
& =\left(\frac{2}{B}-B\right) \varphi(B)-\frac{B^{2}}{4}-\varphi^{2}(B)
\end{aligned}
$$

This proves the first inequality. Furthermore, it follows that there exists $x_{B} \in \mathbb{R}$ (we may take $\left.x_{B}=\varphi(B)\right)$ such that $\varphi^{\prime}(B) \leq \alpha\left(B, x_{B}\right) \triangleq\left(\frac{2}{B}-B\right) x_{B}-x_{B}^{2}-\frac{B^{2}}{4}$. Since by elementary calculus, for any fixed $B>0$, the function $\alpha(B, x)$ attains its maximum at $x=\frac{\left(\frac{2}{B}-B\right)}{2}$, we find that for $B \in(0,2)$,

$$
\varphi^{\prime}(B) \leq\left(\frac{2}{B}-B\right)\left(\frac{\left(\frac{2}{B}-B\right)}{2}\right)-\left(\frac{\left(\frac{2}{B}-B\right)}{2}\right)^{2}-\frac{B^{2}}{4}=\frac{1}{B^{2}}-1
$$

We are now in a position to study the zeros of $\zeta(B)$.
Lemma 15. $\zeta(B)>0$ on $\left[0, B^{*}\right)$, and $B^{*} \in(0,2)$.
Proof. By (2.2), $\zeta(0)=\left(2^{\frac{1}{2}} \int_{0}^{\infty} e^{-t^{2}} d t\right)^{-1}>0$, and $\zeta(2)=\frac{-2 e^{-1}}{e^{-1}}+1=-1<0$. By Lemma 11 and definitions, $\zeta(B)$ is a differentiable (and continuous) function of $B$ on $(-\infty, 2]$. It follows from the Intermediate Value Theorem that $B^{*} \in(0,2)$, and $\zeta(B)>0$ on $\left[0, B^{*}\right)$.

Lemma 16. $B^{*} \in\left[2^{\frac{1}{2}}, 2\right)$.
Proof. It is proven in [104] Theorem 4.1 i. that

$$
\begin{equation*}
\gamma_{n} \geq \inf _{k \geq 1}\left(\lambda_{n}+\min (k, n)-\lambda_{n}^{\frac{1}{2}}(\min (k-1, n)+\min (k, n))\right) . \tag{2.21}
\end{equation*}
$$

Note that for $1 \leq k \leq n, \lambda_{n}+\min (k, n)-\lambda_{n}^{\frac{1}{2}}\left(\min ^{\frac{1}{2}}(k-1, n)+\min ^{\frac{1}{2}}(k, n)\right)$ equals

$$
\begin{equation*}
\left(\lambda_{n}^{\frac{1}{2}}-k^{\frac{1}{2}}\right)^{2}+\frac{\lambda_{n}^{\frac{1}{2}}}{k^{\frac{1}{2}}+(k-1)^{\frac{1}{2}}} \geq \frac{1}{2} \frac{\lambda_{n}^{\frac{1}{2}}}{n^{\frac{1}{2}}} . \tag{2.22}
\end{equation*}
$$

For all $k \geq n+1$, the r.h.s. of (2.21) equals $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$. Combining this fact with (2.21) and (2.22), we find that

$$
\begin{equation*}
\gamma_{n} \geq \min \left(\frac{1}{2} \frac{\lambda_{n}^{\frac{1}{2}}}{n^{\frac{1}{2}}},\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right) \tag{2.23}
\end{equation*}
$$

By Lemma 3, $\lim _{n \rightarrow \infty}\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}=\frac{B^{2}}{4}$. Trivially, $\lim _{n \rightarrow \infty} \frac{1}{2} \frac{\lambda^{\frac{1}{n}}}{n^{\frac{1}{2}}}=\frac{1}{2}$. Thus for any $B<2^{\frac{1}{2}}$ and all sufficiently large $n, \frac{1}{2} \frac{\frac{1}{n}}{n^{\frac{1}{2}}}>\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$. It follows that $\gamma_{n} \geq\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$ for all sufficiently large $n$ by (2.23).

Now, suppose for contradiction that $B^{*}<2^{\frac{1}{2}}$. By Lemma 14 and the fact that $B^{*} \in(0,2)$ by Lemma 15 , we have that $\varphi(B)$ is differentiable at $B^{*}$, and $\varphi^{\prime}\left(B^{*}\right)$ is strictly less than

$$
\left(\frac{2}{B^{*}}-B^{*}\right)\left(-\frac{B^{*}}{2}\right)-\frac{B^{* 2}}{4}-\left(-\frac{B^{*}}{2}\right)^{2}=-1
$$

since $\varphi\left(B^{*}\right)=-\frac{B^{*}}{2}$. It follows that $\zeta^{\prime}\left(B^{*}\right)<0$, since $\zeta^{\prime}\left(B^{*}\right)=\varphi^{\prime}\left(B^{*}\right)+\frac{1}{2}$. Thus there exists $\epsilon>0$ s.t. $\zeta(B)<0$ on $\left(B^{*}, B^{*}+\epsilon\right)$ since $\zeta\left(B^{*}\right)=0$. It follows that there exists $B^{\prime} \in\left(0,2^{\frac{1}{2}}\right)$ such that $\zeta\left(B^{\prime}\right)<0$. Thus if we define all relevant functions in terms of $B^{\prime}, \Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)<0$ for all sufficiently large $n$ by Corollary 2. Also, $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}<1$ for all sufficiently large $n$ by Lemma 3. Thus by Lemma 2.i, for all sufficiently large $n, \gamma_{n}<\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$. But this is a contradiction, since we have already shown that $B^{\prime}<2^{\frac{1}{2}}$ implies that $\gamma_{n} \geq\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$ for all sufficiently large $n$, completing the proof.

Proof of Theorem 8. In light of Lemma 15 and Lemma 16, all that remains to be shown is that $\zeta(B)<0$ on $\left(B^{*}, 2\right)$. In light of Lemma 16 , it would suffice to prove that $\zeta(B)$ is strictly decreasing on $\left(2^{\frac{1}{2}}, 2\right)$. But for $B \in\left(2^{\frac{1}{2}}, 2\right), \zeta^{\prime}(B)$ equals

$$
\varphi^{\prime}(B)+\frac{1}{2}<\frac{1}{B^{2}}-1+\frac{1}{2}=0
$$

by Lemma 14. This demonstrates that $\zeta(B)$ is strictly decreasing on $\left(2^{\frac{1}{2}}, 2\right)$, concluding the proof of Theorem 8.

Proof of Proposition 1. That $B^{*} \in\left[2^{\frac{1}{2}}, 2\right)$ follows immediately from Theorem 8. That $Z^{+}\left(\Psi_{\infty}\right)<\min \left(1, \frac{B^{2}}{4}\right)$ for $B>B^{*}$ follows immediately from Theorem 8 and Lemma 9.

### 2.7 Proof of Main Results

In this section we complete the proofs of our main results, Theorem 4 and Corollary 1.

Proof of Theorem 4. First, suppose $0<B<B^{*}$. Then $B<2$ by Theorem 8, and thus $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}<1$ for all sufficiently large $n$ by Lemma 3. $\zeta(B)>0$ by Theorem 8, and thus since $B<2, \Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)>0$ for all sufficiently large $n$ by Corollary 2. It follows from Lemma 2.ii that $\gamma_{n}=\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$ for all sufficiently large $n$. That $\lim _{n \rightarrow \infty} \gamma_{n}=\frac{B^{2}}{4}$ then follows from Lemma 3.

Now, suppose $B=B^{*}$. Since $B^{*}<2$ by Theorem 8 , it follows from Lemma 3 that $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}<1$ for all sufficiently large $n$. By Lemma 2, for all sufficiently large $n$, either $\Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)<0$, in which case $\gamma_{n}=Z^{+}\left(\Psi_{n}\right)$ is the unique zero of $\Psi_{n}$ in the interval $\left(0,\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)$, or $\gamma_{n}=\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$. Let $\left\{n_{i}\right\}$ denote the subsequence of $\{n\}$ for which $\Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)<0$. If $\left\{n_{i}\right\}$ is a finite set, then trivially $\gamma_{n}=\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$ for all sufficiently large $n$. That $\lim _{n \rightarrow \infty} \gamma_{n}=\frac{B^{* 2}}{4}$ then follows from Lemma 3 .

Alternatively, suppose $\left\{n_{i}\right\}$ is an infinite set. Suppose for contradiction that $\liminf _{i \rightarrow \infty} Z^{+}\left(\Psi_{n_{i}}\right)<\frac{B^{* 2}}{4}$. Note that by Lemma $9, Z^{+}\left(\Psi_{\infty}\right)=\frac{B^{* 2}}{4}$, and $\Psi_{\infty}(x)>0$ on $\left[0, \frac{B^{* 2}}{4}\right)$. It follows that there exists $\epsilon>0$ such that $0<\liminf _{i \rightarrow \infty} Z^{+}\left(\Psi_{n_{i}}\right)+\epsilon<$ $\frac{B^{* 2}}{4}<1$ and $\Psi_{\infty}\left(\liminf _{i \rightarrow \infty} Z^{+}\left(\Psi_{n_{i}}\right)+\epsilon\right)>0$. It follows from Lemma 3 and Theorem 6 that for all sufficiently large $i, 0<\liminf _{i \rightarrow \infty} Z^{+}\left(\Psi_{n_{i}}\right)+\epsilon<\left(n_{i}^{\frac{1}{2}}-\lambda_{n_{i}}^{\frac{1}{2}}\right)^{2}<1$ and $\Psi_{n_{i}}\left(\liminf _{i \rightarrow \infty} Z^{+}\left(\Psi_{n_{i}}\right)+\epsilon\right)>0$. By the monotonicity of $\Psi_{n_{i}}(x)$ (from Lemma 1.iv), it follows that for all sufficiently large $i, \Psi_{n_{i}}(x)>0$ on $\left(-\infty, \liminf _{i \rightarrow \infty} Z^{+}\left(\Psi_{n_{i}}\right)+\epsilon\right)$. But by the definition of liminf, there exists an infinite strictly increasing sequence of integers $\left\{n_{i}^{\prime}\right\}$ s.t. $Z^{+}\left(\Psi_{n_{i}^{\prime}}\right)<\lim \inf _{i \rightarrow \infty} Z^{+}\left(\Psi_{n_{i}}\right)+\epsilon$ for all $i$. Thus for all sufficiently large $i, \Psi_{n_{i}^{\prime}}\left(Z^{+}\left(\Psi_{n_{i}^{\prime}}\right)\right)>0$. This is a contradiction, since $\Psi_{n_{i}^{\prime}}\left(Z^{+}\left(\Psi_{n_{i}^{\prime}}\right)\right)=0$ for all $i$. This proves that $\liminf _{i \rightarrow \infty} Z^{+}\left(\Psi_{n_{i}}\right) \geq \frac{B^{* 2}}{4}$.

Note that $\left(n_{i}^{\frac{1}{2}}-\lambda_{n_{i}}^{\frac{1}{2}}\right)^{2}<1$ for all sufficiently large $i$ by Lemma 3 and Proposition

1. It follows from Lemma 2.i that for all sufficiently large $i, Z^{+}\left(\Psi_{n_{i}}\right)<\left(n_{i}^{\frac{1}{2}}-\lambda_{n_{i}}^{\frac{1}{2}}\right)^{2}$, and thus $\lim \sup _{i \rightarrow \infty} Z^{+}\left(\Psi_{n_{i}}\right) \leq \frac{B^{* 2}}{4}$ by Lemma 3. Combining the above, we find that $\lim _{i \rightarrow \infty} Z^{+}\left(\Psi_{n_{i}}\right)=\frac{B^{* 2}}{4}$. Thus $\gamma_{n}$ alternates between two sequences, that of the $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$ and that of the $Z^{+}\left(\Psi_{n_{i}}\right)$, both of which converge to $\frac{B^{* 2}}{4}$, proving that $\lim _{n \rightarrow \infty} \gamma_{n}=\frac{B^{* 2}}{4}=Z^{+}\left(\Psi_{\infty}\right)$.

Now, suppose $B \in\left(B^{*}, 2\right)$. Then $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}<1$ for all sufficiently large $n$ by Lemma 3. $\zeta(B)<0$ by Theorem 8 , and thus since $B<2, \Psi_{n}\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)<0$ for all sufficiently large $n$ by Corollary 2. It follows from Lemma 2.i that $\gamma_{n}=Z^{+}\left(\Psi_{n}\right)$ for all sufficiently large $n$. That $\lim _{n \rightarrow \infty} \gamma_{n}=Z^{+}\left(\Psi_{\infty}\right)$ then follows from Theorem 7 .

Now, suppose $B \geq 2$. Then $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}>1$ for all sufficiently large $n$ by Lemma 3. It follows from Lemma 2.iii that $\gamma_{n}=Z^{+}\left(\Psi_{n}\right)$ for all sufficiently large $n$. That $\lim _{n \rightarrow \infty} \gamma_{n}=Z^{+}\left(\Psi_{\infty}\right)$ then follows from Theorem 7. This treats all cases, and we conclude that $\lim _{n \rightarrow \infty} \gamma_{n} \triangleq \gamma_{B}$ exists for all $B>0$. We also conclude that for $0<B \leq B^{*}, \gamma_{B}=\frac{B^{2}}{4}$; for $B \geq B^{*}, \gamma_{B}=Z^{+}\left(\Psi_{\infty}\right)$.

Proof of Corollary 1. Suppose for contradiction that $\liminf _{n \rightarrow \infty} n^{\frac{1}{2}}\left(1-\rho_{n}^{*}\right)<B^{*}$. Then there exists $\epsilon>0$ and an infinite strictly increasing sequence of integers $\left\{n_{i}\right\}$ s.t. $n_{i}^{\frac{1}{2}}\left(1-\rho_{n_{i}}^{*}\right)<B^{*}-\epsilon$, and thus $\rho_{n_{i}}^{*}>1-\left(B^{*}-\epsilon\right) n_{i}^{-\frac{1}{2}}$. Consider the sequence $\left\{Z_{i}\right\}$ of continuous time markov chains, in which $Z_{i}$ is an $M / M / n_{i}$ queueing system with $\lambda_{n_{i}}=n_{i}-\left(B^{*}-\epsilon\right) n_{i}^{\frac{1}{2}}, \mu=1$. Since $B^{*}-\epsilon<B^{*}$, it follows from Theorem 8 that $\zeta\left(B^{*}-\epsilon\right)>0$ and $B^{*}-\epsilon<2$. Now, let us define all relevant functions (e.g. $\left.\Psi_{n_{i}}(x)\right)$ w.r.t. $B^{*}-\epsilon$. It then follows from Corollary 2 and Lemma 3 that for all sufficiently large $i, \Psi_{n_{i}}\left(\left(n_{i}^{\frac{1}{2}}-\lambda_{n_{i}}^{\frac{1}{2}}\right)^{2}\right)>0$, and $\left(n_{i}^{\frac{1}{2}}-\lambda_{n_{i}}^{\frac{1}{2}}\right)^{2}<1$. Thus by Lemma 2.ii, $\gamma_{n_{i}}=\left(n_{i}^{\frac{1}{2}}-\lambda_{n_{i}}^{\frac{1}{2}}\right)^{2}$ for all sufficiently large $i$. However, note that by assumption $\frac{\lambda_{n_{i}}}{n_{i} \mu}=1-\left(B^{*}-\epsilon\right) n_{i}^{-\frac{1}{2}}<\rho_{n_{i}}^{*}$ for all $i$. But this is a contradiction, since by Theorem $3, \frac{\lambda_{n_{i}}}{n_{i} \mu}<\rho_{n_{i}}^{*}$ implies that the spectral gap $\gamma_{n_{i}}$ of $Z_{i}$ is strictly less than $\left(n_{i}^{\frac{1}{2}}-\lambda_{n_{i}}^{\frac{1}{2}}\right)^{2}$.

Alternatively, suppose for contradiction that $\limsup _{n \rightarrow \infty} n^{\frac{1}{2}}\left(1-\rho_{n}^{*}\right)>B^{*}$. Then
there exists $\epsilon \in\left(0,2-B^{*}\right)$ and an infinite strictly increasing sequence of integers $\left\{n_{i}\right\}$ s.t. $n_{i}^{\frac{1}{2}}\left(1-\rho_{n_{i}}^{*}\right)>B^{*}+\epsilon$, and thus $\rho_{n_{i}}^{*}<1-\left(B^{*}+\epsilon\right) n_{i}^{-\frac{1}{2}}$. Consider the sequence $\left\{Z_{i}\right\}$ of continuous time Markov chains, in which $Z_{i}$ is an $M / M / n_{i}$ queueing system with $\lambda_{n_{i}}=n_{i}-\left(B^{*}+\epsilon\right) n_{i}^{\frac{1}{2}}, \mu=1$. Since $B^{*}+\epsilon \in\left(B^{*}, 2\right)$, it follows from Theorem 8 that $\zeta\left(B^{*}+\epsilon\right)<0$. Now, let us define all relevant functions w.r.t. $B^{*}+\epsilon$. It then follows from Corollary 2 and Lemma 3 that for all sufficiently large $i, \Psi_{n_{i}}\left(\left(n_{i}^{\frac{1}{2}}-\lambda_{n_{i}}^{\frac{1}{2}}\right)^{2}\right)<0$, and $\left(n_{i}^{\frac{1}{2}}-\lambda_{n_{i}}^{\frac{1}{2}}\right)^{2}<1$. Thus by Lemma 2.i, $\gamma_{n_{i}}=Z^{+}\left(\Psi_{n_{i}}\right)<\left(n_{i}^{\frac{1}{2}}-\lambda_{n_{i}}^{\frac{1}{2}}\right)^{2}$ for all sufficiently large $i$. However, note that by assumption $\frac{\lambda_{n_{i}}}{n_{2} \mu}=1-\left(B^{*}+\epsilon\right) n_{i}^{-\frac{1}{2}}>\rho_{n_{i}}^{*}$ for all $i$. But this is a contradiction, since by Theorem $3, \frac{\lambda_{n_{i}}}{n_{i} \mu}>\rho_{n_{i}}^{*}$ implies that the spectral gap $\gamma_{n_{i}}$ of $Z_{i}$ is equal to $\left(n_{i}^{\frac{1}{2}}-\lambda_{n_{i}}^{\frac{1}{2}}\right)^{2}$. It follows that $\liminf _{n \rightarrow \infty} n^{\frac{1}{2}}\left(1-\rho_{n}^{*}\right)=$ $\lim \sup _{n \rightarrow \infty} n^{\frac{1}{2}}\left(1-\rho_{n}^{*}\right)=B^{*}$, completing the proof.

### 2.8 Conclusion and Open Questions

In this chapter we studied the rate of convergence to stationarity of the $M / M / n$ queue in the H-W Regime. We explicitly computed the limit of the exponential rate of convergence to stationarity, i.e. the spectral gap. We proved that there is an interesting phase transition in the system's behavior, occuring when the excess parameter $B$ reaches $B^{*} \approx 1.85772$. For $B<B^{*}$, the exponential rate of convergence is $\frac{B^{2}}{4}$; above $B^{*}$ it is the solution to an equation involving the parabolic cylinder functions. We showed that this transition asymptotically characterizes a phenomenon previously observed to occur for fixed $n$, unifying and simplifying several earlier lines of work.

This work leaves several interesting directions for future research. There are many open questions related to the interaction between weak convergence and convergence to stationarity. Although our results and those of [70] show that for the $M / M / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime there is an 'interchange of limits' in this regard, namely the
limiting rate of convergence equals the rate of convergence of the limit, it is unknown to what extent such an interchange must hold in general. It would also be interesting to prove that a phase transition occurs in other related models, and for preliminary results along these lines the reader is referred to the recent paper [71].

### 2.9 Appendix

### 2.9.1 Proof of Lemma 5

In this subsection, we complete the proof of Lemma 5.

Proof of Lemma 5. By (2.5), $f_{n, n-1}(x)>0$ on ( 0,1 ), and thus by (2.4), $\left(z_{n}(x)-\right.$ $\left.\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}$ equals

$$
\begin{align*}
& \left(\frac{\sum_{k=0}^{n}\binom{n}{k} \lambda_{n}^{k} \prod_{j=1}^{n-k}(j-x)}{\sum_{k=0}^{n-1}\binom{n-1}{k} \lambda_{n}^{k} \prod_{j=1}^{n-1-k}(j-x)}-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}} \\
& =\frac{\sum_{k=0}^{n}\binom{n}{k} \lambda_{n}^{k} \prod_{j=1}^{n-k}(j-x)-\lambda_{n} \sum_{k=0}^{n-1}\binom{n-1}{k} \lambda_{n}^{k} \prod_{j=1}^{n-1-k}(j-x)}{\lambda_{n}^{\frac{1}{2}} \sum_{k=0}^{n-1}\binom{n-1}{k} \lambda_{n}^{k} \prod_{j=1}^{n-1-k}(j-x)} . \tag{2.24}
\end{align*}
$$

Note that the numerator of (2.24) equals

$$
\begin{align*}
& \prod_{j=1}^{n}(j-x)+\sum_{k=1}^{n}\binom{n}{k} \lambda_{n}^{k} \prod_{j=1}^{n-k}(j-x)-\sum_{k=0}^{n-1}\binom{n-1}{(k+1)-1} \lambda_{n}^{k+1} \prod_{j=1}^{n-(k+1)}(j-x) \\
& \quad=(n-1)!\sum_{k=0}^{n}(n-k) \prod_{j=1}^{n-k}\left(1-\frac{x}{j}\right) \frac{\lambda_{n}^{k}}{k!} \tag{2.25}
\end{align*}
$$

and the denominator of (2.24) equals

$$
\begin{aligned}
\lambda_{n}^{-\frac{1}{2}} \sum_{k=0}^{n-1}\binom{n-1}{(k+1)-1} \lambda_{n}^{k+1} \prod_{j=1}^{n-(k+1)}(j-x) & =\lambda_{n}^{-\frac{1}{2}} \sum_{k=1}^{n} \frac{k}{n}\binom{n}{k} \lambda_{n}^{k} \prod_{j=1}^{n-k}(j-x) \\
& =\lambda_{n}^{-\frac{1}{2}}(n-1)!\sum_{k=0}^{n} k \prod_{j=1}^{n-k}\left(1-\frac{x}{j}\right) \frac{\lambda^{k}}{k!26)}
\end{aligned}
$$

Combining (2.25) and (2.26), and normalizing both by $\frac{e^{-\lambda_{n}}}{(n-1)!}$, we find that $\left(z_{n}(x)-\right.$ $\left.\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}$ equals

$$
\begin{equation*}
\lambda_{n}^{\frac{1}{2}} \frac{\sum_{k=0}^{n}(n-k) \prod_{j=1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}}{\sum_{k=0}^{n} k \prod_{j=1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}} . \tag{2.27}
\end{equation*}
$$

We now demonstrate that the numerator of (2.27) (ignoring the $\lambda_{n}^{\frac{1}{2}}$ prefactor) is bounded from below by

$$
\prod_{j=1}^{T}\left(1-\frac{x}{j}\right) \sum_{k=0}^{n-(T+1)}(n-k) \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!},
$$

and bounded from above by

$$
\prod_{j=1}^{T}\left(1-\frac{x}{j}\right)\left(\sum_{k=0}^{n-(T+1)}(n-k) \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}+\frac{(T+1)^{2}}{\prod_{j=1}^{T}\left(1-\frac{x}{j}\right) n^{\frac{1}{2}}}\right) .
$$

Note that by a simple application of Stirling's Inequality, we find that

$$
\lim _{n \rightarrow \infty} n^{\frac{1}{2}} e^{-\lambda_{n}} \frac{\lambda_{n}^{\left\lfloor\lambda_{n}\right\rfloor}}{\left\lfloor\lambda_{n}\right\rfloor!}=\left(2 \pi^{\frac{1}{2}}\right)^{-1}
$$

Thus we may w.l.o.g. assume that $n$ is sufficiently large to ensure that
 assume this throughout.

The numerator of (2.27) equals

$$
\begin{align*}
& \prod_{j=1}^{T}\left(1-\frac{x}{j}\right)\left(\sum_{k=0}^{n-(T+1)}(n-k) \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}\right.  \tag{2.28}\\
+ & \left.\left(\prod_{j=1}^{T}\left(1-\frac{x}{j}\right)\right)^{-1} \sum_{k=n-T}^{n}(n-k) \prod_{j=1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}\right) .
\end{align*}
$$

The second summand in (2.28) is non-negative, yielding a trivial lower bound. We now obtain an upper bound on the same expression. Since the mode of a Poisson r.v. with mean $\lambda_{n}$ is $\left\lfloor\lambda_{n}\right\rfloor$, and by assumption $e^{\left.-\lambda_{n} \lambda_{n} \lambda_{n}\right\rfloor}\left\lfloor n^{-\frac{1}{2}}\right.$, we have that for all $k \geq 0$,

$$
\begin{equation*}
e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!} \leq e^{-\lambda_{n}} \frac{\lambda_{n}^{\left\lfloor\lambda_{n}\right\rfloor}}{\left\lfloor\lambda_{n}\right\rfloor!} \leq n^{-\frac{1}{2}} \tag{2.29}
\end{equation*}
$$

We now use the fact that $n-k \leq T+1$ for $k \geq n-T, 1-\frac{x}{j} \leq 1$, and (2.29) to conclude that the second summand in (2.28) is at most $\frac{(T+1)^{2}}{\prod_{j=1}^{T}\left(1-\frac{x}{j}\right) n^{\frac{1}{2}}}$. Combining our lower and upper bounds on (2.28) proves the desired bound on the numerator of (2.27).

We now demonstrate that the denominator of (2.27) is bounded from below by

$$
\prod_{j=1}^{T}\left(1-\frac{x}{j}\right) \sum_{k=0}^{n-(T+1)} k \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}
$$

and bounded from above by

$$
\prod_{j=1}^{T}\left(1-\frac{x}{j}\right)\left(\sum_{k=0}^{n-(T+1)} k \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}+\frac{(T+1) n^{\frac{1}{2}}}{\prod_{j=1}^{T}\left(1-\frac{x}{j}\right)}\right) .
$$

Note that the denominator of (2.27) is equal to

$$
\begin{align*}
& \prod_{j=1}^{T}\left(1-\frac{x}{j}\right)\left(\sum_{k=0}^{n-(T+1)} k \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}\right.  \tag{2.30}\\
+ & \left.\left(\prod_{j=1}^{T}\left(1-\frac{x}{j}\right)\right)^{-1} \sum_{k=n-T}^{n} k \prod_{j=1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}\right) .
\end{align*}
$$

We now bound the second summand in (2.30). Note that it is non-negative, yielding a trivial lower bound. Also, it is at most

$$
\frac{T+1}{\prod_{j=1}^{T}\left(1-\frac{x}{j}\right)} \max _{n-T \leq k \leq n} k \prod_{j=1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!} \leq \frac{(T+1) n^{\frac{1}{2}}}{\prod_{j=1}^{T}\left(1-\frac{x}{j}\right)} \quad \text { by (2.29). }
$$

Combining our lower and upper bounds on (2.30) proves the desired bound on the denominator of (2.27).

Combining the above upper and lower bounds for the numerator and denominator of (2.27), it follows that

$$
\begin{equation*}
\left(z_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}} \geq \lambda_{n}^{\frac{1}{2}} \frac{\sum_{k=0}^{n-(T+1)}(n-k) \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n} \frac{\lambda_{n}^{k}}{k!}}}{\sum_{k=0}^{n-(T+1)} k \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}+\frac{(T+1) n^{\frac{1}{2}}}{\prod_{j=1}^{T}\left(1-\frac{x}{j}\right)}}, \tag{2.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(z_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}} \leq \lambda_{n}^{\frac{1}{2}} \frac{\sum_{k=0}^{n-(T+1)}(n-k) \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}+\frac{(T+1)^{2}}{\prod_{j=1}^{T}\left(1-\frac{x}{j}\right) n^{\frac{1}{2}}}}{\sum_{k=0}^{n-(T+1)} k \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}} . \tag{2.32}
\end{equation*}
$$

We now simplify the terms in (2.31) and (2.32) containing products of the form
$\prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right)$, by proving that for all $n \geq T+1$, and $k \in[0, n-T-1]$,

$$
\begin{equation*}
e^{-2 T^{-1}}(n-k)^{-x} T^{x} \leq \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) \leq e^{2 T^{-1}}(n-k)^{-x} T^{x} \tag{2.33}
\end{equation*}
$$

Indeed, since $0<x<1$, by a simple Taylor series expansion we have that for $j \geq 3$, $1 \leq \frac{e^{-\frac{x}{3}}}{1-\frac{x}{j}} \leq 1+\frac{1}{j^{2}}$. Thus for $j \geq T+1$,

$$
\prod_{j=T+1}^{n-k} \frac{e^{-\frac{x}{j}}}{\left(1-\frac{x}{j}\right)} \leq \prod_{j=T+1}^{n-k}\left(1+\frac{1}{j^{2}}\right) \leq e^{\int_{T}^{\infty} \frac{1}{x^{2}} d x}=e^{T^{-1}},
$$

and

$$
\begin{equation*}
e^{-T^{-1}} \prod_{j=T+1}^{n-k} e^{-\frac{x}{j}} \leq \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) \leq \prod_{j=T+1}^{n-k} e^{-\frac{x}{j}} \tag{2.34}
\end{equation*}
$$

It follows from [118], and the fact that $n-k>T$, that

$$
\begin{equation*}
\log \left(\frac{n-k}{T}\right)-\frac{1}{2 T} \leq H_{n-k}-H_{T} \leq \log \left(\frac{n-k}{T}\right)+\frac{1}{2 T} . \tag{2.35}
\end{equation*}
$$

Combining (2.34) and (2.35) yields

$$
\begin{equation*}
e^{-T^{-1}} e^{-\frac{x}{2 T}}(n-k)^{-x} T^{x} \leq \prod_{j=T+1}^{n-k}\left(1-\frac{x}{j}\right) \leq e^{\frac{x}{2 T}}(n-k)^{-x} T^{x} \tag{2.36}
\end{equation*}
$$

Since $0<x<1$ we have $0<\frac{x}{2 T}<\frac{1}{2 T}$, and the desired bound follows from (2.36).
Combining (2.31), (2.32), and (2.33), with the assumptions on $n$, it follows that $\left(z_{n}(x)-\lambda_{n}\right) \lambda_{n}^{-\frac{1}{2}}$ is at least

$$
\begin{equation*}
\frac{e^{-2 T^{-1}} \sum_{k=0}^{n-(T+1)}(n-k)^{1-x} e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}}{e^{2 T^{-1}} \sum_{k=0}^{n-(T+1)} k \lambda_{n}^{-\frac{1}{2}}(n-k)^{-x} e^{-\lambda_{n} \frac{\lambda_{n}^{k}}{k!}}+C_{T, x}}, \tag{2.37}
\end{equation*}
$$

and at most

$$
\begin{equation*}
\frac{e^{2 T^{-1}} \sum_{k=0}^{n-(T+1)}(n-k)^{1-x} e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}+C_{T, x} n^{-\frac{1}{2}}}{e^{-2 T^{-1}} \sum_{k=0}^{n-(T+1)} k \lambda_{n}^{-\frac{1}{2}}(n-k)^{-x} e^{-\lambda_{n} \frac{\lambda_{n}^{k}}{k!}}} . \tag{2.38}
\end{equation*}
$$

With Inequalities (2.37) and (2.38) in hand, we are now in a position to complete the proof of Lemma 5 . We begin by proving the lower bound. The term $\sum_{k=0}^{n-(T+1)} k \lambda_{n}^{-\frac{1}{2}}(n-k)^{-x} e^{-\lambda_{n}} \frac{\lambda}{k!}$ appearing in the denominator of (2.37) is at most

$$
\begin{align*}
& \sum_{k=0}^{\left\lceil n-T^{-1} n^{\frac{1}{2}}\right\rceil} k(n-k)^{-x} \lambda_{n}^{-\frac{1}{2}} \frac{e^{-\lambda_{n}} \lambda_{n}^{k}}{k!}  \tag{2.39}\\
& \quad+\max _{\left[n-T^{-1} n^{\frac{1}{2}}\right\rceil+1 \leq k \leq n}\left(k \lambda_{n}^{-\frac{1}{2}} e^{-\lambda_{n}} \frac{\lambda_{n}^{k}}{k!}\right) \sum_{k=\left\lceil n-T^{-1} n^{\frac{1}{2}}\right\rceil+1}^{n-(T+1)}(n-k)^{-x} . \tag{2.40}
\end{align*}
$$

It follows from (2.29), and the fact that $\frac{n}{\lambda_{n}} \leq 2$, that the second summand of (2.39) is at most

$$
\frac{n}{\lambda_{n}^{\frac{1}{2}}} n^{-\frac{1}{2}} \sum_{k=\left[n-T^{-1} n^{\frac{1}{2}}\right]+1}^{n-(T+1)}(n-k)^{-x} \leq\left(\frac{n}{\lambda_{n}}\right)^{\frac{1}{2}} \int_{0}^{T^{-1} n^{\frac{1}{2}}} y^{-x} d y \leq \frac{2 T^{-(1-x)} n^{\frac{1-x}{2}}}{1-x}
$$

Using the above to upper-bound the denominator of (2.37), and then multiplying both numerator and denominator by $\lambda_{n}^{\frac{x-1}{2}}$, completes the proof of the lower bound.

We now prove the upper bound. By non-negativity the denominator of (2.38) is at least

$$
e^{-2 T^{-1}} \sum_{k=0}^{\left[n-T^{-1} n^{\left.\frac{1}{2}\right\rceil}\right.} k \lambda_{n}^{\lambda^{-\frac{1}{2}}}(n-k)^{-x} \frac{e^{-\lambda_{n}} \lambda_{n}^{k}}{k!} .
$$

The upper bound then follows from (2.38) and multiplying both numerator and denominator by $\lambda_{n}^{\frac{x-1}{2}}$, completing the proof of the lemma.

## Chapter 3

## Explicit Bounds on the Distance to Steady-state for the $M / M / n$ Queue in the Halfin-Whitt Regime

### 3.1 Introduction and Literature Review

It is well-known that the steady-state behavior of the $M / M / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime is quite simple in practice [52], while the transient dynamics are more complicated [52], and it is common to use the steady-state approximation to the transient distribution. Thus it is important to understand the quality of the steady-state approximation. In Chapter 2, we identified the rate of convergence to steady-state of the $M / M / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime, up to exponential order. However, in many applications it is desirable to have explicit bounds on the error of the steady-state approximation, as opposed to just an understanding of its behavior up to exponential order. It seems that prior to this thesis, no such explicit bounds had been studied for the $M / M / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime.

As discussed in Section 2.1, the question of how quickly the positive recurrent $M / M / n$ queue approaches stationarity has a rich history in the queueing literature. The most relevant work is that of Karlin and McGregor [62], who worked out a powerful and elegant theory that gave explicit integral representations for the transient distributions of b-d-p. In [63], they applied their framework to the $M / M / n$ queue, giving integral representations for the transient distribution of the $M / M / n$ queue. As explained in Section 2.1, these representations involve integrals w.r.t. a certain spectral measure, which is itself defined in terms of the set of zeros of a high-degree polynomial. Thus these integrals may be difficult to evaluate numerically, and it is unclear how to translate the representations into simple, usable bounds in the $\mathrm{H}-\mathrm{W}$ regime.

Although much of the literature on the rate of convergence to steady-state of the $M / M / n$ queue has focused on the exponential rate of convergence (i.e. spectral gap, see Section 2.1), some explicit bounds have been proven. In [119], Zeifman used tools from the theory of differential equations to give explicit bounds on the total variational distance between the transient and steady-state distributions of a b-d-p, and explicitly examines the $M / M / n$ queue. In [106], van Doorn and Zeifman used the techniques developed in [119] to derive explicit bounds on the distance to stationarity for a different queueing model, and examined how their bounds perform in a certain heavy-traffic regime (not H-W). In [107], the authors extended the results of [119] and [106]. In [23], Chen developed very general bounds for the distance to stationarity for Markov chains, and then applied these to b-d-p. However, these bounds are generally not studied in the H-W regime, and thus may not scale desirably with $n$ in the $\mathrm{H}-\mathrm{W}$ regime. We note that the complexity of bounding the distance to stationarity uniformly for a sequence of b-d-p is related to the cutoff phenomenon for Markov chains [31], which has been studied in the context of queueing systems [42].

In this chapter, we prove explicit bounds on the distance to stationarity for the
$M / M / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime, when $B<B^{*}$, e.g. characterizing the error in estimating the transient probability of delay by the corresponding steady-state quantity. Our bounds hold for any sufficiently large fixed $n$, i.e. number of servers, and scale independently of $n$ in the $\mathrm{H}-\mathrm{W}$ regime. Also, we use our bounds to provide a heuristic rule-of-thumb which could be used to determine the time it takes an overloaded (underloaded) queueing system to return (probabilistically) to the steadystate.

### 3.1.1 Outline of chapter

The rest of the chapter proceeds as follows. In Section 3.2, we state our main results. In Section 3.3, we present the proof of our main theorem. In Section 3.4, we compare our bounds to other bounds from the literature. In Section 3.5 we summarize our main results and present ideas for future research. We include a technical appendix in Section 3.6.

### 3.2 Main Results

### 3.2.1 Definitions and notations

We now recall several important quantities (defined in Chapter 2) for the $M / M / n$ queue $\mathcal{Q}^{n}$, namely the $M / M / n$ queue with arrival rate $\lambda_{n}=n-B n^{\frac{1}{2}}$ and service rate $\mu=1$. Recall that $Q^{n}(t)$ denotes the number in system at time $t$ in $\mathcal{Q}^{n}$. As in Chapter 2, $P_{i, j}^{n}(t)=\operatorname{Pr}\left(Q^{n}(t)=j \mid Q^{n}(0)=i\right), P_{j}^{n}(\infty)=\operatorname{Pr}\left(Q^{n}(\infty)=j\right), P_{i, \leq j}^{n}(t)=$ $\sum_{k=0}^{j} P_{i, k}^{n}(t)$, and $P_{\leq j}^{n}(\infty)=\sum_{k=0}^{j} P_{k}^{n}(\infty)$. Unless otherwise stated, all functions are defined only for real values of $x$. All empty products are assumed to be equal to unity, and all empty summations are assumed to be equal to zero.

### 3.2.2 Main results

We now state our explicit bounds on the distance to stationarity for the case $B<B^{*}$.
Theorem 9. Let us fix some $B \in\left(0, B^{*}\right)$ and $a_{1}, a_{2} \in \mathbb{R}$. Let $\alpha=\max \left(\left|a_{1}\right|,\left|a_{2}\right|\right)$. Then there exists $N_{B, a_{1}, a_{2}}<\infty$, depending only on $B, a_{1}, a_{2}$, s.t. for all $n \geq N_{B, a_{1}, a_{2}}$ and $t \geq 1$,

$$
\begin{equation*}
\left|n^{\frac{1}{2}} P_{\left\lceil n+a_{1} n^{\frac{1}{2}}\right\rceil,\left\lceil n+a_{2} n^{\left.\frac{1}{2}\right\rceil}\right.}^{n}(t)-n^{\frac{1}{2}} P_{\left\lceil n+a_{2} n^{\left.\frac{1}{2}\right\rceil}\right.}^{n}(\infty)\right| \leq t^{-\frac{1}{2}} \exp \left(120\left(\alpha^{2}+1\right)-\frac{B^{2}}{4} t\right), \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|P_{\left\lceil n+a_{1} n^{\frac{1}{2}}\right\rceil, \leq\left\lceil n+a_{2} n^{\frac{1}{2}}\right\rceil}^{n}(t)-P_{\leq\left\lceil n+a_{2} n^{\frac{1}{2}}\right\rceil}^{n}(\infty)\right| \leq B^{-1} t^{-\frac{1}{2}} \exp \left(120\left(\alpha^{2}+1\right)-\frac{B^{2}}{4} t\right) \tag{3.2}
\end{equation*}
$$

Note that Theorem 9 provides a bound for any sufficiently large fixed $n$ and all times greater than 1 , which is stronger than the bounds that would follow by naively applying the weak-convergence theory. Indeed, using the weak-convergence theory one could derive bounds of the form 'for any fixed time $t$, there exists a sufficiently large $N_{t}$ s.t. $n \geq N_{t}$ implies ...', but these bounds would be too weak to make statements about all time for any fixed n. Furthermore, in light of the results of Chapter 2, the exponent $\frac{B^{2}}{4}$ is asymptotically the best possible. We note that although we were able to derive partial results for the case $B \geq B^{*}$, the derived bounds were considerably more complicated than those of Theorem 9, and we leave it as an open question to derive simple explicit bounds for the case $B \geq B^{*}$.

We now discuss a practical 'rule-of-thumb' interpretation of Theorem 9 in the context of managing call centers. Suppose one is operating a call center in the H-W regime (with $0<B<B^{*}$ ) and at time $t=0$ the center begins either very overloaded $\left(Q(0)=n+a n^{\frac{1}{2}}\right)$ or underloaded $\left(Q(0)=n-a n^{\frac{1}{2}}\right)$ with $a \gg 0$ a large constant
(independent of $n$ ). Then Theorem 9 says that for any $\epsilon>0$, the probability that a caller at time $t_{a, B}^{*} \triangleq \frac{240}{B^{2}} a^{2}+\frac{4}{B^{2}} \log \left(\frac{1}{\epsilon}\right)$ has to wait for service will be roughly within $\epsilon$ of the probability that a caller in steady-state has to wait for service. In particular, after $t_{a, B}^{*}$ time units have elapsed, the system will have returned to within $\epsilon$ of steady-state.

### 3.3 Proof of Main Result

In this section we prove our main result.

### 3.3.1 K-M representation when the traffic intensity is at least <br> $$
\rho_{n}^{*} .
$$

In this subsection we formally state Karlin and McGregor's representation for the transient distribution of the $M / M / n$ queue, as derived in [63] and reviewed in [102], when the traffic intensity is at least $\rho_{n}^{*}$ (defined in Section 2.1). In particular, recall from Section 2.1, in particular Theorem 3, that in [102] van Doorn proved that for any fixed $n$, there exists $\rho_{n}^{*} \in[0,1)$ s.t. if $\frac{\lambda_{n}}{n} \geq \rho_{n}^{*}$, then the spectral measure appearing in the K-M integral representation for $\left\{P_{i, j}^{n}(t), i, j \geq 0\right\}$ has no jumps away from the origin. As proven in [102], in this case the K-M integral representation simplifies considerably. We now introduce some additional notations, and then explicitly give the K-M integral representation for $P_{i, j}^{n}(t)$, for the case $\frac{\lambda_{n}}{n} \geq \rho_{n}^{*}$. We define

$$
Q_{n, k}(x) \triangleq \begin{cases}1 & \text { if } \mathrm{k}=0  \tag{3.3}\\ 1-\frac{x}{\lambda_{n}} & \text { if } \mathrm{k}=1 \\ \left(1-\frac{x}{\lambda_{n}}+\frac{\min (k-1, n)}{\lambda_{n}}\right) Q_{n, k-1}(x)-\frac{\min (k-1, n)}{\lambda_{n}} Q_{n, k-2}(x) & \text { otherwise }\end{cases}
$$

and let $c_{n}(x) \triangleq Q_{n, n}^{2}(x)-Q_{n, n-1}(x) Q_{n, n+1}(x)$. We note that the $Q_{n, k}(x)$ polynomials can be related to the well-studied Poisson-Charlier polynomials, and refer the reader to [102] for details. Also, it is proven in [102] that $x \in\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2},\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)$ implies $c_{n}(x)>0$. We define

$$
b_{n}(x) \triangleq \begin{cases}\left(4 \lambda_{n} n-\left(\lambda_{n}+n-x\right)^{2}\right)^{\frac{1}{2}} & \text { if }\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} \leq x \leq\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2} \\ \infty & \text { otherwise }\end{cases}
$$

Note that $b_{n}(x)$ is real-valued for $x \in\left[\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2},\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}\right]$, and therefore

$$
\begin{equation*}
b_{n}(x)=\left(x-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)^{\frac{1}{2}}\left(\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}-x\right)^{\frac{1}{2}} \tag{3.4}
\end{equation*}
$$

We also define

$$
g_{n}(k) \triangleq \begin{cases}\frac{\lambda_{n}^{k}}{k!} & \text { if } 0 \leq k \leq n \\ \frac{\lambda_{n}^{n}}{n!}\left(\frac{\lambda_{n}}{n}\right)^{k-n} & \text { otherwise }\end{cases}
$$

We now formally state Karlin and McGregor's representation for the transient distribution of the $M / M / n$ queue, as derived in [63] and reviewed in [102], when the traffic intensity is at least $\rho_{n}^{*}$. Namely, it follows from the K-M representation that if $\frac{\lambda_{n}}{n} \geq \rho_{n}^{*}$, then for all $i, j \geq 0$,

## Theorem 10.

$P_{i, j}^{n}(t)-P_{j}^{n}(\infty)=(2 \pi)^{-1} g_{n}(j) \frac{n!}{\lambda_{n}^{n}}\left(\lambda_{n} n\right)^{-1} \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}} e^{-x t} Q_{n, i}(x) Q_{n, j}(x) b_{n}(x) c_{n}(x)^{-1} d x$.

### 3.3.2 Bounds for $\left|Q_{n, n}(x)\right|,\left|Q_{n, n-1}(x)\right|$, and $\left|Q_{n, n}(x)-Q_{n, n-1}(x)\right|$

In this subsection we prove some bounds for $\left|Q_{n, n}(x)\right|,\left|Q_{n, n-1}(x)\right|$, and $\mid Q_{n, n}(x)-$ $Q_{n, n-1}(x) \mid$ in terms of $c_{n}(x)$ and $b_{n}(x)$. Let $h_{n}(x) \triangleq 2 n b_{n}(x)^{-1}$. Then we prove that

Lemma 17. For all $x \in\left(\left(n^{\frac{1}{2}}-\sqrt{\lambda_{n}}\right)^{2},\left(n^{\frac{1}{2}}+\sqrt{\lambda_{n}}\right)^{2}\right)$,
(i) $\left|Q_{n, n}(x)\right| c_{n}(x)^{-\frac{1}{2}} \leq h_{n}(x)$,
(ii) $\left|Q_{n, n-1}(x)\right| c_{n}(x)^{-\frac{1}{2}} \leq h_{n}(x)$,
(iii) $\left|Q_{n, n}(x)-Q_{n, n-1}(x)\right| c_{n}(x)^{-\frac{1}{2}} \leq\left(\frac{x}{n}\right)^{\frac{1}{2}} h_{n}(x)$.

Proof. It follows from the definition of the $Q_{n, k}(x)$ polynomials that

$$
\begin{equation*}
c_{n}(x)=Q_{n, n}^{2}(x)-\frac{\lambda_{n}+n-x}{\lambda_{n}} Q_{n, n}(x) Q_{n, n-1}(x)+\frac{n}{\lambda_{n}} Q_{n, n-1}^{2}(x) . \tag{3.5}
\end{equation*}
$$

We now prove assertion i. First, note that $b_{n}(x)>0$ and $c_{n}(x)=Q_{n, n}^{2}(x)-Q_{n, n-1}(x) Q_{n, n+1}(x)>0$, ensuring that $c_{n}(x)^{-1}$ and $b_{n}(x)^{-1}$ are well-defined. If $Q_{n, n}(x)=0$, then $\left|Q_{n, n}(x)\right| c_{n}(x)^{-\frac{1}{2}}=0<h_{n}(x)$. If $Q_{n, n}(x) \neq 0$ then

$$
\begin{align*}
Q_{n, n}^{2}(x) c_{n}(x)^{-1} & =\left(1-\frac{\lambda_{n}+n-x}{\lambda_{n}} \frac{Q_{n, n-1}(x)}{Q_{n, n}(x)}+\frac{n}{\lambda_{n}}\left(\frac{Q_{n, n-1}(x)}{Q_{n, n}(x)}\right)^{2}\right)^{-1} \\
& \leq \sup _{z \in \mathbb{R}}\left(1-\frac{\lambda_{n}+n-x}{\lambda_{n}} z+\frac{n}{\lambda_{n}} z^{2}\right)^{-1} \tag{3.6}
\end{align*}
$$

By elementary calculus, $\alpha_{1}(z) \triangleq 1-\frac{\lambda_{n}+n-x}{\lambda_{n}} z+\frac{n}{\lambda_{n}} z^{2}$ is a convex function of $z$ minimized at $z=\frac{\lambda_{n}+n-x}{2 n}$, and $\alpha_{1}\left(\frac{\lambda_{n}+n-x}{2 n}\right)=\frac{b_{n}^{2}(x)}{4 \lambda_{n} n}$. Combining with (3.6), taking the square root of both sides, and observing that $2 \sqrt{\lambda_{n} n}<2 n$ completes the proof of i .

We now prove assertion ii. If $Q_{n, n-1}(x)=0$, then $\left|Q_{n, n-1}(x)\right| c_{n}(x)^{-\frac{1}{2}}=0<h_{n}(x)$.

If $Q_{n, n-1}(x) \neq 0$ then

$$
\begin{align*}
Q_{n, n-1}^{2}(x) c_{n}(x)^{-1} & =\left(\left(\frac{Q_{n, n}(x)}{Q_{n, n-1}(x)}\right)^{2}-\frac{\lambda_{n}+n-x}{\lambda_{n}} \frac{Q_{n, n}(x)}{Q_{n, n-1}(x)}+\frac{n}{\lambda_{n}}\right)^{-1} \\
& \leq \sup _{z \in \mathbb{R}}\left(z^{2}-\frac{\lambda_{n}+n-x}{\lambda_{n}} z+\frac{n}{\lambda_{n}}\right)^{-1} \tag{3.7}
\end{align*}
$$

Letting $\alpha_{2}(z) \triangleq z^{2}-\frac{\lambda_{n}+n-x}{\lambda_{n}} z+\frac{n}{\lambda_{n}}$, we find by elementary calculus that $\alpha_{2}(z)$ is a convex function of $z$ minimized at $z=\frac{\lambda_{n}+n-x}{2 \lambda_{n}}$, and $\alpha_{2}\left(\frac{\lambda_{n}+n-x}{2 \lambda_{n}}\right)=\frac{b_{n}^{2}(x)}{4 \lambda_{n}^{2}}$. Combining with (3.7), taking the square root of both sides, and observing that $2 \lambda_{n}<2 n$ completes the proof of ii.

We now prove assertion iii. It is shown in [102] that $Q_{n, n}(x)$ and $Q_{n, n-1}(x)$ do not have any common zeros. Thus first suppose $Q_{n, n}(x)=0$. Then from (3.5), $c_{n}(x)=\frac{n}{\lambda_{n}} Q_{n, n-1}^{2}(x)$. Thus

$$
\begin{equation*}
\left(Q_{n, n}(x)-Q_{n, n-1}(x)\right)^{2} c_{n}(x)^{-1}=\frac{Q_{n, n-1}^{2}(x)}{\frac{n}{\lambda_{n}} Q_{n, n-1}^{2}(x)}=\frac{\lambda_{n}}{n} . \tag{3.8}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\frac{4 \lambda_{n} x}{b_{n}^{2}(x)}=\frac{4 \lambda_{n} x}{4 \lambda_{n} n-\left(\lambda_{n}+n-x\right)^{2}}=1+\frac{\left(\lambda_{n}+x-n\right)^{2}}{b_{n}^{2}(x)} \geq 1 . \tag{3.9}
\end{equation*}
$$

Combining (3.8) and (3.9) with the fact that $\frac{\lambda_{n}}{n}<1$, we find that

$$
\begin{equation*}
\left(Q_{n, n}(x)-Q_{n, n-1}(x)\right)^{2} c_{n}(x)^{-1} \leq \frac{4 \lambda_{n} x}{b_{n}^{2}(x)} . \tag{3.10}
\end{equation*}
$$

Now suppose $Q_{n, n-1}(x)=0$. Then from (3.5), $c_{n}(x)=Q_{n, n}^{2}(x)$, and it follows from (3.9) that

$$
\begin{equation*}
\left(Q_{n, n}(x)-Q_{n, n-1}(x)\right)^{2} c_{n}(x)^{-1}=\frac{Q_{n, n}^{2}(x)}{Q_{n, n}^{2}(x)}=1 \leq \frac{4 \lambda_{n} x}{b_{n}^{2}(x)} \tag{3.11}
\end{equation*}
$$

Now suppose $Q_{n, n}(x) \neq 0$ and $Q_{n, n-1}(x) \neq 0$. Then

$$
\begin{align*}
\left(Q_{n, n}(x)-Q_{n, n-1}(x)\right)^{2} c_{n}(x)^{-1} & =\frac{\left(\frac{Q_{n, n}(x)}{Q_{n, n-1}(x)}-1\right)^{2}}{\left(\frac{Q_{n, n}(x)}{Q_{n, n-1}(x)}\right)^{2}-\frac{\lambda_{n}+n-x}{\lambda_{n}} \frac{Q_{n, n}(x)}{Q_{n, n-1}(x)}+\frac{n}{\lambda_{n}}} \\
& \leq \sup _{z \in \mathbb{R}} \frac{(z-1)^{2}}{z^{2}-\frac{\lambda_{n}+n-x}{\lambda_{n}} z+\frac{n}{\lambda_{n}}} . \tag{3.12}
\end{align*}
$$

Let $\alpha_{3}(z) \triangleq \frac{(z-1)^{2}}{z^{2}-\frac{\lambda_{n}+n-x}{\lambda_{n}} z+\frac{n}{\lambda_{n}}}$. Note that $\inf _{z \in \mathbb{R}}\left(z^{2}-\frac{\lambda_{n}+n-x}{\lambda_{n}} z+\frac{n}{\lambda_{n}}\right)>0$ from our earlier analysis of $\alpha_{2}(z)$. Thus by elementary calculus, $\alpha_{3}(z)$ is a continuously differentiable rational function of $z$ on $\mathbb{R}$, and

$$
\frac{d}{d z} \alpha_{3}(z)=\frac{(z-1)\left(\left(n-\lambda_{n}+x\right)+\left(\lambda_{n}-n+x\right) z\right)}{\lambda_{n}\left(z^{2}-\frac{\lambda_{n}+n-x}{\lambda_{n}} z+\frac{n}{\lambda_{n}}\right)^{2}} .
$$

It follows that the zeros of $\frac{d}{d z} \alpha_{3}(z)$ occur at $z=1$ and $z=\frac{\lambda_{n}-n-x}{\lambda_{n}-n+x}$. Thus by elementary calculus, $\sup _{z \in \mathbb{R}} \alpha_{3}(z)$ must be one of $\alpha_{3}(1), \alpha_{3}\left(\frac{\lambda_{n}-n-x}{\lambda_{n}-n+x}\right), \lim _{z \rightarrow-\infty} \alpha_{3}(z), \lim _{z \rightarrow \infty} \alpha_{3}(z)$. Trivially, $\alpha_{3}(1)=0$, and $\lim _{z \rightarrow-\infty} \alpha_{3}(z)=\lim _{z \rightarrow \infty} \alpha_{3}(z)=1$. Furthermore,

$$
\alpha_{3}\left(\frac{\lambda_{n}-n-x}{\lambda_{n}-n+x}\right)=\frac{\left(\frac{2 x}{\lambda_{n}-n+x}\right)^{2}}{\left(1-\frac{2 x}{\lambda_{n}-n+x}\right)^{2}-\frac{\lambda_{n}+n-x}{\lambda_{n}}\left(1-\frac{2 x}{\lambda_{n}-n+x}\right)+\frac{n}{\lambda_{n}}}=\frac{4 x \lambda_{n}}{b_{n}^{2}(x)}
$$

Combining the above with (3.9), we find that $\sup _{z \in \mathbb{R}} \alpha_{3}(z) \leq \frac{4 \lambda_{n} x}{b_{n}^{2}(x)}$. Combining with (3.10) - (3.12) and taking square roots completes the proof of the lemma.

### 3.3.3 Bounding $Q_{n, k}(x)$ for $k=n \pm O\left(n^{\frac{1}{2}}\right)$

In this subsection, we bound the $Q_{n, k}(x)$ polynomials for $k=n \pm O\left(n^{\frac{1}{2}}\right)$. In particular, we prove that

Lemma 18. For each $\alpha \geq B>0$, there exists $N_{\alpha}$ s.t. $n \geq N_{\alpha}, x \in\left(\left(n^{\frac{1}{2}}-\right.\right.$ $\left.\left.\sqrt{\lambda_{n}}\right)^{2},\left(n^{\frac{1}{2}}+\sqrt{\lambda_{n}}\right)^{2}\right)$, and $k \in\left[n-\alpha n^{\frac{1}{2}}-2, n+\alpha n^{\frac{1}{2}}+2\right]$ implies that
(i) $\left|Q_{n, k}(x)\right| c_{n}(x)^{-\frac{1}{2}} \leq h_{n}(x) \exp \left(\left(\alpha+n^{-\frac{1}{5}}\right)\left(\alpha+3 x^{\frac{1}{2}}\right)\right)$,
(ii) $\left|Q_{n, k+1}(x)-Q_{n, k}(x)\right| c_{n}(x)^{-\frac{1}{2}} \leq h_{n}(x) r_{n}(x)^{\frac{1}{2}} \exp \left(\left(\alpha+n^{-\frac{1}{5}}\right)\left(\alpha+3 x^{\frac{1}{2}}\right)\right)$.

We proceed by bounding the growth of $\left|Q_{n, k+1}(x)\right|$ and $\left|Q_{n, k+1}(x)-Q_{n, k}(x)\right|$ as $k$ diverges from $n$, and then combining with Lemma 17 . We begin by proving some simple asymptotic bounds. We define $q_{n} \triangleq 1+n^{-\frac{1}{4}}, r_{n}(x) \triangleq q_{n} x n^{-1}$, and $s_{n}(\alpha) \triangleq$ $q_{n} \alpha n^{-\frac{1}{2}}$. Then

Lemma 19. For each $\alpha \geq B>0$, there exists $N_{\alpha}$ s.t. $n \geq N_{\alpha}, k \in\left[n-\alpha n^{\frac{1}{2}}-3, n+\right.$ $\left.\alpha n^{\frac{1}{2}}+3\right]$, and $x>0$ implies $\left|\frac{x}{\min (k, n)}\right|,\left|\frac{x}{\lambda_{n}}\right| \leq r_{n}(x)$; and $\left|\frac{\lambda_{n}}{\min (k, n)}\right|,\left|\frac{n}{\lambda_{n}}\right| \leq 1+s_{n}(\alpha)$.

Proof. For any constants $a>0$ and $b \geq 0$ and all sufficiently large $n, n\left(n-a n^{\frac{1}{2}}-\right.$ $b)^{-1} \leq 1+s_{n}(a)$, and $\left(n-a n^{\frac{1}{2}}-b\right)^{-1} \leq q_{n} n^{-1}$. The lemma then follows from a simple case analysis.

We now bound the growth of $\left|Q_{n, k+1}(x)\right|$ and $\left|Q_{n, k+1}(x)-Q_{n, k}(x)\right|$ as $k$ diverges from $n$, proving that

Lemma 20. For each $\alpha \geq B>0$, there exists $N_{\alpha}$ s.t. $n \geq N_{\alpha}, k \in\left[n-\alpha n^{\frac{1}{2}}-3, n+\right.$ $\left.\alpha n^{\frac{1}{2}}+3\right], x>0$, and $i \in\{1,-1\}$ implies that
(i) $\left|Q_{n, k+i}(x)\right| \leq\left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(\left|Q_{n, k}(x)\right|+\left|Q_{n, k}(x)-Q_{n, k-i}(x)\right|\right)$,
(ii) $\left|Q_{n, k+i}(x)-Q_{n, k}(x)\right| \leq\left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(r_{n}(x)\left|Q_{n, k}(x)\right|+\mid Q_{n, k}(x)-\right.$ $\left.Q_{n, k-i}(x) \mid\right)$.

Proof. Let us choose $N_{\alpha}$ to satisfy the conditions of Lemma 19 (the existence of such an $N_{\alpha}$ follows from the same lemma), and suppose $n \geq N_{\alpha}$. We first treat the case $i=1$, and begin by proving assertion i. Recall that for $k \geq 1,\left|Q_{n, k+1}(x)\right|$ equals $\left|\left(1-\frac{x}{\lambda_{n}}+\frac{\min (k, n)}{\lambda_{n}}\right) Q_{n, k}(x)-\frac{\min (k, n)}{\lambda_{n}} Q_{n, k-1}(x)\right|$, which is at most

$$
\begin{equation*}
\left(1+r_{n}(x)\right)\left|Q_{n, k}(x)\right|+\left(1+s_{n}(\alpha)\right)\left|Q_{n, k}(x)-Q_{n, k-1}(x)\right| \tag{3.13}
\end{equation*}
$$

by the triangle inequality and Lemma 19. Assertion i. follows by multiplying the first summand of (3.13) by $1+s_{n}(\alpha)$, and the second summand by $1+r_{n}(x)$.

We now prove assertion ii. for the case $i=1$. Rearranging Definition (3.3), we find that for $k \geq 1,\left|Q_{n, k+1}(x)-Q_{n, k}(x)\right|$ is equal to $\left\lvert\,-\frac{x}{\lambda_{n}} Q_{n, k}(x)+\frac{\min (k, n)}{\lambda_{n}}\left(Q_{n, k}(x)-\right.\right.$ $\left.Q_{n, k-1}(x)\right) \mid$, which is at most

$$
\begin{equation*}
r_{n}(x)\left|Q_{n, k}(x)\right|+\left(1+s_{n}(\alpha)\right)\left|Q_{n, k}(x)-Q_{n, k-1}(x)\right| \tag{3.14}
\end{equation*}
$$

by the triangle inequality and Lemma 19. Assertion ii. then follows by multiplying the first summand of (3.14) by $\left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)$, and the second summand by $\left(1+r_{n}(x)\right)$.

The proofs for the case $i=-1$ follow very similarly, and are omitted.

We now use Lemma 20 to bound $\left|Q_{n, k}(x)\right|$ for values of $k$ that are $O\left(n^{\frac{1}{2}}\right)$ away from $n$.

Lemma 21. For each $\alpha \geq B>0$, there exists $N_{\alpha}$ s.t. $n \geq N_{\alpha}, k \in\left[n-\alpha n^{\frac{1}{2}}-3, n+\right.$ $\left.\alpha n^{\frac{1}{2}}+3\right]$, and $x \in\left(\left(n^{\frac{1}{2}}-\sqrt{\lambda_{n}}\right)^{2},\left(n^{\frac{1}{2}}+\sqrt{\lambda_{n}}\right)^{2}\right)$ implies that
(i) $\left|Q_{n, k}(x)\right| \leq\left(\left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(1+r_{n}(x)^{\frac{1}{2}}\right)\right)^{|k-n|} c_{n}(x)^{\frac{1}{2}} h_{n}(x)$,
(ii) $\left|Q_{n, k}(x)-Q_{n, k+I(k<n)-I(k \geq n)}(x)\right|$ is at most

$$
\left(\left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(1+r_{n}(x)^{\frac{1}{2}}\right)\right)^{|k-n|} r_{n}(x)^{\frac{1}{2}} c_{n}(x)^{\frac{1}{2}} h_{n}(x) .
$$

Proof. Let us choose $N_{\alpha}$ to satisfy the conditions of Lemma 20 (the existence of such an $N_{\alpha}$ follows from the same lemma), and suppose $n \geq N_{\alpha}$. We first treat the case $k \geq n$. We proceed by induction on assertions i. and ii. simultaneously. The base case $k=n$ follows immediately from Lemma 17.i and Lemma 17.iii. Now, suppose
the induction is true for some $k \in\left[n, n+\alpha n^{\frac{1}{2}}+2\right]$. Then by Lemma $20,\left|Q_{n, k+1}(x)\right|$ is at most

$$
\begin{align*}
& \left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(\left|Q_{n, k}(x)\right|+\left|Q_{n, k}(x)-Q_{n, k-1}(x)\right|\right) \\
\leq & \left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(\left(\left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(1+r_{n}(x)^{\frac{1}{2}}\right)\right)^{k-n} c_{n}(x)^{\frac{1}{2}} h_{n}(x)\right. \\
+\quad & \left.\left(\left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(1+r_{n}(x)^{\frac{1}{2}}\right)\right)^{k-n} r_{n}(x)^{\frac{1}{2}} c_{n}(x)^{\frac{1}{2}} h_{n}(x)\right) \text { by ind. hyp. } \\
& =\left(\left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(1+r_{n}(x)^{\frac{1}{2}}\right)\right)^{k+1-n} c_{n}(x)^{\frac{1}{2}} h_{n}(x) \tag{3.15}
\end{align*}
$$

Similarly, by Lemma $20, \| Q_{n, k+1}(x)-Q_{n, k}(x) \mid$ is at most

$$
\begin{align*}
& \left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(r_{n}(x)\left|Q_{n, k}(x)\right|+\left|Q_{n, k}(x)-Q_{n, k-1}(x)\right|\right) \\
\leq & \left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(\left(\left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(1+r_{n}(x)^{\frac{1}{2}}\right)\right)^{k-n} r_{n}(x) c_{n}(x)^{\frac{1}{2}} h_{n}(x)\right. \\
+ & \left.\left(\left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(1+r_{n}(x)^{\frac{1}{2}}\right)\right)^{k-n} r_{n}(x)^{\frac{1}{2}} c_{n}(x)^{\frac{1}{2}} h_{n}(x)\right) \text { by ind. hyp } \\
= & \left(\left(1+r_{n}(x)\right)\left(1+s_{n}(\alpha)\right)\left(1+r_{n}(x)^{\frac{1}{2}}\right)\right)^{k+1-n} r_{n}(x)^{\frac{1}{2}} c_{n}(x)^{\frac{1}{2}} h_{n}(x) \tag{3.16}
\end{align*}
$$

This concludes the induction, proving assertions i. and ii. for the case $k \geq n$.
The proof for the case $k<n$ follows from a very similar argument, and is omitted.

We now complete the proof of Lemma 18.

Proof of Lemma 18. By Lemma 21, we find that there exists $N_{\alpha}$ s.t. $n \geq N_{\alpha}$ implies

$$
\begin{align*}
\left|Q_{n, k}(x)\right| c_{n}(x)^{-\frac{1}{2}} & \leq h_{n}(x) \exp \left(\left(\alpha n^{\frac{1}{2}}+2\right)\left(r_{n}(x)+s_{n}(\alpha)+r_{n}(x)^{\frac{1}{2}}\right)\right) \\
& =h_{n}(x) \exp \left(\left(\alpha n^{\frac{1}{2}}+2\right)\left(q_{n} x n^{-1}+q_{n} \alpha n^{-\frac{1}{2}}+q_{n}^{\frac{1}{2}} x^{\frac{1}{2}} n^{-\frac{1}{2}}\right)\right) \\
& \leq h_{n}(x) \exp \left(q_{n}\left(\alpha+2 n^{-\frac{1}{2}}\right)\left(x n^{-\frac{1}{2}}+\alpha+x^{\frac{1}{2}}\right)\right) \tag{3.17}
\end{align*}
$$

By identical reasoning,

$$
\begin{equation*}
\left|Q_{n, k+1}(x)-Q_{n, k}(x)\right| c_{n}(x)^{-\frac{1}{2}} \leq h_{n}(x) r_{n}(x)^{\frac{1}{2}} \exp \left(q_{n}\left(\alpha+2 n^{-\frac{1}{2}}\right)\left(x n^{-\frac{1}{2}}+\alpha+x^{\frac{1}{2}}\right)\right) \tag{3.18}
\end{equation*}
$$

Furthermore, note that since

$$
\frac{x n^{-\frac{1}{2}}}{2 x^{\frac{1}{2}}}=\frac{x^{\frac{1}{2}}}{2 n^{\frac{1}{2}}}<\frac{n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}}{2 n^{\frac{1}{2}}}<1,
$$

it will be the case that $x n^{-\frac{1}{2}}<2 x^{\frac{1}{2}}$ for $x \in\left(0,\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)$. The lemma follows by combining with (3.17), (3.18), and the fact that $q_{n}\left(\alpha+2 n^{-\frac{1}{2}}\right) \leq \alpha+n^{-\frac{1}{5}}$ for all sufficiently large $n$.

### 3.3.4 Proof of Theorem 9

In this subsection we complete the proof of our main result, Theorem 9. We begin by deriving a variant of Theorem 10 for $P_{i, \leq j}^{n}(t)$, as opposed to $P_{i, j}^{n}(t)$, that does not simply sum over all $j+1$ states $\leq j$, but instead relies on a 'probability flow' interpretation using the Chapman-Kolmogorov equation. This will allow us to bound the distance to stationarity uniformly in $n$ for the c.d.f., since we can sidestep having to sum over 'too many' error terms.

Lemma 22. For $\frac{\lambda_{n}}{n} \geq \rho_{n}^{*},\left|P_{i, \leq j}^{n}(t)-P_{\leq j}^{n}(\infty)\right|$ is at most

$$
(2 \pi)^{-1} g_{n}(j) \frac{n!}{\lambda_{n}^{n}} n^{-1} \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{\left(\frac{1}{2}+\lambda^{\frac{1}{2}}\right)^{2}} e^{-x t} x^{-1}\left|Q_{n, i}(x) \| Q_{n, j+1}(x)-Q_{n, j}(x)\right| b_{n}(x) c_{n}(x)^{-1} d x
$$

Proof. It follows from the Chapman-Kolmogorov equation and a straightforward telescoping sum argument that $\frac{d}{d t} P_{i, \leq j}^{n}(t)=\min (j+1, n) P_{i, j+1}^{n}(t)-\lambda_{n} P_{i, j}^{n}(t)$. Thus for all $i, t \geq 0, P_{\leq j}^{n}(\infty)=P_{i, \leq j}^{n}(t)+\int_{t}^{\infty}\left(\min (j+1, n) P_{i, j+1}^{n}(s)-\lambda_{n} P_{i, j}^{n}(s)\right) d s$. It follows that $\left|P_{i, \leq j}^{n}(t)-P_{\leq j}^{n}(\infty)\right|=\left|\int_{t}^{\infty}\left(\min (j+1, n) P_{i, j+1}^{n}(s)-\lambda_{n} P_{i, j}^{n}(s)\right) d s\right|$, which by detailed balance equals

$$
\begin{aligned}
& \left|\int_{t}^{\infty}\left(\min (j+1, n)\left(P_{i, j+1}^{n}(s)-P_{i, j+1}^{n}(\infty)\right)-\lambda_{n}\left(P_{i, j}^{n}(s)-P_{i, j}^{n}(\infty)\right)\right) d s\right| \\
= & \left|\int_{t}^{\infty}\left((2 \pi)^{-1} g_{n}(j) \frac{n!}{\lambda_{n}^{n}} n^{-1} \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{\left(n^{\frac{1}{2}}+\lambda_{n, i}^{\frac{1}{n}}\right)^{2}} \begin{array}{l}
e_{n}^{-x s}
\end{array}(x)\left(Q_{n, j+1}(x)-Q_{n, j}(x)\right) b_{n}(x) c_{n}(x)^{-1} d x\right) d s\right|,
\end{aligned}
$$

by Theorem 10 , since $\min (j+1, n) g_{n}(j+1) \frac{n!}{\lambda_{n}^{n}}\left(\lambda_{n} n\right)^{-1}=g_{n}(j) \frac{n!}{\lambda_{n}^{n}} n^{-1}$. Further simplifying, we find the above to be at most

$$
\begin{aligned}
& \int_{t}^{\infty}\left((2 \pi)^{-1} g_{n}(j) \frac{n!}{\lambda_{n}^{n}} n^{-1} \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{\left(n^{\frac{1}{2}}+\lambda^{\frac{1}{2}}\right)^{2}} e^{-x s}\left|Q_{n, i}(x) \| Q_{n, j+1}(x)-Q_{n, j}(x)\right| b_{n}(x) c_{n}(x)^{-1} d x\right) d s \\
& =(2 \pi)^{-1} g_{n}(j) \frac{n!}{\lambda_{n}^{n}} n^{-1} \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{\left(n^{\frac{1}{2}}+\lambda^{\frac{1}{2}}\right)^{2}} e^{-x t} x^{-1}\left|Q_{n, i}(x) \| Q_{n, j+1}(x)-Q_{n, j}(x)\right| b_{n}(x) c_{n}(x)^{-1} d x
\end{aligned}
$$

by Tonelli's Theorem, and the lemma follows.

We now prove bounds on a special type of integral that arises in the analysis of $P_{i, j}^{n}(t)-P_{j}^{n}(\infty)$.

Lemma 23. For all $B, C>0$ there exists $N_{B, C}$ s.t. $n \geq N_{B, C}$ implies that for all
$c \in(0, C]$ and $t \geq 1$,

$$
\begin{equation*}
\int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{\left(n^{\frac{1}{2}}+\lambda^{\frac{1}{2}}\right)^{2}} \exp \left(-x t+c x^{\frac{1}{2}}\right) b_{n}(x)^{-1} d x \leq q_{n}\left(\frac{\pi}{t \lambda_{n}}\right)^{\frac{1}{2}} \exp \left(\frac{1}{2} B c+c^{2}(2 t)^{-1}-\frac{B^{2}}{4} t\right) \tag{3.19}
\end{equation*}
$$

Proof. The proof is deferred to the appendix.
Before completing the proof of our main result, we derive an asymptotic bound for $g_{n}(k)$, proving that

Lemma 24. For each $B>0$, there exists $N_{B}$ s.t. $n \geq N_{B}$ implies $\sup _{k \geq 0} g_{n}(k) \frac{n!}{\lambda_{n}^{n}} \leq$ $q_{n} \exp \left(B^{2}\right)$.

Proof. Since $\frac{\lambda_{n}}{n}<1$, we have that $g_{n}(k) \leq \frac{\left.\lambda_{n} \lambda_{n}\right\rfloor}{\left\lfloor\lambda_{n}\right\rfloor!}$ for all $k \geq 0$. Thus

$$
g_{n}(k) \frac{n!}{\lambda_{n}^{n}} \leq \frac{\lambda_{n}^{\left\lfloor\lambda_{n}\right\rfloor}}{\left\lfloor\lambda_{n}\right\rfloor!\frac{n!}{\lambda_{n}^{n}} \leq\left(\frac{n}{\lambda_{n}}\right)^{n-\left\lfloor\lambda_{n}\right\rfloor}=\exp \left(B^{2}+O\left(n^{-\frac{1}{2}}\right)\right), ., \text {, }, \text {. }}
$$

and the lemma follows from a simple Taylor series expansion.

We now complete the proof of Theorem 9 .
Proof of Theorem 9. Suppose $B \in\left(0, B^{*}\right), a_{1}, a_{2} \in \mathbb{R}$. Let $\alpha=\max \left(B,\left|a_{1}\right|,\left|a_{2}\right|\right)$, $i=\left\lceil n+a_{1} n^{\frac{1}{2}}\right\rceil$, and $j=\left\lceil n+a_{2} n^{\frac{1}{2}}\right\rceil$. Then it follows from Theorem 10, Corollary 1, Lemma 24, and Lemma 18 that for all sufficiently large $n$ and all $t \geq 1$, the l.h.s. of (3.1) is at most

$$
\begin{align*}
& (2 \pi)^{-1} q_{n} \exp \left(B^{2}\right)\left(\lambda_{n} n^{\frac{1}{2}}\right)^{-1} \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{\left(n^{\frac{1}{2}}+\frac{1}{2}\right)^{2}} \exp (-x t) h_{n}^{2}(x) \exp \left(2\left(\alpha+n^{-\frac{1}{5}}\right)\left(\alpha+3 x^{\frac{1}{2}}\right)\right) b_{n}(x) d x \\
& =2 \pi^{-1} q_{n} \exp \left(B^{2}\right) \frac{n^{\frac{3}{2}}}{\lambda_{n}} \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{\left(n^{\frac{1}{2}}+\lambda^{\frac{1}{2}}\right)^{2}} \exp \left(-x t+2\left(\alpha+n^{-\frac{1}{5}}\right)\left(\alpha+3 x^{\frac{1}{2}}\right)\right) b_{n}(x)^{-1} d x . \tag{3.20}
\end{align*}
$$

We now bound the integral appearing in (3.20). In particular, by applying Lemma 23 with $C=6(\alpha+1), c=6\left(\alpha+n^{-\frac{1}{5}}\right)$, and combining with the fact that for all sufficiently large $n, \exp \left((2 \alpha+3 B) n^{-\frac{1}{5}}\right) \leq 1+n^{-\frac{1}{6}}$ and $\exp \left(\left(36 \alpha n^{-\frac{1}{5}}+18 n^{-\frac{2}{5}}\right) t^{-1}\right) \leq 1+n^{-\frac{1}{6}}$, we find that for all sufficiently large $n$, and all $t \geq 1$, the integral appearing in (3.20) is at most

$$
\begin{equation*}
\left(1+n^{-\frac{1}{6}}\right)^{3}\left(\frac{\pi}{t \lambda_{n}}\right)^{\frac{1}{2}} \exp \left(2 \alpha^{2}+3 B \alpha+18 \alpha^{2} t^{-1}-\frac{B^{2}}{4} t\right) \tag{3.21}
\end{equation*}
$$

Combining (3.20) and (3.21), we find that the l.h.s. of (3.1) is at most

$$
\begin{aligned}
& 2 \pi^{-1} q_{n} \exp \left(B^{2}\right) \frac{n^{\frac{3}{2}}}{\lambda_{n}}\left(1+n^{-\frac{1}{6}}\right)^{3}\left(\frac{\pi}{t \lambda_{n}}\right)^{\frac{1}{2}} \exp \left(2 \alpha^{2}+3 B \alpha+18 \alpha^{2} t^{-1}-\frac{B^{2}}{4} t\right) \\
& \quad \leq 2(\pi t)^{-\frac{1}{2}}\left(1+n^{-\frac{1}{6}}\right)^{4}\left(\frac{n}{\lambda_{n}}\right)^{\frac{3}{2}} \exp \left(B^{2}+2 \alpha^{2}+3 B \alpha+18 \alpha^{2} t^{-1}-\frac{B^{2}}{4} t\right) \\
& \quad \leq 2(\pi t)^{-\frac{1}{2}}\left(1+n^{-\frac{1}{6}}\right)^{4}\left(\frac{n}{\lambda_{n}}\right)^{\frac{3}{2}} \exp \left(2(\alpha+B)^{2}+18 \alpha^{2} t^{-1}-\frac{B^{2}}{4} t\right),
\end{aligned}
$$

and the first part of Theorem 9 follows, since for $B<B^{*}, t \geq 1$, and all sufficiently large $n, 2 \pi^{-\frac{1}{2}}\left(1+n^{-\frac{1}{6}}\right)^{4}\left(\frac{n}{\lambda_{n}}\right)^{\frac{3}{2}} \exp \left(2(\alpha+B)^{2}+18 \alpha^{2} t^{-1}\right) \leq \exp \left(120\left(\max \left(\left|a_{1}\right|,\left|a_{2}\right|\right)^{2}+\right.\right.$ 1)). Similarly, it follows from Lemma 22, Corollary 1, Lemma 24, and Lemma 18 that for all sufficiently large $n$ and all $t \geq 1$, the l.h.s. of (3.2) is at most

$$
(2 \pi)^{-1} q_{n} \exp \left(B^{2}\right) n^{-1} \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{\left(n_{n}^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}}(x)^{2} r_{n}(x)^{\frac{1}{2}} \exp \left(-x t+2\left(\alpha+n^{-\frac{1}{5}}\right)\left(\alpha+3 x^{\frac{1}{2}}\right)\right) x^{-1} b_{n}(x) d x,
$$

which is itself at most

$$
\begin{equation*}
\pi^{-1} q_{n}^{\frac{3}{2}} \exp \left(B^{2}\right) n^{\frac{1}{2}} \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{\left(n^{\frac{1}{2}}+\lambda^{\left.\frac{1}{2}\right)^{2}}\right.} \exp \left(-x t+2\left(\alpha+n^{-\frac{1}{5}}\right)\left(\alpha+3 x^{\frac{1}{2}}\right)\right) x^{-\frac{1}{2}} b_{n}(x)^{-1} d x \tag{3.22}
\end{equation*}
$$

It follows from Lemma 3 that $x \geq\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$ implies $x^{-\frac{1}{2}} \leq 2 B^{-1}$, and thus applying
(3.21), we find that (3.22) is at most

$$
\begin{aligned}
& 2 \pi^{-1} q_{n}^{\frac{3}{2}} \exp \left(B^{2}\right) n^{\frac{1}{2}}\left(2 B^{-1}\right) \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{\left(n^{\frac{1}{2}}+\lambda^{\frac{1}{2}}\right)^{2}}\left(-x t+2\left(\alpha+n^{-\frac{1}{5}}\right)\left(\alpha+3 x^{\frac{1}{2}}\right)\right) b_{n}(x)^{-1} d x \\
& \leq 4\left(B^{2} \pi t\right)^{-\frac{1}{2}}\left(1+n^{-\frac{1}{6}}\right)^{4.5}\left(\frac{n}{\lambda_{n}}\right)^{\frac{1}{2}} \exp \left(B^{2}+2 \alpha^{2}+3 B \alpha+18 \alpha^{2} t^{-1}-\frac{B^{2}}{4} t\right)
\end{aligned}
$$

The second part of Theorem 9 follows, since for all sufficiently large $n$ and all $t \geq 1$, $4\left(1+n^{-\frac{1}{6}}\right)^{4.5} \pi^{-\frac{1}{2}}\left(\frac{n}{\lambda_{n}}\right)^{\frac{1}{2}} \exp \left(B^{2}+2 \alpha^{2}+3 B \alpha+18 \alpha^{2} t^{-1}\right) \leq \exp \left(120\left(\max \left(\left|a_{1}\right|,\left|a_{2}\right|\right)^{2}+\right.\right.$ 1)).

### 3.4 Comparison to Other Bounds From the Literature

In this subsection we compare the bounds from Theorem 9 to two other explicit bounds given in the literature [119],[23]. In both cases we will prove that the bounds from the literature (applied to $\left|P_{n, \leq n}^{n}(t)-P_{\leq n}^{n}(\infty)\right|$ for $0<B<B^{*}$ ) grow with $n$, rendering them impractical in the H-W regime. We begin with the bounds given in [119], which translate to the statement that for each $B \in\left(0, B^{*}\right)$ there exists $N_{B}$ s.t. $n \geq N_{B}$ implies that for all $t \geq 0$,
$\left|P_{n, \leq n}^{n}(t)-P_{\leq n}^{n}(\infty)\right|$ is at most

$$
\begin{equation*}
4(n-1)\left(\sum_{i=1}^{\infty}\left(\left(\frac{n}{n-1}\right)^{i}-1\right) P_{i}^{n}(\infty)+\left(\left(\frac{n}{n-1}\right)^{n}-1\right)\left(1-2 P_{n}^{n}(\infty)\right)\right) e^{-\frac{B n^{\frac{1}{2}-1}}{n-1} t} . \tag{3.23}
\end{equation*}
$$

Note that since $\lim _{n \rightarrow \infty} \frac{B n^{\frac{1}{2}}-1}{n-1}=0$, the exponential rate of convergence demonstrated by (3.23) goes to zero as $n \rightarrow \infty$, rendering the bound in [119] ineffective. We now examine the bounds given in [23], which translate to the statement that for each
$B \in\left(0, B^{*}\right)$ there exists $N_{B}$ s.t. $n \geq N_{B}$ implies that for all $t \geq 0$,

$$
\begin{equation*}
\left|P_{n, \leq n}^{n}(t)-P_{\leq n}^{n}(\infty)\right| \leq\left(P_{n}^{n}(\infty)^{-1}-1\right)^{\frac{1}{2}} e^{-\gamma_{n} t} \tag{3.24}
\end{equation*}
$$

It is well-known (see [52]) that ${\lim \inf _{n \rightarrow \infty}}\left(P_{n}^{n}(\infty)^{-1}-1\right)^{\frac{1}{2}} n^{-\frac{1}{4}}>0$. It follows that the prefactor demonstrated by (3.24) diverges as $n \rightarrow \infty$, rendering the bound in [23] ineffective.

It should be noted that although the bounds given in [119] and [23] are ineffective for the particular events of interest in this paper, both bounds hold in much greater generality, and thus remain interesting and applicable in a variety of other settings.

### 3.5 Conclusion and Open Questions

In this chapter we derived explicit bounds on the distance to steady-state for the $M / M / n$ queue in the H-W regime for the case $B<B^{*}$, e.g. characterizing the error in estimating the transient probability of delay by the corresponding steady-state quantity. Our bounds hold for any sufficiently large fixed $n$, scale independently of $n$ in the H-W regime, and (in light of the results of Chapter 2) are tight up to exponential order. We also used our bounds to provide a heuristic rule-of-thumb which a call center manager could use to determine the time it takes an overloaded (underloaded) queueing system to return (probabilistically) to the steady-state. We also studied several known explicit bounds appearing in the literature, and showed that they did not scale favorably with $n$ in the $\mathrm{H}-\mathrm{W}$ regime.

This work leaves several interesting directions for future research. There are many open questions related to the interaction between weak convergence and convergence to stationarity. In particular, it is an open challenge to derive uniform bounds on the distance to steady-state in the $\mathrm{H}-\mathrm{W}$ regime for the $M / M / n$ queue with $B>B^{*}$, and
more generally for the $G I / G I / n$ queue with non-Markovian processing times.

### 3.6 Appendix

### 3.6.1 Proof of Lemma 23

In this subsection we complete the proof of Lemma 23.

Proof of Lemma 23. By Lemma 3, $\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}<2 \sqrt{\lambda_{n} n}<\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}$ for all sufficiently large $n$. Thus it follows from (3.4) that for all sufficiently large $n$, the l.h.s. of (3.19) equals

$$
\begin{align*}
& \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}}^{2 \sqrt{\lambda_{n}}} \exp \left(-x t+c x^{\frac{1}{2}}\right)\left(x-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)^{-\frac{1}{2}}\left(\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}-x\right)^{-\frac{1}{2}} d x  \tag{3.25}\\
+ & \int_{2 \sqrt{\lambda_{n} n}}^{\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}} \exp \left(-x t+c x^{\frac{1}{2}}\right)\left(x-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)^{-\frac{1}{2}}\left(\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}-x\right)^{-\frac{1}{2}} d x . \tag{3.26}
\end{align*}
$$

Let $u_{n} \triangleq 2 \sqrt{\lambda_{n} n}-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}$. Since $\left(\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}-x\right)^{-\frac{1}{2}} \leq\left(\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}-2 \sqrt{\lambda_{n} n}\right)^{-\frac{1}{2}}$ for $x \in\left(\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}, 2 \sqrt{\lambda_{n} n}\right),(3.25)$ is at most

$$
\begin{aligned}
& \left(\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}-2 \sqrt{\lambda_{n} n}\right)^{-\frac{1}{2}} \int_{\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{n}}\right)^{2}}^{2 \sqrt{\lambda_{n} n}} \exp \left(-x t+c x^{\frac{1}{2}}\right)\left(x-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)^{-\frac{1}{2}} d x \\
& =\left(\lambda_{n}+n\right)^{-\frac{1}{2}} \int_{0}^{u_{n}} \exp \left(-\left(y+\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right) t+c\left(y+\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)^{\frac{1}{2}}\right) y^{-\frac{1}{2}} d y \\
& \leq\left(\lambda_{n}+n\right)^{-\frac{1}{2}} \exp \left(-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} t+c\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)\right) \int_{0}^{u_{n}} \exp \left(-y t+c y^{\frac{1}{2}}\right) y^{-\frac{1}{2}} d y
\end{aligned}
$$

since $\left(y+\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)^{\frac{1}{2}} \leq y^{\frac{1}{2}}+n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}$. It follows from elementary calculus that for all $y>0,-y t+c y^{\frac{1}{2}} \leq-\frac{1}{2} y t+c^{2}(2 t)^{-1}$. Plugging into the above, we find that (3.25)
is at most

$$
\begin{aligned}
& \left(\lambda_{n}+n\right)^{-\frac{1}{2}} \exp \left(-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} t+c\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)+c^{2}(2 t)^{-1}\right) \int_{0}^{u_{n}} \exp \left(-\frac{1}{2} y t\right) y^{-\frac{1}{2}} d y \\
\leq & \left(\lambda_{n}+n\right)^{-\frac{1}{2}} \exp \left(-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} t+c\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)+c^{2}(2 t)^{-1}\right) \int_{0}^{\infty} \exp \left(-\frac{1}{2} y t\right) y^{-\frac{1}{2}} d y \\
= & \left(\lambda_{n}+n\right)^{-\frac{1}{2}} \exp \left(-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} t+c\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)+c^{2}(2 t)^{-1}\right)\left(\frac{2 \pi}{t}\right)^{\frac{1}{2}}
\end{aligned}
$$

which is itself at most

$$
\begin{equation*}
\left(\frac{\pi}{\lambda_{n} t}\right)^{\frac{1}{2}} \exp \left(-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} t+c\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)+c^{2}(2 t)^{-1}\right) \tag{3.27}
\end{equation*}
$$

We now bound (3.26). Since $\left(x-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)^{-\frac{1}{2}} \leq\left(2 \sqrt{\lambda_{n} n}-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)^{-\frac{1}{2}}$ for $x \in\left(2 \sqrt{\lambda_{n} n},\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}\right),(3.26)$ is at most

$$
\begin{gather*}
\sup _{z \in\left[2 \sqrt{\lambda_{n} n},\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}\right]}^{\left(2 \sqrt{\lambda_{n} n}-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)^{\frac{1}{2}}} \int_{2 \sqrt{\lambda_{n} n}}^{\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}}\left(\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}-x\right)^{-\frac{1}{2}} d x \\
\quad \sup \quad \exp \left(-z t+c z^{\frac{1}{2}}\right) \\
\leq \frac{z \in\left[2 \sqrt{\lambda_{n} n},\left(n^{\frac{1}{2}}+\lambda_{n}^{\frac{1}{2}}\right)^{2}\right]}{\left(2 \sqrt{\lambda_{n} n}-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2}\right)^{\frac{1}{2}}} \int_{0}^{\lambda_{n}+n} y^{-\frac{1}{2}} d y  \tag{3.28}\\
\leq 2\left(\frac{\lambda_{n}+n}{3 \lambda_{n}-n}\right)^{\frac{1}{2}} \exp \left(c^{2}(2 t)^{-1}-\left(\lambda_{n} n\right)^{\frac{1}{2}} t\right)
\end{gather*}
$$

since $-z t+c z^{\frac{1}{2}} \leq-\frac{1}{2} z t+c^{2}(2 t)^{-1}, 2 \sqrt{\lambda_{n} n}-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} \geq 3 \lambda_{n}-n$, and $\int_{0}^{\lambda_{n}+n} y^{-\frac{1}{2}} d y=$ $2\left(\lambda_{n}+n\right)^{\frac{1}{2}}$. Also, it follows from simple asymptotics that for all sufficiently large $n$ and all $t \geq 1$,

$$
\begin{equation*}
2\left(\frac{\lambda_{n}+n}{3 \lambda_{n}-n}\right)^{\frac{1}{2}} \exp \left(-\left(\lambda_{n} n\right)^{\frac{1}{2}} t\right) \leq n^{-1}\left(\frac{\pi}{\lambda_{n} t}\right)^{\frac{1}{2}} \exp \left(-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} t+c\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)\right) \tag{3.29}
\end{equation*}
$$

Combining with (3.28), it follows that for all sufficiently large $n$ and all $t \geq 1$, (3.26) is at most

$$
\begin{equation*}
n^{-1}\left(\frac{\pi}{\lambda_{n} t}\right)^{\frac{1}{2}} \exp \left(-\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)^{2} t+c\left(n^{\frac{1}{2}}-\lambda_{n}^{\frac{1}{2}}\right)+c^{2}(2 t)^{-1}\right) \tag{3.30}
\end{equation*}
$$

The lemma then follows by using (3.27) to bound (3.25), (3.30) to bound (3.26), applying Lemma 3 and a simple Taylor series expansion, and noting that in all cases 'for all sufficiently large $n$ ' can be defined in terms of $B$ and $C$ only (as opposed to c).

## Chapter 4

## Asymptotic Scaling and Large <br> Deviations for the Steady-state GI/GI/n Queue in the Halfin-Whitt Regime

### 4.1 Introduction and Literature Review

Recall from Section 1.3 that the H-W regime was formally introduced by Halfin and Whitt [52], who studied the $G I / M / n$ system (for large $n$ ) when the traffic intensity scales like $1-B n^{-\frac{1}{2}}$ for some strictly positive $B$. They proved that under minor technical assumptions on the inter-arrival distribution, this sequence of $G I / M / n$ queueing models has the following properties:
(i) the steady-state probability that an arriving job finds all servers busy (i.e. the probability of wait) has a non-trivial limit;
(ii) the sequence of queueing processes, normalized by $n^{\frac{1}{2}}$, converges weakly to a
non-trivial positive recurrent diffusion;
(iii) the sequence of steady-state queue length distributions, normalized by $n^{\frac{1}{2}}$, is tight and converges distributionally to the mixture of a point mass at 0 and an exponential distribution.

Similar weak convergence results under the H-W scaling were subsequently obtained for more general multi-server systems [87], [60], [75], [43], [91] with the most general results appearing in [91] (and follow-up papers [90],[88]). As the theory of weak convergence generally relies heavily on the assumption of compact time intervals, the most general of these results hold only in the transient regime. Indeed, with the exception of [52] (which treats exponential processing times), [60] (which treats deterministic processing times), and [43] (which treats processing times with finite support), all of the aforementioned results are for the associated sequence of normalized transient queue length distributions only, leaving many open questions about the associated steady-state queue length distributions.

In particular, in [43] it is shown for the case of processing times with finite support that the sequence of steady-state queue length distributions (normalized by $n^{\frac{1}{2}}$ ) is tight, and has a limit whose tail decays exponentially fast. The authors further prove that this exponential rate of decay (i.e. large deviation exponent) is $-2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1}$, where $B$ is the spare capacity parameter, and $c_{A}^{2}, c_{S}^{2}$ are the squared coefficients of variation of the inter-arrival and processing time distributions. In [43] it was conjectured that this result should hold for more general processing time distributions. However, prior to this thesis no further progress on this question has been achieved.

In this chapter we resolve the conjectures made in [43] w.r.t. tightness of the steady-state queue length, and take a large step towards resolving the conjectures made w.r.t. the large deviation exponent. We prove that as long as the inter-arrival and processing time distributions satisfy very minor technical conditions (e.g. finite
$2+\epsilon$ moments), the associated sequence of steady-state queue length distributions, normalized by $n^{\frac{1}{2}}$, is tight. Under the same minor technical conditions we derive an upper bound on the large deviation exponent of the limiting steady-state queue length matching that conjectured by Gamarnik and Momcilovic in [43]. We also prove a matching lower bound when the arrival process is Poisson.

Our main proof technique is the derivation of new and simple bounds for the FCFS $G I / G I / n$ queue. Our bounds are of a structural nature, hold for all $n$ and all times $t \geq 0$, and have intuitive closed-form representations as the suprema of certain natural processes which converge weakly to Gaussian processes. Our upper and lower bounds also exhibit a certain duality relationship, and exemplify a general methodology which may be useful for analyzing a variety of queueing systems. We further illustrate the utility of this methodology by deriving the first non-trivial bounds for the weak-limit process studied in [91].

We note that our techniques allow us to analyze many properties of the $G I / G I / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime without having to consider the complicated exact dynamics of the $G I / G I / n$ queue. Interestingly, such ideas were used in the original paper of Halfin and Whitt [52] to show tightness of the steady-state queue length for the $G I / M / n$ queue under the $\mathrm{H}-\mathrm{W}$ scaling, but do not seem to have been used in subsequent works on queues in the $\mathrm{H}-\mathrm{W}$ regime.

### 4.1.1 Outline of chapter

The rest of the chapter proceeds as follows. In Section 4.2, we present our main results. In Section 4.3, we establish our general-purpose upper bounds for the queue length in a properly initialized FCFS $G I / G I / n$ queue. In Section 4.4, we establish our general-purpose lower bounds for the queue length in a properly initialized FCFS $M / G I / n$ queue. In Section 4.5 we use our bounds to prove the tightness of the
steady-state queue length when the system is in the H-W regime. In Section 4.6 we combine our bounds with known results about weak limits and the suprema of Gaussian processes to prove our large deviation results. In Section 4.7 we use our bounds to study the weak limit derived in [91]. In Section 4.8 we summarize our main results and comment on directions for future research. We include a technical appendix in Section 4.9.

### 4.2 Main Results

Recall from Chapter 1 that $\lambda_{n}=n-B n^{\frac{1}{2}}$, and $\mathcal{Q}^{n}$ is the First-Come-First-Serve (FCFS) $G I / G I / n$ queue with inter-arrival times drawn i.i.d. distributed as $A \lambda_{n}^{-1}$ and processing times drawn i.i.d. distributed as $S$ (initial conditions will be specified later). Suppose that $\mathbb{E}[A]=\mu_{A}^{-1}<\infty, \mathbb{E}[S]=\mu_{S}^{-1}<\infty$, and $\mathbb{P}(A=0)=\mathbb{P}(S=0)=$ 0 Recall that $\sigma_{A}^{2}$ and $\sigma_{S}^{2}$ denote the variances of $A$ and $S$, respectively, and $c_{A}^{2}$ and $c_{S}^{2}$ denote the squared coefficients of variation (s.c.v.) of $A$ and $S$, respectively. All processes should be assumed right-continuous with left limits (r.c.l.l.) unless stated otherwise. All empty summations should be evaluated as zero, and all empty products should be evaluated as one.

### 4.2.1 Main results

Our main results will require two additional sets of assumptions on $A$ and $S$. The first set of assumptions, which we call the $\mathrm{H}-\mathrm{W}$ assumptions, ensures that $\left\{Q^{n}(t), n \geq 1\right\}$ is in the $\mathrm{H}-\mathrm{W}$ scaling regime as $n \rightarrow \infty$. We say that $A$ and $S$ satisfy the $\mathrm{H}-\mathrm{W}$ assumptions iff $\mu_{A}=\mu_{S}$, in which case we denote this common rate by $\mu$. The second set of assumptions, which we call the $T_{0}$ assumptions, is a set of additional minor technical conditions we require for our main results.
(i) There exists $\epsilon>0$ s.t. $\mathbb{E}\left[A^{2+\epsilon}\right], \mathbb{E}\left[S^{2+\epsilon}\right]<\infty$.
(ii) $c_{A}^{2}+c_{S}^{2}>0$. Namely either $A$ or $S$ is a non-trivial r.v.
(iii) $\lim \sup _{t \downarrow 0} t^{-1} \mathbb{P}(S \leq t)<\infty$.
(iv) For all sufficiently large $n, Q^{n}(t)$ converges weakly to a steady-state distribution $Q^{n}(\infty)$ as $t \rightarrow \infty$.

We note that technical condition (iii) of the $T_{0}$ assumptions is not very restrictive, and is (for example) satisfied by any discrete distribution with no mass at zero, and any continuous distribution with finite density at zero. Furthermore, condition (iii) is in some sense natural, as certain closely related tightness results from the literature are known to require a similar condition (see the discussion in [110]). We refer the interested reader to [4] for an excellent discussion of technical condition (iv), which is also not very restrictive.

We now state our main results. We begin by establishing the tightness of the steadystate queue length for the FCFS $G I / G I / n$ queue in the H-W regime.

Theorem 11. If $A$ and $S$ satisfy the $H-W$ and $T_{0}$ assumptions, then the sequence $\left\{\left(Q^{n}(\infty)-n\right)^{+} n^{-\frac{1}{2}}, n \geq 1\right\}$ is tight.

In words, the queue length $\left(Q^{n}(\infty)-n\right)^{+}$scales like $O\left(n^{\frac{1}{2}}\right)$.

We now establish an upper bound for the large deviation exponent of the limiting steady-state queue length for the FCFS GI/GI/n queue in the H-W regime, and a matching lower bound when the arrival process is Poisson.

Theorem 12. Under the same assumptions as Theorem 11,

$$
\limsup _{x \rightarrow \infty} x^{-1} \log \left(\limsup _{n \rightarrow \infty} \mathbb{P}\left(\left(Q^{n}(\infty)-n\right)^{+} n^{-\frac{1}{2}}>x\right)\right) \leq-2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1} .
$$

If in addition $A$ is an exponentially distributed r.v., namely the system is $M / G I / n$, then

$$
\begin{aligned}
& \lim _{x \rightarrow \infty} x^{-1} \log \left(\liminf _{n \rightarrow \infty} \mathbb{P}\left(\left(Q^{n}(\infty)-n\right)^{+} n^{-\frac{1}{2}}>x\right)\right) \\
= & \lim _{x \rightarrow \infty} x^{-1} \log \left(\limsup _{n \rightarrow \infty} \mathbb{P}\left(\left(Q^{n}(\infty)-n\right)^{+} n^{-\frac{1}{2}}>x\right)\right)=-2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1} .
\end{aligned}
$$

In words, Theorem 12 states that the tail of the limiting steady-state queue length is bounded from above by $\exp \left(-2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1} x+o(x)\right)$; and when the arrival process is Poisson, the tail of the limiting steady-state queue length is bounded from below by $\exp \left(-2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1} x-o(x)\right)$, where $o(x)$ is some non-negative function s.t. $\lim _{x \rightarrow \infty} x^{-1} o(x)=0$. Note that Theorem 12 translates into bounds for the large deviation behavior of any weak limit of the sequence $\left\{\left(Q^{n}(\infty)-n\right)^{+} n^{-\frac{1}{2}}, n \geq 1\right\}$, where at least one weak limit exists by Theorem 11.

### 4.3 Upper Bound

In this section, we prove a general upper bound for the FCFS $G I / G I / n$ queue, when properly initialized. The bound is valid for all finite $n$, and works in both the transient and steady-state (when it exists) regimes. Although we will later customize this bound to the $\mathrm{H}-\mathrm{W}$ regime to prove our main results, we note that the bound is in no way limited to that regime. For a non-negative r.v. $X$ with finite mean $\mathbb{E}[X]>0$, let $R(X)$ denote a r.v. distributed as the residual life distribution of $X$. Namely, for
all $z \geq 0$,

$$
\begin{equation*}
\mathbb{P}(R(X)>z)=(\mathbb{E}[X])^{-1} \int_{z}^{\infty} \mathbb{P}(X>y) d y \tag{4.1}
\end{equation*}
$$

Recall that associated with a r.v. $X$, an equilibrium renewal process with renewal distribution $X$ is a counting process in which the first inter-event time is distributed as $R(X)$, and all subsequent inter-event times are drawn i.i.d. distributed as $X$; an ordinary renewal process with renewal distribution $X$ is a counting process in which all inter-event times, including the first, are drawn i.i.d. distributed as $X$. Let $\left\{N_{i}(t), i=1, \ldots, n\right\}$ denote a set of $n$ i.i.d. equilibrium renewal processes with renewal distribution $S$. Let $A(t)$ denote an independent equilibrium renewal process with renewal distribution $A$.

Let $\mathcal{Q}$ denote the FCFS $G I / G I / n$ queue with inter-arrival times drawn i.i.d. distributed as $A$, processing times drawn i.i.d. distributed as $S$, and the following initial conditions. For $i=1, \ldots, n$, there is a single job initially being processed on server $i$, and the set of initial processing times of these $n$ initial jobs is drawn i.i.d. distributed as $R(S)$. There are zero jobs waiting in queue, and the first inter-arrival time is distributed as $R(A)$, independent of the initial processing times of those jobs initially in system. We now establish an upper bound for $Q(t)$, the number in system at time $t$ in $\mathcal{Q}$.

Theorem 13. For all $x>0$, and $t \geq 0$,

$$
\mathbb{P}\left((Q(t)-n)^{+}>x\right) \leq \mathbb{P}\left(\sup _{0 \leq s \leq t}\left(A(s)-\sum_{i=1}^{n} N_{i}(s)\right)>x\right) .
$$

If in addition $Q(t)$ converges weakly to a steady-state distribution $Q(\infty)$ as $t \rightarrow \infty$, then for all $x>0$,

$$
\mathbb{P}\left((Q(\infty)-n)^{+}>x\right) \leq \mathbb{P}\left(\sup _{t \geq 0}\left(A(t)-\sum_{i=1}^{n} N_{i}(t)\right)>x\right) .
$$

Note that our bounds are monotone in time, as when $t$ increases the supremum appearing in Theorem 13 is taken over a larger time window, and the bound for the steady-state is the natural limit of these transient bounds.

We will prove Theorem 13 by analyzing a different FCFS $G / G I / n$ queue $\tilde{\mathcal{Q}}$ which represents a 'modified' FCFS $G I / G I / n$ queue, in which all servers are kept busy at all times by adding artificial arrivals whenever a server would otherwise go idle. We note that our construction is similar to several constructions appearing in the literature. Our bounding system is closely related to the so-called Queue with Autonomous Service, a model studied previously by several authors [9],[57],[113],[66]. Another related work is [20], in which the queue length of the $G / G I / 1$ queue is bounded by considering a modified system in which the server goes on a vacation whenever it would have otherwise gone idle. Also, in [52], the queue length of the $G I / M / n$ queue is bounded by considering a modified system in which a reflecting barrier is placed at state $n$.

We now construct the FCFS $G / G I / n$ queue $\tilde{\mathcal{Q}}$ on the same probability space as $\left\{N_{i}(t), i=1, \ldots, n\right\}$ and $A(t)$. We begin by defining two auxiliary processes $\tilde{A}(t)$ and $\tilde{Q}(t)$, where $\tilde{A}(t)$ will become the arrival process to $\tilde{\mathcal{Q}}$, and we will later prove that $\tilde{Q}(t)$ equals the number in system in $\tilde{\mathcal{Q}}$ at time $t$. Let $\tau_{0} \triangleq 0,\left\{\tau_{k}, k \geq 1\right\}$ denote the sequence of event times in the pooled renewal process $A(t)+\sum_{i=1}^{n} N_{i}(t)$, $d A(t) \triangleq A(t)-A\left(t^{-}\right), A(s, t) \triangleq A(t)-A(s)$, and $d N_{i}(t) \triangleq N_{i}(t)-N_{i}\left(t^{-}\right), N_{i}(s, t) \triangleq$ $N_{i}(t)-N_{i}(s)$ for $i=1, \ldots, n$.

We now define the processes $\tilde{A}(t)$ and $\tilde{Q}(t)$ inductively over $\left\{\tau_{k}, k \geq 0\right\}$. Let $\tilde{A}\left(\tau_{0}\right) \triangleq 0, \tilde{Q}\left(\tau_{0}\right) \triangleq n$. Now suppose that for some $k \geq 0$, we have defined $\tilde{A}(t)$ and $\tilde{Q}(t)$ for all $t \leq \tau_{k}$. We now define these processes for $t \in\left(\tau_{k}, \tau_{k+1}\right]$. For $t \in\left(\tau_{k}, \tau_{k+1}\right)$, let $\tilde{A}(t) \triangleq \tilde{A}\left(\tau_{k}\right)$, and $\tilde{Q}(t) \triangleq \tilde{Q}\left(\tau_{k}\right)$. Note that w.p. $1 d A\left(\tau_{k+1}\right)+\sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)=$ 1, since $R(A)$ and $R(S)$ are continuous r.v.s, $\mathbb{P}(A=0)=\mathbb{P}(S=0)=0$, and
$A(t),\left\{N_{i}(t), i=1, \ldots, n\right\}$ are mutually independent. We define

$$
\tilde{A}\left(\tau_{k+1}\right) \triangleq \begin{cases}\tilde{A}\left(\tau_{k}\right)+1 & \text { if } d A\left(\tau_{k+1}\right)=1 \\ \tilde{A}\left(\tau_{k}\right)+1 & \text { if } \sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)=1 \text { and } \tilde{Q}\left(\tau_{k}\right) \leq n ; \\ \tilde{A}\left(\tau_{k}\right) & \text { otherwise (i.e. } \left.\sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)=1 \text { and } \tilde{Q}\left(\tau_{k}\right)>n\right)\end{cases}
$$

Similarly, we define

$$
\tilde{Q}\left(\tau_{k+1}\right) \triangleq \begin{cases}\tilde{Q}\left(\tau_{k}\right)+1 & \text { if } d A\left(\tau_{k+1}\right)=1 \\ \tilde{Q}\left(\tau_{k}\right) & \text { if } \sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)=1 \text { and } \tilde{Q}\left(\tau_{k}\right) \leq n ; \\ \tilde{Q}\left(\tau_{k}\right)-1 & \text { otherwise (i.e. } \left.\sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)=1 \text { and } \tilde{Q}\left(\tau_{k}\right)>n\right)\end{cases}
$$

Combining the above completes our inductive definition of $\tilde{A}(t)$ and $\tilde{Q}(t)$. Since w.p. 1 $\lim _{k \rightarrow \infty} \tau_{k}=\infty$, it follows that w.p. 1 both $\tilde{A}(t)$ and $\tilde{Q}(t)$ are well-defined on $[0, \infty)$. We note that it also follows from our construction that w.p. 1 both $\tilde{A}(t)$ and $\tilde{Q}(t)$ are r.c.l.1., and define $d \tilde{A}(t) \triangleq \tilde{A}(t)-\tilde{A}\left(t^{-}\right)$. It also follows from our construction that the dynamics of $\tilde{Q}$ are identical to those of the so-called Queue with Autonomous Service, a model studied previously by several authors [9],[57],[113],[66]; we refer the reader to [113] for details.

We now construct the FCFS $G / G I / n$ queue $\tilde{\mathcal{Q}}$ using the auxiliary process $\tilde{A}(t)$. Let $V_{i}^{j}$ denote the length of the $j$ th renewal interval in process $N_{i}(t), j \geq 1, i=$ $1, \ldots, n$. Then $\tilde{\mathcal{Q}}$ is defined to be the FCFS $G / G I / n$ queue with arrival process $\tilde{A}(t)$ and processing time distribution $S$, where the $j$ th job assigned to server $i$ (after time 0 ) is assigned processing time $V_{i}^{j+1}$ for $j \geq 1, i=1, \ldots, n$. The initial conditions for $\tilde{\mathcal{Q}}$ are s.t. for $i=1, \ldots, n$, there is a single job initially being processed on server $i$ with initial processing time $V_{i}^{1}$, and there are zero jobs waiting in queue.

We now analyze $\tilde{\mathcal{Q}}$, proving that

Lemma 25. For $i=1, \ldots, n$, exactly one job departs from server $i$ at each time $t \in\left\{\sum_{l=1}^{j} V_{i}^{l}, j \geq 1\right\}$, and there are no other departures from server $i$. Also, no server ever idles in $\tilde{\mathcal{Q}}, \tilde{Q}(t)$ equals the number in system in $\tilde{\mathcal{Q}}$ at time $t$ for all $t \geq 0$, and for all $k \geq 1$,

$$
\begin{equation*}
\tilde{Q}\left(\tau_{k}\right)-n=\max \left(0, \tilde{Q}\left(\tau_{k-1}\right)-n+d A\left(\tau_{k}\right)-\sum_{i=1}^{n} d N_{i}\left(\tau_{k}\right)\right) . \tag{4.2}
\end{equation*}
$$

Proof. The proof proceeds by induction on $\left\{\tau_{k}, k \geq 0\right\}$, with induction hypothesis that the lemma holds for all $t \leq \tau_{k}$. The base case $k=0$ follows from the the initial conditions of $\tilde{\mathcal{Q}}$ and $\tilde{Q}(t)$. Thus assume that the induction hypothesis holds for some fixed $k \geq 0$. We first establish the induction step for the statements about the departure process and non-idling of servers. Let us fix some $i \in\{1, \ldots, n\}$. By the induction hypothesis, server $i$ was non-idling on $\left[0, \tau_{k}\right]$, and the set of departure times from server $i$ on $\left[0, \tau_{k}\right]$ was exactly $\left\{\sum_{l=1}^{j} V_{i}^{l}, j=1, \ldots, N_{i}\left(\tau_{k}\right)\right\}$. We claim that the next departure from server $i$ occurs at time $\sum_{l=1}^{N_{i}\left(\tau_{k}\right)+1} V_{i}^{l}$. Indeed, if $N_{i}\left(\tau_{k}\right)=0$, the next departure from server $i$ is the first departure from server $i$, which occurs at time $V_{i}{ }^{1}$. If instead $N_{i}\left(\tau_{k}\right)>0$, then the last departure from server $i$ to occur at or before time $\tau_{k}$ occured at time $\sum_{l=1}^{N_{i}\left(\tau_{k}\right)} V_{i}^{l}$. At that time a new job began processing on server $i$ with processing time $V_{i}^{N_{i}\left(\tau_{k}\right)+1}$. This job will depart at time $\sum_{l=1}^{N_{2}\left(\tau_{k}\right)+1} V_{i}^{l}$, verifying the claim. It follows that no server idles on ( $\left.\tau_{k}, \tau_{k+1}\right)$, since $\sum_{l=1}^{N_{i}\left(\tau_{k}\right)+1} V_{i}^{l} \in\left\{\tau_{j}, j \geq 1\right\}$, and thus $\sum_{l=1}^{N_{i}\left(\tau_{k}\right)+1} V_{i}^{l} \geq \tau_{k+1}$. We now treat two cases. First, suppose $\sum_{l=1}^{N_{i}\left(\tau_{k}\right)+1} V_{i}^{l}>\tau_{k+1}$. Then there are no departures from server $i$ on ( $\tau_{k}, \tau_{k+1}$ ] and the induction step follows immediately from the induction hypothesis. Alternatively, suppose $\sum_{l=1}^{N_{i}\left(\tau_{k}\right)+1} V_{i}^{l}=\tau_{k+1}$. In this case the next departure from server $i$ occurs at time $\tau_{k+1}, d N_{i}\left(\tau_{k+1}\right)=1$, and all other servers are non-idling and have no departures on $\left(\tau_{k}, \tau_{k+1}\right]$. Thus if there are at least $n+1$ jobs in $\tilde{\mathcal{Q}}$ at time $\tau_{k}$, then there are at least $n+1$ jobs in $\tilde{\mathcal{Q}}$ at time $\tau_{k+1}^{-}$, and some job begins processing
on server $i$ at time $\tau_{k+1}$. Alternatively, if there are exactly $n$ jobs in $\tilde{\mathcal{Q}}$ at time $\tau_{k}$, then $\tilde{Q}\left(\tau_{k}\right)=n$ by the induction hypothesis. Thus $d \tilde{A}\left(\tau_{k+1}\right)=1$, and this arrival immediately begins processing on server $i$. Combining the above treats all cases since there are at least $n$ jobs in $\tilde{\mathcal{Q}}$ at time $\tau_{k}$ by the induction hypothesis, completing the induction step.

We now prove the induction step for the statement that $\tilde{Q}(t)$ equals the number in system in $\tilde{\mathcal{Q}}$ at time $t$, as well as (4.2). Since we have already proven that any departures from $\tilde{\mathcal{Q}}$ on $\left(\tau_{k}, \tau_{k+1}\right]$ occur at time $\tau_{k+1}$, and by construction any jumps in $\tilde{A}(t)$ and $\tilde{Q}(t)$ on ( $\left.\tau_{k}, \tau_{k+1}\right]$ occur at time $\tau_{k+1}$, it suffices to prove that $\tilde{Q}\left(\tau_{k+1}\right)$ equals the number in system in $\tilde{\mathcal{Q}}$ at time $\tau_{k+1}$. First, suppose $d A\left(\tau_{k+1}\right)=1$. Then $\sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)=0, \tilde{Q}\left(\tau_{k}\right) \geq n$ by the induction hypothesis, and $\tilde{Q}\left(\tau_{k+1}\right)=\tilde{Q}\left(\tau_{k}\right)+1$. Thus

$$
\begin{aligned}
\max \left(0, \tilde{Q}\left(\tau_{k}\right)-n+d A\left(\tau_{k+1}\right)-\sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)\right) & =\max \left(0, \tilde{Q}\left(\tau_{k}\right)-n+1\right) \\
& =\tilde{Q}\left(\tau_{k}\right)-n+1=\tilde{Q}\left(\tau_{k+1}\right)-n
\end{aligned}
$$

showing that (4.2) holds. Note that $\sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)=0$ implies that $\sum_{l=1}^{N_{i}\left(\tau_{k}\right)+1} V_{i}^{l}>$ $\tau_{k+1}$ for all $i=1, \ldots, n$, and we have already proven that in this case there are no departures from $\tilde{\mathcal{Q}}$ on $\left(\tau_{k}, \tau_{k+1}\right]$. Since $d A\left(\tau_{k+1}\right)=1$ implies $d \tilde{A}\left(\tau_{k+1}\right)=1$, it follows that the number in system in $\tilde{\mathcal{Q}}$ at time $\tau_{k+1}$ is one more than number in system in $\tilde{\mathcal{Q}}$ at time $\tau_{k}$. Thus $\tilde{Q}\left(\tau_{k+1}\right)$ equals the number in system in $\tilde{\mathcal{Q}}$ at time $\tau_{k+1}$ by the induction hypothesis.

Now suppose that $\sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)=1$. Then $d A\left(\tau_{k+1}\right)=0$, and there exists a unique index $i^{*}$ s.t. $\sum_{l=1}^{N_{i=1}^{*}\left(\tau_{k}\right)+1} V_{i^{*}}^{l}=\tau_{k+1}$. We have already proven that in this case there are no departures from $\tilde{\mathcal{Q}}$ on $\left(\tau_{k}, \tau_{k+1}\right)$, and a single departure from $\tilde{\mathcal{Q}}$ at time $\tau_{k+1}$ (on server $i^{*}$ ). First suppose that there are at least $n+1$ jobs in $\tilde{\mathcal{Q}}$ at time $\tau_{k}$.

Then $\tilde{Q}\left(\tau_{k}\right) \geq n+1$ by the induction hypothesis, and $\tilde{Q}\left(\tau_{k+1}\right)=\tilde{Q}\left(\tau_{k}\right)-1$. Thus

$$
\begin{aligned}
\max \left(0, \tilde{Q}\left(\tau_{k}\right)-n+d A\left(\tau_{k+1}\right)-\sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)\right) & =\max \left(0, \tilde{Q}\left(\tau_{k}\right)-n-1\right) \\
& =\tilde{Q}\left(\tau_{k}\right)-n-1=\tilde{Q}\left(\tau_{k+1}\right)-n
\end{aligned}
$$

showing that (4.2) holds. Since $d \tilde{A}\left(\tau_{k+1}\right)=0$, there are no arrivals to $\tilde{\mathcal{Q}}$ on $\left(\tau_{k}, \tau_{k+1}\right]$. Combining the above, we find that the number in system in $\tilde{\mathcal{Q}}$ at time $\tau_{k+1}$ is one less than the number in system in $\tilde{\mathcal{Q}}$ at time $\tau_{k}$. Thus $\tilde{Q}\left(\tau_{k+1}\right)$ equals the number in system in $\tilde{\mathcal{Q}}$ at time $\tau_{k+1}$ by the induction hypothesis.

Alternatively, suppose that $\sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)=1$ and there are exactly $n$ jobs in $\tilde{\mathcal{Q}}$ at time $\tau_{k}$. Then $\tilde{Q}\left(\tau_{k}\right)=n$ by the induction hypothesis, and $\tilde{Q}\left(\tau_{k+1}\right)=\tilde{Q}\left(\tau_{k}\right)$. Thus

$$
\begin{aligned}
\max \left(0, \tilde{Q}\left(\tau_{k}\right)-n+d A\left(\tau_{k+1}\right)-\sum_{i=1}^{n} d N_{i}\left(\tau_{k+1}\right)\right) & =\max \left(0, \tilde{Q}\left(\tau_{k}\right)-n-1\right) \\
& =0=\tilde{Q}\left(\tau_{k+1}\right)-n
\end{aligned}
$$

showing that (4.2) holds. Since $d \tilde{A}\left(\tau_{k+1}\right)=1$, there is a single arrival to $\tilde{\mathcal{Q}}$ on $\left(\tau_{k}, \tau_{k+1}\right]$. Combining the above, we find that the number in system in $\tilde{\mathcal{Q}}$ at time $\tau_{k+1}$ equals the number in system in $\tilde{\mathcal{Q}}$ at time $\tau_{k}$. Thus $\tilde{Q}\left(\tau_{k+1}\right)$ equals the number in system in $\tilde{\mathcal{Q}}$ at time $\tau_{k+1}$ by the induction hypothesis. Since $\tilde{Q}\left(\tau_{k}\right) \geq n$ by the induction hypothesis, this treats all cases, completing the proof of the induction and the lemma.

We now 'unfold' recursion (4.2) to derive a simple one-dimensional random walk representation for $\tilde{Q}(t)$. We note that the relationship between recursions such as (4.2) and the suprema of associated one-dimensional random walks is well-known (see [9],[20]). Then it follows from (4.2) and a straightforward induction on $\left\{\tau_{k}, k \geq 0\right\}$
that w.p.1, for all $k \geq 0$,

$$
\tilde{Q}\left(\tau_{k}\right)-n=\max _{0 \leq j \leq k}\left(A\left(\tau_{k-j}, \tau_{k}\right)-\sum_{i=1}^{n} N_{i}\left(\tau_{k-j}, \tau_{k}\right)\right)
$$

As all jumps in $\tilde{Q}(t)$ occur at times $t \in\left\{\tau_{k}, k \geq 1\right\}$, it follows that

Corollary 3. W.p.1, for all $t \geq 0$,

$$
\tilde{Q}(t)-n=\sup _{0 \leq s \leq t}\left(A(t-s, t)-\sum_{i=1}^{n} N_{i}(t-s, t)\right)
$$

We now prove that $\tilde{Q}(t)$ provides an upper bound for $Q(t)$.
Proposition 3. $Q(t)$ and $\tilde{Q}(t)$ can be constructed on the same probability space so that w.p. $1 Q(t) \leq \tilde{Q}(t)$ for all $t \geq 0$.

For our later results, it will be useful to first prove a general comparison result for $G / G / n$ queues. Although such results seem to be generally known in the queueing literature (see [109], [97]), we include a proof for completeness. For an event $E$, let $I(E)$ denote the indicator function of $E$.

Lemma 26. Let $\mathcal{Q}^{1}$ and $\mathcal{Q}^{2}$ be two $F C F S G / G / n$ queues with finite, strictly positive inter-arrival and processing times. Let $\left\{T_{k}^{i}, k \geq 1\right\}$ denote the ordered sequence of arrival times to $\mathcal{Q}^{i}, i \in\{1,2\}$. Let $S_{k}^{i}$ denote the processing time assigned to the job that arrives to $\mathcal{Q}^{i}$ at time $T_{k}^{i}, k \geq 1, i \in\{1,2\}$. Further suppose that
(i) The initial number in system in $\mathcal{Q}^{1}$ is at most $n$;
(ii) For each job $J$ initially in $\mathcal{Q}^{1}$ there is a distinct corresponding job $J^{\prime}$ initially in $\mathcal{Q}^{2}$ s.t. the initial processing time of $J$ in $\mathcal{Q}^{1}$ equals the initial processing time of $J^{\prime}$ in $\mathcal{Q}^{2}$;
(iii) $\left\{T_{k}^{1}, k \geq 1\right\}$ is a subsequence of $\left\{T_{k}^{2}, k \geq 1\right\}$;
(iv) For all $k \geq 1$, the job that arrives to $\mathcal{Q}^{2}$ at time $T_{k}^{1}$ is assigned processing time $S_{k}^{1}$, the same processing time assigned to the job which arrives to $\mathcal{Q}^{1}$ at that time.

Then the number in system in $\mathcal{Q}^{2}$ at time $t$ is at least the number in system in $\mathcal{Q}^{1}$ at time $t$ for all $t \geq 0$.

Proof. Let $Z^{i}(t)$ denote the number of jobs initially in $\mathcal{Q}^{i}$ which are still in $\mathcal{Q}^{i}$ at time $t, i \in\{1,2\}$. We claim that $Z^{2}(t) \geq Z^{1}(t)$ for all $t \geq 0$. Indeed, let $J$ be any job initially in $\mathcal{Q}^{1}$, and let $S_{J}$ denote its initial processing time. Then (ii) ensures the existence of a distinct corresponding job $J^{\prime}$ initially in $\mathcal{Q}^{2}$, with the same initial processing time $S_{J}$. Since by (i) all jobs initially in $\mathrm{Q}^{1}$ begin processing at time 0 , it follows that $J$ departs $\mathcal{Q}^{1}$ at time $S_{J}$, while $J^{\prime}$ departs $\mathcal{Q}^{2}$ no earlier than $S_{J}$. Making this argument for each job $J$ initially in $\mathcal{Q}^{1}$ proves that $Z^{2}(t) \geq Z^{1}(t)$ for all $t \geq 0$.

Let $D_{k}^{i}$ denote the time at which the job that arrives to $\mathcal{Q}^{i}$ at time $T_{k}^{1}$ departs from $\mathcal{Q}^{i}, k \geq 1, i \in\{1,2\}$. We now prove by induction that for $k \geq 1, D_{k}^{2} \geq D_{k}^{1}$, from which the proposition follows. Observe that for all $k \geq 1$,

$$
\begin{equation*}
D_{k}^{1}=\inf \left\{t: t \geq T_{k}^{1}, Z^{1}(t)+\sum_{j=1}^{k-1} I\left(D_{j}^{1}>t\right) \leq n-1\right\}+S_{k}^{1} \tag{4.3}
\end{equation*}
$$

Also,

$$
\begin{equation*}
D_{k}^{2} \geq \inf \left\{t: t \geq T_{k}^{1}, Z^{1}(t)+\sum_{j=1}^{k-1} I\left(D_{j}^{2}>t\right) \leq n-1\right\}+S_{k}^{1} \tag{4.4}
\end{equation*}
$$

where the inequality in (4.4) arises since $Z^{2}(t) \geq Z^{1}(t)$ for all $t \geq 0$, and the job that arrives to $\mathcal{Q}^{2}$ at time $T_{k}^{1}$ may have to wait for additional jobs, which either were initially present in $\mathcal{Q}^{2}$ but not $\mathcal{Q}^{1}$, or which arrive at a time belonging to $\left\{T_{k}^{2}, k \geq\right.$ $1\} \backslash\left\{T_{k}^{1}, k \geq 1\right\}$.

For the base case $k=1$, note that $D_{1}^{1}=\inf \left\{t: t \geq T_{1}^{1}, Z^{1}(t) \leq n-1\right\}+S_{1}^{1}$, while $D_{1}^{2} \geq \inf \left\{t: t \geq T_{1}^{1}, Z^{1}(t) \leq n-1\right\}+S_{1}^{1}$.

Now assume the induction is true for all $j \leq k$. Then for all $t \geq 0, \sum_{j=1}^{k} I\left(D_{j}^{2}>\right.$ $t) \geq \sum_{j=1}^{k} I\left(D_{j}^{1}>t\right)$. Thus

$$
\begin{aligned}
& \inf \left\{t: t \geq T_{k+1}^{1}, Z^{1}(t)+\sum_{j=1}^{k} I\left(D_{j}^{1}>t\right) \leq n-1\right\}+S_{k+1}^{1} \\
& \leq \inf \left\{t: t \geq T_{k+1}^{1}, Z^{1}(t)+\sum_{j=1}^{k} I\left(D_{j}^{2}>t\right) \leq n-1\right\}+S_{k+1}^{1}
\end{aligned}
$$

It then follows from (5.3) and (4.4) that $D_{k+1}^{1} \leq D_{k+1}^{2}$, completing the induction.
We now complete the proof of Proposition 3.
Proof of Proposition 3. We construct $\tilde{\mathcal{Q}}$ and $\mathcal{Q}$ on the same probability space. We assign $\mathcal{Q}$ and $\tilde{\mathcal{Q}}$ the same initial conditions, and let $A(t)$ be the arrival process to $\mathcal{Q}$ on $(0, \infty)$. Let $\left\{t_{k}, k \geq 1\right\}$ denote the ordered sequence of event times in $A(t)$. It follows from the construction of $\tilde{A}(t)$ that $\left\{t_{k}, k \geq 1\right\}$ is a subsequence of the set of event times in $\tilde{A}(t)$. We let the processing time assigned to the arrival to $\tilde{\mathcal{Q}}$ at time $t_{k}$ equal the processing time assigned to the arrival to $\mathcal{Q}$ at time $t_{k}, k \geq 1$. It follows that w.p. $1 \mathcal{Q}$ and $\tilde{\mathcal{Q}}$ satisfy the conditions of Lemma 26 . Combining the above with Lemma 25 completes the proof.

We now complete the proof of Theorem 13.
Proof of Theorem 13. By elementary renewal theory (see [27]), $A(s)_{0 \leq s \leq t}$ has the same distribution (on the process level) as $A(t-s, t)_{0 \leq s \leq t}$, and $\sum_{i=1}^{n} N_{i}(s)_{0 \leq s \leq t}$ has the same distribution (on the process level) as $\sum_{i=1}^{n} N_{i}(t-s, t)_{0 \leq s \leq t}$. Combining with the independence of $A(t)$ and $\sum_{i=1}^{n} N_{i}(t)$, Corollary 7, and Proposition 3, proves the theorem.

We now prove the corresponding steady-state result. Note that for any $x>0$, the sequence of events $\left\{\sup _{0 \leq s \leq t}\left(A(s)-\sum_{i=1}^{n} N_{i}(s)\right)>x, t \geq 0\right\}$ is monotonic in $t$. It follows from the continuity of probability measures that

$$
\lim _{t \rightarrow \infty} \mathbb{P}\left(\sup _{0 \leq s \leq t}\left(A(s)-\sum_{i=1}^{n} N_{i}(s)\right)>x\right)=\mathbb{P}\left(\sup _{t \geq 0}\left(A(t)-\sum_{i=1}^{n} N_{i}(t)\right)>x\right) .
$$

The steady-state result then follows from the corresponding transient result and the definition of weak convergence, since $Q(\infty)$ has integer support.

### 4.4 Lower Bound

In this section, we prove a general lower bound for the $M / G I / n$ queue, when properly initialized. Suppose $A$ is an exponentially distributed r.v. Let $Z$ denote a Poisson r.v. with mean $\frac{\mu_{A}}{\mu_{S}}$. Let $\mathcal{Q}_{2}$ denote the $M / G I / n$ queue with inter-arrival times drawn i.i.d. distributed as $A$, processing times drawn i.i.d. distributed as $S$, and the following initial conditions. At time 0 there are $Z$ jobs in system. This set of initial jobs have initial processing times drawn i.i.d. distributed as $R(S)$, independent of $Z$. If $Z \geq n$, a set of exactly $n$ initial jobs is selected uniformly at random (u.a.r.) to be processed initially, and the remaining initial jobs queue for processing. Suppose also that the first inter-arrival time is distributed as $R(A)$ (also an exponentially distributed r.v.) independent of both $Z$ and the initial processing times of those jobs initially in the system. Recall the processes $A(t)$ and $\left\{N_{i}(t), i=1, \ldots, n\right\}$, which were defined previously at the start of Section 4.3. Then $Q_{2}(t)$, the number in system at time $t$ in $\mathcal{Q}_{2}$, satisfies

Theorem 14. For all $x>0$, and $t \geq 0$,

$$
\mathbb{P}\left(\left(Q_{2}(t)-n\right)^{+}>x\right) \geq \mathbb{P}(Z \geq n) \sup _{0 \leq s \leq t} \mathbb{P}\left(A(s)-\sum_{i=1}^{n} N_{i}(s)>x\right)
$$

If in addition $Q_{2}(t)$ converges weakly to a steady-state distribution $Q(\infty)$ as $t \rightarrow \infty$, then for all $x>0$,

$$
\mathbb{P}\left((Q(\infty)-n)^{+}>x\right) \geq \mathbb{P}(Z \geq n) \sup _{t \geq 0} \mathbb{P}\left(A(t)-\sum_{i=1}^{n} N_{i}(t)>x\right)
$$

Comparing with Theorem 13, we see that our upper and lower bounds exhibit a certain duality, marked by the order of the $\mathbb{P}$ and sup operators.

We will prove Theorem 14 by coupling $\mathcal{Q}_{2}$ to both an associated FCFS $M / G I / \infty$ queue $\mathcal{Q}_{\infty}$ and a certain family of $\operatorname{FCFS} G / G / n$ queues $\left\{\mathcal{Q}_{2}^{s}, s \geq 0\right\}$. For each $s \geq 0$, our coupling ensures that $Q_{2}^{s}(t)$, the number in system at time $t$ in $\mathcal{Q}_{2}^{s}$, provides a lower bound for $Q_{2}(t)$ for all $t \geq s$, and that the set of remaining processing times (at time $s$ ) of those jobs in $\mathcal{Q}_{2}^{s}$ at time $s$ is a random thinning of the set of remaining processing times (at time $s$ ) of those jobs in $\mathcal{Q}_{\infty}$ at time $s$. We note that some of the ideas involved in the proof of our lower bound have appeared in the literature before (see [99], [97], [112]).

We now construct $\mathcal{Q}_{\infty}$ and $\left\{\mathcal{Q}_{2}^{s}, s \geq 0\right\}$. We assign $\mathcal{Q}_{\infty}$ the same initial conditions as $\mathcal{Q}_{2}$ (although in $\mathcal{Q}_{\infty}$ all initial jobs begin processing at time 0 ). We let $\mathcal{Q}_{\infty}$ and $\mathcal{Q}_{2}$ have the same arrival process, and for each arrival, we let the processing time assigned to this arrival to $\mathcal{Q}_{\infty}$ equal the processing time assigned to this arrival to $\mathcal{Q}_{2}$.

We now describe the initial conditions and arrival process for $\mathcal{Q}_{2}^{s}$ in terms of an appropriate thinning of the initial conditions and arrival process of $\mathcal{Q}_{\infty}$, where the nature of this thinning depends on $Q_{\infty}(s)$, the number in system at time $s$ in $\mathcal{Q}_{\infty}$.

If $Q_{\infty}(s)<n$, then the initial conditions of $\mathcal{Q}_{2}^{s}$ are to have zero jobs in system, and the arrival process to $\mathcal{Q}_{2}^{s}$ is to have zero arrivals on $[0, \infty)$. If $Q_{\infty}(s) \geq n$, then we select a size- $n$ subset $\mathcal{C}^{s}$ of jobs u.a.r. from all subsets of the jobs being processed in $\mathcal{Q}_{\infty}$ at time $s$. Let $\mathcal{C}_{0}^{s}$ denote those jobs in $\mathcal{C}^{s}$ which were initially in $\mathcal{Q}_{\infty}$ at time 0 . Then the initial conditions of $\mathcal{Q}_{2}^{s}$ are as follows. For each job $J \in \mathcal{C}_{0}^{s}$, there is a corresponding job $J^{\prime}$ initially in $\mathcal{Q}_{2}^{s}$, where the initial processing time of $J^{\prime}$ in $\mathcal{Q}_{2}^{s}$ equals the initial processing time of $J$ in $\mathcal{Q}_{\infty}$. There are no other initial jobs in $\mathcal{Q}_{2}^{s}$. The arrival process to $\mathcal{Q}_{2}^{s}$ on $(0, s]$ is as follows. For each job $J$ that arrives to $\mathcal{Q}_{\infty}$ (and thus to $\mathcal{Q}_{2}$ ) on ( $0, s$ ], say at time $\tau$, there is a corresponding arrival $J^{\prime}$ to $\mathcal{Q}_{2}^{s}$ at time $\tau$ iff $J \in \mathcal{C}^{s} \backslash \mathcal{C}_{0}^{s}$. In this case, the processing time assigned to $J^{\prime}$ in $\mathcal{Q}_{2}^{s}$ equals the processing time assigned to $J$ in $\mathcal{Q}_{\infty}$. There are no other arrivals to $\mathcal{Q}_{2}^{s}$ on $(0, s]$. We let $\mathcal{Q}_{2}^{s}, \mathcal{Q}_{\infty}$, and $\mathcal{Q}_{2}$ have the same arrival process on $(s, \infty)$, and for each arrival, we let the processing time assigned to this arrival to $\mathcal{Q}_{2}^{s}$ equal the processing time assigned to this arrival to $\mathcal{Q}_{\infty}$ (and thus $\mathcal{Q}_{2}$ ).

We claim that our coupling of $\mathcal{Q}_{\infty}$ to $\mathcal{Q}_{2}$ and construction of $\mathcal{Q}_{2}^{s}$ ensure that $\mathcal{Q}_{2}^{s}$ and $\mathcal{Q}_{2}$ satisfy the conditions of Lemma 26 . Indeed, for each job initially in $\mathcal{Q}_{2}^{s}$, there is a distinct corresponding job initially in $\mathcal{Q}_{2}$ with the same initial processing time. Also, for each job that arrives to $\mathcal{Q}_{2}^{s}$, there is a distinct corresponding job that arrives to $\mathcal{Q}_{2}$ at the same time with the same processing time. Thus w.p. $1 Q_{2}^{s}(t)$, the number in system at time $t$ in $\mathcal{Q}_{2}^{s}$, satisfies

$$
\begin{equation*}
Q_{2}(t) \geq Q_{2}^{s}(t) \text { for all } s, t \geq 0 \tag{4.5}
\end{equation*}
$$

We now complete the proof of Theorem 14.
Proof of Theorem 14. Since $\mathcal{Q}_{\infty}$ is initialized with its stationary distribution (see [101]), it follows from the basic properties of the $M / G I / \infty$ queue (see [101]) that $\mathbb{P}\left(Q_{\infty}(s) \geq n\right)=\mathbb{P}(Z \geq n)$, and conditional on the event $\left\{Q_{\infty}(s) \geq n\right\}$, the set of
remaining processing times (at time $s$ ) of those jobs being processed in $\mathcal{Q}_{\infty}$ at time $s$ are drawn i.i.d. distributed as $R(S)$. Thus conditional on the event $\left\{Q_{\infty}(s) \geq n\right\}$, one has that $\left|\mathcal{C}^{s}\right|=n$, and the set of remaining processing times (at time $s$, in $\mathcal{Q}_{\infty}$ ) of those jobs belonging to $\mathcal{C}^{s}$ is drawn i.i.d. distributed as $R(S)$.

By construction the number of jobs initially in $\mathcal{Q}_{2}^{s}$ at time 0 plus the number of jobs that arrive to $\mathcal{Q}_{2}^{s}$ on $(0, s]$ is at most $n$. Thus all jobs initially in $\mathcal{Q}_{2}^{s}$ at time 0 and all jobs that arrive to $\mathcal{Q}_{2}^{s}$ on $(0, s]$ begin processing immediately in $\mathcal{Q}_{2}^{s}$, as if $\mathcal{Q}_{2}^{s}$ were an infinite-server queue. It follows from our construction that conditional on the event $\left\{Q_{\infty}(s) \geq n\right\}$, the set of remaining processing times (at time $s$ ) of the $n$ jobs in $\mathcal{Q}_{2}^{s}$ at time $s$ equals the set of remaining processing times (at time $s$, in $\mathcal{Q}_{\infty}$ ) of those jobs belonging to $\mathcal{C}^{s}$, and are thus drawn i.i.d. distributed as $R(S)$.

Let us fix some $s, t$ s.t. $0 \leq s \leq t$. Recall that $V_{i}^{j}$ denotes the length of the $j$ th renewal interval in process $N_{i}(t), j \geq 1, i=1, \ldots, n$. It follows from our construction that conditional on the event $\left\{Q_{\infty}(s) \geq n\right\}$, we may set the remaining processing time (at time $s$ ) of the job on server $i$ in $\mathcal{Q}_{2}^{s}$ at time $s$ equal to $V_{i}^{1}$. We can also set the processing time of the $j$ th job assigned to server $i$ in $\mathcal{Q}_{2}^{s}$ (after time $s$ ) equal to $V_{i}^{j+1}$. Under this coupling the total number of jobs that depart from server $i$ in $\mathcal{Q}_{2}^{s}$ during $[s, t]$ is at most $N_{i}(t-s)$, and therefore the total number of departures from $\mathcal{Q}_{2}^{s}$ during $[s, t]$ is at most $\sum_{i=1}^{n} N_{i}(t-s)$, independent of the arrival process to $\mathcal{Q}_{2}^{s}$ on $[s, t]$. By the memoryless and stationary increments properties of the Poisson process, we may let the arrival process to $\mathcal{Q}_{2}^{s}$ on $[s, t]$ equal $A(v)_{0 \leq v \leq t-s}$. Combining the above, we find that for all $x>0, \mathbb{P}\left(Q_{2}^{s}(t)-n>x\right) \geq \mathbb{P}(Z \geq n) \mathbb{P}\left(A(t-s)-\sum_{i=1}^{n} N_{i}(t-s)>x\right)$. Observing that $s$ was general, we may then take the supremum of the above bound over all $s \in[0, t]$, and combine with (4.5) to complete the proof of the theorem. The corresponding steady-state result then follows from the fact that monotonic sequences have limits and the definition of weak convergence.

### 4.5 Proof of Tightness Result

In this section, we prove Theorem 11. We note that it follows almost immediately from Theorem 13 and well-known tightness results from the literature (see [7] Theorem 14.6, [113] Theorem 7.2.3) that for any fixed $T \geq 0,\left\{n^{-\frac{1}{2}}\left(Q^{n}(t)-n\right)_{0 \leq t \leq T}^{+}, n \geq 1\right\}$ is tight in the space $D[0, T]$ under the $J_{1}$ topology (see Subsection 4.6.1 for details). The challenge is that when analyzing $\left\{n^{-\frac{1}{2}}\left(Q^{n}(\infty)-n\right)^{+}, n \geq 1\right\}$, one does not have the luxury of bounded time intervals. In particular, to apply Theorem 13, we must show tightness of a supremum taken over an infinite time horizon. For this reason, most standard weak convergence type results and arguments from the literature (see [113]) break down, and cannot immediately be applied. Instead, we will relate the supremum appearing in the r.h.s. of Theorem 13 to the steady-state waiting time in an appropriate $G / D / 1$ queue with stationary (as opposed to i.i.d.) inter-arrival times. We will then apply known results from the literature, in particular [100], to show that under the H-W scaling this sequence of steady-state waiting times, properly normalized, is tight.

Suppose that assumptions H-W and $T_{0}$ hold. Let $A_{n}(t) \triangleq A\left(\lambda_{n} t\right)$. In light of Theorem 13, it suffices to prove that $\left\{n^{-\frac{1}{2}} \sup _{t \geq 0}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right), n \geq 1\right\}$ is tight. Let $\mathrm{A}_{n}^{0}(t)$ denote an ordinary renewal process with renewal distribution $A \lambda_{n}^{-1}$, independent of $\left\{N_{i}(t), i=1, \ldots, n\right\}$. Note that we may construct $A_{n}(t)$ and $A_{n}^{0}(t)$ on the same probability space so that $A_{n}(t) \leq 1+A_{n}^{0}(t)$ for all $t \geq 0$. It thus suffices to demonstrate the tightness of $\left\{n^{-\frac{1}{2}} \sup _{t \geq 0}\left(A_{n}^{0}(t)-\sum_{i=1}^{n} N_{i}(t)\right), n \geq 1\right\}$.

Let $\left\{A_{i}^{1}, i \geq 1\right\}$ denote a countably infinite sequence of r.v.s drawn i.i.d. distributed as $A$, independent of $\left\{N_{i}(t), i=1, \ldots, n\right\}$. Note that since $A_{n}^{0}(t)-\sum_{i=1}^{n} N_{i}(t)$ only increases at jumps of $A_{n}^{0}(t)$, we may construct $A_{n}^{0}(t), \sum_{i=1}^{n} N_{i}(t)$, and $\left\{A_{i}^{1}, i \geq 1\right\}$
on the same probability space so that

$$
\begin{equation*}
n^{-\frac{1}{2}} \sup _{t \geq 0}\left(A_{n}^{0}(t)-\sum_{i=1}^{n} N_{i}(t)\right)=n^{-\frac{1}{2}} \sup _{k \geq 0}\left(k-\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)\right) . \tag{4.6}
\end{equation*}
$$

We now show that

$$
\begin{equation*}
\left\{n^{-\frac{1}{2}} \sup _{k \geq 0}\left(k-\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)\right), n \geq 1\right\} \tag{4.7}
\end{equation*}
$$

is tight, which (by the above) will imply Theorem 11. Fortunately, the tightness of such sequences of suprema has already been addressed in the literature, in the context of steady-state waiting times in a $G / G / 1$ queue, with stationary inter-arrival times, in heavy-traffic. In particular, note that for $M \geq 1, \sup _{0 \leq k \leq M}\left(k-\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)\right)$ corresponds to the waiting time of the $(M+1)$ st arrival to a $G / D / 1$ queue, initially empty, with all processing times equal to 1 , and the $k$ th inter-arrival time equal to

$$
\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{M-k} A_{j}^{1}, \lambda_{n}^{-1} \sum_{j=1}^{M-k+1} A_{j}^{1}\right), k \leq M .
$$

Recall that $\sum_{i=1}^{n} N_{i}(t)_{t \geq 0}$ has the same distribution (on the process level) as $\sum_{i=1}^{n} N_{i}(t-s, t)_{0 \leq s \leq t}($ see $[27])$, and $\left\{A_{i}^{1}, i \geq 1\right\}$ are i.i.d. It follows that for all $M \geq 1, \sup _{0 \leq k \leq M}\left(k-\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)\right)$ also has the same distribution as the waiting time of the $(M+1)$ st arrival to a $G / D / 1$ queue, initially empty, with all processing times equal to 1 , and the $k$ th inter-arrival time equal to

$$
\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k-1} A_{j}^{1}, \lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right), k \geq 1 .
$$

For this queueing model, in which the sequence of inter-arrival times is stationary, one can ask whether there is a meaningful notion of steady-state waiting time, whose distribution would naturally coincide with that of

$$
\lim _{M \rightarrow \infty} \sup _{0 \leq k \leq M}\left(k-\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)\right)=\sup _{k \geq 0}\left(k-\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)\right) .
$$

Furthermore, should one examine a sequence of such queues in heavy traffic, one can ask whether the corresponding sequence of steady-state waiting times, properly normalized, is tight.

Note that as (4.7) is such a sequence, we are left to answer exactly this question. Fortunately, sufficient conditions for tightness of such a sequence are given in [100]. In particular, as we will show, it follows from the results of [100] (in the notation of [100]) that

Theorem 15. Suppose that for all sufficiently large $n,\left\{\zeta_{n, i}, i \geq 1\right\}$ is a stationary, countably infinite sequence of r.v. Let $a_{n} \triangleq \mathbb{E}\left[\zeta_{n, 1}\right]$, and $W_{n, k} \triangleq \sum_{i=1}^{k} \zeta_{n, i}$. Further assume that $a_{n}<0, \lim _{n \rightarrow \infty} a_{n}=0$, and there exist $C_{1}, C_{2}<\infty$ and $\epsilon>0$ s.t. for all sufficiently large $n$,
(i) $\mathbb{E}\left[\left|W_{n, k}-k a_{n}\right|^{2+\epsilon}\right] \leq C_{1} k^{1+\frac{\epsilon}{2}}$ for all $k \geq 1$;
(ii) $\mathbb{P}\left(\max _{i=1, \ldots, k}\left(W_{n, i}-i a_{n}\right)>x\right) \leq C_{2} k^{1+\frac{\epsilon}{2}} x^{-(2+\epsilon)}$ for all $k \geq 1$ and $x>0$.

Then $\left\{\left|a_{n}\right| \sup _{k \geq 0} W_{n, k}, n \geq 1\right\}$ is tight.
Proof. The proof follows from Theorem 1 of [100], and is deferred to the appendix.
To verify that the assumptions of Theorem 15 hold for

$$
\left\{n^{-\frac{1}{2}} \sup _{k \geq 0}\left(k-\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)\right), n \geq 1\right\},
$$

we will rely on a technical result from [7], which gives a bound on the supremum of a general random walk in terms of bounds on its increments. In particular, it is shown in [7] Theorem 10.2 that

Lemma 27. Suppose $k<\infty, X_{1}, X_{2}, \ldots, X_{k}$ is a sequence of general (possibly dependent and not identically distributed) random variables, $S_{j} \triangleq \sum_{i=1}^{j} X_{i}$, and $M_{k}=\max _{j \leq k}\left|S_{j}\right|$. Further suppose that there exist real numbers $\alpha>\frac{1}{2}, \beta \geq 0$, and a sequence of non-negative numbers $u_{1}, u_{2}, \ldots, u_{k}$ s.t. for all $0 \leq i \leq j \leq k$ and $x>0$,

$$
\mathbb{P}\left(\left|S_{j}-S_{i}\right| \geq x\right) \leq x^{-4 \beta}\left(\sum_{i<l \leq j} u_{l}\right)^{2 \alpha}
$$

Then there exists a finite constant $K_{\alpha, \beta}$, depending only on $\alpha$ and $\beta$, s.t. for all $x>0$,

$$
\mathbb{P}\left(M_{k} \geq x\right) \leq K_{\alpha, \beta} x^{-4 \beta}\left(\sum_{0<l \leq k} u_{l}\right)^{2 \alpha} .
$$

We will also use frequently the inequality

$$
\begin{equation*}
\left(x_{1}+x_{2}\right)^{r} \leq 2^{r-1} x_{1}^{r}+2^{r-1} x_{2}^{r} \text { for all } r \geq 1 \text { and } x_{1}, x_{2} \geq 0, \tag{4.8}
\end{equation*}
$$

which follows from the convexity of $f(x) \triangleq x^{r}, r \geq 1$.
Before proceeding with the proof of Theorem 11, we establish two more auxiliary results. The first bounds the moments of the sum of $n$ i.i.d. zero-mean r.v. in terms of the moments of the individual r.v.s. and $n$, and is proven in [114].

Lemma 28. For all $r \geq 2$, there exists $C_{r}<\infty$ (depending only on $r$ ) s.t. for all r.v. $X$ satisfying $\mathbb{E}[X]=0$ and $\mathbb{E}\left||X|^{r}\right]<\infty$, if $\left\{X_{i}, i \geq 1\right\}$ is an i.i.d. sequence of r.v.s distributed as $X$, then for all $k \geq 1$,

$$
\mathbb{E}\left[\left|\sum_{i=1}^{k} X_{i}\right|^{r}\right] \leq C_{r} k^{\frac{r}{2}} \mathbb{E}\left[|X|^{r}\right]
$$

Second, we prove a bound for the central moments of a pooled equilibrium renewal process.

Lemma 29. Let $X$ denote any non-negative r.v. s.t. $\mathbb{E}[X]=\mu^{-1} \in(0, \infty)$, and $\mathbb{E}\left[X^{r}\right]<\infty$ for some $r \geq 2$. Let $\left\{Z_{i}^{e}(t), i \geq 1\right\}$ denote a set of i.i.d. equilibrium renewal processes with renewal distribution $X$. Then there exists $C_{X, r}<\infty$ (depending only on $X$ and $r$ ) s.t. for all $n \geq 1$ and $t \geq 0$,

$$
\begin{equation*}
\mathbb{E}\left[\left|\sum_{i=1}^{n} Z_{i}^{e}(t)-\mu n t\right|^{r}\right] \leq C_{X, r}\left(1+(n t)^{\frac{r}{2}}\right) \tag{4.9}
\end{equation*}
$$

Proof. The proof is deferred to the appendix.

With the above bounds at our disposal, we now complete the proof of Theorem 11.

Proof of Theorem 11. In the notation of Theorem 15, let

$$
\begin{aligned}
& \zeta_{n, k} \triangleq 1-\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k-1} A_{j}^{1}, \lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right), \\
& W_{n, k} \triangleq k-\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right) .
\end{aligned}
$$

That $\left\{\zeta_{n, i}, i \geq 1\right\}$ is a stationary, countably infinite sequence of r.v. follows from the stationary increments property of the equilibrium renewal process. Since
$\mathbb{E}\left[\sum_{i=1}^{n} N_{i}(t)\right]=n t \mu$ for all $t \geq 0$, it follows that $a_{n} \triangleq \mathbb{E}\left[\zeta_{n, 1}\right]=1-\frac{n}{\lambda_{n}}=-\frac{B}{n^{\frac{1}{2}-B}}<0$, and $\lim _{n \rightarrow \infty} a_{n}=0$. Thus we need only verify assumptions (i) and (ii) of Theorem 15. Since $\mathbb{E}\left[A^{2+\epsilon}\right], \mathbb{E}\left[S^{2+\epsilon}\right]<\infty$ for some $\epsilon>0$ by the $T_{0}$ assumptions, we may fix
some $r>2$ s.t. $\mathbb{E}\left[A^{r}\right], \mathbb{E}\left[S^{r}\right]<\infty$. Note that $\mathbb{E}\left[\left|W_{n, k}-k a_{n}\right|^{r}\right]$ equals

$$
\begin{align*}
& \mathbb{E}\left[\left|\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)-\frac{k n}{\lambda_{n}}\right|^{r}\right] \\
\leq & \mathbb{E}\left[\left(\left|\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)-\mu \frac{n}{\lambda_{n}} \sum_{j=1}^{k} A_{j}^{1}\right|+\left|\mu \frac{n}{\lambda_{n}} \sum_{j=1}^{k} A_{j}^{1}-\frac{k n}{\lambda_{n}}\right|\right)^{r}\right] \\
\leq & 2^{r-1} \mathbb{E}\left[\left|\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)-\mu \frac{n}{\lambda_{n}} \sum_{j=1}^{k} A_{j}^{1}\right|^{r}\right]  \tag{4.10}\\
& +2^{r-1} \mathbb{E}\left[\left|\mu \frac{n}{\lambda_{n}} \sum_{j=1}^{k} A_{j}^{1}-\frac{k n}{\lambda_{n}}\right|^{r}\right] \quad \text { by (4.8). } \tag{4.11}
\end{align*}
$$

We now bound (4.10). By Lemmas 28-29, there exist $C_{S, r}, C_{r}<\infty$ independent of $n$ and $k$ s.t. $\mathbb{E}\left[\left|\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)-\mu \frac{n}{\lambda_{n}} \sum_{j=1}^{k} A_{j}^{1}\right|^{r}\right]$ is at most

$$
\begin{aligned}
& C_{S, r}+C_{S, r}\left(\frac{n}{\lambda_{n}}\right)^{\frac{r}{2}} \mathbb{E}\left[\left(\sum_{j=1}^{k} A_{j}^{1}\right)^{\frac{r}{2}}\right] \text { by Lemma } 29 \\
& \quad \leq C_{S, r}+C_{S, r}\left(\frac{n}{\lambda_{n}}\right)^{\frac{r}{2}} \mathbb{E}\left[\left(\left|\sum_{j=1}^{k}\left(A_{j}^{1}-\mu^{-1}\right)\right|+k \mu^{-1}\right)^{\frac{r}{2}}\right] \\
& \leq C_{S, r}+C_{S, r}\left(\frac{n}{\lambda_{n}}\right)^{\frac{r}{2}}\left(2^{\frac{r}{2}-1} \mathbb{E}\left[\left|\sum_{j=1}^{k}\left(A_{j}^{1}-\mu^{-1}\right)\right|^{\frac{r}{2}}\right]+2^{\frac{r}{2}-1}\left(k \mu^{-1}\right)^{\frac{r}{2}}\right) \\
& \leq C_{S, r}+2^{\frac{r}{2}-1} C_{S, r}\left(\frac{n}{\lambda_{n}}\right)^{\frac{r}{2}}\left(\mathbb{E}^{\frac{1}{2}}\left[\mid \sum_{j=1}^{k}\left(A_{j}^{1}-\mu^{-1}\right) r^{r}\right]+\left(k \mu^{-1}\right)^{\frac{r}{2}}\right) \\
& \quad \text { since } \mathbb{E}[X] \leq \mathbb{E}^{\frac{1}{2}}\left[X^{2}\right] \text { for any non-negative r.v. } X \\
& \leq C_{S, r}+2^{\frac{r}{2}-1} C_{S, r}\left(\frac{n}{\lambda_{n}}\right)^{\frac{r}{2}}\left(\left(C_{r} k^{\frac{r}{2}} \mathbb{E}\left[\left|A-\mu^{-1}\right| r\right]\right)^{\frac{1}{2}}+\left(k \mu^{-1}\right)^{\frac{r}{2}}\right)
\end{aligned}
$$

by Lemma 28.

$$
\begin{equation*}
\leq C_{1}^{\prime} k^{\frac{r}{2}} \tag{4.12}
\end{equation*}
$$

for some finite constant $C_{1}^{\prime}$ independent of $n$ and $k$, since $\mathbb{E}\left[\left|A-\mu^{-1}\right|^{r}\right]<\infty$, and
$\lim _{n \rightarrow \infty} \frac{n}{\lambda_{n}}=1$.
We now bound (4.11).

$$
\begin{align*}
\mathbb{E}\left[\left|\mu \frac{n}{\lambda_{n}} \sum_{j=1}^{k} A_{j}^{1}-\frac{k n}{\lambda_{n}}\right|^{r}\right] & =\left(\frac{n}{\lambda_{n}}\right)^{r} \mu^{r} \mathbb{E}\left[\left|\sum_{j=1}^{k}\left(A_{j}^{1}-\mu^{-1}\right)\right|^{r}\right] \\
& \leq\left(C_{r}\left(\frac{n}{\lambda_{n}}\right)^{r} \mu^{r} \mathbb{E}\left[\left|A-\mu^{-1}\right|^{r}\right]\right) k^{\frac{r}{2}} \text { by Lemma } 28 \\
& \leq C_{1}^{\prime \prime} k^{\frac{r}{2}} \tag{4.13}
\end{align*}
$$

for some finite constant $C_{1}^{\prime \prime}$, independent of $n$ and $k$. Using (4.12) to bound (4.10) and (4.13) to bound (4.11), it follows that assumption (i) of Theorem 15 holds for the finite constant $C_{1} \triangleq 2^{r-1}\left(C_{1}^{\prime}+C_{1}^{\prime \prime}\right)$. We now apply Lemma 27 to show that assumption (ii) holds as well. In the notation of Lemma 27, let $S_{n, i} \triangleq W_{n, i}-i a_{n}$ for $i \geq 0$, and $M_{n, k} \triangleq \max _{i \leq k}\left|W_{n, i}-i a_{n}\right|$ for $k \geq 0$. Then for all $n, 0 \leq i \leq j$, and $x>0$,

$$
\begin{aligned}
\mathbb{P}\left(\left|S_{n, j}-S_{n, i}\right| \geq x\right) & =\mathbb{P}\left(\left|S_{n, j-i}\right| \geq x\right) \text { by stationary increments } \\
& =\mathbb{P}\left(\left|W_{n, j-i}-(j-i) a_{n}\right| \geq x\right) \\
& \leq C_{\mathbf{1}}(j-i)^{\frac{r}{2}} x^{-r} \text { by Markov's inequality } \\
& \leq\left(\left(C_{1}+1\right)(j-i)\right)^{\frac{r}{2}} x^{-r} .
\end{aligned}
$$

Thus for all $n$ and $k \geq 1$, we may apply Lemma 27 (in the notation of Lemma 27) with $\beta \triangleq \frac{r}{4}, \alpha \triangleq \frac{r}{4}$, and $u_{l} \triangleq\left(C_{1}+1\right)$ for $1 \leq l \leq k$, to find that there exists a constant $K_{r}<\infty$ (depending only on $r$ ) s.t. for all $x>0$,

$$
\begin{equation*}
\mathbb{P}\left(\max _{i=1, \ldots, k}\left(W_{n, i}-i a_{n}\right)>x\right) \leq K_{r}\left(C_{1}+1\right)^{\frac{r}{2}} k^{\frac{r}{2}} x^{-r} . \tag{4.14}
\end{equation*}
$$

It follows that assumption (ii) of Theorem 15 holds as well, with (in the notation of Theorem 15) $C_{2} \triangleq K_{r}\left(C_{1}+1\right)^{\frac{r}{2}}, \epsilon \triangleq r-2$. Combining the above, we find that all
assumptions of Theorem 15 hold, and thus we may apply Theorem 15 to find that

$$
\left\{\frac{B}{n^{\frac{1}{2}}-B} \sup _{k \geq 0}\left(k-\sum_{i=1}^{n} N_{i}\left(\lambda_{n}^{-1} \sum_{j=1}^{k} A_{j}^{1}\right)\right), n \geq 1\right\}
$$

is tight. Combining with (4.6) completes the proof of Theorem 11.

### 4.6 Proof of Large Deviations Results

In this section, we complete the proofs of our main results. We proceed by combining our upper and lower bounds with several known weak convergence results for (pooled) renewal processes and the suprema of Gaussian processes. Recall that a Gaussian process on $\mathbb{R}$ is a stochastic process $Z(t)_{t \geq 0}$ s.t. for any finite set of times $t_{1}, \ldots, t_{k}$, the vector $\left(Z\left(t_{1}\right), \ldots, Z\left(t_{k}\right)\right)$ has a Gaussian distribution. A Gaussian process $Z(t)$ is known to be uniquely determined by its mean function $\mathbb{E}[Z(t)]$ and covariance function $\mathbb{E}[Z(s) Z(t)]$, and refer the reader to $[35],[55],[2],[77]$, and the references therein for details on existence, continuity, etc.

### 4.6.1 Preliminary weak convergence results

In this subsection we review several weak convergence results for renewal processes, and apply them to $A_{n}(t)$ and $\sum_{i=1}^{n} N_{i}(t)$. For an excellent review of weak convergence, and the associated spaces (e.g. $D[0, T]$ ) and topologies/metrics (e.g. uniform, $J_{1}$ ), the reader is referred to [113]. Let $\mathcal{A}(t)$ denote the w.p. 1 continuous Gaussian process s.t. $\mathbb{E}[\mathcal{A}(t)]=0, \mathbb{E}[\mathcal{A}(s) \mathcal{A}(t)]=\mu c_{A}^{2} \min (s, t)$, namely $\mathcal{A}(t)$ is a driftless Brownian motion. Then it follows from the well-known Functional Central Limit Theorem (FCLT) for renewal processes (see [7] Theorem 14.6) that

Theorem 16. For any $T \in[0, \infty)$, the sequence of processes
$\left\{\lambda_{n}^{-\frac{1}{2}}\left(A_{n}(t)-\lambda_{n} \mu t\right)_{0 \leq t \leq T}, n \geq 1\right\}$ converges weakly to $\mathcal{A}(t)_{0 \leq t \leq T}$ in the space $D[0, T]$ under the $J_{1}$ topology.

We now give a weak convergence result for $\sum_{i=1}^{n} N_{i}(t)$, which is stated in [113] (see Theorem 7.2.3) and formally proven in [110] (see Theorem 2).

Theorem 17. There exists a w.p. 1 continuous Gaussian process $\mathcal{D}(t)$ s.t.
$\mathbb{E}[\mathcal{D}(t)]=0, \mathbb{E}[\mathcal{D}(s) \mathcal{D}(t)]=\mathbb{E}\left[\left(N_{1}(s)-\mu s\right)\left(N_{1}(t)-\mu t\right)\right]$ for all $s, t \geq 0$. Furthermore, for any $T \in[0, \infty)$, the sequence of processes $\left\{n^{-\frac{1}{2}}\left(\sum_{i=1}^{n} N_{i}(t)-n \mu t\right)_{0 \leq t \leq T}, n \geq 1\right\}$ converges weakly to $\mathcal{D}(t)_{0 \leq t \leq T}$ in the space $D[0, T]$ under the $J_{1}$ topology.

We note that the $T_{0}$ assumptions (i) and (iii), which guarantee that $\mathbb{E}\left[S^{2+\epsilon}\right]<\infty$ and $\lim \sup _{x \downarrow 0} x^{-1} \mathbb{P}(S \leq x)<\infty$, ensure that the technical conditions required to apply [113] Theorem 7.2.3, namely that $E\left[S^{2}\right]<\infty$ and $\lim \sup _{x \downarrow 0} x^{-1}(\mathbb{P}(S \leq x)-\mathbb{P}(S=$ $0))<\infty$, hold.

It follows from Theorems 16-17 that
Lemma 30. For any fixed $T \geq 0,\left\{n^{-\frac{1}{2}}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right)_{0 \leq t \leq T}, n \geq 1\right\}$ converges weakly to $(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t)_{0 \leq t \leq T}$ in the space $D[0, T]$ under the $J_{1}$ topology.
Proof. Note that $n^{-\frac{1}{2}}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right)_{0 \leq t \leq T}$ equals

$$
\left(\lambda_{n}^{\frac{1}{2}} n^{-\frac{1}{2}}\left(A_{n}(t)-\lambda_{n} \mu t\right) \lambda_{n}^{-\frac{1}{2}}-\left(\sum_{i=1}^{n} N_{i}(t)-n \mu t\right) n^{-\frac{1}{2}}-B \mu t\right)_{0 \leq t \leq T}
$$

The lemma then follows from Theorems 16-17.
We note that a process very similar to $(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t)_{0 \leq t \leq T}$ was studied in [110] as the weak limit of a sequence of queues with superposition arrival processes. The continuity of the supremum map in the space $D[0, T]$ under the $J_{1}$ topology (see [113] Theorem 13.4.1), combined with Lemma 30, implies that

Corollary 4. For any fixed $T \geq 0$, $\left\{n^{-\frac{1}{2}} \sup _{0 \leq t \leq T}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right), n \geq 1\right\}$ converges weakly to the r.v. $\sup _{0 \leq t \leq T}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t)$.

### 4.6.2 Preliminary large deviation results

Before proceeding with the remaining proofs, we will need to establish some results from the theory of large deviations of Gaussian processes and their suprema. We note that the relationship between the suprema of Gaussian processes and queueing systems is well known (see [36]). We will rely heavily on the following theorem, proven in Section 3.1 of [36].

Theorem 18. Suppose $\mathcal{Z}(t)$ is a Gaussian process with stationary increments s.t. $\mathbb{E}[\mathcal{Z}(t)]=0$ for all $t \geq 0$, and $\lim _{t \rightarrow \infty} t^{-1} \mathbb{E}\left[\mathcal{Z}^{2}(t)\right]=\sigma^{2}>0$. Then for any $c>0$,

$$
\lim _{x \rightarrow \infty} x^{-1} \log \left(\mathbb{P}\left(\sup _{t \geq 0}(\mathcal{Z}(t)-c t)>x\right)\right)=-\frac{2 c}{\sigma^{2}}
$$

It is also implicit from [36] (although we include a short proof) that
Theorem 19. Under the same assumptions as Theorem 18, for any $c>0$,

$$
\lim _{x \rightarrow \infty} x^{-1} \log \left(\sup _{t \geq 0} \mathbb{P}(\mathcal{Z}(t)-c t>x)\right)=-\frac{2 c}{\sigma^{2}} .
$$

Proof. That $\lim \sup _{x \rightarrow \infty} x^{-1} \log \left(\sup _{t \geq 0} \mathbb{P}(\mathcal{Z}(t)-c t>x)\right) \leq-\frac{2 c}{\sigma^{2}}$ follows immediately from Theorem 18 and the fact that $\sup _{t \geq 0} \mathbb{P}(\mathcal{Z}(t)-c t>x) \leq \mathbb{P}\left(\sup _{t \geq 0}(\mathcal{Z}(t)-\right.$ $c t)>x$ ).

Letting $t=\frac{x}{c}$, we find that

$$
\begin{equation*}
\sup _{t \geq 0} \mathbb{P}(\mathcal{Z}(t)-c t>x) \geq \mathbb{P}\left(\mathcal{Z}\left(\frac{x}{c}\right)-x>x\right) . \tag{4.15}
\end{equation*}
$$

Let $G$ denote a normally distributed r.v. with mean 0 and variance 1. Then since $\mathcal{Z}\left(\frac{x}{c}\right)$ is normally distributed with mean zero, it follows from (4.15) that

$$
\begin{equation*}
\sup _{t \geq 0} \mathbb{P}(\mathcal{Z}(t)-c t>x) \geq \mathbb{P}\left(G>2 x \mathbb{E}^{-\frac{1}{2}}\left[\mathcal{Z}^{2}\left(\frac{x}{c}\right)\right]\right) \tag{4.16}
\end{equation*}
$$

We use the following identity from [1] Equation 7.1.13. Namely, for all $y>0$,

$$
\mathbb{P}(G>y) \geq\left(y+\left(y^{2}+4\right)^{-\frac{1}{2}}\right)^{-1}\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \exp \left(-\frac{y^{2}}{2}\right)
$$

Thus

$$
\begin{equation*}
\mathbb{P}(G>y) \geq \exp \left(-\frac{y^{2}}{2}-y\right) \text { for all sufficiently large } y \tag{4.17}
\end{equation*}
$$

By assumption, $\lim _{t \rightarrow \infty} t^{-1} \mathbb{E}\left[\mathcal{Z}^{2}(t)\right]=\sigma^{2}>0$, and thus $\lim _{x \rightarrow \infty} 2 x \mathbb{E}^{-\frac{1}{2}}\left[\mathcal{Z}^{2}\left(\frac{x}{c}\right)\right]=\infty$. It thus follows from (4.16) and (4.17) that for all sufficiently large $x$,

$$
x^{-1} \log \left(\sup _{t \geq 0} \mathbb{P}(\mathcal{Z}(t)-c t>x)\right) \geq-2 x \mathbb{E}^{-1}\left[\mathcal{Z}^{2}\left(\frac{x}{c}\right)\right]-2 \mathbb{E}^{-\frac{1}{2}}\left[\mathcal{Z}^{2}\left(\frac{x}{c}\right)\right]
$$

Since $\lim _{x \rightarrow \infty}\left(\frac{x}{c}\right)^{-1} \mathbb{E}\left[\mathcal{Z}^{2}\left(\frac{x}{c}\right)\right]=\sigma^{2}$, it follows that $\liminf _{x \rightarrow \infty} x^{-1} \log \left(\sup _{t \geq 0} \mathbb{P}(\mathcal{Z}(t)-\right.$ $c t>x)) \geq-\frac{2 c}{\sigma^{2}}$, concluding the proof of the theorem.

In light of Theorem 18, Theorem 19 can be interpreted as saying that such a process is 'most likely' to exceed a given value $x$ at a particular time (roughly $\frac{x}{c}$ ), and much less likely to exceed that value at any other time (see the discussion in [36]). We note that the duality of Theorems 18-19 coincides with the duality exhibited by our upper and lower bounds (Theorems 13-14) - a relationship that we will exploit to prove our large deviation results.

We are now in a position to apply Theorems 18-19 to $\mathcal{A}(t)-\mathcal{D}(t)$.

## Corollary 5.

(i) $\lim _{x \rightarrow \infty} x^{-1} \log \mathbb{P}\left(\sup _{t \geq 0}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t)>x\right)=-2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1}$;
(ii) $\lim _{x \rightarrow \infty} x^{-1} \log \left(\sup _{t \geq 0} \mathbb{P}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t>x)\right)=-2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1}$.

Proof. That $\mathcal{A}(t)-\mathcal{D}(t)$ is a zero-mean Gaussian process with stationary increments follows from definitions, the independence of $\mathcal{A}(t)$ and $\mathcal{D}(t)$, and the fact that both $\mathcal{A}(t)$ and $N_{1}(t)$ have stationary increments. Note that

$$
\begin{equation*}
\mathbb{E}\left[(\mathcal{A}(t)-\mathcal{D}(t))^{2}\right]=\mu c_{A}^{2} t+\mathbb{E}\left[\left(N_{1}(t)-\mu t\right)^{2}\right] . \tag{4.18}
\end{equation*}
$$

We claim that $\lim _{t \rightarrow \infty} t^{-1} \mathbb{E}\left[\left(N_{1}(t)-\mu t\right)^{2}\right]=\mu c_{S}^{2}$. Indeed, let $G_{S}$ denote a normally distributed r.v. with mean 0 and variance $\mu c_{S}^{2}$. It follows from the well-known Central Limit Theorem for renewal processes (see [93] Theorem 3.3.5), and the fact that $h(z) \triangleq z^{2}$ is a continuous function, that the sequence of r.v.s $\left\{\left(t^{-\frac{1}{2}}\left(N_{1}(t)-\mu t\right)\right)^{2}, t \geq\right.$ 1\} converges weakly to $G_{S}^{2}$. Recall that $\mathbb{E}\left[S^{2+\epsilon}\right]<\infty$ for some $\epsilon>0$ by the $T_{0}$ assumptions. Thus it follows from Lemma 29 that the sequence of r.v.s $\left\{\left(t^{-\frac{1}{2}}\left(N_{1}(t)-\right.\right.\right.$ $\left.\mu t))^{2}, t \geq 1\right\}$ is uniformly integrable. It follows that $\lim _{t \rightarrow \infty} t^{-1} \mathbb{E}\left[\left(N_{\mathbf{1}}(t)-\mu t\right)^{2}\right]=$ $\mu c_{S}^{2}$, since uniform integrability plus weak convergence implies convergence of moments.

Combining with (4.18), we find that $\lim _{t \rightarrow \infty} t^{-1} \mathbb{E}\left[(\mathcal{A}(t)-\mathcal{D}(t))^{2}\right]=\mu\left(c_{A}^{2}+c_{S}^{2}\right)>0$ by the $T_{0}$ assumptions. It follows that $\mathcal{A}(t)-\mathcal{D}(t)$ satisfies the conditions needed to apply Theorems 18-19, from which the corollary follows.

### 4.6.3 Proof of Theorem 12

Before completing the proofs of our main results, it will be useful to prove a strengthening of Theorem 11. Namely,

Lemma 31. For all $x \geq 0$,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq T}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right)>x\right)=0 \tag{4.19}
\end{equation*}
$$

Proof. Since $\mathbb{E}\left[A^{2+\epsilon}\right], \mathbb{E}\left[S^{2+\epsilon}\right]<\infty$ for some $\epsilon>0$ by the $T_{0}$ assumptions, we may fix some $r>2$ s.t. $\mathbb{E}\left[A^{r}\right], \mathbb{E}\left[S^{r}\right]<\infty$. Note that since $x \geq 0, \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq T}\left(A_{n}(t)-\right.\right.$ $\left.\left.\sum_{i=1}^{n} N_{i}(t)\right)>x\right)$ is at most $\mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq T}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right)>0\right)$. By a simple union bound, $\mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq T}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right)>0\right)$ is at most

$$
\begin{align*}
& \mathbb{P}\left(n^{-\frac{1}{2}}\left(A_{n}(T)-\sum_{i=1}^{n} N_{i}(T)\right)>-\frac{B}{2} \mu T\right)  \tag{4.20}\\
& \left.+\mathbb{P}\left(\sup _{t \geq T}\left(n^{-\frac{1}{2}}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right)-n^{-\frac{1}{2}}\left(A_{n}(T)-\sum_{i=1}^{n} N_{i}(T)\right)\right)>\frac{B}{2} \mu T 4\right) 21\right)
\end{align*}
$$

We now bound (4.20), which equals

$$
\begin{aligned}
& \mathbb{P}\left(n^{-\frac{1}{2}}\left(A_{n}(T)-\lambda_{n} \mu T\right)-n^{-\frac{1}{2}}\left(\sum_{i=1}^{n} N_{i}(T)-n \mu T\right)-B \mu T>-\frac{B}{2} \mu T\right) \\
\leq & \mathbb{P}\left(\left|A_{n}(T)-\lambda_{n} \mu T\right|+\left|\sum_{i=1}^{n} N_{i}(T)-n \mu T\right|>n^{\frac{1}{2}} \frac{B}{2} \mu T\right) \text { by the tri. ineq. } \\
\leq & 2^{r-1}\left(\mathbb{E}\left[\left|A_{n}(T)-\lambda_{n} \mu T\right|^{r}\right]+\mathbb{E}\left[\left|\sum_{i=1}^{n} N_{i}(T)-n \mu T\right|^{r}\right]\right) n^{-\frac{r}{2}}\left(\frac{B}{2} \mu T\right)^{-r}(4.22
\end{aligned}
$$

by Markov's inequality and (4.8).
W.l.o.g. assuming $n T \geq \lambda_{n} T \geq 1$, it follows from Lemma 29 (applied with $n=1$ ),
and the fact that $A_{n}(T)$ has the same distribution as $A\left(\lambda_{n} T\right)$, that there exists $C_{A, r} \triangleq$ $\sup _{t \geq 1} t^{-\frac{r}{2}} \mathbb{E}\left[|A(t)-\mu t|^{r}\right]<\infty$ s.t.

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{n}(T)-\lambda_{n} \mu T\right|^{r}\right] \leq C_{A, r}\left(\lambda_{n} T\right)^{\frac{r}{2}} \leq C_{A, r}(n T)^{\frac{r}{2}} \tag{4.23}
\end{equation*}
$$

Since $n T \geq 1$ by assumption, it follows from Lemma 29 that there exist $C_{S, r}<\infty$ s.t.

$$
\begin{equation*}
\mathbb{E}\left[\left|\sum_{i=1}^{n} N_{i}(T)-n \mu T\right|^{r}\right] \leq C_{S, r}(n T)^{\frac{r}{2}} . \tag{4.24}
\end{equation*}
$$

It follows from (4.23) and (4.24) that (4.22) is at most

$$
2^{r-1}\left(C_{A, r}+C_{S, r}\right)\left(\frac{B}{2} \mu\right)^{-r} T^{-\frac{r}{2}} .
$$

Thus we find that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}}\left(A_{n}(T)-\sum_{i=1}^{n} N_{i}(T)\right)>-\frac{B}{2} \mu T\right)=0 . \tag{4.25}
\end{equation*}
$$

We now bound (4.21), which equals $\mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq 0}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right)>\frac{B}{2} \mu T\right)$ by stationary increments. But as our proof of Theorem 11 demonstrates tightness of $\left\{n^{-\frac{1}{2}} \sup _{t \geq 0}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right), n \geq 1\right\}$, it follows that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq 0}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right)>\frac{B}{2} \mu T\right)=0 . \tag{4.26}
\end{equation*}
$$

Using (4.26) to bound (4.21), we find that
$\lim _{T \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left(\sup _{t \geq T}\left(n^{-\frac{1}{2}}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right)-n^{-\frac{1}{2}}\left(A_{n}(T)-\sum_{i=1}^{n} N_{i}(T)\right)\right)>\frac{B}{2} \mu T\right)=0$.

Combining (4.25) and (4.27) completes the proof.

We now complete the proof of Theorem 12.

Proof. We first prove the upper bound. By Lemma 31, for any $x>0$, we may construct a strictly increasing sequence of integers $\left\{T_{x, k^{-1}}, k \geq 1\right\}$ s.t. for all $k \geq 1$,

$$
\limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq T_{x \cdot k^{-1}}}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right) \geq x\right)<k^{-1}
$$

It follows that for all $x>0$ and $k \geq 1$,

$$
\begin{gather*}
\limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq 0}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right) \geq x\right)  \tag{4.28}\\
\leq \limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{0 \leq t \leq T_{x, k}-1}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right) \geq x\right)+k^{-1} .
\end{gather*}
$$

By the Portmanteau Theorem (see [7]), a sequence of r.v.s $\left\{X_{n}\right\}$ converges weakly to the r.v. $X_{\infty}$ iff for all closed subsets $C$ of $\mathbb{R}, \limsup _{n \rightarrow \infty} \mathbb{P}\left(X_{n} \in C\right) \leq \mathbb{P}\left(X_{\infty} \in C\right)$ iff for all open subsets $O$ of $\mathbb{R}, \mathbb{P}\left(X_{\infty} \in O\right) \leq \liminf _{n \rightarrow \infty} \mathbb{P}\left(X_{n} \in O\right)$. It follows from (4.28) and Corollary 4 that for all $x>0$ and $k \geq 1$,

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq 0}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right) \geq x\right)  \tag{4.29}\\
\leq & \mathbb{P}\left(\sup _{0 \leq t \leq T_{x . k^{-1}}}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t) \geq x\right)+k^{-1} .
\end{align*}
$$

Note that the sequence of events $\left\{\sup _{0 \leq t \leq T_{x \cdot k}-1}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t) \geq x, k \geq 1\right\}$ is
monotone in $k$. It follows that

$$
\lim _{k \rightarrow \infty} \mathbb{P}\left(\sup _{0 \leq t \leq T_{x . k^{-1}}}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t) \geq x\right)=\mathbb{P}\left(\sup _{t \geq 0}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t) \geq x\right)
$$

It then follows from (4.29), by letting $k \rightarrow \infty$, that for all $x>0$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq 0}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)\right) \geq x\right) \leq \mathbb{P}\left(\sup _{t \geq 0}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t) \geq x\right) \tag{4.30}
\end{equation*}
$$

From Theorem 13 and (4.30) we have

$$
\begin{aligned}
& \limsup _{x \rightarrow \infty} x^{-1} \log \left(\limsup _{n \rightarrow \infty} \mathbb{P}\left(\left(Q^{n}(\infty)-n\right)^{+} n^{-\frac{1}{2}}>x\right)\right) \\
\leq & \limsup _{x \rightarrow \infty} x^{-1} \log \mathbb{P}\left(\sup _{t \geq 0}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t)>x-1\right) \\
= & \limsup _{x \rightarrow \infty} \frac{x-1}{x}\left((x-1)^{-1} \log \mathbb{P}\left(\sup _{t \geq 0}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t)>x-1\right)\right) \\
= & -2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1} \text { by Corollary } 5 .(\mathrm{i}),
\end{aligned}
$$

which completes the proof of the upper bound.

We now complete the proof of Theorem 12 by demonstrating that if $A$ is an exponentially distributed r.v., then

$$
\begin{equation*}
\liminf _{x \rightarrow \infty} x^{-1} \log \left(\liminf _{n \rightarrow \infty} \mathbb{P}\left(\left(Q^{n}(\infty)-n\right)^{+} n^{-\frac{1}{2}}>x\right)\right) \geq-2 B\left(c_{A}^{2}+c_{S}^{2}\right)^{-1} \tag{4.31}
\end{equation*}
$$

Let $Z_{n}$ denote a Poisson r.v. with mean $\lambda_{n}$. It follows from Theorem 14 that for all
$x>0, \liminf _{n \rightarrow \infty} \mathbb{P}\left(\left(\mathrm{Q}^{n}(\infty)-n\right)^{+} n^{-\frac{1}{2}}>x\right)$ is at least

$$
\begin{equation*}
\left(\liminf _{n \rightarrow \infty} \mathbb{P}\left(Z_{n} \geq n\right)\right)\left(\liminf _{n \rightarrow \infty} \sup _{t \geq 0} \mathbb{P}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)>x\right)\right) \tag{4.32}
\end{equation*}
$$

Recall that $G$ is a normally distributed r.v. with mean 0 and variance 1 . Thus by the Central Limit Theorem,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(Z_{n} \geq n\right)=\mathbb{P}(G \geq B) \tag{4.33}
\end{equation*}
$$

Note that for any fixed $t, \mathcal{A}(t)-\mathcal{D}(t)-B \mu t$ is a non-degenerate Gaussian r.v., and every $x \in \mathbb{R}$ is a continuity point of the distribution of any non-degenerate Gaussian r.v. It follows from Lemma 30 and the definition of weak convergence that for any fixed $t \geq 0$ and all $x>0$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)>x\right)=\mathbb{P}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t>x)
$$

Thus for any fixed $x>0$ and $s \geq 0$,

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \sup _{t \geq 0} \mathbb{P}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)>x\right) & \geq \liminf _{n \rightarrow \infty} \mathbb{P}\left(A_{n}(s)-\sum_{i=1}^{n} N_{i}(s)>x\right) \\
& =\mathbb{P}(\mathcal{A}(s)-\mathcal{D}(s)-B \mu s>x) \tag{4.34}
\end{align*}
$$

By fixing $x>0$ and taking the supremum over all $s \geq 0$ in (4.34), we find that for all $x>0$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \sup _{t \geq 0} \mathbb{P}\left(A_{n}(t)-\sum_{i=1}^{n} N_{i}(t)>x\right) \geq \sup _{t \geq 0} \mathbb{P}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t>x) . \tag{4.35}
\end{equation*}
$$

Combining (4.32), (4.33), and (4.35), we find that the l.h.s. of (4.32) is at least

$$
\begin{equation*}
\mathbb{P}(G \geq B) \sup _{t \geq 0} \mathbb{P}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t>x) . \tag{4.36}
\end{equation*}
$$

(4.31) then follows from (4.36) and Corollary 5.ii. Combining (4.31) with the first part of Theorem 12, which we have already proven, completes the proof.

### 4.7 Application to Reed's Weak Limit

In [91], J. Reed resolved the long-standing open question, originally posed in [52], of the tightness and weak convergence for the queue length of the transient $G I / G I / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime, for a restricted class of initial conditions. However, the associated weak limit is only described implicitly, as the solution to a certain stochastic convolution equation (see [91]). Prior to this thesis, very little was understood about this limiting process.

In this section we derive the first non-trivial bounds for the weak limit of the transient $G I / G I / n$ queue in the H-W regime. Let $\mathcal{Q}_{1}^{n}$ denote the FCFS $G I / G I / n$ queue with inter-arrival times drawn i.i.d. distributed as $A \lambda_{n}^{-1}$, processing times drawn i.i.d. distributed as $S$, and the following initial conditions. For $i=1, \ldots, n$, there is a single job initially being processed on server $i$, and the set of initial processing times of these $n$ initial jobs is drawn i.i.d. distributed as $R(S)$; there are zero jobs waiting in queue, and the first inter-arrival time is distributed as $R\left(A \lambda_{n}^{-1}\right)$, independent of the initial processing times of those jobs initially in system. Let $\hat{Q}_{1}(t)$ denote the unique strong solution to the stochastic convolution equation given in [91] Equation 1.1. Then letting $Q_{1}^{n}(t)$ denote the number in system at time $t$ in $\mathcal{Q}_{1}^{n}$, it is proven in [91] that

Theorem 20. For all $T \in(0, \infty)$, the sequence of stochastic processes $\left\{n^{-\frac{1}{2}}\left(Q_{1}^{n}(t)-\right.\right.$
$\left.n)_{0 \leq t \leq T}^{+}, n \geq 1\right\}$ converges weakly to $\hat{Q}_{1}(t)_{0 \leq t \leq T}$ in the space $D[0, T]$ under the $J_{1}$ topology.

We now apply Theorem 13 to derive the first non-trivial bounds for $\hat{Q}_{\mathbf{1}}(t)$, proving that

Theorem 21. For all $x>0$ and $t \geq 0$,

$$
\mathbb{P}\left(\hat{Q}_{1}(t)>x\right) \leq \mathbb{P}\left(\sup _{0 \leq s \leq t}(\mathcal{A}(s)-\mathcal{D}(s)-B \mu s) \geq x\right)
$$

Proof. Note that we may let the arrival process to $\mathcal{Q}_{1}^{n}$ be $A_{n}(t)$. Thus by Theorem 13 , for all $x>0$ and $t \geq 0$,

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}}\left(\mathrm{Q}_{1}^{n}(t)-n\right)^{+}>x\right) & \leq \liminf _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{0 \leq s \leq t}\left(A_{n}(s)-\sum_{i=1}^{n} N_{i}(s)\right)>x\right) \\
& \leq \limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{0 \leq s \leq t}\left(A_{n}(s)-\sum_{i=1}^{n} N_{i}(s)\right) \geq x\right) \\
& \leq \mathbb{P}\left(\sup _{0 \leq s \leq t}(\mathcal{A}(s)-\mathcal{D}(s)-B \mu s) \geq x\right), \tag{4.37}
\end{align*}
$$

by the Portmanteau Theorem. Again applying the Portmanteau Theorem, it follows from Theorem 20 that for all $x>0$,

$$
\begin{equation*}
\mathbb{P}\left(\hat{Q}_{1}(t)>x\right) \leq \liminf _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}}\left(Q_{1}^{n}(t)-n\right)^{+}>x\right) \tag{4.38}
\end{equation*}
$$

Combining (4.37) and (4.38) completes the proof.
Theorem 21 implies that $\hat{Q}_{1}(t)$ is distributionally bounded over time, and thus in a sense stable. In particular, for all $t \geq 0, \hat{Q}_{1}(t)$ is stochastically dominated by the r.v. $\sup _{t \geq 0}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t)$. Prior to this thesis, the tightness of $\hat{Q}_{1}(t)$ as $t \rightarrow \infty$ was not known.

### 4.8 Conclusion and Open Questions

In this chapter, we studied the FCFS $G I / G I / N$ queue in the Halfin-Whitt regime. We proved that under minor technical conditions the associated sequence of steady-state queue length distributions, normalized by $n^{\frac{1}{2}}$, is tight. We derived an upper bound for the large deviation exponent of the limiting steady-state queue length matching that conjectured in [43], and proved a matching lower bound for the case of Poisson arrivals. We also derived the first non-trivial bounds for the stochastic process studied in [91].

Our main proof technique was the derivation of new and simple bounds for the FCFS $G I / G I / n$ queue. Our bounds are of a structural nature, hold for all $n$ and all times $t \geq 0$, and have intuitive closed-form representations as the suprema of certain natural processes which converge weakly to Gaussian processes. Our upper and lower bounds also exhibit a certain duality relationship, and exemplify a general methodology which may be useful for analyzing a variety of queueing systems.

This work leaves many interesting directions for future research. One pressing question is whether or not $\left\{n^{-\frac{1}{2}}\left(Q^{n}(\infty)-n\right)^{+}, n \geq 1\right\}$ has a unique weak limit. Similarly, although Corollary 21 shows that the process $\hat{Q}_{1}(t)$ is distributionally bounded over time, it is unknown whether $\hat{Q}_{1}(t)$ has a well-defined steady-state distribution. Furthermore, should $\left\{n^{-\frac{1}{2}}\left(Q^{n}(\infty)-n\right)^{+}, n \geq 1\right\}$ have a unique weak limit and $\hat{Q}_{1}(t)$ have a well-defined steady-state, must the two coincide? We note that similar questions (on the order of fluid, as opposed to diffusion, scaling) were investigated in [61], where the authors also handle systems with abandonments.

It is an open challenge to extend our techniques to more general models. For example, it would be interesting to generalize our lower bounds to non-Poisson arrival processes, as was done in [43] for the special case of processing times with finite support. It would also be interesting to generalize our bounds to systems with
abandonments $(G I / G I / n+G I)$. This setting is practically important, as the main application of the H-W regime has been to the study of call-centers, for which customer abandonments are an important modeling component [3]. For some interesting steps along these lines the reader is referred to the recent paper [28].

### 4.9 Appendix

### 4.9.1 Proof of Theorem 15

It is proven in [100] Theorem 1 (given in the notation of [100]) that

Theorem 22. Suppose that for all sufficiently large $n,\left\{\zeta_{n, i}, i \geq 1\right\}$ is a stationary, countably infinite sequence of r.v. Let $a_{n} \triangleq \mathbb{E}\left[\zeta_{n, 1}\right]$, and $W_{n, k} \triangleq \sum_{i=1}^{k} \zeta_{n, i}$. Further assume that $a_{n}<0, \lim _{n \rightarrow \infty} a_{n}=0$, and there exist $C_{1}, C_{2}<\infty$ and $\epsilon>0$ s.t. for all sufficiently large $n$,
(i) $\mathbb{E}\left[\left|W_{n, k}-k a_{n}\right|^{2+\epsilon}\right] \leq C_{1} k^{1+\frac{\epsilon}{2}}$ for all $k \geq 1$;
(ii) $\mathbb{P}\left(\max _{i=1, \ldots, k}\left(W_{n, i}-i a_{n}\right)>x\right) \leq C_{2} \mathbb{E}\left[\left|W_{n, k}-k a_{n}\right|^{2+\epsilon}\right] x^{-(2+\epsilon)}$ for all $k \geq 1$ and $x>0 ;$
(iii) $\mathbb{P}\left(\lim _{k \rightarrow \infty} W_{n, k}=-\infty\right)=1$.

Then $\left\{\left|a_{n}\right| \sup _{k \geq 0} W_{n, k}, n \geq 1\right\}$ is tight.
With Theorem 22 in hand, we now complete the proof of Theorem 15.
Proof of Theorem 15. The proof follows almost exactly as the proof of Theorem 22 given in [100], and we now explicitly comment on precisely where the proof must be changed superficially so as to carry through under the slightly different set of assumptions of Theorem 15. First off, nowhere in the proof of Theorem 22 given in
[100] is assumption (iii) of Theorem 22 used, and thus that assumption is extraneous and may be removed. The only other difference between the set of assumptions for Theorem 22 and the set of assumptions for Theorem 15 is that assumption (ii) of Theorem 22 is replaced by assumption (ii) of Theorem 15. We now show that Theorem 22 holds under this change in assumptions. As in [100], let $x\left(a_{n}, k\right) \triangleq \frac{x}{\left|a_{n}\right|}+2^{k}\left|a_{n}\right|$. Then the only place where assumption (ii) of Theorem 22 is used is between Equations 5 and 6 , where this assumption is required to demonstrate that

$$
\begin{align*}
& \mathbb{P}\left(W_{n, 2^{k}}-2^{k} a_{n}>\frac{1}{2} x\left(a_{n}, k\right)\right)+\mathbb{P}\left(\max _{i=0, \ldots, 2^{k}}\left(\sum_{j=1}^{i} \zeta_{n, j+2^{k}}-i a_{n}\right)>\frac{1}{2} x\left(a_{n},(k) ; 9\right)\right. \\
& \leq\left(1+C_{2}\right) C_{1} 2^{2+\epsilon} 2^{k\left(1+\frac{\epsilon}{2}\right)}\left(x\left(a_{n}, k\right)\right)^{-(2+\epsilon)} . \tag{4.40}
\end{align*}
$$

We now prove that assumption (ii) of Theorem 15 is sufficient to derive (4.40). In particular, the first summand of (4.39) is at most

$$
\begin{aligned}
& \mathbb{E}\left[\left|W_{n, 2^{k}}-2^{k} a_{n}\right|^{2+\epsilon}\right]\left(\frac{1}{2} x\left(a_{n}, k\right)\right)^{-(2+\epsilon)} \text { by Markov's inequality } \\
& \leq C_{1} 2^{2+\epsilon} 2^{k\left(1+\frac{\epsilon}{2}\right)}\left(x\left(a_{n}, k\right)\right)^{-(2+\epsilon)} \text { by assumption (i) of Theorem } 15 .(4.41)
\end{aligned}
$$

By the stationarity of $\left\{\zeta_{n, i}, i \geq 1\right\}$, the second summand of (4.39) equals

$$
\begin{aligned}
& \mathbb{P}\left(\max _{i=0, \ldots, 2^{k}}\left(W_{n, i}-i a_{n}\right)>\frac{1}{2} x\left(a_{n}, k\right)\right) \\
& \leq C_{2} 2^{2+\epsilon} 2^{k\left(1+\frac{\epsilon}{2}\right)}\left(x\left(a_{n}, k\right)\right)^{-(2+\epsilon)} \text { by assumption (ii) of Theorem } 15(4.42)
\end{aligned}
$$

Since we may w.l.o.g. take $C_{1}, C_{2} \geq 1$, it follows that $C_{1}+C_{2} \leq\left(1+C_{2}\right) C_{1}$, and thus (4.40) follows from (4.41) and (4.42). The theorem follows from the proof of Theorem 22 given in [100].

### 4.9.2 Proof of Lemma 29

We note that the special case $r=2$ is treated in [110]. Before proceeding with the proof of Lemma 29, it will be useful to prove three auxiliary results. The first treats the special case $n=1, t \geq 1$ for ordinary (as opposed to equilibrium) renewal processes, and is proven in Theorem 1 of [21].

Theorem 23. Suppose $Z(t)$ is an ordinary renewal process with renewal distribution $X$ s.t. $\mathbb{E}[X]=\mu^{-1} \in(0, \infty)$, and $\mathbb{E}\left[X^{r}\right]<\infty$ for some $r \geq 2$. Then $\sup _{t \geq 1} t^{-\frac{r}{2}} \mathbb{E}\left[|Z(t)-\mu t|^{r}\right]<\infty$.

Second, we prove a lemma treating the special case $n=1, t \geq 1$ for equilibrium renewal processes.

Lemma 32. Under the same definitions and assumptions as Lemma 29, for each $r \geq 2$, there exists $C_{X, r}<\infty$ (depending only on $X$ and $r$ ) s.t. for all $t \geq 1$, $\mathbb{E}\left[\left|Z_{1}^{e}(t)-\mu t\right|^{r}\right]<C_{X, r} r^{\frac{r}{2}}$.

Proof. Let $X^{e}$ denote the first renewal interval in $Z_{1}^{e}(t)$, and $f_{X^{e}}$ its density function, whose existence is guaranteed by (4.1). Observe that we may construct $Z_{1}^{e}(t)$ and an ordinary renewal process $Z(t)$ (also with renewal distribution $X$ ) on the same probability space so that for all $t \geq 0, Z_{\mathbf{1}}^{e}(t)=I\left(X^{e} \leq t\right)+Z\left(\left(t-X^{e}\right)^{+}\right)$, with $Z(t)$ independent of $X^{e}$. Thus

$$
Z_{1}^{e}(t)-\mu t=\left(Z\left(\left(t-X^{e}\right)^{+}\right)-\mu\left(t-X^{e}\right)^{+}\right)+\left(I\left(X^{e} \leq t\right)-\mu\left(t-\left(t-X^{e}\right)^{+}\right)\right)
$$

Fixing some $t \geq 1$, it follows that $\mathbb{E}\left[\left|Z_{1}^{e}(t)-\mu t\right|^{r}\right]$ is at most

$$
\begin{align*}
& 2^{r-1} \mathbb{E}\left[\left|Z\left(\left(t-X^{e}\right)^{+}\right)-\mu\left(t-X^{e}\right)^{+}\right|^{r}\right]  \tag{4.43}\\
& +2^{r-1} \mathbb{E}\left[\left|I\left(X^{e} \leq t\right)-\mu\left(t-\left(t-X^{e}\right)^{+}\right)\right|^{r}\right] \text { by the tri. ineq. and (4.8)(4.44) }
\end{align*}
$$

We now bound the term $\mathbb{E}\left[\left|Z\left(\left(t-X^{e}\right)^{+}\right)-\mu\left(t-X^{e}\right)^{+}\right|^{r}\right]$ appearing in (4.43), which equals

$$
\begin{equation*}
\int_{0}^{t-1} \mathbb{E}\left[|Z(t-s)-\mu(t-s)|^{r}\right] f_{X^{e}}(s) d s+\int_{t-1}^{t} \mathbb{E}\left[|Z(t-s)-\mu(t-s)|^{r}\right] f_{X^{e}}(s) d s \tag{4.45}
\end{equation*}
$$

Let $C_{X, r}^{\prime} \triangleq \sup _{t \geq 1} t^{-\frac{r}{2}} \mathbb{E}\left[|Z(t)-\mu t|^{r}\right]$. Theorem 23 implies that the first summand of (4.45) is at most

$$
\begin{aligned}
\int_{0}^{t-1}\left(C_{X, r}^{\prime}(t-s)^{\frac{r}{2}}\right) f_{X^{e}}(s) d s & \leq \int_{0}^{t-1}\left(C_{X, r}^{\prime} t^{\frac{r}{2}}\right) f_{X^{e}}(s) d s \\
& =C_{X, r}^{\prime} r^{\frac{r}{2}} \mathbb{P}\left(X^{e} \leq t-1\right)
\end{aligned}
$$

Since $t-s \leq 1$ implies $|Z(t-s)-\mu(t-s)|^{r} \leq|Z(1)+\mu|^{r}$, the second summand of (4.45) is at most $\mathbb{E}\left[|Z(1)+\mu|^{r}\right] \mathbb{P}\left(X^{e} \in[t-1, t]\right)$. Combining our bounds for (4.45), we find that (4.43) is at most

$$
\begin{equation*}
2^{r-1} \mathbb{E}\left[|Z(1)+\mu|^{r}\right]+2^{r-1} C_{X, r}^{\prime} r^{\frac{r}{2}} . \tag{4.46}
\end{equation*}
$$

We now bound (4.44), which is at most

$$
\begin{align*}
& 2^{2 r-2}\left(1+\mathbb{E}\left[\left|\mu\left(t-\left(t-X^{e}\right)^{+}\right)\right|^{r}\right]\right) \text { by }(4.8) \\
& \quad=2^{2 r-2}\left(1+\mu^{r}\left(\int_{0}^{t} s^{r} f_{X^{e}}(s) d s+\int_{t}^{\infty} t^{r} f_{X^{e}}(s) d s\right)\right) \tag{4.47}
\end{align*}
$$

It follows from (4.1) and Markov's inequality that for all $s \geq 0, f_{X e}(s)=\mu \mathbb{P}(X>$ $s) \leq \mu \mathbb{E}\left[X^{r}\right] s^{-r}$. Thus the term $\int_{0}^{t} s^{r} f_{X^{e}}(s) d s+\int_{t}^{\infty} t^{r} f_{X^{e}}(s) d s$ appearing in (4.47) is
at most

$$
\begin{align*}
\int_{0}^{t} s^{r}\left(\mu \mathbb{E}\left[X^{r}\right] s^{-r}\right) d s+t^{r} \int_{t}^{\infty}\left(\mu \mathbb{E}\left[X^{r}\right] s^{-r}\right) d s & =\mu \mathbb{E}\left[X^{r}\right]\left(\int_{0}^{t} d s+t^{r} \int_{t}^{\infty} s^{-r} d s\right) \\
& =\mu \mathbb{E}\left[X^{r}\right]\left(t+t^{r}(r-1)^{-1} t^{1-r}\right) \\
& =\mu \mathbb{E}\left[X^{r}\right]\left(1+(r-1)^{-1}\right) t . \tag{4.48}
\end{align*}
$$

Using (4.46) to bound (4.43) and (4.48) to bound (4.47) and (4.44), we find that $\mathbb{E}\left[\left|Z_{1}^{e}(t)-\mu t\right|^{r}\right]$ is at most

$$
\begin{equation*}
2^{r-1} \mathbb{E}\left[|Z(1)+\mu|^{r}\right]+2^{r-1} C_{X, r}^{\prime} t^{\frac{r}{2}}+2^{2 r-2}+2^{2 r-2} \mu^{r+1} \mathbb{E}\left[X^{r}\right]\left(1+(r-1)^{-1}\right) t \tag{4.49}
\end{equation*}
$$

Noting that $\mathbb{E}\left[|Z(1)+\mu|^{r}\right]<\infty$ since any renewal process, evaluated at any fixed time, has finite moments of all orders (see [86] p. 155), $\mathbb{E}\left[X^{r}\right]<\infty$ by assumption, and $t \leq t^{\frac{r}{2}}$ since $t \geq 1$ and $\frac{r}{2} \geq 1$, the lemma follows from (4.49).

Third, we prove a lemma which will be useful in handling the case $t \leq 2$. We note that in this auxiliary lemma, the upper bound is of the form $(n t)^{r}$, as opposed to $(n t)^{\frac{r}{2}}$.

Lemma 33. Under the same definitions and assumptions as Lemma 29, there exists $C_{X, r}<\infty$ (depending only on $X$ and $r$ ) s.t. for all $n \geq 1$, and $t \in[0,2]$,

$$
\begin{equation*}
\mathbb{E}\left[\left|\sum_{i=1}^{n} Z_{i}^{e}(t)-\mu n t\right|^{r}\right] \leq C_{X, r}\left(1+(n t)^{r}\right) \tag{4.50}
\end{equation*}
$$

Proof. Note that the l.h.s. of (4.50) is at most

$$
\begin{equation*}
\mathbb{E}\left[\left|\sum_{i=1}^{n} Z_{i}^{e}(t)+\mu n t\right|^{r}\right] \leq 2^{r-1}\left(\mathbb{E}\left[\left(\sum_{i=1}^{n} Z_{i}^{e}(t)\right)^{r}\right]+(\mu n t)^{r}\right) \text { by (4.8). } \tag{4.51}
\end{equation*}
$$

We now bound the term $\mathbb{E}\left[\left(\sum_{i=1}^{n} Z_{i}^{e}(t)\right)^{r}\right]$ appearing in (4.51). Let $\left\{Z_{i}(t)\right\}$ denote a countably infinite sequence of i.i.d. ordinary renewal processes with renewal distribution $X$. Let us fix some $t \in[0,2]$ and $n \geq 1$, and let $\left\{B_{i}\right\}$ denote a countably infinite sequence of i.i.d. Bernoulli r.v. s.t $\mathbb{P}\left(B_{i}=1\right)=p \triangleq \mathbb{P}(R(X) \leq t)$. Note that we may construct $\left\{Z_{i}^{e}(t)\right\},\left\{Z_{i}(t)\right\},\left\{B_{i}\right\}$ on the same probability space so that w.p. 1 $Z_{i}^{e}(t) \leq B_{i}\left(1+Z_{i}(t)\right)$ for all $i \geq 1$, with $\left\{Z_{i}(t)\right\},\left\{B_{i}\right\}$ mutually independent. Letting $M \triangleq \sum_{i=1}^{n} B_{i}$, it follows that

$$
\begin{equation*}
\mathbb{E}\left[\left(\sum_{i=1}^{n} Z_{i}^{e}(t)\right)^{[r\rceil}\right] \leq \mathbb{E}\left[\left(\sum_{i=1}^{M}\left(1+Z_{i}(t)\right)\right)^{[r\rceil}\right] . \tag{4.52}
\end{equation*}
$$

Let $Z^{+}$denote the set of non-negative integers. Note that for any positive integer $k$,

$$
\begin{align*}
\mathbb{E}\left[\left(\sum_{i=1}^{k}\left(1+Z_{i}(t)\right)\right)^{[r]}\right] & =\mathbb{E}\left[\sum_{\substack{j_{1}, j_{k} \in Z^{+} \\
j_{1}+\ldots+j_{k}=[r]}} \prod_{i=1}^{k}\left(1+Z_{i}(t)\right)^{j_{i}}\right] \\
& =\sum_{\substack{j_{1} \ldots j_{k} \in Z^{+} \\
j_{1}+\ldots+j_{k}=[r]}} \prod_{i=1}^{k} \mathbb{E}\left[\left(1+Z_{i}(t)\right)^{j_{i}}\right] \tag{4.53}
\end{align*}
$$

For any setting of $\left\{j_{i}, i=1, \ldots, k\right\}$ in the r.h.s. of (4.53), at most $\lceil r\rceil$ of the $j_{i}$ are strictly positive, and each $j_{i}$ is at most $\lceil r\rceil$. It follows that the term $\prod_{i=1}^{k} \mathbb{E}[(1+$ $\left.\left.Z_{i}(t)\right)^{j_{i}}\right]$ appearing in the r.h.s. of $(4.53)$ is at most $\left(\mathbb{E}\left[\left(1+Z_{1}(t)\right)^{[r]}\right]\right)^{[r]}$, irregardless of the particular setting of $\left\{j_{i}, i=1, \ldots, k\right\}$. As there are a total of $k^{[r]}$ distinct feasible configurations for $\left\{j_{i}, i=1, \ldots, k\right\}$ in the r.h.s. of (4.53), combining the
above we find that for any non-negative integer $k$,

$$
\begin{align*}
\mathbb{E}\left[\left(\sum_{i=1}^{k}\left(1+Z_{i}(t)\right)\right)^{[r]}\right] & \leq k^{[r\rceil}\left(\mathbb{E}\left[\left(1+Z_{1}(t)\right)^{\lceil r\rceil}\right]\right)^{\lceil r\rceil} \\
& \leq k^{[r\rceil}\left(\mathbb{E}\left[\left(1+Z_{1}(2)\right)^{\lceil r\rceil}\right]\right)^{[r\rceil} \text { since } t \leq 2 . \tag{4.54}
\end{align*}
$$

Since any renewal process, evaluated at any fixed time, has finite moments of all orders (see [86] p. 155), it follows that $C_{X,[r\rceil}^{1} \triangleq\left(\mathbb{E}\left[\left(1+Z_{1}(2)\right)^{[r]}\right]\right)^{[r\rceil}$ is a finite constant depending only on $X$ and $\lceil r\rceil$. Combining (4.52) and (4.54) with the independence of $M$ and $\left\{Z_{i}(t)\right\}$, it follows from a simple conditioning argument that

$$
\begin{equation*}
\mathbb{E}\left[\left(\sum_{i=1}^{n} Z_{i}^{e}(t)\right)^{\lceil r\rceil}\right] \leq C_{X,[r]}^{1} \mathbb{E}\left[M^{[r\rceil}\right] \tag{4.55}
\end{equation*}
$$

We now bound the term $\mathbb{E}\left[M^{[r]}\right]$ appearing in (4.55). Noting that $M$ is a binomial distribution with parameters $n$ and $p$, it follows from [92] Equation 3.3 that there exist finite constants $C_{0,\lceil r\rceil}, C_{1,[r\rceil}, C_{2,[r\rceil}, \ldots, C_{\lceil r\rceil,[r\rceil}$, independent of $n$ and $p$, s.t. $\mathbb{E}\left[M^{[r\rceil}\right]=$ $\sum_{k=0}^{[r]} C_{k,[r\rceil} p^{k} \prod_{j=0}^{k-1}(n-j)$. Further noting that $\prod_{j=0}^{k-1}(n-j) \leq n^{k}$ for all $k \geq 0$, it follows that $\mathbb{E}\left[M^{[r]}\right] \leq \sum_{k=0}^{[r]}\left|C_{k,[r\rceil}\right|(n p)^{k}$. Letting $C_{\lceil r\rceil}^{2} \triangleq \max _{i=0, \ldots,[r\rceil}\left|C_{i,\lceil r\rceil}\right|$, it follows from (4.55) that

$$
\begin{align*}
\mathbb{E}\left[\left(\sum_{i=1}^{n} Z_{i}^{e}(t)\right)^{[r\rceil}\right] & \leq C_{X:[r]}^{1} C_{\lceil r\rceil}^{2} \sum_{i=0}^{\lceil r\rceil}(n p)^{i} \\
& \leq C_{X,[r]}^{1} C_{[r\rceil}^{2}(\lceil r\rceil+1)(1+n p)^{[r]} \tag{4.56}
\end{align*}
$$

Recall that for any non-negative r.v. $Y$, one has that $\mathbb{E}\left[Y^{r}\right] \leq \mathbb{E}\left[Y^{[r\rceil}\right]^{\frac{r}{[r]}}$. Thus letting
$C_{X, r}^{3} \triangleq\left(C_{X,[r\rceil}^{1} C_{\lceil r\rceil}^{2}(\lceil r\rceil+1)\right)^{\frac{r}{r r\rceil}}$, it follows from (4.56) that

$$
\begin{equation*}
\mathbb{E}\left[\left(\sum_{i=1}^{n} Z_{i}^{e}(t)\right)^{r}\right] \leq C_{X, r}^{3}(1+n p)^{r} \tag{4.57}
\end{equation*}
$$

Furthermore, it follows from (4.1) that $p=\mu \int_{0}^{t} \mathbb{P}(X>y) d y \leq \mu t$. Combining with (4.57), we find that

$$
\begin{equation*}
\mathbb{E}\left[\left(\sum_{i=1}^{n} Z_{i}^{e}(t)\right)^{r}\right] \leq C_{X, r}^{3}(1+\mu n t)^{r} \tag{4.58}
\end{equation*}
$$

Plugging (4.58) back into (4.51), it follows that the l.h.s. of (4.50) is at most

$$
2^{r-1}\left(C_{X, r}^{3}(1+\mu n t)^{r}+(\mu n t)^{r}\right) \leq 2^{r}\left(C_{X, r}^{3}+1\right)(1+\mu n t)^{r}
$$

Noting that $(1+\mu n t)^{r} \leq 2^{r}\left(1+(\mu n t)^{r}\right)$ by (4.8), and $1+(\mu n t)^{r} \leq(1+\mu)^{r}\left(1+(n t)^{r}\right)$, completes the proof.

With the above auxiliary results in hand, we now complete the proof of Lemma 29.

Proof of Lemma 29. We proceed by a case analysis. First, suppose $t \leq \frac{2}{n}$. Then we also have $t \leq 2$, and by Lemma 33 there exists $C_{X, r}^{1}<\infty$ s.t. the l.h.s. of (4.9) is at most

$$
C_{X, r}^{1}\left(1+(n t)^{r}\right) \leq C_{X, r}^{1}\left(1+2^{r}\right) \quad \text { since } t \leq \frac{2}{n} \text { implies } n t \leq 2
$$

Letting $M_{1} \triangleq C_{X, r}^{1}\left(1+2^{r}\right)$, it follows that the 1.h.s. of (4.9) is at most $M_{1} \leq$ $M_{1}\left(1+(n t)^{\frac{r}{2}}\right)$, completing the proof for the case $t \leq \frac{2}{n}$.

Second, suppose $t \in\left[\frac{2}{n}, 2\right]$. Let $n_{1}(t) \triangleq\lfloor n t\rfloor$. Noting that $t \geq \frac{2}{n}$ implies $n_{1}(t)>0$,
in this case we may define $n_{2}(t) \triangleq\left\lfloor\frac{n}{n_{1}(t)}\right\rfloor$. Then the l.h.s. of (4.9) equals

$$
\begin{align*}
& \mathbb{E}\left[\left|\sum_{m=1}^{n_{1}(t)} \sum_{l=1}^{n_{2}(t)}\left(Z_{(m-1) n_{2}(t)+l}^{e}(t)-\mu t\right)+\sum_{l=n_{1}(t) n_{2}(t)+1}^{n}\left(Z_{l}^{e}(t)-\mu t\right)\right|^{r}\right] \\
\leq & 2^{r-1} \mathbb{E}\left[\left|\sum_{m=1}^{n_{1}(t)} \sum_{l=1}^{n_{2}(t)}\left(Z_{(m-1) n_{2}(t)+l}^{e}(t)-\mu t\right)\right|^{r}\right]  \tag{4.59}\\
& +2^{r-1} \mathbb{E}\left[\left|\sum_{l=n_{1}(t) n_{2}(t)+1}^{n}\left(Z_{l}^{e}(t)-\mu t\right)\right|^{r}\right] \quad \text { by the tri. ineq. and }(4.8)(4.60) \tag{4.60}
\end{align*}
$$

We now bound (4.59). By Lemma 28, there exists $C_{r}<\infty$ s.t. (4.59) is at most

$$
\begin{aligned}
& 2^{r-1} C_{r}\left(n_{1}(t)\right)^{\frac{r}{2}} \mathbb{E}\left[\left|\sum_{l=1}^{n_{2}(t)}\left(Z_{l}^{e}(t)-\mu t\right)\right|^{r}\right] \\
\leq & 2^{r-1} C_{r}\left(n_{1}(t)\right)^{\frac{r}{2}}\left(C_{X, r}^{1}\left(1+\left(n_{2}(t) t\right)^{r}\right)\right) \text { by Lemma } 33, \text { since } t \leq 2 .(4.61)
\end{aligned}
$$

We now bound the term $t n_{2}(t)$ appearing in (4.61). In particular,

$$
\begin{align*}
t n_{2}(t) & =t\left\lfloor\frac{n}{\lfloor n t\rfloor}\right\rfloor \\
& \leq \frac{n t}{\lfloor n t\rfloor} \leq \frac{n t}{n t-1} . \tag{4.62}
\end{align*}
$$

But since $t \geq \frac{2}{n}$ imples $n t \geq 2$, and $g(z) \triangleq \frac{z}{z-1}$ is a decreasing function of $z$ on $(1, \infty)$, it follows from (4.62) that

$$
t n_{2}(t) \leq 2
$$

Since $n_{1}(t) \leq n t$, it thus follows from (4.61) that (4.59) is at most

$$
\begin{equation*}
2^{r-1} C_{r} C_{X, r}^{1}\left(1+2^{r}\right)(n t)^{\frac{r}{2}} \tag{4.63}
\end{equation*}
$$

We now bound (4.60). Note that the sum $\sum_{l=n_{1}(t) n_{2}(t)+1}^{n}\left(Z_{l}^{e}(t)-\mu t\right)$ appearing in (4.60) is taken over $n-n_{1}(t) n_{2}(t)$ terms. Furthermore,

$$
\begin{aligned}
n-n_{1}(t) n_{2}(t) & =n-n_{1}(t)\left\lfloor\frac{n}{n_{1}(t)}\right\rfloor \\
& \leq n-n_{1}(t)\left(\frac{n}{n_{1}(t)}-1\right) \\
& =n_{\mathbf{1}}(t)
\end{aligned}
$$

As $n_{1}(t) \leq n t$, it thus follows from Lemma 28 that (4.60) is at most

$$
\begin{aligned}
2^{r-1} C_{r}(n t)^{\frac{r}{2}} \mathbb{E}\left[\left|Z_{1}^{e}(t)-\mu t\right|^{r}\right] & \leq 2^{r-1} C_{r}(n t)^{\frac{r}{2}} \mathbb{E}\left[\left(Z_{1}^{e}(t)+\mu t\right)^{r}\right] \\
& \left.\leq 2^{r-1} C_{r}(n t)^{\frac{r}{2}} \mathbb{E}\left[\left(Z_{1}^{e}(2)+2 \mu\right)^{r}\right] \text { since } t \leq \chi .4 .64\right)
\end{aligned}
$$

Using (4.63) to bound (4.59) and (4.64) to bound (4.60) shows that the l.h.s. of (4.9) is at most

$$
\begin{equation*}
2^{r-1} C_{r} C_{X, r}^{1}\left(1+2^{r}\right)(n t)^{\frac{r}{2}}+2^{r-1} C_{r}(n t)^{\frac{r}{2}} \mathbb{E}\left[\left(Z_{1}^{e}(2)+2 \mu\right)^{r}\right] \tag{4.65}
\end{equation*}
$$

Let $M_{2} \triangleq 2^{r-1} C_{r} C_{X, r}^{1}\left(1+2^{r}\right)+2^{r-1} C_{r} \mathbb{E}\left[\left(Z_{1}^{e}(2)+2 \mu\right)^{r}\right]$. It follows from (4.65) that the l.h.s. of $(4.9)$ is at most $M_{2}(n t)^{\frac{r}{2}} \leq M_{2}\left(1+(n t)^{\frac{r}{2}}\right)$, completing the proof for the case $t \in\left[\frac{2}{n}, 2\right]$.

Finally, suppose $t \geq 2$. In this case, it follows from Lemma 28 that the l.h.s. of $(4.9)$ is at most $C_{r} n^{\frac{r}{2}} \mathbb{E}\left[\left|Z_{1}^{e}(t)-\mu t\right|^{r}\right]$. Let $C_{X, r}^{2} \triangleq \sup _{t \geq 2} t^{-\frac{r}{2}} \mathbb{E}\left[\left|Z_{1}^{\epsilon}(t)-\mu t\right|^{r}\right]$. Then it follows from Lemma 32 that $C_{X, r}^{2}<\infty$, and the l.h.s. of (4.9) is at most $C_{r} C_{X, r}^{2}(n t)^{\frac{r}{2}}$. Letting $M_{3} \triangleq C_{r} C_{X, r}^{2}$, it follows that the l.h.s. of (4.9) is at most $M_{3}(n t)^{\frac{r}{2}} \leq M_{3}\left(1+(n t)^{\frac{r}{2}}\right)$, completing the proof for the case $t \geq 2$.

As this treats all cases, we can complete the proof of the lemma by letting $M_{4} \triangleq \max \left(M_{1}, M_{2}, M_{3}\right)$, and noting that for all $n \geq 1$ and $t \geq 0$, the l.h.s. of (4.9) is at most $M_{4}\left(1+(n t)^{\frac{r}{2}}\right)$.

## Chapter 5

## Probability of Delay for the Steady-state GI/GI/n Queue in the Halfin-Whitt Regime

### 5.1 Introduction and Literature Review

Recall from Sections 1.3 and 4.1 that the H-W regime was formally introduced by Halfin and Whitt [52], who studied the $G I / M / n$ system (for large $n$ ) when the traffic intensity scales like $1-B n^{-\frac{1}{2}}$ for some strictly positive $B$. As described in [52],[45], an important motivation for the $\mathrm{H}-\mathrm{W}$ regime are applications in which the system designer wishes some non-trivial fraction of all jobs to have to wait for service, where this fraction should be bounded away from both zero and unity even as the system increases in size. Furthermore, this steady-state probability of delay often appears in objective functions used to capture the quality-efficiency trade-off in the H-W regime $[10],[76]$. The steady-state probability of delay for exponentially distributed processing times was computed explicitly by Halfin and Whitt in [52], and an explicit
formula is also known for the case of deterministic processing times [60]. Gamarnik and Momcilovic give an implicit description (in terms of a certain Markov chain) of the steady-state probability of delay for the case of processing times with finite support, and prove that this probability lies strictly in $(0,1)$, in [43]. However, it seems that essentially nothing was known about this important quantity for more general processing time distributions prior to this thesis. Furthermore, other than for the special cases of deterministic [60] or exponentially distributed [52] processing times, it seems that little was known about the qualitative behavior and scaling of this probability, beyond its lying strictly in $(0,1)$ for the case of processing times with finite support [43].

Another question of interest in the analysis of parallel server queues in the $\mathrm{H}-\mathrm{W}$ regime is large deviations behavior, i.e. the probability of certain rare events. Recall that we proved several results along these lines in Chapter 4, and that this quantity had been studied previously be several authors [43],[52],[60]. However, other than for the special case of exponentially distributed [52] and deterministic [60] processing times, all of these results had been about the probability of seeing an exceptionally large number in system, as opposed to seeing an exceptionally small number in system, i.e. an exceptionally large number of idle servers.

In this chapter we prove the first qualitative results about the steady-state probability of delay for generally distributed processing times. In particular, under very minor technical conditions, we derive bounds on this probability as $B \rightarrow \infty$ and $B \rightarrow 0$ for fixed inter-arrival and processing time distributions. As we will see, it follows from known results for the case of exponentially distributed inter-arrival or processing times that our bounds are, in a sense, tight. We also revisit the question of large deviations for the steady-state $G I / G I / n$ queue in the $\mathrm{H}-\mathrm{W}$ regime, but now examine the probability that the steady-state number of idle servers exceeds some large value $x$, deriving bounds on this probability as $x \rightarrow \infty$, which are again tight
in an appropriate sense.
As in Chapter 4, our main proof technique is the derivation of new and simple bounds for the FCFS $G I / G I / n$ queue. Our bounds are of a structural nature, hold for all $n$ and all times $t \geq 0$, and have intuitive closed-form representations as the suprema of certain natural processes which converge weakly to Gaussian processes.

### 5.1.1 Outline of chapter

The rest of the chapter proceeds as follows. In Section 5.2, we present our main results. In Section 5.3, we establish our general-purpose upper bounds for the queue length in a properly initialized FCFS $G I / G I / n$ queue. In Section 5.4, we prove an asymptotic version of our upper bound in the H-W regime. In Section 5.5, we prove our bounds on the steady-state probability of delay as $B \rightarrow \infty$. In Section 5.6, we prove our bounds on the steady-state probability of delay as $B \rightarrow 0$. In Section 5.7, we prove our bounds on the large deviations behavior of the steady-state number of idle servers. In Section 5.8, we compare to previous results from the literature, which show that our bounds are tight in an appropriate sense. In Section 5.9 we summarize our main results and comment on directions for future research. We include a technical appendix in Section 5.10.

### 5.2 Main Results

As in Chapter $4, \lambda_{n, B}=n-B n^{\frac{1}{2}}$, and $\mathcal{Q}_{B}^{n}$ is the First-Come-First-Serve (FCFS) $G I / G I / n$ queue with inter-arrival times drawn i.i.d. distributed as $A \lambda_{n, B}^{-1}$ and processing times drawn i.i.d. distributed as $S$ (initial conditions will be specified later). Suppose that $\mathbb{E}[A]=\mu_{A}^{-1}<\infty, \mathbb{E}[S]=\mu_{S}^{-1}<\infty$, and $\mathbb{P}(A=0)=\mathbb{P}(S=0)=0$. Recall that $\sigma_{A}^{2}$ and $\sigma_{S}^{2}$ denote the variances of $A$ and $S$, respectively, and $c_{A}^{2}$ and
$c_{S}^{2}$ denote the squared coefficients of variation (s.c.v.) of $A$ and $S$, respectively. All processes should be assumed right-continuous with left limits (r.c.l.l.) unless stated otherwise. All empty summations should be evaluated as zero, and all empty products should be evaluated as one.

Recall that in Section 4.2 we defined two sets of assumptions, the H-W assumptions and the $T_{0}$ assumptions, for $A$ and $S$. The H-W assumptions ensured that $\left\{\mathcal{Q}_{B}^{n}, n \geq 1\right\}$ was in the H-W regime. The $T_{0}$ assumptions were a set of additional minor technical conditions. In this chapter, we will again refer to these assumptions, and refer the reader to Section 4.2 for details. For clarity of exposition, statements of (in)equality w.p. 1 are not distinguished from statements of (in)equality.

### 5.2.1 Main results

We now state our main results. We begin by stating our bound on the steady-state probability of delay as $B \rightarrow \infty$.

Theorem 24. For any fixed $A$ and $S$ which satisfy the $H-W$ and $T_{0}$ assumptions,

$$
\limsup _{B \rightarrow \infty} B^{-2} \log \left(\underset{n \rightarrow \infty}{\limsup } \mathbb{P}\left(Q_{B}^{n}(\infty) \geq n\right)\right)<0
$$

In words, Theorem 24 states that there exists $\epsilon>0$, depending only on $A$ and $S$, s.t. the limiting steady-state probability of delay is bounded from above by $\exp (-$ $\epsilon_{1} B^{2}$ ) as $B \rightarrow \infty$. We now give our bounds on the steady-state probability of delay as $B \rightarrow 0$.

Theorem 25. For any fixed $A$ and $S$ which satisfy the $H-W$ and $T_{0}$ assumptions, s.t. in addition $\mathbb{E}\left[S^{3}\right]<\infty$ and $c_{A}^{2}>0$,

$$
\liminf _{B \rightarrow 0} B^{-1} \liminf _{n \rightarrow \infty} \mathbb{P}\left(Q_{B}^{n}(\infty)<n\right)>0 .
$$

In words, Theorem 24 states that there exists $\epsilon>0$, depending only on $A$ and $S$, s.t. the limiting steady-state probability that a job does not have to wait for service, i.e. no delay, is bounded from below by $\epsilon B$ as $B \rightarrow 0$. Equivalently, the limiting steady-state probability of delay is bounded from above by $1-\epsilon B$ as $B \rightarrow 0$. We note that this result is somewhat surprising, since in light of Theorem 24, one might expect this probability to scale as $B^{2}$ as $B \rightarrow 0$, since $1-\exp \left(-\epsilon B^{2}\right)$ behaves like $\epsilon B^{2}$ as $B \rightarrow 0$.

We now state our bounds on the large deviations behavior for the number of idle servers.

Theorem 26. For any fixed $A$ and $S$ which satisfy the $H-W$ and $T_{0}$ assumptions, s.t. in addition $c_{A}^{2}>0$, and any fixed $B>0$,

$$
\liminf _{x \rightarrow \infty} x^{-2} \log \left(\liminf _{n \rightarrow \infty} \mathbb{P}\left(\left(Q^{n}(\infty)-n\right) n^{-\frac{1}{2}}<-x\right)\right)>-\infty
$$

In words, Theorem 26 states that there exists $\epsilon>0$, depending only on $A, S$, and $B$, s.t. the tail of the limiting steady-state number of idle servers is bounded from below by $\exp \left(-\epsilon x^{2}\right)$ as $x \rightarrow \infty$.

In Section 5.8, we will show that our results give the correct scaling for the case of exponentially distributed inter-arrival or processing times. We note that our results can not be derived using naive infinite-server lower bounds, as in all cases our inequalities point in the other direction. Also, as in Chapter 4, our results translate into bounds for any weak limit of the sequence $\left\{\left(\mathrm{Q}^{n}(\infty)-n\right)^{+} n^{-\frac{1}{2}}, n \geq 1\right\}$.

### 5.3 Upper Bound

In this section, we prove general upper bounds for the FCFS $G I / G I / n$ queue, when properly initialized. The bounds are valid for all finite $n$, and work in both the
transient and steady-state (when it exists) regimes. Although we will later customize these bounds to the $\mathrm{H}-\mathrm{W}$ regime to prove our main results, we note that the bounds are in no way limited to that regime. Recall that for a non-negative r.v. $X$ with finite mean $\mathbb{E}[X]>0, R(X)$ denotes a r.v. distributed as the residual life distribution of $X$; see (4.1) for details. Recall that associated with a non-negative r.v. $X$, an equilibrium renewal process with renewal distribution $X$ is a counting process in which the first inter-event time is distributed as $R(X)$, and all subsequent inter-event times are drawn i.i.d. distributed as $X$; an ordinary renewal process with renewal distribution $X$ is a counting process in which all inter-event times are drawn i.i.d. distributed as $X$. As in Chapter 4 , let $\left\{N_{i}(t), i=1, \ldots, n\right\}$ denote a set of $n$ i.i.d. equilibrium renewal processes with renewal distribution $S$. Let $A(t)$ denote an independent equilibrium renewal process with renewal distribution $A$. For $s \in \mathbb{R}^{+}$, let $V_{i}^{1}(s)$ denote the remaining time (at time $s$ ) until the first renewal to occur after time $s$ in process $N_{i}(t), i=1, \ldots, n$. Let $V_{i}^{j}(s)$ denote the length of the $\left(N_{i}(s)+j\right)$ th renewal interval in process $N_{i}(t), j \geq 2, i=1, \ldots, n$. Namely, $V_{i}^{j}(s)$ is the length of the $(j-1)$ th renewal interval to be initiated in process $N_{i}(t)$ after time $s$. Similarly, let $U^{1}(s)$ denote the remaining time (at time $s$ ) until the first renewal to occur after time $s$ in process $A(t)$, and $U^{j}(s)$ denote the length of the $(A(s)+j)$ th renewal interval in process $A(t), j \geq 2$. For $x \in \mathbb{R}^{+}$, let $A^{x}(t) \triangleq A(x, x+t), d A^{x}(t) \triangleq A^{x}(t)-A^{x}\left(t^{-}\right)$, and $A^{x}(s, t) \triangleq A^{x}(t)-A^{x}(s)$. Let $N_{i}^{x}(t) \triangleq N_{i}(x, x+t), d N_{i}^{x}(t) \triangleq N_{i}^{x}(t)-N_{i}^{x}\left(t^{-}\right)$, $N_{i}^{x}(s, t) \triangleq N_{i}^{x}(t)-N_{i}^{x}(s), i=1, \ldots, n$. For $z \in Z^{+}$s.t. $z \leq n$, let $\tau_{z, 0}^{x} \triangleq 0$, and let $\left\{\tau_{z, k}^{x}, k \geq 1\right\}$ denote the sequence of event times in the pooled renewal process $A^{x}(t)+\sum_{i=1}^{z} N_{i}^{x}(t)$. For $y \in \mathbb{R}^{+}$, let

$$
\phi(x, y, z) \triangleq \sup _{0 \leq s \leq y}\left(A^{x}(y-s, y)-\sum_{i=1}^{z} N_{i}^{x}(y-s, y)\right)
$$

Let $V_{i}^{j} \triangleq V_{i}^{j}(0)$, and $U^{j} \triangleq U^{j}(0), i=1, \ldots, n, j \geq 1$.
For $v \in \mathbb{R}^{+}$, and $\eta \in Z^{+}$s.t. $\eta \leq n$, let $\mathcal{Q}_{\eta}^{v}$ denote the FCFS $G I / G I / \eta$ queue with inter-arrival times drawn i.i.d. distributed as $A$, processing times drawn i.i.d. distributed as $S$, and the following initial conditions. For $i=1, \ldots, \eta$, there is a single job initially being processed on server $i$, with initial processing time $V_{i}^{1}(v)$. There are $\phi(0, v, n)$ jobs waiting in queue, and the first inter-arrival time is $U^{1}(v)$. We let $Q_{\eta}^{v}(t)$ denote the number in system in $\mathcal{Q}_{\eta}^{v}$ at time $t$. We also let $\mathcal{Q} \triangleq \mathcal{Q}_{n}^{0}$, and $Q(t) \triangleq Q_{n}^{0}(t)$. We now establish an upper bound for $Q(t)$.

Theorem 27. For all $t, x \geq 0, \mathbb{P}(Q(t)>x)$ is at most

$$
\begin{aligned}
& \inf _{\substack{\delta \in[0, t] \\
n \in[0, n]}} \mathbb{P}\left(\operatorname { m a x } \left(1+\sup _{0 \leq s \leq \delta}\left(A(s)-\sum_{i=1}^{\eta} N_{i}(s)\right)\right.\right. \\
&\left.\sup _{\delta \leq s \leq t}\left(A(s)-\sum_{i=1}^{n} N_{i}(s)\right)+\sum_{i=\eta+1}^{n} N_{i}(\delta)\right) \\
&\left.+\sum_{i=\eta+1}^{n} I\left(N_{i}(\delta)=0\right)>x-\eta\right)
\end{aligned}
$$

If in addition $Q(t)$ converges weakly to a steady-state distribution $Q(\infty)$ as $t \rightarrow \infty$, then for all $x>0, \mathbb{P}(Q(\infty)>x)$ is at most

$$
\begin{aligned}
& \inf _{\substack{\delta \geq 0 \\
\eta \in[0, n]}} \mathbb{P}\left(\operatorname { m a x } \left(1+\sup _{0 \leq t \leq \delta}\left(A(t)-\sum_{i=1}^{\eta} N_{i}(t)\right),\right.\right. \\
& \\
& \left.\sup _{t \geq \delta}\left(A(t)-\sum_{i=1}^{n} N_{i}(t)\right)+\sum_{i=\eta+1}^{n} N_{i}(\delta)\right) \\
& \left.\quad+\sum_{i=\eta+1}^{n} I\left(N_{i}(\delta)=0\right)>x-\eta\right) .
\end{aligned}
$$

Recall that in Chapter 4 we examined a modified queueing system in which all
servers were kept busy at all times by adding artificial arrivals whenever a server would otherwise go idle. We will prove Theorem 27 by analyzing a different modified queueing system, in which all servers are kept busy on some fixed time interval $[0, t-\delta]$ by adding artificial arrivals, at the end of that time interval servers $\eta+1, \ldots, n$ break down and cease functioning, and for the remaining time the remaining functional servers $1, \ldots, \eta$ are again kept busy by adding artificial arrivals. By simultaneously altering the number of servers and keeping all servers busy, we will be able to derive non-trivial bounds for both the steady-state probability of delay, and the probability of there being many idle servers. We note that the upper bound of Chapter 4, namely Theorem 13, can be recovered as a special case of Theorem 27, modulo an additional " +1 " which appears in the statement of Theorem 27. Indeed, by setting $\delta=0$ and $\eta=n$, no servers break down during the time horizon $[0, t]$, and all $n$ servers are kept busy on the entire time horizon $[0, t]$, which is exactly the bounding system of Chapter 4.

We begin by defining two auxiliary processes $\tilde{A}_{\gamma, \eta}^{v}(t)$ and $\tilde{Q}_{\gamma, \eta}^{v}(t)$, where $\tilde{A}_{\gamma, \eta}^{v}(t)$ will become the arrival process to $\tilde{\mathcal{Q}}_{\gamma, \eta}^{v}$, and we will later prove that $\tilde{Q}_{\gamma, \eta}^{v}(t)$ equals the number in system in $\tilde{\mathcal{Q}}_{\gamma, \eta}^{v}$ at time $t$. Whenever there is no ambiguity, we use the notations $\tau_{k}, \tilde{\mathcal{Q}}, \tilde{A}(t)$, and $\tilde{Q}(t)$ as shorthand for $\tau_{\eta, k}^{v}, \tilde{\mathcal{Q}}_{\gamma, \eta}^{v}, \tilde{A}_{\gamma, \eta}^{v}(t)$, and $\tilde{Q}_{\gamma, \eta}^{v}(t)$ respectively. We note that to prove Theorem 27, we must allow our servers to be initialized at a general time $v$ in the corresponding renewal processes, to capture the dependencies between the remaining processing times of the jobs in service at time $\gamma$ (equivalently $t-\delta$ ) and the number of jobs waiting in queue at time $\gamma$.

We now define the processes $\tilde{A}(t)$ and $\tilde{Q}(t)$ on $[0, \gamma]$ inductively over $\left\{\tau_{k}, k \geq 0\right\}$. Let $\tilde{A}\left(\tau_{0}\right) \triangleq 0, \tilde{Q}\left(\tau_{0}\right) \triangleq \eta+\phi(0, v, n)$. Now suppose that for some $k \geq 0$, we have defined $\tilde{A}(t)$ and $\tilde{Q}(t)$ for all $t \leq \tau_{k}$, and $\tau_{k+1} \leq \gamma$. We now define these processes for $t \in\left(\tau_{k}, \tau_{k+1}\right]$. For $t \in\left(\tau_{k}, \tau_{k+1}\right)$, let $\tilde{A}(t) \triangleq \tilde{A}\left(\tau_{k}\right)$, and $\tilde{Q}(t) \triangleq \tilde{Q}\left(\tau_{k}\right)$. Note that $d A^{v}\left(\tau_{k+1}\right)+\sum_{i=1}^{\eta} d N_{i}^{v}\left(\tau_{k+1}\right)=1$, since $R(X)$ and $R(A)$ are continuous r.v.s,
$\mathbb{P}(A=0)=\mathbb{P}(S=0)=0$, and $A(t),\left\{N_{i}(t), i=1, \ldots, \eta\right\}$ are mutually independent and have stationary increments. We define

$$
\tilde{A}\left(\tau_{k+1}\right) \triangleq \begin{cases}\tilde{A}\left(\tau_{k}\right)+1 & \text { if } d A^{v}\left(\tau_{k+1}\right)=1 \\ \tilde{A}\left(\tau_{k}\right)+1 & \text { if } \sum_{i=1}^{\eta} d N_{i}^{v}\left(\tau_{k+1}\right)=1 \text { and } \tilde{Q}\left(\tau_{k}\right) \leq \eta \\ \tilde{A}\left(\tau_{k}\right) & \text { otherwise (i.e. } \left.\sum_{i=1}^{\eta} d N_{i}^{v}\left(\tau_{k+1}\right)=1 \text { and } \tilde{Q}\left(\tau_{k}\right)>\eta\right)\end{cases}
$$

Similarly, we define

$$
\tilde{Q}\left(\tau_{k+1}\right) \triangleq \begin{cases}\tilde{Q}\left(\tau_{k}\right)+1 & \text { if } d A^{v}\left(\tau_{k+1}\right)=1 \\ \tilde{Q}\left(\tau_{k}\right) & \text { if } \sum_{i=1}^{\eta} d N_{i}^{v}\left(\tau_{k+1}\right)=1 \text { and } \tilde{Q}\left(\tau_{k}\right) \leq \eta \\ \tilde{Q}\left(\tau_{k}\right)-1 & \text { otherwise (i.e. } \left.\sum_{i=1}^{\eta} d N_{i}^{v}\left(\tau_{k+1}\right)=1 \text { and } \tilde{Q}\left(\tau_{k}\right)>\eta\right)\end{cases}
$$

Also, for $k=A^{v}(\gamma)+\sum_{i=1}^{z} N_{i}^{v}(\gamma)$, namely the largest index s.t. $\tau_{k} \leq \gamma$, we let $\tilde{A}(t) \triangleq \tilde{A}\left(\tau_{k}\right)$ for $t \in\left(\tau_{k}, \gamma\right]$, and $\tilde{Q}(t) \triangleq \tilde{Q}\left(\tau_{k}\right)$ for $t \in\left(\tau_{k}, \gamma\right]$. Combining the above completes our inductive definition of $\tilde{A}(t)$ and $\tilde{Q}(t)$ on $[0, \gamma]$, since $\lim _{k \rightarrow \infty} \tau_{k}=\infty$. We now define $\tilde{A}(t)$ on $(\gamma, \infty)$. For all $t>\gamma, d \tilde{A}(t)=d A^{v}(t)$, namely the events in the two processes coincide. It follows from our construction that both $\tilde{A}(t)$ and $\tilde{Q}(t)$ are well-defined and r.c.l.l. on $[0, \gamma)$, and $\tilde{A}(t)$ is well-defined and r.c.l.1. on $[0, \infty)$.

We now construct the FCFS $G / G I / \eta$ queue $\tilde{\mathcal{Q}}$ using the auxiliary process $\tilde{A}(t)$, and define $\tilde{Q}(t)$ on $[\gamma, \infty)$. $\tilde{\mathcal{Q}}$ is defined to be the FCFS $G / G I / \eta$ queue with arrival process $\tilde{A}(t)$ and processing time distribution $S$, where the $j$ th job assigned to server $i$ (after time 0 ) is assigned processing time $V_{i}^{j+1}(v)$ for $j \geq 1, i=1, \ldots, \eta$, and jobs are always assigned to the available server of least index. The initial conditions for $\tilde{\mathcal{Q}}$ are s.t. for $i=1, \ldots, \eta$, there is a single job initially being processed on server $i$ with initial processing time $V_{i}^{1}(v)$, and there are $\phi(0, v, n)$ jobs waiting in queue. For $t \geq \gamma$, we define $\tilde{Q}(t)$ to be the number in system in $\tilde{\mathcal{Q}}$ at time $t$. Note that on
$[\gamma, \infty), \tilde{\mathcal{Q}}$ operates like a 'normal' FCFS $G I / G I / \eta$ queue.
We now analyze $\tilde{\mathcal{Q}}$. The system is nearly identical to the bounding system considered in Chapter 4, the only change being that here we allow for more general initial conditions, and restrict our analysis to the interval $[0, \gamma]$. The following lemma is essentially identical to Chapter 4, Lemma 25 . The proof follows nearly identically to the proof of Lemma 25, and we refer the reader to Chapter 4, Section 4.3, Lemma 25 for details.

Lemma 34. For $i=1, \ldots, \eta$, exactly one job departs from server $i$ at each time $t \in\left\{\sum_{l=1}^{j} V_{i}^{l}(v), j \geq 1\right\} \bigcap[0, \gamma]$, and there are no other departures from server $i$ on $[0, \gamma]$. Also, no server ever idles in $\tilde{\mathcal{Q}}$ on $[0, \gamma], \tilde{Q}(t)$ equals the number in system in $\tilde{\mathcal{Q}}$ at time $t$ for all $t \leq \gamma$, and for all $k$ s.t. $\tau_{k} \leq \gamma$,

$$
\begin{equation*}
\tilde{Q}\left(\tau_{k}\right)-\eta=\max \left(0, \tilde{Q}\left(\tau_{k-1}\right)-\eta+d A^{v}\left(\tau_{k}\right)-\sum_{i=1}^{\eta} d N_{i}^{v}\left(\tau_{k}\right)\right) . \tag{5.1}
\end{equation*}
$$

Note that it follows from Lemma 34 and our definition of $\tilde{Q}(t)$ on $[\gamma, \infty)$ that $\tilde{Q}(t)$ is r.c.l.l. on $[0, \infty)$, and

Corollary 6. $\tilde{Q}(t)$ equals the number in system in $\tilde{\mathcal{Q}}$ at time $t$ for all $t \geq 0$.

We now 'unfold' recursion (5.1) to derive a simple one-dimensional random walk representation for $\tilde{Q}(t), t \leq \gamma$. It follows from (5.1) and a straightforward induction on $\left\{\tau_{k}, k \geq 0\right\}$ that for all $k$ s.t. $\tau_{k} \leq \gamma, \tilde{Q}\left(\tau_{k}\right)-\eta$ equals

$$
\max \left(\max _{j \in[0, k-1]}\left(A^{v}\left(\tau_{k-j}, \tau_{k}\right)-\sum_{i=1}^{\eta} N_{i}^{v}\left(\tau_{k-j}, \tau_{k}\right)\right), \tilde{Q}(0)-\eta+A^{v}\left(\tau_{k}\right)-\sum_{i=1}^{\eta} N_{i}^{v}\left(\tau_{k}\right)\right) .
$$

As all jumps in $\tilde{Q}(t)$ on $[0, \gamma]$ occur at times $t \in\left\{\tau_{k}, k \geq 1\right\}$, and are of size 1 ,

$$
\max _{j \in[0, k-1]}\left(A^{v}\left(\tau_{k-j}, \tau_{k}\right)-\sum_{i=1}^{\eta} N_{i}^{v}\left(\tau_{k-j}, \tau_{k}\right)\right) \leq 1+\max _{j \in[0, k]}\left(A^{v}\left(\tau_{k-j}, \tau_{k}\right)-\sum_{i=1}^{\eta} N_{i}^{v}\left(\tau_{k-j}, \tau_{k}\right)\right) .
$$

It follows that

Corollary 7. If $\tilde{Q}(0)=\eta$, then

$$
\tilde{Q}(\gamma)-\eta=\phi(v, \gamma, \eta) .
$$

In general,

$$
\tilde{Q}(\gamma)-\eta \leq \max \left(1+\phi(v, \gamma, \eta), \phi(0, v, n)+A^{v}(\gamma)-\sum_{i=1}^{\eta} N_{i}^{v}(\gamma)\right) .
$$

Before proceeding, it will be useful to prove a general comparison result for $G / G / n$ queues, which is very similar to Lemma 26 from Chapter 4 . The key difference is that here we allow for both general initial conditions and differing numbers of servers. Recall that for an event $\{E\}, I(\{E\})$ denotes the indicator function of $\{E\}$. Then

Lemma 35. Let $\mathcal{Q}^{1}$ denote a FCFS $G / G / n^{1}$ queue, and $\mathcal{Q}^{2}$ denote a FCFS $G / G / n^{2}$ queue, both with finite, strictly positive inter-arrival and processing times, s.t. $n^{1} \geq$ $n^{2}$. Let $Q^{i}(t)$ denote the number in system at time $t$ in $\mathcal{Q}^{i}$, and $\mathcal{L}^{i} \triangleq Q^{i}(0)-n^{i}$, $i \in\{1,2\}$. For $k \in\left\{1, \ldots, \mathcal{L}^{i}\right\}$, let $T_{k}^{i}$ equal zero, and $S_{k}^{i}$ denote the initial processing time of the $k$ th job initially waiting in queue in $\mathcal{Q}^{i}, i \in\{1,2\}$. For $k>\mathcal{L}^{i}$, let $T_{k}^{i}$ denote the arrival time of the $\left(k-\mathcal{L}^{i}\right)$ th arrival (after time 0) to $\mathcal{Q}^{i}$, and $S_{k}^{i}$ the processing time assigned to that job, $i \in\{1,2\}$. Further suppose that
(i) $\mathcal{L}^{1}=\mathcal{L}^{2} \geq 0$, and we denote this common value by $\mathcal{L}$. Also, $S_{k}^{1}=S_{k}^{2}$ for $k \in\{1, \ldots, \mathcal{L}\}$. That is, the $k$ th job initially waiting in queue in $\mathcal{Q}^{2}$ is assigned
the same processing time as the $k$ th job initially waiting in queue in $\mathcal{Q}^{1}, k=$ $1, \ldots, \mathcal{L}$. In addition, we let $W_{i}$ denote the initial processing time of the job initially being processed on server $i$ in $\mathcal{Q}^{1}, i \in\left\{1, \ldots, n^{1}\right\}$.
(ii) For each job J initially being processed in $\mathcal{Q}^{1}$ on a server whose index belongs to the set $\left\{1, \ldots, n^{2}\right\}$, there is a distinct corresponding job $J^{\prime}$ initially being processed in $\mathcal{Q}^{2}$, s.t. the initial processing time of $J$ in $\mathcal{Q}^{1}$ equals the initial processing time of $J^{\prime}$ in $\mathcal{Q}^{2}$.
(iii) $\left\{T_{k}^{1}, k \geq 1\right\}$ is a subsequence of $\left\{T_{k}^{2}, k \geq 1\right\}$.
(iv) For all $k>\mathcal{L}$, the job that arrives to $\mathcal{Q}^{2}$ at time $T_{k}^{1}$ is assigned processing time $S_{k}^{1}$, the same processing time assigned to the job which arrives to $\mathcal{Q}^{1}$ at that time.

Then for all $t \geq 0$,

$$
Q^{1}(t) \leq Q^{2}(t)+\sum_{i=n^{2}+1}^{n^{1}} I\left(W_{i}>t\right)
$$

Proof. Let $Z_{a}^{1}(t)$ denote the number of jobs initially being processed in $\mathcal{Q}^{1}$, on servers with index $i \leq n^{2}$, which are still in $\mathcal{Q}^{1}$ at time $t$. Let $Z_{b}^{1}(t)$ denote the number of jobs initially being processed in $\mathcal{Q}^{1}$, on servers with index $i>n^{2}$, which are still in $\mathcal{Q}^{1}$ at time $t$. Let $Z^{2}(t)$ denote the number of jobs initially being processed in $\mathcal{Q}^{2}$, which are still in $\mathcal{Q}^{2}$ at time $t$. Note that by (ii), $Z_{a}^{1}(t)=Z^{2}(t)$ for all $t \geq 0$, and we denote this common value by $Z(t)$. Also, for all $t \geq 0$,

$$
\begin{equation*}
Z_{b}^{1}(t)=\sum_{i=n^{2}+1}^{n^{1}} I\left(W_{i}>t\right) \tag{5.2}
\end{equation*}
$$

For $k \in\{1, \ldots, \mathcal{L}\}$, let $D_{k}^{i}$ denote the time at which the $k$ th job initially waiting in queue in $\mathcal{Q}^{i}$ departs from $\mathcal{Q}^{i}, i \in\{1,2\}$. For $k>\mathcal{L}$, let $D_{k}^{i}$ denote the time at which
the job that arrives to $\mathcal{Q}^{i}$ at time $T_{k}^{1}$ departs from $\mathcal{Q}^{i}, i \in\{1,2\}$. We now prove by induction that for $k \geq 1, D_{k}^{2} \geq D_{k}^{1}$, from which the lemma follows. Observe that for all $k \geq 1$,

$$
\begin{aligned}
D_{k}^{1} & =\inf \left\{t: t \geq T_{k}^{1}, Z(t)+Z_{b}^{1}(t)+\sum_{j=1}^{k-1} I\left(D_{j}^{1}>t\right) \leq n^{1}-1\right\}+S_{k}^{1} \\
& =\inf \left\{t: t \geq T_{k}^{1}, Z(t)+\sum_{j=1}^{k-1} I\left(D_{j}^{1}>t\right) \leq n^{1}-Z_{b}^{1}(t)-1\right\}+S_{k}^{1} \\
& \leq \quad \inf \left\{t: t \geq T_{k}^{1}, Z(t)+\sum_{j=1}^{k-1} I\left(D_{j}^{1}>t\right) \leq n^{2}-1\right\}+S_{k}^{1}
\end{aligned}
$$

$$
\text { since } Z_{b}^{1}(t) \leq n^{1}-n^{2} \text { for all } t \geq 0, \text { by }(5.2)
$$

Also,

$$
\begin{equation*}
D_{k}^{2} \geq \inf \left\{t: t \geq T_{k}^{1}, Z(t)+\sum_{j=1}^{k-1} I\left(D_{j}^{2}>t\right) \leq n^{2}-1\right\}+S_{k}^{1} \tag{5.4}
\end{equation*}
$$

where the inequality in (5.4) arises since the job that arrives to $\mathcal{Q}^{2}$ at time $T_{k}^{1}$ may have to wait for additional jobs, which arrive at a time belonging to $\left\{T_{k}^{2}, k \geq 1\right\} \backslash\left\{T_{k}^{1}, k \geq\right.$ $1\}$.

For the base case $k=1$, note that $D_{1}^{1} \leq \inf \left\{t: t \geq T_{1}^{1}, Z(t) \leq n^{2}-1\right\}+S_{1}^{1}$ by (5.3), while $D_{1}^{2} \geq \inf \left\{t: t \geq T_{1}^{1}, Z(t) \leq n^{2}-1\right\}+S_{1}^{1}$ by (5.4).

Now assume the induction is true for all $j \leq k$. Then for all $t \geq 0, \sum_{j=1}^{k} I\left(D_{j}^{2}>\right.$ $t) \geq \sum_{j=1}^{k} I\left(D_{j}^{1}>t\right)$. Thus

$$
\begin{aligned}
& \quad \inf \left\{t: t \geq T_{k+1}^{1}, Z(t)+\sum_{j=1}^{k} I\left(D_{j}^{1}>t\right) \leq n^{2}-1\right\}+S_{k+1}^{1} \\
& \leq \inf \left\{t: t \geq T_{k+1}^{1}, Z(t)+\sum_{j=1}^{k} I\left(D_{j}^{2}>t\right) \leq n^{2}-1\right\}+S_{k+1}^{1}
\end{aligned}
$$

It then follows from (5.3) and (5.4) that $D_{k+1}^{1} \leq D_{k+1}^{2}$, completing the induction.

We now complete the proof of Theorem 27.

Proof of Theorem 27. Let us fix some $\gamma, \tau \in \mathbb{R}^{+}$s.t. $\gamma \leq \tau$, and $\eta \in Z^{+}$s.t. $\eta \leq n$. We begin by constructing $\mathcal{Q}$ and $\tilde{\mathcal{Q}}_{\gamma, n}^{0}$ on the same probability space. Note that $\mathcal{Q}$ and $\tilde{\mathcal{Q}}_{\gamma, n}^{0}$ have the same initial conditions. Namely, for $i=1, \ldots, n$, there is a single job initially being processed on server $i$ with initial processing time $V_{i}{ }^{1}$, there are 0 jobs waiting in queue, and the time until the first arrival is $U^{1}$. We let $A(t)$ be the arrival process to $\mathcal{Q}$. Let $\left\{t_{k}, k \geq 1\right\}$ denote the ordered sequence of event times in $A(t)$. It follows from the construction of $\tilde{A}_{\gamma, n}^{0}(t)$ that $\left\{t_{k}, k \geq 1\right\}$ is a subsequence of the set of event times in $\tilde{A}_{\gamma, n}^{0}(t)$. We let the processing time assigned to the arrival to $\tilde{\mathcal{Q}}_{\gamma, n}^{0}$ at time $t_{k}$ equal the processing time assigned to the arrival to $\mathcal{Q}$ at time $t_{k}$, $k \geq 1$. It follows that $\mathcal{Q}$ and $\tilde{\mathcal{Q}}_{\gamma, n}^{0}$ satisfy the conditions of Lemma 35 , and it follows from Corollary 6 that for all $x \geq 0$,

$$
\begin{equation*}
\mathbb{P}(Q(\tau)>x) \leq \mathbb{P}\left(\tilde{Q}_{\gamma, n}^{0}(\tau)>x\right) \tag{5.5}
\end{equation*}
$$

It follows from Lemma 34 that at time $\gamma$, server $i$ of $\tilde{\mathcal{Q}}_{\gamma, n}^{0}$ is processing a job with remaining processing time (at time $\gamma$ ) $V_{i}^{1}(\gamma), i=1, \ldots, n$. It follows from Corollary 7 that at time $\gamma$, there are $\phi(0, \gamma, n)$ jobs waiting in queue in $\tilde{\mathcal{Q}}_{\gamma, n}^{0}$. Also, the remaining time (at time $\gamma$ ) until the next arrival to $\tilde{\mathcal{Q}}_{\gamma, n}^{0}$ is $U^{1}(\gamma)$. Thus by construction, the state of $\tilde{\mathcal{Q}}_{\gamma, n}^{0}$ at time $\gamma$ (if viewed as a Markov chain (see [4])) is identical to the state of $\mathcal{Q}_{n}^{\gamma}$ at time 0 . It then follows from our construction, the Markov chain interpretation of the $G I / G I / n$ queue (see [4]), and Corollary 6 that we may construct $\tilde{\mathcal{Q}}_{\gamma, n}^{0}$ and $\mathcal{Q}_{n}^{\gamma}$ on the same probability space s.t. $\tilde{Q}_{\gamma, n}^{0}(\gamma+s)=Q_{n}^{\gamma}(s)$ for all $s \geq 0$. Thus for all $x \geq 0$,

$$
\begin{equation*}
\mathbb{P}\left(\tilde{Q}_{\gamma, n}^{0}(\tau)>x\right)=\mathbb{P}\left(Q_{n}^{\gamma}(\tau-\gamma)>x\right) \tag{5.6}
\end{equation*}
$$

We now construct $\mathcal{Q}_{n}^{\gamma}$ and $\mathcal{Q}_{\eta}^{\gamma}$ on the same probability space $\Omega$. Suppose w.l.o.g. that $A(t),\left\{N_{i}(t), i=1, \ldots, n\right\}$, and all associated auxiliary r.v.s
(e.g. $\left.A^{\gamma}(t),\left\{N_{i}^{\gamma}(t), i=1, \ldots, n\right\},\left\{V_{i}^{j}(\gamma), i=1, \ldots, n, j \geq 1\right\}, \phi(0, \gamma, n)\right)$ have been constructed on $\Omega$. Note that for $i \leq \eta$, the initial processing time of the job initially being processed on server $i$ is $V_{i}^{1}(\gamma)$ in both $\mathcal{Q}_{n}^{\gamma}$ and $\mathcal{Q}_{\eta}^{\gamma}$. Also, in both systems there are $\phi(0, \gamma, n)$ jobs initially waiting in queue, and we assign corresponding initial jobs waiting in queue the same processing time. We let $A^{\gamma}(t)$ be the arrival process to both systems, and assign the same processing time to corresponding arrivals. It follows that on $\Omega, \mathcal{Q}_{n}^{\gamma}$ and $\mathcal{Q}_{\eta}^{\gamma}$ satisfy the conditions of Lemma 35 , and

$$
\begin{equation*}
Q_{n}^{\gamma}(\tau-\gamma) \leq Q_{\eta}^{\gamma}(\tau-\gamma)+\sum_{i=\eta+1}^{n} I\left(V_{i}^{1}(\gamma)>\tau-\gamma\right) . \tag{5.7}
\end{equation*}
$$

Note that on $\Omega$, all inter-arrival times for jobs arriving to $\mathcal{Q}_{\eta}^{\gamma}$ (except the first), and all processing times assigned to jobs not initially being processed in $\mathcal{Q}_{\eta}^{\gamma}$, are independent of $\left\{V_{i}^{1}(\gamma), i=1, \ldots, n\right\}$, and thus independent of $\sum_{i=\eta+1}^{n} I\left(V_{i}^{1}(\gamma)>\tau-\gamma\right)$. Also note that although our construction ensures that the arrival processes and assignment of processing times in both $\mathcal{Q}_{n}^{\gamma}$ and $\mathcal{Q}_{\eta}^{\gamma}$ coincide, we have not yet specified any particular construction for these arrival processes and processing times on $\Omega$.

We now construct $\tilde{\mathcal{Q}}_{\tau-\gamma, \eta}^{\gamma}$ on the same probability space $\Omega$, and simultaneously give an explicit construction for the arrival process and assignment of processing times to jobs for $\mathcal{Q}_{\eta}^{\gamma}$ on $\Omega$. Note that the initial conditions, arrival process, and assignment of processing times to jobs for $\tilde{\mathcal{Q}}_{\tau-\gamma, \eta}^{\gamma}$ are all deterministic functions of $A(t),\left\{N_{i}(t), i=1, \ldots, n\right\}$, and the associated auxiliary r.v.s. It follows that $\tilde{\mathcal{Q}}_{\tau-\gamma, \eta}^{\gamma}$, and the associated process $\tilde{Q}_{\tau-\gamma, \eta}^{\gamma}(t)$, have already been implicitly constructed on $\Omega$. Note that by construction, $\mathcal{Q}_{\eta}^{\gamma}$ and $\tilde{\mathcal{Q}}_{\tau-\gamma, \eta}^{\gamma}$ have the same initial conditions, and thus the same number $\phi(0, \gamma, n)$ of jobs initially waiting in queue. We assign corresponding
initial jobs waiting in queue the same processing time, as dictated by the assignment of processing times to jobs in $\tilde{\mathcal{Q}}_{\tau-\gamma, \eta}^{\gamma}$. Namely, if the $k$ th job initially waiting in queue in $\tilde{\mathcal{Q}}_{\tau-\gamma, \eta}^{\gamma}$ is the $j$ th job assigned to server $i$ in $\tilde{\mathcal{Q}}_{\tau-\gamma, \eta}^{\gamma}$, it receives processing time $V_{i}^{j+1}(\gamma)$. We let $A^{\gamma}(t)$ be the arrival process to $\mathcal{Q}_{\eta}^{\gamma}$. It follows from the construction of $\tilde{A}_{\tau-\gamma, \eta}^{\gamma}(t)$ that the sequence of arrival times to $\mathcal{Q}_{\eta}^{\gamma}$ is a subsequence of the set of arrival times to $\tilde{\mathcal{Q}}_{\tau-\gamma, \eta}^{\gamma}$, and we assign the same processing time to corresponding arrivals. Namely, if the corresponding arrival in $\tilde{\mathcal{Q}}_{\tau-\gamma, \eta}^{\gamma}$ is the $j$ th job assigned to server $i$ in $\tilde{\mathcal{Q}}_{\tau-\gamma, \eta}^{\gamma}$, it receives processing time $V_{i}^{j+1}(\gamma)$. It follows that on the probability space $\Omega, \mathcal{Q}_{\eta}^{\gamma}$ and $\tilde{\mathcal{Q}}_{\tau-\gamma, \eta}^{\gamma}$ satisfy the conditions of Lemma 35 , and it thus follows from (5.7) and Corollary 6 that

$$
\begin{equation*}
Q_{n}^{\gamma}(\tau-\gamma) \leq \tilde{Q}_{\tau-\gamma, \eta}^{\gamma}(\tau-\gamma)+\sum_{i=\eta+1}^{n} I\left(V_{i}^{1}(\gamma)>\tau-\gamma\right) \tag{5.8}
\end{equation*}
$$

Combining (5.5) - (5.8) with Corollary 7, and observing that $\gamma, \tau, \eta$ were general, we find that for all $t, x \geq 0, \mathbb{P}(Q(t)>x)$ is at most

$$
\begin{aligned}
& \inf _{\substack{\gamma \in[0, t] \\
\eta \in[0, n]}} \mathbb{P}\left(\max \left(1+\phi(\gamma, t-\gamma, \eta), \phi(0, \gamma, n)+A^{\gamma}(t-\gamma)-\sum_{i=1}^{\eta} N_{i}^{\gamma}(t-\gamma \gamma 5) .9\right)\right. \\
& \left.\quad+\sum_{i=\eta+1}^{n} I\left(V_{i}^{1}(\gamma)>t-\gamma\right)>x-\eta\right) .
\end{aligned}
$$

From definitions,

$$
\begin{gathered}
\phi(\gamma, t-\gamma, \eta)=\sup _{0 \leq s \leq t-\gamma}\left(A(t-s, t)-\sum_{i=1}^{\eta} N_{i}(t-s, t)\right) \\
\phi(0, \gamma, n)=\sup _{0 \leq s \leq \gamma}\left(A(\gamma-s, \gamma)-\sum_{i=1}^{n} N_{i}(\gamma-s, \gamma)\right) \\
A^{\gamma}(t-\gamma)-\sum_{i=1}^{\eta} N_{i}^{\gamma}(t-\gamma)=A(\gamma, t)-\sum_{i=1}^{\eta} N_{i}(\gamma, t) \\
\sum_{i=\eta+1}^{n} I\left(V_{i}^{1}(\gamma)>t-\gamma\right)=\sum_{i=\eta+1}^{n} I\left(N_{i}(\gamma, t)=0\right)
\end{gathered}
$$

It follows from elementary renewal theory (see [27]) that the joint distribution of

$$
\phi(\gamma, t-\gamma, \eta), \phi(0, \gamma, n), A^{\gamma}(t-\gamma)-\sum_{i=1}^{\eta} N_{i}^{\gamma}(t-\gamma), \sum_{i=\eta+1}^{n} I\left(V_{i}^{1}(\gamma)>t-\gamma\right)
$$

is the same as that of

$$
\begin{gathered}
\sup _{0 \leq s \leq t-\gamma}\left(A(s)-\sum_{i=1}^{\eta} N_{i}(s)\right), \sup _{0 \leq s \leq \gamma}\left(A^{t-\gamma}(s)-\sum_{i=1}^{n} N_{i}^{t-\gamma}(s)\right) \\
A(t-\gamma)-\sum_{i=1}^{\eta} N_{i}(t-\gamma), \sum_{i=\eta+1}^{n} I\left(N_{i}(t-\gamma)=0\right)
\end{gathered}
$$

Combining the above with (5.9), and letting $\delta \triangleq t-\gamma$, completes the proof of the first part of the theorem.

We now prove the corresponding steady-state result. Note that for all $\delta \leq t$,

$$
\sup _{\delta \leq s \leq t}\left(A(s)-\sum_{i=1}^{n} N_{i}(s)\right) \leq \sup _{s \geq \delta}\left(A(s)-\sum_{i=1}^{n} N_{i}(s)\right) .
$$

It follows that for any fixed values of $\eta$ and $x, \mathbb{P}(Q(t)>x)$ is at most

$$
\begin{aligned}
& \inf _{\delta \in[0, t]} \mathbb{P}\left(\max \left(1+\sup _{0 \leq s \leq \delta}\left(A(s)-\sum_{i=1}^{\eta} N_{i}(s)\right), \sup _{s \geq \delta}\left(A(s)-\sum_{i=1}^{n} N_{i}(s)\right)+\sum_{i=\eta+1}^{n} N_{i}(\delta)\right) 5.10\right) \\
& \left.\quad+\sum_{i=\eta+1}^{n} I\left(N_{i}(\delta)=0\right)>x-\eta\right)
\end{aligned}
$$

Since (5.10) is monotone decreasing in $t$, the corresponding limit exists as $t \rightarrow \infty$, completing the proof.

### 5.4 Asymptotic Bound in the Halfin-Whitt Regime

In this section, we use Theorem 27 to bound the FCFS $G I / G I / n$ queue in the H-W regime, by proving an asymptotic analogue of Theorem 27. Suppose that the H-W and $T_{0}$ assumptions hold. Recall that a Gaussian process on $\mathbb{R}$ is a stochastic process $Z(t)_{t \geq 0}$ s.t. for any finite set of times $t_{1}, \ldots, t_{k}$, the vector $\left(Z\left(t_{1}\right), \ldots, Z\left(t_{k}\right)\right)$ has a Gaussian distribution. A Gaussian process $Z(t)$ is known to be uniquely determined by its mean function $\mathbb{E}[Z(t)]$ and covariance function $\mathbb{E}[Z(s) Z(t)]$, and refer the reader to $[35],[55],[2],[77]$, and the references therein for details on existence, continuity, etc. It is proven in [110] Theorem 2 that there exists a continuous Gaussian process $\mathcal{D}(t)$ s.t. $\mathbb{E}[\mathcal{D}(t)]=0, \mathbb{E}[\mathcal{D}(s) \mathcal{D}(t)]=\mathbb{E}\left[\left(N_{1}(s)-\mu s\right)\left(N_{1}(t)-\mu t\right)\right]$ for all $s, t \geq 0$. Let $\mathcal{A}(t)$ denote the continuous Gaussian process s.t. $\mathbb{E}[\mathcal{A}(t)]=0, \mathbb{E}[\mathcal{A}(s) \mathcal{A}(t)]=\mu c_{A}^{2} \min (s, t)$, namely $\mathcal{A}(t)$ is a driftless Brownian motion. Let $\mathcal{Z}(t) \triangleq \mathcal{A}(t)-\mathcal{D}(t)$, where $\mathcal{A}(t)$ and $\mathcal{D}(t)$ are independent. Then our main asymptotic upper bound is that

Theorem 28. For all $B>0$ and $x \in \mathbb{R}$, $\lim \sup _{n \rightarrow \infty} \mathbb{P}\left(\left(Q_{B}^{n}(\infty)-n\right) n^{-\frac{1}{2}}>x\right)$ is
at most

$$
\begin{gathered}
\inf _{\substack{\delta \geq 0 \\
\eta \geq 0}} \mathbb{P}\left(\max \left(\sup _{0 \leq t \leq \delta}(\mathcal{Z}(t)+(\eta-B) \mu t), \sup _{t \geq \delta}(\mathcal{Z}(t)-B \mu t)+\eta \mu \delta\right)\right. \\
\geq x+\eta \mathbb{P}(R(X) \leq \delta)) .
\end{gathered}
$$

Let $A_{B}^{n}(t)$ denote an equilibrium renewal process with renewal distribution $A \lambda_{n, B}^{-1}$, independent of $\left\{N_{i}(t), i=1, \ldots, n\right\}, Z_{B}^{n}(t) \triangleq A_{B}^{n}(t)-\sum_{i=1}^{n} N_{i}(t)$, and $Z_{B}^{n}(s, t) \triangleq$ $Z_{B}^{n}(t)-Z_{B}^{n}(s)$. Also, we define $f_{n}(x) \triangleq\left\lfloor n-x n^{\frac{1}{2}}\right\rfloor$. Then it follows from Theorem 27 that for all $x \in \mathbb{R}, \mathbb{P}\left(\left(Q_{B}^{n}(\infty)-n\right) n^{-\frac{1}{2}}>x\right)$ is at most the infimum, taken over all $\delta \geq 0$ and $\eta \in\left[0, n^{\frac{1}{2}}\right]$, of the probability of the event

$$
\begin{aligned}
& \left\{\max \left(1+\sup _{0 \leq t \leq \delta}\left(Z_{B}^{n}(t)+\sum_{i=f_{n}(\eta)+1}^{n} N_{i}(t)\right), \sup _{t \geq \delta} Z_{B}^{n}(t)+\sum_{i=f_{n}(\eta)+1}^{n} N_{i}(\delta)(5) .11\right)\right. \\
& \left.\quad+\sum_{i=f_{n}(\eta)+1}^{n} I\left(N_{i}(\delta)=0\right)>f_{n}(-x)-f_{n}(\eta)\right\}
\end{aligned}
$$

Before completing the proof of Theorem 28, we establish some preliminary weak convergence results to aid in the analysis of (5.11).

### 5.4.1 Preliminary weak convergence results

For an excellent review of weak convergence, and the associated spaces (e.g. $D[0, T]$ ) and topologies/metrics (e.g. uniform, $J_{1}$ ), the reader is referred to [113]. We now review several results from Chapter 4 . It is proven in Chapter 4, Lemma 16 that

Theorem 29. For any $B>0$ and $T \in[0, \infty)$, the sequence of processes $\left\{n^{-\frac{1}{2}} Z_{B}^{n}(t)_{0 \leq t \leq T}, n \geq 1\right\}$ converges weakly to $(\mathcal{Z}(t)-B \mu t)_{0 \leq t \leq T}$ in the space $D[0, T]$ under the $J_{1}$ topology.

The behavior of $n^{-\frac{1}{2}} Z_{B}^{n}(t)$ over unbounded time intervals is also addressed in Chapter 4. In particular, Chapter 4, Equations 4.25-4.26 establish that
Theorem 30. For all $B>0, \lim _{T \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} Z_{B}^{n}(T)>-\frac{B}{2} \mu T\right)=0$; and $\lim _{T \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq 0} Z_{B}^{n}(t)>T\right)=0$.

We now combine Theorems 29-30 to establish that
Corollary 8. For any fixed $B>0, \delta \geq 0$, and $\epsilon>0$, there exists $T \in(\delta, \infty)$, depending only on $B, \delta$, and $\epsilon$, s.t.

$$
\limsup _{n \rightarrow \infty} \mathbb{P}\left(\sup _{t \geq T} Z_{B}^{n}(t) \geq \sup _{t \geq \delta} Z_{B}^{n}(t)\right)<\epsilon .
$$

Proof. It follows from the monotonicity of the supremum operator and a union bound that the l.h.s. of (8) is at most

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} Z_{B}^{n}(T)>-\frac{B}{2} \mu T\right)+\limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} \sup _{t \geq 0} Z_{B}^{n}(T, T+t)>\frac{B}{8} \mu T\right) \\
& \quad+\limsup _{n \rightarrow \infty} \mathbb{P}\left(n^{-\frac{1}{2}} Z_{B}^{n}(\delta) \leq-\frac{B}{8} \mu T\right) .
\end{aligned}
$$

The corollary then follows from the stationary increments property of $Z_{B}^{n}(t)$, Theorem 29, and Theorem 30.

It is proven in [110] Theorem 2 that
Theorem 31. For any $T \in[0, \infty)$, the sequence of processes
$\left\{n^{-\frac{1}{2}}\left(\sum_{i=1}^{n} N_{i}(t)-n \mu t\right)_{0 \leq t \leq T}, n \geq 1\right\}$ converges weakly to $\mathcal{D}(t)_{0 \leq t \leq T}$ in the space $D[0, T]$ under the $J_{1}$ topology.

Note that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{-\frac{1}{2}}\left(n-f_{n}(\eta)\right)=\eta, \text { and } \lim _{n \rightarrow \infty} n^{-\frac{1}{2}}\left(f_{n}(-x)-f_{n}(\eta)\right)=x+\eta \tag{5.12}
\end{equation*}
$$

It follows from Theorem 31 and (5.12) that
Corollary 9. For all $\eta \geq 0$ and $T \in[0, \infty)$, the sequence of processes
$\left\{n^{-\frac{1}{2}}\left(\sum_{i=f_{n}(\eta)+1}^{n} N_{i}(t)-\left(n-f_{n}(\eta)\right) \mu t\right)_{0 \leq t \leq T}, n \geq 1\right\}$ converges weakly to the constant process 0 in the space $D[0, T]$ under the $J_{1}$ topology.

Finally, we establish the convergence of several additional sequences.
Lemma 36. The sequence of r.v.s $\left\{n^{-\frac{1}{2}} \sum_{i=f_{n}(\eta)+1}^{n} N_{i}(\delta), n \geq 1\right\}$ converges weakly to the constant $\eta \mu \delta$, and the sequence of r.v.s $\left\{n^{-\frac{1}{2}} \sum_{i=f_{n}(\eta)+1}^{n} I\left(N_{i}(\delta)=0\right), n \geq 1\right\}$ converges weakly to the constant $\eta \mathbb{P}(R(X)>\delta)$.

Proof. Both convergences follow from the strong law of large numbers.

### 5.4.2 Proof of Theorem 28

We now complete the proof of Theorem 28
Proof of Theorem 28. Note that it suffices to demonstrate that for each fixed $B>0$ and $\delta, \eta \geq 0$, the $\limsup _{n \rightarrow \infty}$ of the probability of event (5.11) is at most
$\mathbb{P}\left(\max \left(\sup _{0 \leq t \leq \delta}(\mathcal{Z}(t)+(\eta-B) \mu t), \sup _{t \geq \delta}(\mathcal{Z}(t)-B \mu t)+\eta \mu \delta\right) \geq x+\eta \mathbb{P}(R(X) \leq \delta)\right)$.

Let us fix some $B>0$ and $\delta, \eta \geq 0$. Applying Corollary 8 and a union bound, and multiplying (5.11) through by $n^{-\frac{1}{2}}$, it thus suffices to demonstrate that

$$
\begin{align*}
& \lim _{T \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left(n ^ { - \frac { 1 } { 2 } } \operatorname { m a x } \left(1+\sup _{0 \leq t \leq \delta}\left(Z_{B}^{n}(t)+\sum_{i=f_{n}(\eta)+1}^{n} N_{i}(t)\right),\right.\right.  \tag{5.14}\\
& \left.\sup _{t \in[\delta, T]} Z_{B}^{n}(t)+\sum_{i=f_{n}(\eta)+1}^{n} N_{i}(\delta)\right) \\
& \left.\quad+n^{-\frac{1}{2}} \sum_{i=f_{n}(\eta)+1}^{n} I\left(N_{i}(\delta)=0\right)-n^{-\frac{1}{2}}\left(f_{n}(-x)-f_{n}(\eta)\right) \geq 0\right)
\end{align*}
$$

is at most (5.13). For any fixed $T$, it follows from Theorem 29, Corollary 9, Lemma 36, and the continuity of the supremum map in the space $D[0, T]$ under the $J_{1}$ topology (see [113] Theorem 13.4.1) that
$\left\{n^{-\frac{1}{2}} \max \left(1+\sup _{0 \leq t \leq \delta}\left(Z_{B}^{n}(t)+\sum_{i=f_{n}(\eta)+1}^{n} N_{i}(t)\right), \sup _{\delta \leq t \leq T} Z_{B}^{n}(t)+\sum_{i=f_{n}(\eta)+1}^{n} N_{i}(\delta)\right), n \geq 1\right\}$
converges weakly to $\max \left(\sup _{0 \leq t \leq \delta}(\mathcal{Z}(t)+(\eta-B) \mu t), \sup _{\delta \leq t \leq T}(\mathcal{Z}(t)-B \mu t)+\eta \mu \delta\right)$. That (5.14) is at most (5.13) then follows from Lemma 36 , (5.12), and the Portmanteau Theorem (see [7]), which states that a sequence of r.v.s $\left\{X_{n}\right\}$ converges weakly to the r.v. $X_{\infty}$ iff for all closed subsets $C$ of $\mathbb{R}, \limsup _{n \rightarrow \infty} \mathbb{P}\left(X_{n} \in C\right) \leq \mathbb{P}\left(X_{\infty} \in C\right)$ iff for all open subsets $O$ of $\mathbb{R}, \mathbb{P}\left(X_{\infty} \in O\right) \leq \liminf _{n \rightarrow \infty} \mathbb{P}\left(X_{n} \in O\right)$.

### 5.5 Proof of Bound for Probability of Delay as $B \rightarrow$ $\infty$

In this section we complete the proof of Theorem 24 . We begin by recalling some additional results from Chapter 4.

Lemma 37. $\lim _{t \rightarrow \infty} \mathbb{E}\left[\left(t^{-\frac{1}{2}} \mathcal{Z}(t)\right)^{2}\right]=\mu\left(c_{A}^{2}+c_{S}^{2}\right)$. Also, the r.v. $\sup _{t \geq 0}\left(\mathcal{Z}(t)-\frac{B}{2} \mu t\right)$ is a.s. finite.

Proof. The first part of the lemma follows from the proof of Chapter 4, Corollary 5. The second part of the lemma follows from the proof of Chapter 4, Theorem 12, specifically the discussion after Equation (30).

We now prove a modified variant of Theorem 28 , which has the interpretation of setting $\delta=\infty, \eta=\frac{B}{2}$ in Theorem 28.

Corollary 10. For all $B>0$ and $x \in \mathbb{R}, \lim \sup _{n \rightarrow \infty} \mathbb{P}\left(\left(Q_{B}^{n}(\infty)-n\right) n^{-\frac{1}{2}}>x\right)$ is at most

$$
\mathbb{P}\left(\sup _{t \geq 0}\left(\mathcal{Z}(t)-\frac{B}{2} \mu t\right) \geq x+\frac{B}{2} \mu\right) .
$$

Proof. It follows from setting $\eta=\frac{B}{2} \mu$ in Theorem 28 , combined with the monotonicity of the supremum operator and a union bound, that for all $B>0$ and $x \in \mathbb{R}$, $\lim \sup _{n \rightarrow \infty} \mathbb{P}\left(\left(Q_{B}^{n}(\infty)-n\right) n^{-\frac{1}{2}}>x\right)$ is at most

$$
\begin{align*}
& \inf _{\delta \geq 0}\left(\mathbb{P}\left(\sup _{t \geq 0}\left(\mathcal{Z}(t)-\frac{B}{2} \mu t\right) \geq x+\frac{B}{2} \mu \mathbb{P}(R(X) \leq \delta)\right)\right.  \tag{5.15}\\
& \left.\quad+\mathbb{P}\left(\sup _{t \geq \delta}(\mathcal{Z}(t)-B \mu t) \geq-\frac{B}{2} \mu \delta\right)\right) \tag{5.16}
\end{align*}
$$

Let $\mathcal{Z}(s, t)=\mathcal{Z}(t)-\mathcal{Z}(s)$. Then it follows from the fact that $\mathcal{Z}(t)$ has stationary increments and a union bound that (5.16) is at most

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{Z}(\delta) \geq \frac{B}{4} \mu \delta\right)+\mathbb{P}\left(\sup _{t \geq 0}(\mathcal{Z}(t)-B \mu t) \geq \frac{B}{4} \mu \delta\right) \tag{5.17}
\end{equation*}
$$

It follows from Lemma 37 that for any $\epsilon>0$, there exists $\delta_{\epsilon}<\infty$ s.t. for all $\delta \geq \delta_{\epsilon}$, (5.17) is at most $\epsilon$. The corollary then follows from (5.15) and the continuity of probability measures, since $\mathbb{P}(R(X) \leq \delta) \rightarrow 1$ as $\delta \rightarrow \infty$.

Finally, we state a well-known result from the theory of Gaussian processes (see [2] Inequality 2.4) which will be critical to our proof.

Lemma 38. Let $\mathcal{X}(t)$ denote any centered, continuous Gaussian process, and $T$ any bounded interval of $\mathbb{R}^{+}$. Let $\sigma_{T}^{2} \triangleq \sup _{t \in T} \mathbb{E}\left[\mathcal{X}^{2}(t)\right]$, and suppose $\sigma_{T}^{2}<\infty$. Then for
all $\epsilon>0$, there exists $M_{\epsilon}$, depending only on $\mathcal{X}(t), T$, and $\epsilon$, s.t. for all $x>M_{\epsilon}$,

$$
\mathbb{P}\left(\sup _{t \in T} \mathcal{X}(t)>x\right) \leq \exp \left(-\left(\left(2 \sigma_{T}^{2}\right)^{-1}-\epsilon\right) x^{2}\right) .
$$

We now complete the proof of Theorem 24

Proof of Theorem 24. It follows from Corollary 10 and a union bound that for all $B>0, \lim \sup _{n \rightarrow \infty} \mathbb{P}\left(Q_{B}^{n}(\infty) \geq n\right)$ is at most

$$
\begin{equation*}
\sum_{k=0}^{\infty} \mathbb{P}\left(\sup _{k \leq t \leq k+1}\left(\mathcal{Z}(t)-\frac{B}{2} \mu t\right) \geq \frac{B}{2} \mu\right) \tag{5.18}
\end{equation*}
$$

Note that for any fixed $k \geq 0, \mathbb{P}\left(\sup _{k \leq t \leq k+1}\left(\mathcal{Z}(t)-\frac{B}{2} \mu t\right) \geq \frac{B}{2} \mu\right)$ equals

$$
\mathbb{P}\left(\left(\mathcal{Z}(k)-\frac{B}{4} \mu k\right)+\sup _{k \leq t \leq k+1}\left(\left(\mathcal{Z}(t)-\frac{B}{2} \mu t\right)-\left(\mathcal{Z}(k)-\frac{B}{2} \mu k\right)-\frac{B}{4} \mu k\right) \geq \frac{B}{2} \mu\right)
$$

It then follows from the stationary increments property of $\mathcal{Z}(t)$ and a union bound that (5.18) is at most

$$
\begin{align*}
& \sum_{k=0}^{\infty} \mathbb{P}\left(\mathcal{Z}(k) \geq \frac{B}{4} \mu(k+1)\right)  \tag{5.19}\\
& +\sum_{k=0}^{\infty} \mathbb{P}\left(\sup _{0 \leq t \leq 1} \mathcal{Z}(t) \geq \frac{B}{4} \mu(k+1)\right) . \tag{5.20}
\end{align*}
$$

Since $\mathcal{Z}(0)=0$, and $\frac{B}{4} \mu(k+1) \geq \frac{B}{4} \mu k$, (5.19) is at most

$$
\begin{equation*}
\sum_{k=1}^{\infty} \mathbb{P}\left(k^{-\frac{1}{2}} \mathcal{Z}(k) \geq \frac{B}{4} \mu k^{\frac{1}{2}}\right) \tag{5.21}
\end{equation*}
$$

It follows from Lemma 37 that $c \triangleq \sup _{k \geq 1} \mathbb{E}\left[\left(k^{-\frac{1}{2}} \mathcal{Z}(k)\right)^{2}\right]<\infty$ is a finite, strictly positive constant depending only on $A$ and $S$. Let $G$ denote a normally distributed r.v. with mean 0 and variance 1 . Note that for all $x \geq 1$,

$$
\begin{aligned}
\mathbb{P}(G>x) & =(2 \pi)^{-\frac{1}{2}} \int_{x}^{\infty} \exp \left(-\frac{y^{2}}{2}\right) d y \\
& \leq(2 \pi)^{-\frac{1}{2}} \int_{x}^{\infty} y \exp \left(-\frac{y^{2}}{2}\right) d y=(2 \pi)^{-\frac{1}{2}} \exp \left(-\frac{x^{2}}{2}\right)
\end{aligned}
$$

Combining the above, we find that for all $B \geq 4 c^{\frac{1}{2}} \mu^{-1},(5.19)$ is at most

$$
\begin{equation*}
\sum_{k=1}^{\infty} \exp \left(-\frac{\mu^{2}}{32 c} B^{2} k\right)=\frac{\exp \left(-\frac{\mu^{2}}{32 c} B^{2}\right)}{1-\exp \left(-\frac{\mu^{2}}{32 c} B^{2}\right)} \tag{5.22}
\end{equation*}
$$

We now bound (5.20). Let $c_{2} \triangleq \sup _{t \in[0,1]} \mathbb{E}\left[\mathcal{Z}^{2}(t)\right]$, and note that trivially $c_{2}<\infty$. It follows from Lemma 38 that there exists $B_{0}<\infty$, depending only on $A$ and $S$, s.t. $B \geq B_{0}$ implies that for all $k \geq 1$,

$$
\mathbb{P}\left(\sup _{0 \leq t \leq 1} \mathcal{Z}(t)>\frac{B}{4} \mu k\right) \leq \exp \left(-\left(4 c_{2}\right)^{-1}\left(\frac{B}{4} \mu k\right)^{2}\right) .
$$

It follows that (5.20) is at most

$$
\begin{align*}
\sum_{k=1}^{\infty} \exp \left(-\frac{\mu^{2}}{64 c_{2}} B^{2} k^{2}\right) & \leq \sum_{k=1}^{\infty} \exp \left(-\frac{\mu^{2}}{64 c_{2}} B^{2} k\right) \\
& =\frac{\exp \left(-\frac{\mu^{2}}{64 c_{2}} B^{2}\right)}{1-\exp \left(-\frac{\mu^{2}}{64 c_{2}} B^{2}\right)} \tag{5.23}
\end{align*}
$$

Using (5.22) to bound (5.19) and (5.23) to bound (5.20) completes the proof.

### 5.6 Proof of Bound for Probability of Delay as $B \rightarrow$

 0In this section we complete the proof of Theorem 25 . We proceed by carefully analyzing the covariance structure of $\mathcal{Z}(t)$, so that we may apply known results from the theory of Gaussian processes, in particular the well-known Slepian's lemma (see [49]) for comparing the suprema of multivariate Gaussian r.v.s., to prove our main results.

### 5.6.1 Slepian's lemma

We now formally state a particular variant of Slepian's lemma, proven in [49] Theorem 1.1.

Theorem 32. For $k \geq 1$, let $\left(X_{1}, \ldots, X_{k}\right),\left(Y_{1}, \ldots, Y_{k}\right)$ denote two zero-mean multivariate Gaussian r.v.s, each in $\mathbb{R}^{k}$. Further suppose that $\mathbb{E}\left[X_{i}^{2}\right]=\mathbb{E}\left[Y_{i}^{2}\right], i=1, \ldots, k$, and $\mathbb{E}\left[X_{i} X_{j}\right] \geq \mathbb{E}\left[Y_{i} Y_{j}\right]$ for all $i, j \in\{1, \ldots, k\}$. Then for all vectors $\left(z_{1}, \ldots, z_{k}\right) \in \mathbb{R}^{k}$,

$$
\mathbb{P}\left(\bigcap_{i=1, \ldots, k}\left\{X_{i} \leq z_{i}\right\}\right) \geq \mathbb{P}\left(\bigcap_{i=1, \ldots, k}\left\{Y_{i} \leq z_{i}\right\}\right) .
$$

We now restate Theorem 32 for continuous Gaussian processes over an interval, which follows from Theorem 32, continuity, and the separability of $\mathbb{R}$ (see [82]).

Corollary 11. Let $T \triangleq\left[t_{1}, t_{2}\right]$ denote any closed interval of $\mathbb{R}^{+}$. Let $\mathcal{X}(t)$ and $\mathcal{Y}(t)$ denote any two continuous zero-mean Gaussian processes s.t. $\mathbb{E}\left[\mathcal{X}^{2}(t)\right]=\mathbb{E}\left[\mathcal{Y}^{2}(t)\right]$ for all $t \in T$, and $\mathbb{E}[\mathcal{X}(s) \mathcal{X}(t)] \geq \mathbb{E}[\mathcal{Y}(s) \mathcal{Y}(t)]$ for all $s, t \in T$. Let $g(t)$ denote any function which is continuous on $T$. Then

$$
\mathbb{P}\left(\sup _{t \in T}(\mathcal{X}(t)-g(t)) \leq 0\right) \geq \mathbb{P}\left(\sup _{t \in T}(\mathcal{Y}(t)-g(t)) \leq 0\right) .
$$

We also state another variant of Theorem 32 for Gaussian processes, which will be useful in our analysis.

Corollary 12. Let $T^{1} \triangleq\left[t_{1}, t_{2}\right], T^{2} \triangleq\left[t_{2}, t_{3}\right]$ denote any closed intervals of $\mathbb{R}^{+}$which intersect at exactly one point. Let $\mathcal{X}(t)$ denote any continuous zero-mean Gaussian processes s.t. $\mathbb{E}[\mathcal{X}(s) \mathcal{X}(t)] \geq 0$ for all $s, t \geq 0$. Let $g(t)$ denote any function which is continuous on $T^{1} \bigcup T^{2}$. Then
$\mathbb{P}\left(\sup _{t \in T^{1} \cup T^{2}}(\mathcal{X}(t)-g(t)) \leq 0\right) \geq \mathbb{P}\left(\sup _{t \in T^{1}}(\mathcal{X}(t)-g(t)) \leq 0\right) \mathbb{P}\left(\sup _{t \in T^{2}}(\mathcal{X}(t)-g(t)) \leq 0\right)$.

Proof. Consider some set $t_{1}, \ldots, t_{k}$ of times belonging to the interval $T^{1}$, and a set $t_{k+1}, \ldots, t_{2 k}$ of times belonging to the interval $T^{2}$. Let $\left(Y_{1}, \ldots, Y_{2 k}\right) \in \mathbb{R}^{2 k}$ denote the zero-mean multivariate Gaussian r.v. s.t. $\mathbb{E}\left[Y_{i}^{2}\right]=\mathbb{E}\left[\mathcal{X}^{2}\left(t_{i}\right)\right], i=1, \ldots, 2 k$, $\mathbb{E}\left[Y_{i} Y_{j}\right]=\mathbb{E}\left[\mathcal{X}\left(t_{i}\right) \mathcal{X}\left(t_{j}\right)\right], 1 \leq i \leq j \leq k, \mathbb{E}\left[Y_{i} Y_{j}\right]=\mathbb{E}\left[\mathcal{X}\left(t_{i}\right) \mathcal{X}\left(t_{j}\right)\right], k+1 \leq i \leq j \leq 2 k$, and $\mathbb{E}\left[Y_{i} Y_{j}\right]=0$ otherwise (i.e. $i \in\{1, \ldots, k\}, j \in\{k+1, \ldots, 2 k\}$ ). That such a multivariate Gaussian exists follows from the fact that $\left(Y_{1}, \ldots, Y_{k}\right)$ is distributed as $\left(\mathcal{X}\left(t_{1}\right), \ldots, \mathcal{X}\left(t_{k}\right)\right),\left(Y_{k+1}, \ldots, Y_{2 k}\right)$ is distributed as $\left(\mathcal{X}\left(t_{k+1}\right), \ldots, \mathcal{X}\left(t_{2 k}\right)\right)$, and $\left(Y_{1}, \ldots, Y_{k}\right)$ is independent of $\left(Y_{k+1}, \ldots, Y_{2 k}\right)$. Then we may apply Theorem 32 to find that

$$
\begin{aligned}
\mathbb{P}\left(\bigcap_{i=1, \ldots, 2 k}\left\{\mathcal{X}\left(t_{i}\right) \leq g\left(t_{i}\right)\right\}\right) & \geq \mathbb{P}\left(\bigcap_{i=1, \ldots, 2 k}\left\{Y_{i} \leq g\left(t_{i}\right)\right\}\right) \\
& =\mathbb{P}\left(\bigcap_{i=1, \ldots, k}\left\{Y_{i} \leq g\left(t_{i}\right)\right\}\right) \mathbb{P}\left(\bigcap_{i=k+1, \ldots, 2 k}\left\{Y_{i} \leq g\left(t_{i}\right)\right\}\right)
\end{aligned}
$$

The corollary then follows by continuity and separability, by letting $\left\{t_{i}, i=1, \ldots, 2 k\right\}$ become dense in $T^{1} \cup T^{2}$.

### 5.6.2 Properties of Brownian motion, the Ornstein-Uhlenbeck process, and the three-dimensional Bessel process.

In this subsection we review several properties of Brownian motion, the OrnsteinUhlenbeck process, and the three-dimensional Bessel process. For a r.v. $X$, let $V[X]$ denote the variance of $X$. For r.v.s $X, Y$, let $V[X, Y] \triangleq \mathbb{E}[X Y]-\mathbb{E}[X] \mathbb{E}[Y]$ denote the covariance of $X$ and $Y$.

## Brownian motion

For $b>0$, let $\mathcal{B}^{b}(t)$ denote a Brownian motion initialized to $b$; namely, the continuous Gaussian process s.t. $\mathbb{E}\left[\mathcal{B}^{b}(t)\right]=b, V\left[\mathcal{B}^{b}(s), \mathcal{B}^{b}(t)\right]=s$ for all $0 \leq s \leq t$. We now state several basic properties of Brownian motion, and refer the reader to [8] for details. Recall that $G$ is a normally distributed r.v. with mean 0 and variance 1 . For a stochastic process $Z(t)$, let $\tau_{Z}^{a}$ denote the first hitting time of $Z(t)$ to $a$, where $\tau_{Z}^{a}=\infty$ if no such time exists.

Theorem 33. Brownian motion has the following properties.
(i) For all $t \geq 0, \mathbb{P}\left(\sup _{0 \leq s \leq t} \mathcal{B}^{0}(s)>x\right)=2 \mathbb{P}\left(G>x t^{-\frac{1}{2}}\right)$.
(ii) For all $c_{1}, c_{2}>0, \mathbb{P}\left(\tau_{\mathcal{B}^{0}}^{c_{1}}<\tau_{\mathcal{B}^{0}}^{-c_{2}}\right)=\frac{c_{2}}{c_{1}+c_{2}}$.
(iii) For all $c, x>0, \mathbb{P}\left(\sup _{t \geq 0}\left(\mathcal{B}^{0}(t)-c t\right)>x\right)=\exp (-2 c x)$.

We also mention one other relevant result, namely an interesting independence that arises when studying functions of Brownian motion and its supremum. Let $e_{1}$ denote an exponentially distributed r.v. with mean 1 , namely $\mathbb{P}\left(e_{1}>x\right)=\exp (-x)$ for all $x>0$. Let $\left\{\mathcal{B}_{i}^{b}(t), b \in \mathbb{R}, i \geq 1\right\}$ denote a collection of independent Brownian motions, with $\mathcal{B}_{i}^{b}(t)$ initialized to $b$. Then it follows from the main result of [96] (see also [117]) that

Theorem 34. For all $t \geq 0, \sup _{0 \leq s \leq t} \mathcal{B}_{1}^{0}(s)\left(\sup _{0 \leq s \leq t} \mathcal{B}_{1}^{0}(s)-\mathcal{B}_{1}^{0}(t)\right)$ has the same distribution as $\frac{t}{2} e_{1}$, and is independent of $\mathcal{B}_{\mathbf{1}}^{0}(t)$.

## Ornstein-Uhlenbeck process

For any $\rho>0$, let $\mathcal{U}^{\rho}(t)$ denote the centered stationary Ornstein-Uhlenbeck (O-U) process whose correlations decay exponentially (over time) at rate $\rho$. Namely $\mathcal{U}^{\rho}(t)$ is the continuous Gaussian process s.t. $\mathbb{E}\left[\mathcal{U}^{\rho}(t)\right]=0, V\left[\mathcal{U}^{\rho}(s), \mathcal{U}^{\rho}(t)\right]=\exp (-\rho(t-s))$ for all $0 \leq s \leq t$. For a review of the basic properties of O-U processes (e.g. existence, continuity), we refer the reader to [34]. A law of the iterated logarithm is known to hold for the O-U process, and we now state a particular variant, which follows from a more general result for continuous, stationary, Gaussian processes proven in [78].

Theorem 35. For any fixed $\rho, \epsilon>0$, one may construct $\mathcal{U}^{\rho}(t)$ on the same probability space as an a.s. finite r.v. $Z$, whose distribution depends only on $\rho$ and $\epsilon$, s.t. $\left|\mathcal{U}^{\rho}(t)\right| \leq Z+(1+\epsilon)(2 \log (t+1))^{\frac{1}{2}}$ for all $t \geq 0$.

## Three-dimensional Bessel process

For any $b>0$, let $\mathcal{S}^{b}(t)$ denote the three-dimensional Bessel process initialized to $b$. We now formally define $\mathcal{S}^{b}(t)$ as the solution to a certain stochastic integral equation. The stochastic integral equation

$$
\begin{equation*}
X_{t}=b^{2}+3 t+2 \int_{0}^{t}\left|X_{t}\right|^{\frac{1}{2}} d B_{s} \tag{5.24}
\end{equation*}
$$

has a unique strong solution $\mathcal{X}^{b^{2}}(t)$, which is non-negative; we refer the reader to the survey paper [48] for details. Then $\mathcal{S}^{b}(t)$, the three-dimensional Bessel process initialized to $b$, is defined as $\left(\mathcal{X}^{b^{2}}(t)\right)^{\frac{1}{2}}$. Then it is well-known that $\mathcal{S}^{0}(t)$, namely the three-dimensional Bessel process initialized to 0 , is distributed as $\left(\sum_{i=1}^{3} \mathcal{B}_{i}^{0}(t)^{2}\right)^{\frac{1}{2}}$,
namely the radial distance process of a three-dimensional Brownian motion. An elegant construction for $\mathcal{S}^{b}(t)$ is given in [115], where it is shown that for $b>0, \mathcal{S}^{b}(t)$ is distributed as the 'gluing together' of two Brownian motions initialized to $b$, and a three-dimensional Bessel process initialized to 0 . Let $\left\{U_{b}, b \geq 0\right\}$ denote a set of independent uniformly distributed r.v.s, where $U_{b}$ has the uniform distribution on $[0, b]$. Let $\left\{\mathcal{S}_{1}^{b}(t), b \geq 0\right\}$ denote a set of independent three-dimensional processes, where $\mathcal{S}_{1}^{b}(t)$ is initialized to $b$. Suppose $\left\{\mathcal{B}_{i}^{b}(t), b \in \mathbb{R}, i \geq 1\right\},\left\{U_{b}, b \geq 0\right\}$, and $\left\{\mathcal{S}_{1}^{b}(t), b \geq 0\right\}$ are mutually independent. Then it is proven in [115] Theorem 3.1 that

Theorem 36. For $b>0$, define

$$
\mathcal{X}(t) \triangleq \begin{cases}\mathcal{B}_{1}^{b}(t) & 0 \leq t<\tau_{\mathcal{B}_{1}^{b}}^{U_{b}} \\ \mathcal{B}_{2}^{b}\left(\tau_{\mathcal{B}_{1}^{b}}^{U_{b}}+\tau_{\mathcal{B}_{2}^{b}}^{U_{b}}-t\right) & \tau_{\mathcal{B}_{1}^{b}}^{U_{b}} \leq t<\tau_{\mathcal{B}_{1}^{b}}^{U_{b}}+\tau_{\mathcal{B}_{2}^{b}}^{U_{b}} \\ \mathcal{S}_{1}^{0}\left(t-\tau_{\mathcal{B}_{1}^{b}}^{U_{b}}-\tau_{\mathcal{B}_{2}^{b}}^{U_{b}}\right) & \tau_{\mathcal{B}_{1}^{b}}^{U_{b}}+\tau_{\mathcal{B}_{2}^{b}}^{U_{b}} \leq t<\infty\end{cases}
$$

Then the distribution of the process $\mathcal{X}(t)$ is identical to the distribution of the process $\mathcal{S}^{b}(t)$.

It is also proven in [115] that for $0<b<c<\infty$, many additional distributional relationships hold between the process $\mathcal{B}^{b}(t)$ conditioned to hit $c$ before 0 , i.e. the event $\left\{\tau_{\mathcal{B}^{b}}^{c}<\tau_{\mathcal{B}^{b}}^{0}\right\}$, and the process $\mathcal{S}^{b}(t)$; we refer the reader to [115] for details. A particularly relevant result, proven in [115] and restated in [84] Proposotion 1.1, is that

Theorem 37. For any fixed $0<b<c<\infty$, the conditional distribution of the r.v.

$$
\tau_{\mathcal{B}^{b}}^{c} \text { given }\left\{\tau_{\mathcal{B}^{b}}^{c}<\tau_{\mathcal{B}^{b}}^{0}\right\}
$$

is identical to the distribution of the r.v.

$$
\tau_{\mathcal{S}^{b}}^{c}
$$

Also, the conditional distribution of the process

$$
\mathcal{B}^{b}(t)_{0 \leq t \leq \tau_{\mathcal{B}^{b}}^{c}} \text { given }\left\{\tau_{\mathcal{B}^{b}}^{c}<\tau_{\mathcal{B}^{b}}^{0}\right\}
$$

is identical to the distribution of the process

$$
\mathcal{S}^{b}(t)_{0 \leq t \leq \tau_{\mathcal{S}}^{c}} .
$$

A law of the iterated logarithm is known to hold for the three-dimensional Bessel process, and we now state a particular variant, which follows from [53] Theorem 2 and continuity.

Theorem 38. For any $b, \epsilon>0$, one may construct $\mathcal{S}^{b}(t)$ on the same probability space as an a.s. finite r.v. Z, whose distribution depends only on $b$ and $\epsilon$, s.t. $\mathcal{S}^{b}(t) \geq t^{\frac{1}{2}-\epsilon}-Z$ for all $t \geq 0$.

The hitting times of $\mathcal{S}^{b}(t)$ are well-studied [67],[47],[83],[16],[15]. A relevant result, whose proof we include for completeness, is that

Theorem 39. For all $b, \epsilon>0$, there exists $T, \delta \in(0, \infty)$, depending only on $b$ and $\epsilon$, s.t. $M>T$ implies

$$
\mathbb{P}\left(\tau_{\mathcal{S}^{b}}^{M}<\delta M^{2}\right) \leq \epsilon .
$$

Proof. The proof is deferred to the appendix.

### 5.6.3 Renewal theory

We now review some results from renewal theory, which will be necessary in analyzing the covariance structure of $\mathcal{Z}(t)$, since $\mathbb{E}[\mathcal{D}(s) \mathcal{D}(t)]=\mathbb{E}\left[\left(N_{1}(s)-\mu s\right)\left(N_{1}(t)-\mu t\right)\right]$. Let $N^{e}(t)$ denote an equilibrium renewal process with renewal distribution $S$, and $N^{o}(t)$ denote an ordinary renewal process with renewal distribution $S$. Let $C_{1} \triangleq \mu c_{S}^{2}$, $C_{2} \triangleq \frac{4}{3} \mu^{3} \mathbb{E}\left[S^{3}\right]+\frac{1}{4} \mu^{4}\left(\mathbb{E}\left[S^{2}\right]\right)^{2}$, and $C_{3} \triangleq \mu^{3} \mathbb{E}\left[S^{2}\right]$. Also, let $f(t) \triangleq V\left[N^{e}(t)\right]-C_{1} t$. Then

Lemma 39. $f(0)=0$, and $\sup _{t \geq 0}|f(t)| \leq C_{2} . f(t)$ is Lipschitz, namely $\mid f(t+h)-$ $f(t) \mid \leq C_{3} h$ for all $t, h \geq 0$. Also, $\mathbb{E}\left[\left(N^{e}(s)-\mu s\right)\left(N^{e}(t)-\mu t\right)\right]=C_{1} s+\frac{1}{2}(f(s)+$ $f(t)-f(t-s))$ for all $s, t \geq 0$.

Proof. That $f(0)=0$ is trivial. That $\sup _{t \geq 0}|f(t)| \leq C_{2}$ follows from [29] Equation 1.15. We now prove that $|f(t+h)-f(t)| \leq C_{3} h$ for all $t, h \geq 0$. Noting that $\mathbb{E}\left[N^{o}(t)\right]$ is monotone and bounded on compact sets and thus integrable, it follows from [29] Equation 1.4 that

$$
\begin{equation*}
f(t)=2 \mu \int_{0}^{t}\left(\left(\mathbb{E}\left[N^{o}(s)\right]+1-\mu s\right)-\frac{1}{2}\left(1+c_{S}^{2}\right)\right) d s \tag{5.25}
\end{equation*}
$$

It is proven in [73] that for all $s \geq 0$, one has $0 \leq \mathbb{E}\left[N^{o}(s)\right]+1-\mu s \leq \mu^{2} \mathbb{E}\left[S^{2}\right]$, and it follows that

$$
\left|\left(\mathbb{E}\left[N^{o}(s)\right]+1-\mu s\right)-\frac{1}{2}\left(1+c_{S}^{2}\right)\right| \leq \frac{1}{2} \mu^{2} \mathbb{E}\left[S^{2}\right] .
$$

Combining with (5.25) completes the proof.

We now prove the final assertion of the lemma. $\mathbb{E}\left[\left(N^{e}(s)-\mu s\right)\left(N^{e}(t)-\mu t\right)\right]$ equals

$$
\begin{aligned}
& \mathbb{E}\left[N^{e}(s) N^{e}(t)\right]-\mu^{2} s t \\
= & -\frac{1}{2}\left(\mathbb{E}\left[\left(N^{e}(t)-N^{e}(s)\right)^{2}\right]-\mathbb{E}\left[\left(N^{e}(s)\right)^{2}\right]-\mathbb{E}\left[\left(N^{e}(t)\right)^{2}\right]\right)-\mu^{2} s t \\
= & \frac{1}{2}\left(V\left[N^{e}(t)\right]+V\left[N^{e}(s)\right]-V\left[N^{e}(t-s)\right]\right) \text { by stationary increments, }
\end{aligned}
$$

and the assertion then follows from definitions, completing the proof of the lemma.

We conclude this subsection by showing that the covariance of the number of renewals at different times of an equilibrium renewal process is always non-negative.

Lemma 40. $\mathbb{E}\left[N^{e}(s) N^{e}(t)\right]-\mu^{2} s t \geq 0$ for all $s, t \geq 0$.

Proof. The proof is deferred to the appendix.

### 5.6.4 Bounding the covariance of $\mathcal{Z}(t)$

In this subsection, we compare the covariance of $\mathcal{Z}(t)$ to that of a combination of a Brownian motion and an O-U process. Let $e \triangleq \exp (1)$, and $\epsilon_{0} \triangleq(2(e-2))^{-1}$. It can be easily verified that $\exp \left(-\epsilon_{0}\right)<\frac{1}{2}$. Let $C_{4} \triangleq \mu c_{A}^{2}+C_{1}$, and $M \triangleq \frac{8\left(C_{4}+C_{2}+C_{3}\right)}{C_{4}\left(\frac{1}{2}-\exp \left(-\epsilon_{0}\right)\right)}$. Let $\mathcal{U}_{1}^{M}(t)$ denote a realization of the process $\mathcal{U}^{M}(t)$, independent of $\left\{B_{i}^{b}(t), b \in \mathbb{R}, i \geq 1\right\}$. Let us define a new Gaussian process $\mathcal{W}(s)$ on $[M, \infty)$. Note that $M C_{4}+f(s)>0$ for all $s \geq 0$ by the construction of $M$. We define

$$
\mathcal{W}(s) \triangleq C_{4}^{\frac{1}{2}}\left(1-\frac{M}{s}\right)^{\frac{1}{2}} \mathcal{B}^{0}(s)+\left(M C_{4}+f(s)\right)^{\frac{1}{2}} \mathcal{U}^{M}(s), s \geq M+1
$$

That $\mathcal{W}(t)$ is a Gaussian process follows from the fact that sums of Gaussian processes are Gaussian processes, and a Gaussian process multiplied by a deterministic function of time is a Gaussian process. That $\mathcal{W}(t)$ is continuous follows from the continuity
of $\mathcal{B}_{1}^{0}(t)$ and $\mathcal{U}_{1}^{M}(t)$, combined with the fact that $f(s)$ is Lipschitz by Lemma 39. We now prove that

Theorem 40. For all $s \geq M+1$ and $t \geq s, V[\mathcal{W}(s)]=V[\mathcal{Z}(s)]$, and $V[\mathcal{Z}(s), \mathcal{Z}(t)] \geq$ $V[\mathcal{W}(s), \mathcal{W}(t)]$.

Proof. The proof is deferred to the appendix.

We conclude this subsection by showing that, in addition to Theorem $40, \mathcal{Z}(t)$ satisfies

Theorem 41. $V[\mathcal{Z}(s), \mathcal{Z}(t)] \geq 0$ for all $s, t \geq 0$.
Proof. Note that

$$
\begin{aligned}
V[\mathcal{Z}(s), \mathcal{Z}(t)] & =V[\mathcal{A}(s), \mathcal{A}(t)]+V[\mathcal{D}(s), \mathcal{D}(t)] \\
& =\mu c_{A}^{2} s+\mathbb{E}\left[N^{e}(s) N^{e}(t)\right]-\mu^{2} s t \quad \geq \quad 0 \quad \text { by Lemma } 40
\end{aligned}
$$

### 5.6.5 Proof of Theorem 25

In this subsection, we complete the proof of Theorem 25. It will first be useful to restate Theorem 28 as a lower bound on the probability that $\left(Q_{B}^{n}(\infty)-n\right) n^{-\frac{1}{2}} \leq x$, which follows immediately from Theorem 28 by taking complements.

Corollary 13. For all $B>0$ and $x \in \mathbb{R}, \liminf _{n \rightarrow \infty} \mathbb{P}\left(\left(Q_{B}^{n}(\infty)-n\right) n^{-\frac{1}{2}} \leq x\right)$ is at least

$$
\begin{aligned}
& \sup _{\substack{\delta \geq 0 \\
\eta \geq 0}} \mathbb{P}\left(\operatorname { m a x } \left(\sup _{0 \leq t \leq \delta}(\mathcal{Z}(t)+(\eta-B) \mu t),\right.\right. \\
& \left.\left.\sup _{t \geq \delta}(\mathcal{Z}(t)-B \mu t)+\eta \mu \delta\right) \leq x+\eta \mathbb{P}(R(X) \leq \delta)\right)
\end{aligned}
$$

We now conclude the proof of Theorem 25 .

Proof of Theorem 25. Suppose $B \leq 1$. Recall that $C_{4}=\mu\left(c_{A}^{2}+c_{S}^{2}\right)$, and $M=$ $\frac{8\left(C_{4}+C_{2}+C_{3}\right)}{C_{4}\left(\frac{1}{2}-\exp \left(-\epsilon_{0}\right)\right)}$, and thus $C_{4}$ and $M$ are both finite, strictly positive constants depending only on the distributions of $A$ and $S$. Since $\mathbb{E}\left[S^{2}\right]<\infty$ implies $\mathbb{E}[R(S)]<\infty$, we may define $\delta_{0} \triangleq 2 M+1+2 \mathbb{E}[R(S)]$, and note that $\delta_{0}$ is a finite, strictly positive constant depending only on the distributions of $A$ and $S$. Since $\mathcal{D}(t)$ is continuous, $\sup _{0 \leq t \leq \delta_{0}} \mathcal{D}(t)$ is a.s. finite. Thus we may select a constant $\eta_{0} \in(1, \infty)$, depending only on the distribution of $S$, s.t. $\mathbb{P}\left(\sup _{0 \leq t \leq \delta_{0}} \mathcal{D}(t) \leq \frac{1}{4} \eta_{0}\right) \geq \frac{1}{2}$. It follows from Theorem 41 and Corollary 12 that

$$
\begin{equation*}
\mathbb{P}\left(\max \left(\sup _{0 \leq t \leq \delta_{0}}\left(\mathcal{Z}(t)+\left(\eta_{0}-B\right) \mu t\right), \sup _{t \geq \delta_{0}}(\mathcal{Z}(t)-B \mu t)+\eta_{0} \mu \delta_{0}\right) \leq \eta_{0} \mathbb{P}\left(R(X) \leq \delta_{0}\right)\right) \tag{5.26}
\end{equation*}
$$

$$
\begin{align*}
& \geq \mathbb{P}\left(\sup _{0 \leq t \leq \delta_{0}}\left(\mathcal{Z}(t)+\left(\eta_{0}-B\right) \mu t\right) \leq \eta_{0} \mathbb{P}\left(R(X) \leq \delta_{0}\right)\right)  \tag{5.27}\\
& \quad \times \mathbb{P}\left(\sup _{t \geq \delta_{0}}(\mathcal{Z}(t)-B \mu t)+\eta_{0} \mu \delta_{0} \leq \eta_{0} \mathbb{P}\left(R(X) \leq \delta_{0}\right)\right) . \tag{5.28}
\end{align*}
$$

We now bound (5.27). Note that since $\mathcal{D}(t)$ has the same distribution as $-\mathcal{D}(t)$, it follows from the independence of $\mathcal{A}(t)$ and $\mathcal{D}(t)$, and the fact that by construction $\delta_{0}$ is at least the median of $R(S)$, that (5.27) is at least

$$
\begin{align*}
& \mathbb{P}\left(\sup _{0 \leq t \leq \delta_{0}}\left(\mathcal{A}(t)+\left(\eta_{0}-B\right) \mu t\right) \leq \frac{1}{4} \eta_{0}\right)  \tag{5.29}\\
& \quad \times \quad \mathbb{P}\left(\sup _{0 \leq t \leq \delta_{0}} \mathcal{D}(t) \leq \frac{1}{4} \eta_{0}\right) . \tag{5.30}
\end{align*}
$$

It is a straightforward exercise to demonstrate that (5.29) is some strictly positive
probability $\epsilon_{1}$, depending only on the distributions of $A$ and $S$. By the construction of $\eta_{0},(5.30)$ is at least $\frac{1}{2}$. Combining the above, we find that (5.27) is at least

$$
\begin{equation*}
\frac{1}{2} \epsilon_{1} . \tag{5.31}
\end{equation*}
$$

We now bound (5.28). Since Corollary 5.i of Chapter 4 implies that $\sup _{t \geq 0}(\mathcal{Z}(t)-$ $B \mu t$ ) is a.s. finite, it follows from Theorem 40, Corollary 11, and the fact that $\delta_{0} \geq M+1$ that (5.28) is at least

$$
\begin{equation*}
\mathbb{P}\left(\sup _{t \geq \delta_{0}}\left(C_{4}^{\frac{1}{2}}\left(1-\frac{M}{t}\right)^{\frac{1}{2}} \mathcal{B}_{1}^{0}(t)+\left(M C_{4}+f(t)\right)^{\frac{1}{2}} \mathcal{U}_{1}^{M}(t)-B \mu t\right) \leq-\eta_{0} \mu \delta_{0}\right) \tag{5.32}
\end{equation*}
$$

Note that $\sup _{t \geq 0}\left|\left(M C_{4}+f(t)\right)^{\frac{1}{2}}\right| \leq\left(M C_{4}+C_{2}\right)^{\frac{1}{2}}$ by Lemma 39. Thus it follows from Theorem 35 and the independence of $\mathcal{B}_{1}^{0}(t)$ and $\mathcal{U}_{1}^{M}(t)$ that we may construct an a.s. finite r.v. $Z_{1}$, whose distribution depends only on $A$ and $S$, on the same probability space as $\mathcal{B}_{1}^{0}(t)$, s.t. $Z_{1}$ and $\mathcal{B}_{1}^{0}(t)$ are independent, and (5.32) is at least

$$
\begin{equation*}
\mathbb{P}\left(\sup _{t \geq \delta_{0}}\left(C_{4}^{\frac{1}{2}}\left(1-\frac{M}{t}\right)^{\frac{1}{2}} \mathcal{B}_{1}^{0}(t)+Z_{1}+2 \log ^{\frac{1}{2}}(t+1)-B \mu t\right) \leq-\eta_{0} \mu \delta\right) \tag{5.33}
\end{equation*}
$$

It is easily verified that $2 \log ^{\frac{1}{2}}(t+1) \leq t^{\frac{1}{4}}+8$ for all $t \geq 0$. Since $Z_{1}$ is a.s. finite, it thus follows from (5.33) that there exists a finite constant $H_{1} \in(1, \infty)$, depending only on the distributions of $A$ and $S$, s.t. (5.32), and thus (5.28), is at least

$$
\begin{equation*}
\frac{1}{2} \mathbb{P}\left(\sup _{t \geq \delta_{0}}\left(C_{4}^{\frac{1}{2}}\left(1-\frac{M}{t}\right)^{\frac{1}{2}} \mathcal{B}_{1}^{0}(t)+t^{\frac{1}{4}}-B \mu t\right) \leq-\left(\eta_{0} \mu \delta_{0}+H_{1}\right)\right) \tag{5.34}
\end{equation*}
$$

Let $f_{1}(t) \triangleq C_{4}^{\frac{1}{2}}\left(1-\frac{M}{t}\right)^{\frac{1}{2}}$. Note that the event $\left\{f_{1}(t) \mathcal{B}_{1}^{0}(t)+t^{\frac{1}{4}}-B \mu t>-\left(\eta_{0} \mu \delta_{0}+\right.\right.$ $\left.\left.H_{1}\right)\right\}$ is equivalent to the event $\left\{\mathcal{B}_{1}^{0}(t)+t^{\frac{1}{4}}\left(f_{1}(t)\right)^{-1}-B \mu t\left(f_{1}(t)\right)^{-1}>-\left(\eta_{0} \mu \delta_{0}+\right.\right.$
$\left.\left.H_{1}\right)\left(f_{1}(t)\right)^{-1}\right\}$. Since $t \geq 2 M$ implies $\frac{1}{2} C_{4}^{\frac{1}{2}} \leq f_{1}(t) \leq C_{4}^{\frac{1}{2}}$, it follows that for $t \geq \delta_{0}$, the event

$$
\left\{\mathcal{B}_{1}^{0}(t)+t^{\frac{1}{4}}\left(f_{1}(t)\right)^{-1}-B \mu t\left(f_{1}(t)\right)^{-1}>-\left(\eta_{0} \mu \delta_{0}+H_{1}\right)\left(f_{1}(t)\right)^{-1}\right\}
$$

implies the event

$$
\left\{\mathcal{B}_{1}^{0}(t)+t^{\frac{1}{4}}\left(\frac{1}{2} C_{4}^{\frac{1}{2}}\right)^{-1}-B \mu t\left(C_{4}^{\frac{1}{2}}\right)^{-1}>-\left(\eta_{0} \mu \delta_{0}+H_{1}\right)\left(\frac{1}{2} C_{4}^{\frac{1}{2}}\right)^{-1}\right\} .
$$

Let $C_{5} \triangleq 2\left(\eta_{0} \mu \delta_{0}+H_{1}+1\right)\left(1+C_{4}^{-\frac{1}{2}}+\mu^{-1} C_{4}^{\frac{1}{2}}\right)$, and note that $C_{5}$ is a finite constant depending only on the distributions of $A$ and $S$. Combining the above with (5.34), it follows that (5.28) is at least

$$
\begin{equation*}
\frac{1}{2} \mathbb{P}\left(\sup _{t \geq \delta_{0}}\left(\mathcal{B}_{1}^{0}(t)+C_{5} t^{\frac{1}{4}}-C_{5}^{-1} B t\right) \leq-C_{5}\right) \tag{5.35}
\end{equation*}
$$

By Theorem 38, i.e. the law of the iterated logarithm for the three-dimensional Bessel process, there exists an a.s. finite non-negative r.v. $Z_{2}$, whose distribution depends only on the distributions of $A$ and $S$, s.t. $\mathcal{S}_{1}^{1}(t) \geq t^{\frac{3}{8}}-Z_{2}$ for all $t \geq 0$. Let $C_{6}$ denote the median of $Z_{2}$, and note that $C_{6}$ is a finite non-negative constant depending only on the distributions of $A$ and $S$. Let $H_{2} \triangleq C_{5}\left(1+\delta_{0}^{\frac{1}{4}}\right)+C_{6}+C_{5}^{3}-1$, and note that $H_{2}$ is a finite non-negative constant depending only on the distributions of $A$ and $S$. Then (5.35) is at least

$$
\begin{equation*}
\frac{1}{2} \mathbb{P}\left(\mathcal{B}_{1}^{0}\left(\delta_{0}\right) \leq-H_{2}\right) \mathbb{P}\left(\sup _{t \geq 0}\left(\mathcal{B}_{1}^{0}(t)+C_{5}\left(t+\delta_{0}\right)^{\frac{1}{4}}-C_{5}^{-1} B\left(t+\delta_{0}\right)\right) \leq H_{2}-C_{5}\right) \tag{5.36}
\end{equation*}
$$

Let $\epsilon_{2} \triangleq \frac{1}{2} \mathbb{P}\left(\mathcal{B}_{1}^{0}\left(\delta_{0}\right) \leq-H_{2}\right)$, and note that $\epsilon_{2} \in(0,1)$ depends only on the distributions of $A$ and $S$. Then since $(x+y)^{\frac{1}{4}} \leq x^{\frac{1}{4}}+y^{\frac{1}{4}}$ for all $x, y \geq 0$, and $\delta_{0} \geq 0$, it
follows from (5.36) that (5.28) is at least

$$
\begin{equation*}
\epsilon_{2} \mathbb{P}\left(\sup _{t \geq 0}\left(\mathcal{B}_{1}^{0}(t)+C_{5} t^{\frac{1}{4}}-C_{5}^{-1} B t\right) \leq H_{2}-C_{5}\left(1+\delta_{0}^{\frac{1}{4}}\right)\right) \tag{5.37}
\end{equation*}
$$

Since $\mathcal{B}_{1}^{0}(t)$ has the same distribution as $-\mathcal{B}_{1}^{0}(t)$, note that (5.37) equals

$$
\begin{equation*}
\epsilon_{2} \mathbb{P}\left(\inf _{t \geq 0}\left(\mathcal{B}_{1}^{1}(t)-C_{5} t^{\frac{1}{4}}+C_{5}^{-1} B t\right) \geq-\left(C_{6}+C_{5}^{3}\right)\right) . \tag{5.38}
\end{equation*}
$$

Let $C_{7} \triangleq-\left(C_{6}+C_{5}^{3}\right)$, and note that $C_{7}$ is a finite, negative constant which depends only on the distributions of $A$ and $S$. We now bound (5.38) from below by conditioning on an appropriate event related to hitting times, and then applying Theorem 37, i.e. the relationship between Brownian motion with appropriately conditioned hitting times and the three-dimensional Bessel process. It follows from Theorem 39, applied with $b=1$ and $\epsilon=\frac{1}{8}$, that there exist absolute finite constants $\delta, T>0$ s.t. for all $x \geq T$, one has

$$
\mathbb{P}\left(\tau_{\mathcal{S}^{1}}^{x B^{-1}}<\delta x^{2} B^{-1}\right) \leq \frac{1}{8} .
$$

Let $H_{3} \triangleq T C_{5}+2^{\frac{2}{3}} C_{5}^{\frac{4}{3}} \delta^{-\frac{1}{2}}$, and $H_{4} \triangleq\left(2 C_{5}^{2}\right)^{\frac{4}{3}}$, and note that both $H_{3}$ and $H_{4}$ are finite, strictly positive constants depending only on the distributions of $A$ and $S$, s.t. $\mathbb{P}\left(\tau_{S_{1}^{1}}^{H_{3} B^{-1}}<H_{4} B^{-2}\right) \leq \frac{1}{8}$. Note that (5.38), and thus (5.28), is at least

$$
\begin{align*}
& \epsilon_{2} \mathbb{P}\left(\tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}<\tau_{\mathcal{B}_{1}^{1}}^{0}\right)  \tag{5.39}\\
& \times \mathbb{P}\left(\tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}} \geq H_{4} B^{-2}, \inf _{0 \leq t \leq \tau_{\mathcal{B}_{1}^{1}}^{H_{3}-1}}\left(\mathcal{B}_{1}^{1}(t)-C_{5} t^{\frac{1}{4}}+C_{5}^{-1} B t\right) \geq C_{7}(5\right.  \tag{5.40}\\
& \left.\left.\quad \inf _{t \geq \tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}}\left(\mathcal{B}_{1}^{1}(t)-C_{5} t^{\frac{1}{4}}+C_{5}^{-1} B t\right) \geq C_{7} \right\rvert\, \tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}<\tau_{\mathcal{B}_{1}^{1}}^{0}\right)
\end{align*}
$$

We now bound (5.40). By construction, $t \geq H_{4} B^{-2}$ implies $C_{5} t^{\frac{1}{4}} \leq \frac{1}{2} C_{5}^{-1} B t$. It follows that (5.40) is at least

$$
\begin{gather*}
\mathbb{P}\left(\tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}} \geq H_{4} B^{-2}, \inf _{0 \leq t \leq \tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}}\left(\mathcal{B}_{1}^{1}(t)-C_{5} t^{\frac{1}{4}}+C_{5}^{-1} B t\right) \geq C_{7}\right.  \tag{5.41}\\
\left.\left.\inf _{\substack{H_{\mathcal{B}_{1}^{1}}^{B_{3}-1}}}\left(\mathcal{B}_{1}^{1}(t)+\frac{1}{2} C_{5}^{-1} B t\right) \geq C_{7} \right\rvert\, \tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}<\tau_{\mathcal{B}_{1}^{1}}^{0}\right)
\end{gather*}
$$

It then follows from a union bound that (5.40) is at least

$$
\begin{align*}
& \mathbb{P}\left(\inf _{0 \leq t \leq \tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}}\left(\mathcal{B}_{1}^{1}(t)-C_{5} t^{\frac{1}{4}}+C_{5}^{-1} B t\right) \geq C_{7}\right.  \tag{5.42}\\
& \left.\left.\quad \inf _{t \geq \tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}}\left(\mathcal{B}_{1}^{1}(t)+\frac{1}{2} C_{5}^{-1} B t\right) \geq C_{7} \right\rvert\, \tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}<\tau_{\mathcal{B}_{1}^{1}}^{0}\right) \\
& -\mathbb{P}\left(\tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}<H_{4} B^{-2} \mid \tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}<\tau_{\mathcal{B}_{1}^{1}}^{0}\right) \tag{5.43}
\end{align*}
$$

We now bound (5.42). It follows from the strong Markov property of Brownian motion, and the fact that $C_{5}^{-1} B\left(t+\tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}\right) \geq C_{5}^{-1} B t$, that (5.42) is at least

$$
\begin{align*}
& \mathbb{P}\left(\inf _{t \geq 0}\left(H_{3} B^{-1}+\mathcal{B}_{1}^{0}(t)+\frac{1}{2} C_{5}^{-1} B t\right) \geq C_{7}\right)  \tag{5.44}\\
& \times \mathbb{P}\left(\left.\inf _{0 \leq t \leq \tau_{\mathcal{R}_{1}^{1}}^{H_{3} B^{-1}}}\left(\mathcal{B}_{1}^{1}(t)-C_{5} t^{\frac{1}{4}}+C_{5}^{-1} B t\right) \geq C_{7} \right\rvert\, \tau_{\mathcal{B}_{1}^{1}}^{H_{3} B^{-1}}<\tau_{\mathcal{B}_{1}^{1}}^{0}\right) \tag{5.45}
\end{align*}
$$

We now bound (5.45). It follows from Theorem 37 that (5.45) equals

$$
\begin{equation*}
\mathbb{P}\left(\inf _{0 \leq t \leq \tau_{\mathcal{S}_{1}^{1}}^{H_{3} B^{-1}}}\left(\mathcal{S}_{1}^{1}(t)-C_{5} t^{\frac{1}{4}}+C_{5}^{-1} B t\right) \geq C_{7}\right) \tag{5.46}
\end{equation*}
$$

which is at least

$$
\begin{equation*}
\mathbb{P}\left(\inf _{t \geq 0}\left(\mathcal{S}_{1}^{1}(t)-C_{5} t^{\frac{1}{4}}+C_{5}^{-1} B t\right) \geq C_{7}\right) \tag{5.47}
\end{equation*}
$$

By Theorem 38, i.e. the law of the iterated logarithm for the three-dimensional Bessel process, and the definition of $C_{6}$, it follows that (5.47) is at least

$$
\begin{equation*}
\frac{1}{2} \mathbb{P}\left(\inf _{t \geq 0}\left(t^{\frac{3}{8}}-C_{5} t^{\frac{1}{4}}+C_{5}^{-1} B t\right) \geq C_{6}+C_{7}\right) \tag{5.48}
\end{equation*}
$$

Since by construction $t^{\frac{3}{8}} \geq C_{6}+C_{7}+C_{5} t^{\frac{1}{4}}$ for all $t \geq 0$, it follows that (5.45) is at least $\frac{1}{2}$. We now bound (5.44). Since $\mathcal{B}_{1}^{0}(t)$ has the same distribution as $-\mathcal{B}_{1}^{0}(t)$, it follows from Theorem 33.iii that (5.44) equals

$$
\begin{equation*}
\mathbb{P}\left(\sup _{t \geq 0}\left(\mathcal{B}_{1}^{0}(t)-\frac{1}{2} C_{5}^{-1} B t\right) \leq H_{3} B^{-1}-C_{7}\right)=1-\exp \left(-H_{3} C_{5}^{-1}+B C_{7} C_{5}^{-1}\right) . \tag{5.49}
\end{equation*}
$$

Combining our bounds for (5.44) and (5.45) with the fact that by construction $\exp$ ($\left.H_{3} C_{5}^{-1}+B C_{7} C_{5}^{-1}\right) \leq \frac{1}{2}$, it follows that (5.42) is at least $\frac{1}{4}$. We now bound (5.43). It follows from Theorem 37 that (5.43) equals

$$
\begin{equation*}
-\mathbb{P}\left(\tau_{\mathcal{S}_{1}^{1}}^{H_{3} B^{-1}}<H_{4} B^{-2}\right) \tag{5.50}
\end{equation*}
$$

which by construction is at least $-\frac{1}{8}$. Combining our bounds for (5.42) and (5.43), it follows that (5.40) is at least $\frac{1}{8}$. It follows from Theorem 33.ii and the symmetries of Brownian motion that (5.39) equals $\epsilon_{2} H_{3}^{-1} B$. Combining our bounds for (5.40) and (5.39), it follows that (5.28) is at least $\frac{1}{8} \epsilon_{2} H_{3}^{-1} B$. Combining with (5.31), our bound for (5.27), it follows that (5.26) is at least $\frac{1}{16} \epsilon_{1} \epsilon_{2} H_{3}^{-1} B$. Since $\epsilon_{1}, \epsilon_{2}$, and $H_{3}^{-1}$ are all strictly positive constants depending only on the distributions of $A$ and $S$, and not $B$, this concludes the proof of the theorem.

### 5.7 Proof of Large Deviations Result

In this section we complete the proof of Theorem 26.

Proof of Theorem 26. Let us fix some $B>0$, and $x<-1$. Note that it follows from the proof of Theorem 12 given in Chapter 4 that $\sup _{t \geq 0}\left(\mathcal{D}(t)-\frac{B}{2} \mu t\right)$ is a.s. finite. Thus we may select a constant $c \in(8, \infty)$, depending only on the distribution of $S$, s.t.

$$
\begin{equation*}
\mathbb{P}\left(\sup _{t \geq 0}\left(\mathcal{D}(t)-\frac{B}{2} \mu t\right) \leq \frac{c}{8}\right) \geq \frac{1}{2} \tag{5.51}
\end{equation*}
$$

Let $\delta_{0} \triangleq 2\left(1+(16 \mu)^{-1}\right) \mathbb{E}[R(S)]$. Then $\mathbb{P}\left(R(X) \leq \delta_{0}\right) \geq \frac{1}{2}$, and it follows from Corollary 13, with $\delta=\delta_{0}$ and $\eta=c|x|$, that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathbb{P}\left(\left(Q_{B}^{n}(\infty)-n\right) n^{-\frac{1}{2}} \leq x\right) \tag{5.52}
\end{equation*}
$$

is at least

$$
\begin{gathered}
\mathbb{P}\left(\operatorname { m a x } \left(\sup _{0 \leq t \leq \delta_{0}}(\mathcal{A}(t)-\mathcal{D}(t)+(c|x|-B) \mu t),\right.\right. \\
\left.\left.\sup _{t \geq \delta_{0}}(\mathcal{A}(t)-\mathcal{D}(t)-B \mu t)+c|x| \mu \delta_{0}\right) \leq\left(\frac{c}{2}-1\right)|x|\right) \\
\geq \mathbb{P}\left(\operatorname { m a x } \left(\sup _{0 \leq t \leq \delta_{0}}\left(\mathcal{A}(t)+\left(c|x|-\frac{B}{2}\right) \mu t\right)+\sup _{0 \leq t \leq \delta_{0}}\left(-\mathcal{D}(t)-\frac{B}{2} \mu t\right),\right.\right. \\
\left.\left.\sup _{t \geq \delta_{0}}\left(\mathcal{A}(t)-\frac{B}{2} \mu t+c|x| \mu \delta_{0}\right)+\sup _{t \geq \delta_{0}}\left(-\mathcal{D}(t)-\frac{B}{2} \mu t\right)\right) \leq\left(\frac{c}{2}-1\right)|x|\right) \\
\geq \mathbb{P}\left(\operatorname { m a x } \left(\sup _{0 \leq t \leq \delta_{0}}\left(\mathcal{A}(t)+\left(c|x|-\frac{B}{2}\right) \mu t\right)+\sup _{t \geq 0}\left(-\mathcal{D}(t)-\frac{B}{2} \mu t\right)\right.\right. \\
\left.\left.\sup _{t \geq \delta_{0}}\left(\mathcal{A}(t)-\frac{B}{2} \mu t+c|x| \mu \delta_{0}\right)+\sup _{t \geq 0}\left(-\mathcal{D}(t)-\frac{B}{2} \mu t\right)\right) \leq\left(\frac{c}{2}-1\right)|x|\right),
\end{gathered}
$$

which is at least

$$
\begin{gather*}
\mathbb{P}\left(\sup _{t \geq 0}\left(-\mathcal{D}(t)-\frac{B}{2} \mu t\right)+\max \left(\sup _{0 \leq t \leq \delta_{0}}\left(\mathcal{A}(t)+\left(c|x|-\frac{B}{2}\right) \mu t\right),\right.\right.  \tag{5.53}\\
\left.\left.\sup _{t \geq \delta_{0}}\left(\mathcal{A}(t)-\frac{B}{2} \mu t+c|x| \mu \delta_{0}\right)\right) \leq \frac{c}{4}|x|\right)
\end{gather*}
$$

since $c>4$ implies $\frac{c}{2}-1>\frac{c}{4}$. It follows from (5.53), a union bound, and the definition of $c$ that (5.52) is at least

$$
\begin{equation*}
\frac{1}{2} \mathbb{P}\left(\max \left(\sup _{0 \leq t \leq \delta_{0}}\left(\mathcal{A}(t)+\left(c|x|-\frac{B}{2}\right) \mu t\right), \sup _{t \geq \delta_{0}}\left(\mathcal{A}(t)-\frac{B}{2} \mu t+c|x| \mu \delta_{0}\right)\right) \leq 0\right) \tag{5.54}
\end{equation*}
$$

Although an exact analysis of expression (5.54) follows from well-known results about Brownian motion (see e.g. [98],[8],[11]), a simpler analysis suffices for our purposes, which we include for completeness. Note that (5.54) is at least

$$
\begin{equation*}
\frac{1}{2} \mathbb{P}\left(\max \left(\sup _{0 \leq t \leq \delta_{0}}(\mathcal{A}(t)+c|x| \mu t), \sup _{t \geq \delta_{0}}\left(\mathcal{A}(t)-\frac{B}{2} \mu t+c|x| \mu \delta_{0}\right)\right) \leq 1\right) . \tag{5.55}
\end{equation*}
$$

Also, since $c|x| \mu t \leq c|x| \mu \delta_{0}$ on $\left[0, \delta_{0}\right]$, the event

$$
\begin{gather*}
\left\{\sup _{0 \leq t \leq 16 \mu)^{-1}} \mathcal{A}(t) \leq 1, \mathcal{A}\left((16 \mu)^{-1}\right) \leq-2 c|x| \mu \delta_{0}-2,\right.  \tag{5.56}\\
\left.\sup _{(16 \mu)^{-1} \leq t \leq \delta_{0}}\left(\mathcal{A}(t)-\mathcal{A}\left((16 \mu)^{-1}\right)\right) \leq 1\right\} .
\end{gather*}
$$

implies the event

$$
\begin{equation*}
\left\{\sup _{0 \leq t \leq \delta_{0}}(\mathcal{A}(t)+c|x| \mu t) \leq 1, \mathcal{A}\left(\delta_{0}\right) \leq-c|x| \mu \delta_{0}\right\} . \tag{5.57}
\end{equation*}
$$

Note that the probability of the event

$$
\left\{\sup _{0 \leq t \leq(16 \mu)^{-1}} \mathcal{A}(t) \leq 1, \mathcal{A}\left((16 \mu)^{-1}\right) \leq-2 c|x| \mu \delta_{0}-1\right\}
$$

is at least the probability of the event

$$
\left\{\left(\sup _{0 \leq t \leq(16 \mu)^{-1}} \mathcal{A}(t)\right)\left(\sup _{0 \leq t \leq(16 \mu)^{-1}} \mathcal{A}(t)-\mathcal{A}\left((16 \mu)^{-1}\right)\right) \leq 1, \mathcal{A}\left((16 \mu)^{-1}\right) \leq-2 c|x| \mu \delta_{0}-1\right\}
$$

It thus follows from Theorem 34 and the strong Markov property of Brownian motion that the probability of event (5.56), and thus (5.57), is at least

$$
\begin{equation*}
\mathbb{P}\left(\frac{1}{2}(16 \mu)^{-1} e_{1} \leq 1\right) \mathbb{P}\left(\mathcal{A}\left((16 \mu)^{-1}\right) \leq-2 c|x| \mu \delta_{0}-1\right) \mathbb{P}\left(\sup _{0 \leq t \leq \delta_{0}} \mathcal{A}(t) \leq 1\right) \tag{5.58}
\end{equation*}
$$

It is straightforward to demonstrate that there exists a finite strictly positive constant $c_{1}$, depending only on the distributions of $A$ and $S$, s.t. (5.58) is at least $\exp \left(-c_{1} x^{2}\right)$. Note that by the strong Markov property of Brownian motion, conditional on event (5.57), the probability of the event

$$
\left\{\sup _{t \geq 0}\left(\mathcal{A}(t)-\frac{B}{2} \mu t\right) \leq 1\right\}
$$

which is just some finite strictly positive constant $c_{2}$, depending only on $B$ and the distributions of $A$ and $S$. Combining the above, we find that (5.55) is at least $\frac{1}{2} c_{2} \exp \left(-c_{1} x^{2}\right)$ for all $x \leq-1$, completing the proof.

### 5.8 Comparison to Other Bounds From the Literature

In this section we compare our results to known results for the $G I / M / n$ and $M / G I / n$ queues, showing that our main results are tight, in an appropriate sense. Recall that $G$ denotes a standard normal r.v. We also define $\alpha(B) \triangleq \lim _{n \rightarrow \infty} \mathbb{P}\left(Q_{B}^{n}(\infty) \geq n\right)$, i.e. the limiting steady-state probability of delay, when this limit exists.

### 5.8.1 $G I / M / n$ queue

In [52], Halfin and Whitt proved that
Theorem 42. If $\mathcal{Q}_{B}^{n}$ is a $G I / M / n$ queue, then

$$
\begin{equation*}
\alpha(B)=\left(1+(2 \pi)^{\frac{1}{2}} \frac{2 B}{1+c_{A}^{2}} \mathbb{P}\left(G \leq \frac{2 B}{1+c_{A}^{2}}\right) \exp \left(\frac{1}{2}\left(\frac{2 B}{1+c_{A}^{2}}\right)^{2}\right)\right)^{-1} . \tag{5.59}
\end{equation*}
$$

For all $x \geq 0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(Q_{B}^{n}(\infty) \geq n+x n^{\frac{1}{2}}\right)=\alpha(B) \exp \left(-\frac{2 B}{1+c_{A}^{2}} x\right) \tag{5.60}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(Q_{B}^{n}(\infty) \leq n-x n^{\frac{1}{2}}\right)=(1-\alpha(B)) \frac{\mathbb{P}(G \leq B-x)}{\mathbb{P}(G \leq B)} \tag{5.61}
\end{equation*}
$$

It follows from Theorem 42 and elementary asymptotics that

Corollary 14. If $\mathcal{Q}_{B}^{n}$ is a $G I / M / n$ queue, then

$$
\begin{gathered}
\lim _{B \rightarrow \infty} B^{-2} \log \alpha(B)=-2\left(1+c_{A}^{2}\right)^{-2}>-\infty, \\
\lim _{B \rightarrow 0} B^{-1}(1-\alpha(B))=(2 \pi)^{\frac{1}{2}}\left(1+c_{A}^{2}\right)^{-1}<\infty,
\end{gathered}
$$

and

$$
\lim _{x \rightarrow \infty} x^{-2} \log \left(\lim _{n \rightarrow \infty} \mathbb{P}\left(\left(Q^{n}(\infty)-n\right) n^{-\frac{1}{2}}<-x\right)\right)=-\frac{1}{2}<0
$$

Thus in this case, we conclude that all of our main results correctly capture the correct qualitative scaling of the relevant quantities. Namely, the limiting steadystate probability of delay scales like $\exp \left(-\epsilon_{1} B^{2}\right)$ as $B \rightarrow \infty$ for some $\epsilon_{1}>0$; the limiting steady-state probability that a job does not have to wait for service scales like $\epsilon_{2} B$ as $B \rightarrow 0$ for some $\epsilon_{2}>0$; and the tail of the limiting steady-state number of idle servers scales like $\exp \left(-\epsilon_{3} x^{2}\right)$ as $x \rightarrow \infty$ for some $\epsilon_{3}>0$.

### 5.8.2 $M / G I / n$ queue

Suppose that $Q_{B}^{n}$ is an $M / G I / n$ queue. Let $Z_{n, B}$ denote a Poisson r.v. with mean $\lambda_{n, B}$. Then it follows from a naive infinite-server lower bound, and the well-known properties of the steady-state infinite server queue (see [101]), that for all $x \in \mathbb{R}^{+}$, $\mathbb{P}\left(Q_{B}^{n}(\infty) \leq n-x n^{\frac{1}{2}}\right) \leq \mathbb{P}\left(Z_{n, B} \leq n-x n^{\frac{1}{2}}\right)$. It follows from the Central Limit Theorem that for all $x \in \mathbb{R}^{+}$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(Z_{n, B} \leq n-x n^{\frac{1}{2}}\right)=\mathbb{P}(G \leq B-x) .
$$

It follows that

$$
\liminf _{B \rightarrow \infty} B^{-2} \log \left(\liminf _{n \rightarrow \infty} \mathbb{P}\left(Q_{B}^{n}(\infty) \geq n\right)\right) \geq-\frac{1}{2}>-\infty
$$

and

$$
\limsup _{x \rightarrow \infty} x^{-2} \log \left(\limsup _{n \rightarrow \infty} \mathbb{P}\left(\left(Q^{n}(\infty)-n\right) n^{-\frac{1}{2}}<-x\right)\right) \leq-\frac{1}{2}<0,
$$

showing that in this setting Theorem 24 and Theorem 26 are again tight in the same sense as before. Interestingly, the infinite server lower-bound does not seem to yield
any information about the tightness of Theorem 25, since $\mathbb{P}\left(Z_{n, B} \leq n\right) \geq \frac{1}{2}$ for all $B \geq 0$.

We note that the results of [60] for the case of deterministic processing times yield similar confirmation of our results, but we do not pursue that here.

### 5.9 Conclusion and Open Questions

In this chapter, we derived the first qualitative insights into the steady-state probability of delay in the $\mathrm{H}-\mathrm{W}$ regime for generally distributed processing times. In particular, we derived bounds for the asymptotics of how the steady-state probability of delay scales as $B \rightarrow 0$ and $B \rightarrow \infty$, and found these bounds to be tight, in an appropriate sense, by comparing to known results for special cases. We also revisited the question of large deviations for the steady-state number of idle servers, and proved that this r.v. has a Gaussian-like tail.

Our main proof technique was the derivation of new and simple bounds for the FCFS $G I / G I / n$ queue. Our bounds are of a structural nature, hold for all $n$ and all times $t \geq 0$, and have intuitive closed-form representations as the suprema of certain natural processes which converge weakly to Gaussian processes. Our bounds built on the techniques of Chapter 4, by allowing one to simultaneously keep all servers busy and alter the number of servers.

This work leaves many interesting directions for future research. In particular, it would be very interesting to derive better bounds for the steady-state probability of delay. Furthermore, it is an open challenge to identify the exact scaling behavior of the probability of delay, as $B \rightarrow \infty$ and $B \rightarrow 0$, for processing times which are neither Markovian [52] nor deterministic [60].

### 5.10 Appendix

### 5.10.1 Proof of Theorem 41

In this subsection we complete the proof of Theorem 41.

Proof of Theorem 41. Let $\left\{X_{k}, k \geq 1\right\}$ denote the ordered sequence of renewal intervals in process $N^{e}(t)$. Then from definitions,

$$
\begin{equation*}
\mathbb{E}\left[N^{e}(s) N^{e}(t)\right]-\mu^{2} s t=\sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \mathbb{E}\left[I\left(\sum_{k=1}^{i} X_{k} \leq s\right) I\left(\sum_{k=1}^{j} X_{k} \leq t\right)\right]-\mu^{2} s t . \tag{5.62}
\end{equation*}
$$

Note that for $j \leq i$, one has that

$$
\begin{align*}
\mathbb{E}\left[I\left(\sum_{k=1}^{i} X_{k} \leq s\right) I\left(\sum_{k=1}^{j} X_{k} \leq t\right)\right] & =\mathbb{E}\left[I\left(\sum_{k=1}^{i} X_{k} \leq s\right)\right]  \tag{5.63}\\
& \geq \mathbb{E}\left[I\left(\sum_{k=1}^{i} X_{k} \leq s\right)\right] \mathbb{E}\left[I\left(\sum_{k=1}^{j} X_{k} \leq t\right)\right] . \tag{5.64}
\end{align*}
$$

Alternatively, suppose $j \geq i+1$. Let $Y^{1} \triangleq \sum_{k=1}^{i} X_{k}, Y^{2} \triangleq \sum_{k=i+1}^{j} X_{k}$, and $Y^{3} \triangleq t-Y^{1}$. Then $Y^{1}$ and $Y^{2}$ are independent, $Y^{2}$ and $Y^{3}$ are independent, and $\mathbb{E}\left[I\left(\sum_{k=1}^{i} X_{k} \leq s\right) I\left(\sum_{k=1}^{j} X_{k} \leq t\right)\right]$ equals

$$
\begin{align*}
\mathbb{E} & {\left[I\left(Y^{1} \leq s\right) I\left(Y^{1}+Y^{2} \leq t\right)\right] } \\
& =\mathbb{E}\left[I\left(Y^{3} \geq t-s\right) I\left(Y^{3} \geq Y^{2}\right)\right] \\
& =\mathbb{E}\left[I\left(Y^{2} \geq t-s\right) I\left(Y^{3} \geq Y^{2}\right)+I\left(Y^{2}<t-s\right) I\left(Y^{3} \geq t-s\right)\right] . \tag{5.65}
\end{align*}
$$

Let $Y_{a}^{3}, Y_{b}^{3}$ denote two r.v.s, each distributed as $Y^{3}$, where $Y_{a}^{3}, Y_{b}^{3}, Y^{2}$ are mutually
independent. Then (5.65) equals

$$
\begin{align*}
\mathbb{E}[ & \left.I\left(Y^{2} \geq t-s\right) I\left(Y_{a}^{3} \geq Y^{2}\right)+I\left(Y^{2}<t-s\right) I\left(Y_{b}^{3} \geq t-s\right)\right] \\
\quad \geq \mathbb{E} & {\left[I\left(Y^{2} \geq t-s\right) I\left(Y_{a}^{3} \geq Y^{2}\right) I\left(Y_{b}^{3} \geq t-s\right)\right] } \\
& +\mathbb{E}\left[I\left(Y^{2}<t-s\right) I\left(Y_{a}^{3} \geq Y^{2}\right) I\left(Y_{b}^{3} \geq t-s\right)\right] \\
= & \mathbb{E}\left[I\left(Y_{a}^{3} \geq Y^{2}\right) I\left(Y_{b}^{3} \geq t-s\right)\right] \\
= & \mathbb{E}\left[I\left(Y^{1}+Y^{2} \leq t\right)\right] \mathbb{E}\left[I\left(Y^{1} \leq s\right)\right] . \\
= & \mathbb{E}\left[I\left(\sum_{k=1}^{i} X_{k} \leq s\right)\right] \mathbb{E}\left[I\left(\sum_{k=1}^{j} X_{k} \leq t\right)\right] . \tag{5.66}
\end{align*}
$$

Combining (5.62) - (5.66), we find that

$$
\begin{aligned}
\mathbb{E}\left[N^{e}(s) N^{e}(t)\right]-\mu^{2} s t & \geq \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \mathbb{E}\left[I\left(\sum_{k=1}^{i} X_{k} \leq s\right)\right] \mathbb{E}\left[I\left(\sum_{k=1}^{j} X_{k} \leq t\right)\right]-\mu^{2} s t \\
& =\mathbb{E}\left[\sum_{i=1}^{\infty} I\left(\sum_{k=1}^{i} X_{k} \leq s\right)\right] \mathbb{E}\left[\sum_{j=1}^{\infty} I\left(\sum_{k=1}^{j} X_{k} \leq t\right)\right]-\mu^{2} s t \\
& =\mathbb{E}\left[N^{e}(s)\right] \mathbb{E}\left[N^{e}(t)\right]-\mu^{2} s t=0,
\end{aligned}
$$

completing the proof.

### 5.10.2 Proof of Theorem 39

In this subsection we complete the proof of Theorem 39.

Proof of Theorem 39. It follows from Theorem 36 that $U_{b}, \mathcal{B}_{1}^{b}(t), \mathcal{B}_{2}^{b}(t), \mathcal{S}_{1}^{0}(t)$, and $\mathcal{S}_{1}^{b}(t)$ can be constructed on the same probability space s.t.

$$
\begin{equation*}
\sup _{0 \leq t \leq \epsilon N^{2}}\left|\mathcal{S}_{1}^{b}(t)\right| \leq \sup _{0 \leq t \leq \tau_{k_{1}^{b}}^{U_{b}^{b}}}\left|\mathcal{B}_{1}^{b}(t)\right|+\sup _{0 \leq t \leq \tau_{k_{1}^{b}}^{U_{b}^{b}+\tau_{k_{b}^{b}}^{U_{b}}}}\left|\mathcal{B}_{2}^{b}(t)\right|+\sup _{0 \leq t \leq \epsilon M^{2}} \mathcal{S}_{1}^{0}(t)+b . \tag{5.67}
\end{equation*}
$$

Since $\tau_{\mathcal{B}_{1}^{b}}^{U_{b}} \leq \tau_{\mathcal{B}_{1}^{b}}^{0}$, and $\tau_{\mathcal{B}_{2}^{b}}^{U_{b}} \leq \tau_{\mathcal{B}_{2}^{b}}^{0}$, it follows from (5.67) and a union bound that

$$
\mathbb{P}\left(\sup _{0 \leq t \leq \epsilon M^{2}}\left|\mathcal{S}_{1}^{b}(t)\right|>M\right)
$$

is at most

$$
\begin{gather*}
\mathbb{P}\left(\tau_{\mathcal{B}_{1}^{b}}^{0}+\tau_{\mathcal{B}_{2}^{b}}^{0}>\epsilon M^{2}\right)+\mathbb{P}\left(\sup _{0 \leq t \leq \epsilon M^{2}}\left|\mathcal{B}_{1}^{b}(t)\right|>\frac{M}{3}\right)  \tag{5.68}\\
+\mathbb{P}\left(\sup _{0 \leq t \leq \epsilon M^{2}}\left|\mathcal{B}_{2}^{b}(t)\right|>\frac{M}{3}\right)+\mathbb{P}\left(\sup _{0 \leq t \leq \epsilon M^{2}} \mathcal{S}_{1}^{0}(t)+b>\frac{M}{3}\right) .
\end{gather*}
$$

Since $\mathcal{B}_{1}^{b}(t)$ and $\mathcal{B}_{2}^{b}(t)$ have the same distribution, it follows from (5.68), the triangle inequality, a union bound, and the fact that $b<\frac{M}{6}$ that $\mathbb{P}\left(\sup _{0 \leq t \leq \epsilon M^{2}}\left|\mathcal{S}_{1}^{b}(t)\right|>M\right)$ is at most

$$
\begin{align*}
& 2 \mathbb{P}\left(\tau_{\mathcal{B}_{1}^{b}}^{0}>\frac{\epsilon}{2} M^{2}\right)  \tag{5.69}\\
+ & 2 \mathbb{P}\left(\sup _{0 \leq t \leq \epsilon M^{2}}\left|\mathcal{B}_{1}^{0}(t)\right|>\frac{M}{6}\right)  \tag{5.70}\\
+ & \mathbb{P}\left(\sup _{0 \leq t \leq \epsilon M^{2}} \mathcal{S}_{1}^{0}(t)>\frac{M}{6}\right) . \tag{5.71}
\end{align*}
$$

We now bound (5.69). It follows from the symmetries of Brownian motion that $\tau_{\mathcal{B}_{1}^{b}}^{0}$ has the same distribution as $\tau_{\mathcal{B}^{0}}^{b}$. Recall that $G$ is a normally distributed r.v. with mean 0 and variance 1 , and let $f_{G}(x)$ denote the density function of $G$. It follows
from Theorem 33.i and a union bound that (5.69) is at most

$$
\begin{align*}
2 \mathbb{P}\left(\tau_{\mathcal{B}^{0}}^{b}>\frac{\epsilon}{2} M^{2}\right) & =2 \mathbb{P}\left(\sup _{0 \leq t \leq \frac{\epsilon}{2} M^{2}} \mathcal{B}^{0}(t)<b\right) \\
& =2\left(1-\mathbb{P}\left(|G|>b\left(\frac{\epsilon}{2} M^{2}\right)^{-\frac{1}{2}}\right)\right) \\
& =4 \int_{0}^{b\left(\frac{\epsilon}{2} M^{2}\right)^{-\frac{1}{2}}} f_{G}(x) d x \\
& \leq(2 \pi)^{-\frac{1}{2}} b\left(\frac{\epsilon}{2} M^{2}\right)^{-\frac{1}{2}} \text { since } f_{G}(x) \leq(2 \pi)^{-\frac{1}{2}} \text { for all } x . \tag{5.72}
\end{align*}
$$

Similarly, by the symmetries of Brownian motion, (5.70) is at most

$$
\begin{align*}
4 \mathbb{P}\left(\sup _{0 \leq t \leq \epsilon M^{2}} \mathcal{B}^{0}(t)>\frac{M}{6}\right) & =8 \mathbb{P}\left(G>\frac{M}{6}\left(\epsilon M^{2}\right)^{-\frac{1}{2}}\right) \\
& \leq 8 \exp \left(\frac{1}{2}-\frac{1}{6} \epsilon^{-\frac{1}{2}}\right) \text { by a Chernoff bound. } \tag{5.73}
\end{align*}
$$

Since $\mathcal{S}_{1}^{0}(t)$ has the same distribution as $\left(\sum_{i=1}^{3}\left(\mathcal{B}_{i}^{0}(t)\right)^{2}\right)^{\frac{1}{2}}$, and $\left(\sum_{i=1}^{3}\left(\mathcal{B}_{i}^{0}(t)\right)^{2}\right)^{\frac{1}{2}} \leq$ $\sum_{i=1}^{3}\left|\mathcal{B}_{i}^{0}(t)\right|$, it follows from a union bound that (5.71) is at most

$$
\begin{aligned}
3 \mathbb{P}\left(\sup _{0 \leq t \leq \epsilon \mathcal{M}^{2}}\left|\mathcal{B}^{0}(t)\right|>\frac{M}{18}\right) & \leq 6 \mathbb{P}\left(\sup _{0 \leq t \leq \epsilon M^{2}} \mathcal{B}^{0}(t)>\frac{M}{18}\right) \\
& =12 \mathbb{P}\left(G>\frac{M}{18}\left(\epsilon M^{2}\right)^{-\frac{1}{2}}\right) \text { by Lemma 33.i } \\
& \leq 12 \exp \left(\frac{1}{2}-\frac{1}{18} \epsilon^{-\frac{1}{2}}\right) \text { by a Chernoff bound. (5.74) }
\end{aligned}
$$

The theorem then follows from (5.72),(5.73), and (5.74).

### 5.10.3 Proof of Theorem 40

In this subsection we complete the proof of Theorem 40. Let us fix some $s \geq M+1$ and $t \geq s$. We begin by establishing several technical preliminaries.

Lemma 41. (i) $\left(1-\frac{M}{s}\right)^{\frac{1}{2}}\left(1-\frac{M}{t}\right)^{\frac{1}{2}} s \leq s-M+\frac{(t-s) M}{2 t}$.
(ii) $\left(1-\frac{M}{s}\right)^{\frac{1}{2}}\left(1-\frac{M}{t}\right)^{\frac{1}{2}} s \leq s-\frac{M}{2}$.
(iii) $\left(M C_{4}+f(s)\right)^{\frac{1}{2}}\left(M C_{4}+f(t)\right)^{\frac{1}{2}} \leq M C_{4}+f(s)+\frac{C_{3}}{2}(t-s)$.
(iv) $\left(M C_{4}+f(s)\right)^{\frac{1}{2}}\left(M C_{4}+f(t)\right)^{\frac{1}{2}} \leq M C_{4}+C_{2}$.
(v) $V[\mathcal{Z}(s), \mathcal{Z}(t)] \geq C_{4} s+f(s)-C_{3}(t-s)$.
(vi) $V[\mathcal{Z}(s), \mathcal{Z}(t)] \geq C_{4} s-3 C_{2}$.

Proof. (i) follows from the fact that

$$
\begin{aligned}
\left(1-\frac{M}{s}\right)^{\frac{1}{2}}\left(1-\frac{M}{t}\right)^{\frac{1}{2}} s & =(s-M)\left(\frac{1-\frac{M}{t}}{1-\frac{M}{s}}\right)^{\frac{1}{2}} \\
& =(s-M)\left(1+\frac{(t-s) M}{s t-t M M}\right)^{\frac{1}{2}} \\
& \leq(s-M)\left(1+\frac{(t-s) M}{2(s-M) t}\right) \\
& =s-M+\frac{(t-s) M}{2 t}
\end{aligned}
$$

(ii) follows from the fact that

$$
\begin{aligned}
\left(1-\frac{M}{s}\right)^{\frac{1}{2}}\left(1-\frac{M}{t}\right)^{\frac{1}{2}} s \leq & \left(1-\frac{M}{s}\right)^{\frac{1}{2}} s \\
\leq & s-\frac{M}{2} \text { since }(x+1)^{\frac{1}{2}} \leq 1+\frac{x}{2} . \\
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\end{aligned}
$$

(iii) follows from the fact that

$$
\begin{aligned}
\left(M C_{4}+f(s)\right)^{\frac{1}{2}}\left(M C_{4}+f(t)\right)^{\frac{1}{2}} & =\left(M C_{4}+f(s)\right)\left(1+\frac{f(t)-f(s)}{M C_{4}+f(s)}\right)^{\frac{1}{2}} \\
& \leq\left(M C_{4}+f(s)\right)\left(1+\frac{|f(t)-f(s)|}{2\left(M C_{4}+f(s)\right)}\right) \\
& \leq\left(M C_{4}+f(s)\right)\left(1+\frac{C_{3}(t-s)}{2\left(M C_{4}+f(s)\right)}\right) \\
& =M C_{4}+f(s)+\frac{C_{3}}{2}(t-s) .
\end{aligned}
$$

(iv) follows from the definition of $C_{2}$. (v) follows from the fact that

$$
\begin{aligned}
V[\mathcal{Z}(s), \mathcal{Z}(t)] & =V[\mathcal{A}(s), \mathcal{A}(t)]+V[\mathcal{D}(s), \mathcal{D}(t)] \\
& =C_{4} s+\frac{1}{2}(f(s)+f(t)-f(t-s)) \text { by Lemma } 39 \\
& \geq C_{4} s+f(s)-\frac{|f(t)-f(s)|+|f(t-s)|}{2} \text { by the triangle inequality } \\
& \geq C_{4} s+f(s)-C_{3}(t-s)
\end{aligned}
$$

(vi) follows from the fact that

$$
\begin{aligned}
V[\mathcal{Z}(s), \mathcal{Z}(t)] & =C_{4} s+\frac{1}{2}(f(s)+f(t)-f(t-s)) \\
& \geq C_{4} s-3 C_{2}
\end{aligned}
$$

Lemma 42. For all $y \in\left[0, \epsilon_{0}\right]$, one has $\exp (-y) \leq 1-\frac{y}{2}$. For all $y \geq \epsilon_{0}$, one has $\frac{1}{2}-e^{-y} \geq \frac{1}{2}-\exp \left(-\epsilon_{0}\right)>0$.

Proof. It follows from a simple Taylor-series expansion that $|\exp (y)-(1+y)| \leq$ $(e-2) y^{2}$ for all $y \in[-1,1]$. Noting that $\left|(e-2) y^{2}\right| \leq \frac{1}{2}|y|$ if $|y| \leq \epsilon_{0}$ completes the proof.

We now complete the proof of Theorem 40.

Proof of Theorem 40. First, note that

$$
\begin{align*}
V[\mathcal{W}(s)] & =V\left[C_{4}^{\frac{1}{2}}\left(1-\frac{M}{s}\right)^{\frac{1}{2}} \mathcal{B}_{1}^{0}(s)\right]+V\left[\left(M C_{4}+f(s)\right)^{\frac{1}{2}} \mathcal{U}_{1}^{M}(s)\right] \\
& =C_{4}\left(1-\frac{M}{s}\right) s+M C_{4}+f(s)=V[\mathcal{Z}(s)] . \tag{5.75}
\end{align*}
$$

In general,

$$
\begin{align*}
V[\mathcal{W}(s), \mathcal{W}(t)]= & V\left[C_{4}^{\frac{1}{2}}\left(1-\frac{M}{s}\right)^{\frac{1}{2}} \mathcal{B}_{1}^{0}(s), C_{4}^{\frac{1}{2}}\left(1-\frac{M}{t}\right)^{\frac{1}{2}} \mathcal{B}_{1}^{0}(t)\right] \\
& +V\left[\left(M C_{4}+f(s)\right)^{\frac{1}{2}} \mathcal{U}_{1}^{M}(s),\left(M C_{4}+f(t)\right)^{\frac{1}{2}} \mathcal{U}_{1}^{M}(t)\right] \\
= & C_{4}\left(1-\frac{M}{s}\right)^{\frac{1}{2}}\left(1-\frac{M}{t}\right)^{\frac{1}{2}} s  \tag{5.76}\\
& +\left(M C_{4}+f(s)\right)^{\frac{1}{2}}\left(M C_{4}+f(t)\right)^{\frac{1}{2}} \exp (-M(t-s)) . \tag{5.77}
\end{align*}
$$

We now treat two cases. First, suppose $t-s \leq \epsilon_{0} M^{-1}$. Then (5.76) is at most $C_{4}\left(s-M+\frac{(t-s) M}{2 t}\right)$ by (i), and (5.77) is at most

$$
\begin{align*}
& \left(M C_{4}+f(s)+\frac{C_{3}}{2}(t-s)\right) \exp (-M(t-s)) \text { by }(i i i) \\
\leq & \left(M C_{4}+f(s)+\frac{C_{3}}{2}(t-s)\right)\left(1-\frac{M}{2}(t-s)\right) \text { by Lemma } 42 \\
= & M C_{4}+f(s)+\frac{C_{3}}{2}(t-s)-\frac{M^{2} C_{4}}{2}(t-s)-\frac{M f(s)}{2}(t-s)-\frac{M C_{3}}{4}(t-s)^{2} \\
\leq & M C_{4}+f(s)+\left(\frac{C_{3}}{2}+\frac{M C_{2}}{2}-\frac{M^{2} C_{4}}{2}\right)(t-s) . \tag{5.78}
\end{align*}
$$

Combining the above, we find that

$$
\begin{align*}
V[\mathcal{W}(s), \mathcal{W}(t)] \leq & C_{4} s-M C_{4}+\frac{M C_{4}}{2 t}(t-s)+M C_{4}+f(s)  \tag{5.79}\\
& +\left(\frac{C_{3}}{2}+\frac{M C_{2}}{2}-\frac{M^{2} C_{4}}{2}\right)(t-s) \\
\leq & C_{4} s+f(s)+\left(\frac{C_{3}}{2}+\frac{M C_{2}}{2}+\frac{M C_{4}}{2 t}-\frac{M^{2} C_{4}}{2}\right)(t-s) \\
\leq & C_{4} s+f(s)+\left(2 M\left(C_{4}+C_{2}+C_{3}\right)-\frac{C_{4}}{2} M^{2}\right)(t-s)(5.80)
\end{align*}
$$

It follows from (v) and (5.80) that $V[\mathcal{Z}(s), \mathcal{Z}(t)]-V[\mathcal{W}(s), \mathcal{W}(t)]$ is at least

$$
\begin{align*}
& \left(\frac{C_{4}}{2} M^{2}-2 M\left(C_{4}+C_{2}+C_{3}\right)-C_{3}\right)(t-s) \\
& \quad \geq M\left(\frac{C_{4}}{2}\left(\frac{1}{2}-\exp \left(-\epsilon_{0}\right)\right) M-4\left(C_{4}+C_{2}+C_{3}\right)\right)(t-s) \geq 0 \tag{5.81}
\end{align*}
$$

by the definition of $M$. Alternatively, suppose $t-s \geq \epsilon_{0} M^{-1}$. Then (5.76) is at most $C_{4}\left(s-\frac{M}{2}\right)$ by (ii), and (5.77) is at most $\left(M C_{4}+C_{2}\right) \exp \left(-\epsilon_{0}\right)$ by (iv). Combining the above, we find that

$$
\begin{align*}
V[\mathcal{W}(s), \mathcal{W}(t)] & \leq C_{4}\left(s-\frac{M}{2}\right)+\left(M C_{4}+C_{2}\right) \exp \left(-\epsilon_{0}\right) \\
& =C_{4} s+M C_{4}\left(\left(1+\frac{C_{2}}{M C_{4}}\right) \exp \left(-\epsilon_{0}\right)-\frac{1}{2}\right) \tag{5.82}
\end{align*}
$$

Thus by (vi), $V[\mathcal{Z}(s), \mathcal{Z}(t)]-V[\mathcal{W}(s), \mathcal{W}(t)]$ is at least

$$
\begin{align*}
& M C_{4}\left(\frac{1}{2}-\left(1+\frac{C_{2}}{M C_{4}}\right) \exp \left(-\epsilon_{0}\right)-\frac{3 C_{2}}{M C_{4}}\right) \\
& \quad=M C_{4}\left(\frac{1}{2}-\exp \left(-\epsilon_{0}\right)-\left(\frac{C_{2}}{C_{4}} \exp \left(-\epsilon_{0}\right)+\frac{3 C_{2}}{C_{4}}\right) M^{-1}\right) \\
& \quad \geq M C_{4}\left(\frac{1}{2}-\exp \left(-\epsilon_{0}\right)-\frac{8\left(C_{4}+C_{2}+C_{3}\right)}{M C_{4}}\right) \geq 0, \tag{5.83}
\end{align*}
$$

by the definition of $M$. Combining (5.75), (5.81), and (5.83) completes the proof.
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