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Abstract

The objective of this manuscript is to study directly the Favard type theorem associated with the three
term recurrence formula

Rn+1(z) =

(1 + icn+1)z + (1 − icn+1)


Rn(z)− 4dn+1z Rn−1(z), n ≥ 1,

with R0(z) = 1 and R1(z) = (1 + ic1)z + (1 − ic1), where {cn}
∞
n=1 is a real sequence and {dn}

∞
n=1 is

a positive chain sequence. We establish that there exists a unique nontrivial probability measure µ on the
unit circle for which {Rn(z) − 2(1 − mn)Rn−1(z)} gives the sequence of orthogonal polynomials. Here,
{mn}

∞
n=0 is the minimal parameter sequence of the positive chain sequence {dn}

∞
n=1. The element d1 of

the chain sequence, which does not affect the polynomials Rn , has an influence in the derived probability
measure µ and hence, in the associated orthogonal polynomials on the unit circle. To be precise, if {Mn}

∞
n=0

is the maximal parameter sequence of the chain sequence, then the measure µ is such that M0 is the size of
its mass at z = 1. An example is also provided to completely illustrate the results obtained.
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1. Introduction

Orthogonal polynomials on the unit circle (OPUC) have attracted a lot of interest in recent
years. For some recent contributions on this topic we refer to [2,3,7,18,22–24,30]. Even though
for many years a first hand text for an introduction to these polynomials has been the classical
book [29] of Szegő, detailed accounts regarding the earlier research on these polynomials can
be found, for example, in Geronimus [12], Freud [11] and Van Assche [31]. However, for recent
and more up to date texts on this subject we refer to the two volumes of Simon [25,26]. There is
also a nice chapter about these polynomials in Ismail [14].

Given a nontrivial measure µ(ζ ) = µ(eiθ ) on the unit circle C = {ζ = eiθ
: 0 ≤ θ ≤ 2π},

the associated sequence of monic OPUC {Sn} are those polynomials with the property
C

Sm(ζ )Sn(ζ )dµ(ζ ) =

 2π

0
Sm(eiθ )Sn(e

iθ )dµ(eiθ ) = δmnκ
−2
n .

The orthonormal polynomials on the unit circle are sn(z) = κn Sn(z), n ≥ 0.
The monic OPUC satisfy the recurrence

Sn(z) = zSn−1(z)− αn−1 S∗

n−1(z),
Sn(z) = (1 − |αn−1|

2)zSn−1(z)− αn−1S∗
n (z),

n ≥ 1, (1.1)

where αn−1 = −Sn(0) and S∗
n (z) = zn Sn(1/z). Following Simon [25] (see also [27]) we will be

referring to the numbers αn as Verblunsky coefficients. It is well known that these coefficients
are such that |αn| < 1, n ≥ 0. It is also known that OPUC are completely characterized in terms
of these coefficients as given by the following theorem (see, for example, [25, Theorem 1.7.11]).

Theorem A. Given an arbitrary sequence of complex numbers {αn}
∞

n=0, where |αn| < 1, n ≥ 0,
then associated with this sequence there exists a unique nontrivial probability measure µ on the
unit circle such that the monic polynomials {Sn} generated by (1.1) are the respective monic
OPUC.

A very nice and short constructive proof of this theorem can be found in Erdélyi, Nevai, Zhang
and Geronimo [10]. Their knowledge that lead to this proof can be traced back to results found
in [20,21] and references therein.

In almost all recent studies regarding OPUC, the Verblunsky coefficients and the recurrence
relations (1.1) play a fundamental role. In this manuscript, however, the starting point of the
analysis is the three term recurrence formula

Rn+1(z) =

(1 + icn+1)z + (1 − icn+1)


Rn(z)− 4dn+1z Rn−1(z), n ≥ 1, (1.2)

with R0(z) = 1 and R1(z) = (1 + ic1)z + (1 − ic1), where

{cn}
∞

n=1 is a sequence of real numbers
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and

{dn}
∞

n=1 is a positive chain sequence.

For more details on positive chain sequences we refer to Chihara [4].
Although the first element d1 of the chain sequence does not affect the sequence of polyno-

mials {Rn}, its use will become apparent when we introduce the sequence of polynomials {Qn}

in (3.1) and, in particular, the sequence of rational functions {An/Bn} in Section 4.
The main objective of the present manuscript is to show that associated with the sequences

{cn}
∞

n=1 and {dn}
∞

n=1 there exists a unique nontrivial probability measure µ on the unit circle
(which was also shown in [5] by a different method) and to show that the sequence of polynomials
{Rn(z) − 2(1 − mn)Rn−1(z)} are the sequence of OPUC with respect to this measure. Here,
{mn}

∞

n=0 is the minimal parameter sequence of the positive chain sequence {dn}
∞

n=1. As also
shown in [5], M0, where {Mn}

∞

n=0 is the maximal parameter sequence of {dn}
∞

n=1, gives the size
of the mass at z = 1 in the measure µ.

It was brought to our attention by one of the referees that the recurrence formula (1.2) has also
been considered by Delsarte and Genin [9], in the following form

R̃n+1(z) = (βnz + βn)R̃n(z)− z R̃n−1(z), n = 0, 1, . . . ,m.

The equivalence of this finite system of equations to (1.2) for n = 1, 2, . . . ,m is obtained
with

Rn(z) =
R̃n(z)

n
k=1

Re(βk)

, cn =
−I m(βn)

Re(βn)
and dn+1 =

1
4Re(βn−1)Re(βn)

.

In [9] the recurrence formulas and the resulting finite systems of OPUC were analyzed under the
conditions that the tridiagonal matrices

Jn =


2Re(β0) 1 · · · 1

1 2Re(β1) · · · 0
...

...
...

0 0 · · · 2Re(βn)

 ,
are positive definite for n = 0, 1, . . . ,m − 1 and nonnegative definite for n = m. Note that using
results found in Wall and Wetzel [33] (see also Wall [32, Theorem 16.2]) these conditions can
also be expressed in terms of the sequence {dn+1}

m−1
n=1 = {1/(4Re(βn−1)Re(βn))}

m−1
n=1 being a

finite positive chain sequence.
In the present manuscript we consider (1.2) with an infinite set of formulas and, using a

technique different from [9], completely describe the associated moments functionals, positive
measure and OPUC.

2. Some preliminary results

The following result gives some information regarding the zeros of Rn(z).

Lemma 2.1. The polynomial Rn(z) has all its n zeros simple and lying on the unit circle |z| = 1.
Moreover, if one denotes the zeros of Rn by zn, j = eiθn, j , j = 1, 2, . . . , n, then

0 < θn+1,1 < θn,1 < θn+1,2 < · · · < θn,n < θn+1,n+1 < 2π, n ≥ 1.
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This lemma is part of a slightly more extensive result established in [8] with the use of the
functions Gn(x), defined on the interval [−1, 1], by

Gn(x) = (4z)−n/2 Rn(z), n ≥ 0, (2.1)

where 2x = z1/2
+ z−1/2 and z = eiθ . Clearly, the zeros of the function Gn(x) in [−1, 1]

are xn, j = cos(θn, j/2), j = 1, 2, . . . , n and Lemma 2.1 means that there holds the interlacing
property

−1 < xn+1,n+1 < xn,n < xn+1,n < · · · < xn+1,2 < xn,1 < xn+1,1 < 1,

for n ≥ 1. As given in [8], these functions satisfy the recurrence formula

Gn+1(x) =


x − cn+1


1 − x2


Gn(x)− dn+1 Gn−1(x), n ≥ 1,

with G0(x) = 1 and G1(x) = x − c1
√

1 − x2. Moreover, the associated Christoffel–Darboux
functions or Wronskians

Wn(x) = G ′
n(x)Gn−1(x)− G ′

n−1(x)Gn(x), n ≥ 1, (2.2)

which not necessarily remain positive through out [−1, 1], but satisfy at the zeros of Gn(x)

Wn(xn, j ) > 0, Wn+1(xn, j ) = dn+1Wn(xn, j ) > 0, j = 1, 2, . . . , n, (2.3)

for n ≥ 1. Note that

Wn(xn, j ) = G ′
n(xn, j )Gn−1(xn, j ) and Wn+1(xn, j ) = −G ′

n(xn, j )Gn+1(xn, j ).

Now we consider the Wronskians

Vn(z) = R′
n(z)Rn−1(z)− R′

n−1(z)Rn(z), n ≥ 1, (2.4)

associated with the polynomials Rn(z). From (2.1)

G ′
n(x) = (4z)−(n−1)/2 

2z R′
n(z)− n Rn(z)

 1
z − 1

.

Hence, Wn(x) =
(4z)−(n−1)

z−1


2zVn(z)− Rn−1(z)Rn(z)


, n ≥ 1 and

z−(n−2)
n, j

zn, j − 1
Vn(zn, j ) = 22n−3Wn(xn, j ), j = 1, 2, . . . , n, n ≥ 1. (2.5)

From the recurrence formula for {Rn(z)},

Rn(1)
2Rn−1(1)


1 −

Rn+1(1)
2Rn(1)


= dn+1, n ≥ 1.

Hence, {m̂n}
∞

n=0, with

m̂n = 1 −
Rn+1(1)
2Rn(1)

, n ≥ 0,

is the minimal parameter sequence of the chain sequence {d1,n}
∞

n=1, where d1,n = dn+1, n ≥ 1.
If we denote by {mn}

∞

n=0 and {Mn}
∞

n=0 the minimal and maximal parameter sequences of
{dn}

∞

n=1, respectively, then with m1,n = mn+1,M1,n = Mn+1, n ≥ 0, the sequences {m1,n}
∞

n=0
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and {M1,n}
∞

n=0 are parameter sequences of {d1,n}
∞

n=1. Clearly, {m1,n}
∞

n=0 is such that m̂n < m1,n,

n ≥ 0. However, {M1,n}
∞

n=0 is exactly the maximal parameter sequence of {d1,n}
∞

n=1. These and
other interesting results on positive chain sequences can be found in Chapter III of Chihara [4].

Note that, the chain sequence {dn}
∞

n=1 can be such that M0 = m0 = 0. But, it is important
to note that always 0 < m1,0 ≤ M1,0 < 1. The equality m1,0 = M1,0 holds when the chain
sequence {dn} has a unique parameter sequence.

3. Some correspondence and asymptotic properties

Let {Qn} be the sequence of polynomials given by the continued fraction expression

Qn(z)

Rn(z)
=

2d1

(1 + ic1)z + (1 − ic1)
−

4d2z

(1 + ic2)z + (1 − ic2)
− · · · −

4dnz

(1 + icn)z + (1 − icn)
.

From the theory of continued fractions (see, for example, [6,17,19]) the polynomials Qn are such
that

Qn+1(z) =

(1 + icn+1)z + (1 − icn+1)


Qn(z)− 4dn+1zQn−1(z), n ≥ 1, (3.1)

with Q0(z) = 0 and Q1(z) = 2d1.
First we look at an asymptotic result associated with the sequence {Qn(1)/Rn(1)}. From the

recurrence formulas for {Rn(z)} and {Qn(z)} together with the theory of continued fractions

Qn(1)
Rn(1)

=
d1

1
−

d2

1
−

d3

1
− · · · −

dn

1
,

= (1 − M0)
M1,0

1
−

(1 − M1,0)M1,1

1
− · · · −

(1 − M1,n−2)M1,n−1

1
,

for n ≥ 1. Hence, one can write (see the proof of Lemma 3.2 in [4])

Qn(1)
Rn(1)

= (1 − M0)

n
k=1

M1,0 M1,1···M1,k−1
(1−M1,0)(1−M1,1)···(1−M1,k−1)

1 +

n
k=1

M1,0 M1,1···M1,k−1
(1−M1,0)(1−M1,1)···(1−M1,k−1)

, n ≥ 1.

Therefore, Wall’s characterization for the maximal parameter sequence (see [4, Chapter III,
Theorem 6.2]) leads to the following lemma.

Lemma 3.1.

d1 =
Q1(1)
R1(1)

<
Q2(1)
R2(1)

< · · · <
Qn−1(1)
Rn−1(1)

<
Qn(1)
Rn(1)

< (1 − M0)

and

lim
n→∞

Qn(1)
Rn(1)

= (1 − M0).

Now we look at the series expansions of the rational functions Qn(z)/Rn(z). From the recur-
rence formula for {Rn}, if Rn(z) =

n
j=0 rn, j z j , then one can verify that

Rn(z) =

n
j=0

rn, j z j
=

n
j=0

rn,n− j z j
= R∗

n(z), n ≥ 0 (3.2)
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and, in particular,

r0,0 = 1 and rn,n = rn,0 =

n
k=1

(1 + ick), n ≥ 1.

Here, R∗
n(z) = zn Rn(1/z) is the reciprocal polynomial of Rn(z). With the property (3.2) the

polynomial Rn can be called a self-inversive polynomial. Likewise, the n − 1 degree polynomial
Qn also satisfies the self inversive property

Q∗
n(z) = zn−1 Qn(1/z) = Qn(z), n ≥ 1.

Applying the respective three term recurrence formulas in

Un(z) =

 Qn(z) Rn(z)
Qn−1(z) Rn−1(z)

 = Qn(z)Rn−1(z)− Qn−1(z)Rn(z), n ≥ 1,

there follows U1(z) = 2d1 and

Un+1(z) = 4dn+1zUn(z) = 22n+1d1d2 · · · dn+1zn, n ≥ 1. (3.3)

Such formulas in the literature of continued fractions and orthogonal polynomials are known as
determinant formulas.

Hence, considering the series expansions in terms of the origin and infinity,

Qn(z)

Rn(z)
−

Qn−1(z)

Rn−1(z)
=


γ n−1

rn−1,n−1
zn−1

+ O

zn
,

γn−1

rn−1,n−1

1
zn + O


(1/z)n+1, n ≥ 1, (3.4)

where γn−1 =
22n−1d1d2···dn

rn,n
, n ≥ 1. This means that there exist formal series expansions E0(z)

and E∞(z), respectively about the origin and about infinity, such that

E0(z)−
Qn(z)

Rn(z)
=

γ n

rn,n
zn

+ O

zn+1, n ≥ 0 (3.5)

and

E∞(z)−
Qn(z)

Rn(z)
=

γn

rn,n

1

zn+1 + O

(1/z)n+2, n ≥ 0. (3.6)

For reasons that will become clearer later we set

E0(z) = −ν1 − ν2z − ν3z2
− ν4z3

− · · ·

and

E∞(z) =
ν0

z
+
ν−1

z2 +
ν−2

z3 +
ν−3

z4 + · · · .

From (3.6), since Rn and Qn are self inversive, we have

z−1 E∞(1/z)−
Qn(z)

Rn(z)
=

γ n

rn,n
zn

+ O

zn+1, n ≥ 0.
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Comparing this with (3.5) we then have the symmetry property

z−1 E∞(1/z) = E0(z)

and

ν j = −ν− j+1, j = 1, 2, . . . .

Considering the following systems of equations

−ν1rn,0 −qn,0 = 0,
...

. . .
. . .

...

−νnrn,0 · · · − ν1rn,n−1 − qn,n−1 = 0,
−νn+1rn,0 · · · − ν2rn,n−1 − ν1rn,n = γ n,

(3.7)

and

ν0rn,0 + ν−1rn,1 · · · + ν−nrn,n = γn,

ν0rn,1 · · · + ν−n+1rn,n − qn,0 = 0,
. . .

...
. . .

...

ν0rn,n − qn,n−1 = 0

(3.8)

in the coefficients of Qn(z) =
n−1

j=0 qn, j z j and Rn(z) =
n

j=0 rn, j z j , which follow from (3.5)
and (3.6), we have

γn = (−1)n
H (−n)

n+1

H
(−n+1)
n

rn,n, n ≥ 1,

where

H (m)
n =


νm νm+1 · · · νm+n−1
νm+1 νm+2 · · · νm+n
...

...
...

νm+n−1 νm+n · · · νm+2n−2

 ,
are the Hankel determinants associated with the double sequence {νn}

∞
n=−∞. Moreover, the

following lemma can also be stated.

Lemma 3.2. Let {Rn} and {Qn} be the sequences of polynomials obtained from the real sequence
{cn}, the positive chain sequence {dn} and the three term recurrence formulas (1.2) and (3.1).
Then the rational functions Qn/Rn satisfy the correspondence properties given by (3.5) and
(3.6). Moreover, if the moment functional N is such that

N [ζ−n
] = νn, n = 0,±1,±2, . . . ,

then the polynomials Rn satisfy

N [ζ−n+ j Rn(ζ )] =

−γ n, j = −1,
0, j = 0, 1, . . . , n − 1,
γn, j = n

n ≥ 1,

where γ0 = ν0 =
2d1

1+ic1
and γn =

4dn+1
(1+icn+1)

γn−1, n ≥ 1.
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The validity of the orthogonal relations in Lemma 3.2 follow from the linear system only in
the coefficients of Rn obtained from (3.7) and (3.8).

In terms of γn = N [Rn(ζ )], n ≥ 0, the elements of {cn} and {dn} satisfy

1
d1

=
1
γ0

+
1
γ 0
, i

c1

d1
=

1
γ0

−
1
γ 0

and

1
2dn+1

=
γn−1

γn
+
γ n−1

γ n
, i

cn+1

2dn+1
=
γn−1

γn
−
γ n−1

γ n
, n ≥ 1.

Observe also that one can write

N
 1

z − ζ


=


E0(z), for z ∼ 0,
E∞(z), for z ∼ ∞.

The referee who made us aware of the results in [9] also brought to our attention that given the
recurrence formula (1.2) the existence of a moment functional N such that N [ζ−n+ j Rn(ζ )] =

0, 0 ≤ j < n, also follows from [15, Theorem 2.1]. The authors of [15] consider a recurrence
formula of the form

R̂n(z) = (z − β(1)n )R̂n−1(z)− β(2)n (z − β(3)n )R̂n−2(z), n ≥ 1,

with R̂−1(z) = 0 and R̂1(z) = 1, which reduces to the recurrence formula of the type considered
in the current manuscript when {β

(3)
n } is the zero sequence. To compare exactly with the recur-

rence formula (1.2), one must also impose further restrictions on the sequences {β
(1)
n } and {β

(2)
n }.

For example, the restriction on {β
(1)
n } is |β

(1)
n | = 1, n ≥ 1. From [15, Theorem 2.3], together

with the fact that the zeros of Rn are all simple and lie on the unit circle |z| = 1, one may also
deduce that the moment functional N can be given as N [ f ] =


C f (ζ )dα(ζ ). With the specific

conditions assumed in (1.2), we establish in Section 4 that dα(ζ ) = (1 − ζ )dµ(ζ ), where dµ(ζ )
is a positive measure on the unit circle.

4. Associated moments and measure on the unit circle

Given the sequence of polynomials {Rn} and {Qn}, as defined in Sections 1 and 3, let the
sequence of polynomials {An} and {Bn} be given by

An(z) = Rn(z)− Qn(z) and Bn(z) = (z − 1)Rn(z), n ≥ 0. (4.1)

It is easily verified that

An+1(z)

Bn+1(z)
−

An(z)

Bn(z)
= −

1
z − 1


Qn+1(z)

Rn+1(z)
−

Qn(z)

Rn(z)


, n ≥ 0.

Hence, from (3.4)

An+1(z)

Bn+1(z)
−

An(z)

Bn(z)
=


γ n

rn,n
zn

+ O

zn+1,

−
γn

rn,n

1

zn+2 + O

(1/z)n+3, n ≥ 0. (4.2)
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Thus, we can state the following lemma.

Theorem 4.1. Associated with the real sequence {cn} and the positive chain sequence {dn} there
exists a nontrivial probability measure µ on the unit circle. If M0 > 0, where {Mn} is the maxi-
mal parameter sequence of {dn}, then µ has a pure point of mass M0 at z = 1. Let N be the
moment functional associated with {cn} and {dn} as given by Lemma 3.2. Then

N [ζ−n
] =


C
ζ−n(1 − ζ )dµ(ζ ), n = 0,±1,±2, . . . .

Proof. From (4.2) there exist series expansions F0(z) and F∞(z) such that

F0(z)−
An(z)

Bn(z)
=

γ n

rn,n
zn

+ O

zn+1, n ≥ 0 (4.3)

and

F∞(z)−
An(z)

Bn(z)
= −

γn

rn,n

1

zn+2 + O

(1/z)n+3, n ≥ 0. (4.4)

Setting

F0(z) = −µ1 − µ2z − µ3z2
− µ4z3

− · · · ,

and

F∞(z) =
µ0

z
+
µ−1

z2 +
µ−2

z3 +
µ−3

z4 + · · · ,

we then have from (3.5), (3.6), (4.1), (4.3) and (4.4) that the numbers µk satisfy

µn = 1 +

n
j=1

ν j ,

µ−n = 1 −

n
j=1

ν− j+1,

n = 1, 2, 3, . . . , (4.5)

with µ0 = 1. Since ν j = −ν− j+1, j ≥ 1, there hold

µ−k = µk, k ≥ 1.

If we define the moment functional M by

M[ζ−k
] = µk, k = 0,±1,±2, . . . ,

then

M[ζ−k
] = 1 − N

1 − ζ−k

1 − ζ


, k = 0,±1,±2, . . . . (4.6)

Since ν−k = µ−k − µ−k−1, k = 0,±1,±2, . . . , which follows from (4.5), the moment func-
tionals M and N also satisfy

N [ζ k
] = M[ζ k(1 − ζ )], k = 0,±1,±2, . . . . (4.7)
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Now considering the partial decomposition of An(z)/Bn(z), we have

An(z)

Bn(z)
=

Rn(z)− Qn(z)

(z − 1)Rn(z)
=

λn,0

z − 1
+

n
j=1

λn, j

z − zn, j
, (4.8)

where zn, j , j = 1, 2, . . . , n, are the zeros of Rn(z),

λn,0 = 1 −
Qn(1)
Rn(1)

and

λn, j =
Qn(zn, j )

(1 − zn, j )R′
n(zn, j )

, j = 1, 2, . . . , n.

Clearly, from Lemma 3.1,

1 − d1 = λ1,0 > λ2,0 > · · · > λn,0 > λn+1,0 > · · ·

and

lim
n→∞

λn,0 = M0.

Furthermore, since we can write

λn, j =
Un(zn, j )

(1 − zn, j )Vn(zn, j )
, j = 1, 2, . . . , n,

where Vn(z) and Un(z) are respectively given by (2.4) and (3.3), we have

λn, j =
4d1d2 · · · dn

Wn(xn, j )

zn, j

(zn, j − 1)(1 − zn, j )
> 0, j = 1, 2, . . . , n.

Here, Wn(x) are the Wronskians defined in (2.2) and, with zn, j = eiθn, j ,

zn, j

(zn, j − 1)(1 − zn, j )
=

1

4 sin2(θn, j/2)
.

In addition to the positiveness of the elements λn, j , j = 0, 1, 2, . . . , n, by considering the limit
of z An(z)/Bn(z), as z → ∞, we also have

n
j=0

λn, j = 1.

Now if the step functions ψn(eiθ ), n ≥ 1, are defined on [0, 2π ] by

ψn(e
iθ ) =



0, θ = 0,
λn,0, 0 < θ ≤ θn,1,

k
j=0

λn, j , θn,k < θ ≤ θn,k+1, k = 1, 2, . . . , n − 1,

1, θn,n < θ ≤ 2π

then from the definition of the Riemann–Stieltjes integrals

An(z)

Bn(z)
=


C

1
z − ζ

dψn(ζ ), n ≥ 1.
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Hence, by the application of the Helly selection theorem (see [16]) there exists a subsequence
{n j } such that ψn j (e

iθ ) converges to a bonded non-decreasing function, say µ(eiθ ), in [0, 2π ].
From (4.3) and (4.4), since

C
dψn(ζ ) = 1 and


C
ζ kdψn(ζ ) = µ−k, k = ±1,±2, . . . ,±n,

we also have that
C

dµ(ζ ) = 1 = M[1] and


C
ζ kdµ(ζ ) = µ−k = M[ζ k

], k = ±1,±2, . . . .

Now, µ is the only probability measure that satisfies the above relations follows from known
results on the moment problem on the unit circle. The measure has a jump M0 at z = 1 is also
confirmed by limn→∞ λn,0 = M0. �

5. Further properties of Rn(z) and the associated OPUC

With the probability measureµ obtained in the previous section we then have from Lemma 3.2
and Theorem 4.1 that

νk = N [ζ−k
] =


C
ζ−k(1 − ζ )dµ(ζ ), k = 0,±1,±2, . . .

and for n ≥ 1,
C
ζ−n+k Rn(ζ )(1 − ζ )dµ(ζ ) = 0, 0 ≤ k ≤ n − 1. (5.1)

The following lemma provides information about the values of the integrals


C Rn(ζ )dµ(ζ ).

Lemma 5.1. Let γn =


C Rn(ζ )dµ(ζ ), n ≥ 0. Then

γ0 = 1 and γn = 2(1 − mn)γn−1, n ≥ 1, (5.2)

where {mn}
∞

n=0 is the minimal parameter sequence of the positive chain sequence {dn}.

Proof. First we observe from (5.1) that

γn =


C
ζ−k Rn(ζ )dµ(ζ ), k = 0, 1, . . . , n, n ≥ 1. (5.3)

Now by direct evaluations γ0 =


C dµ(ζ ) = 1 andγ1 = (1 + ic1)µ−1 + (1 − ic1).

Thus, from µ−1 = 1 − ν0 and ν0 = 2d1/(1 + ic1), there followsγ1 = 2(1 − d1) = 2(1 − m1),

proving (5.2) for n = 1.
Now from the three term recurrence formula (1.2), we have

C
ζ−1 Rn+1(ζ )dµ(ζ ) =


C
ζ−1(ζ + 1)Rn(ζ )dµ(ζ )

+ icn+1


C
ζ−1(ζ − 1)Rn(ζ )dµ(ζ )− 4 dn+1


C

Rn−1(ζ )dµ(ζ ),
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for n ≥ 1. Using (5.1) and (5.3) we then haveγn+1 = 2γn − 4dn+1γn−1, n ≥ 1.

From this we have

dn+1 = dn,1 =
γn

2γn−1


1 −

γn+1

2γn


, n ≥ 1.

Since the minimal parameter sequence of the positive chain sequence {dn} is also a parameter
sequence of the positive chain sequence {dn,1}, we obtain fromγ1

2γ0
= (1 − m1),

that γn

2γn−1
= (1 − mn), n ≥ 1,

which completes the proof of the lemma. �

As an immediate consequence of the above results we have
C
ζ k[Rn(ζ )− 2(1 − mn)Rn−1(ζ )]dµ(ζ )

=


C
ζ−k

[Rn(ζ )− 2(1 − mn)Rn−1(ζ )]dµ(ζ ) = 0,

for k = 0, 1, . . . , n − 1. Since Rn(z)− 2(1 − mn)Rn−1(z) is a polynomial of exact degree n with
leading coefficient rn,n =

n
k=1(1 + ick), we can state the following.

Theorem 5.2. If the sequence of polynomials {Sn} is such that

S0(z) = 1 and Sn(z)
n

k=1

(1 + ick) = Rn(z)− 2(1 − mn)Rn−1(z), n ≥ 1,

then {Sn} is the sequence of monic OPUC with respect to the measure µ.

From the above theorem, together with the formula for Rn(0) given after (3.2), the associated
Verblunsky coefficients αn−1 = −Sn(0), n ≥ 1, are

αn−1 =
1 − 2mn − icn

1 + icn

n
k=1

1 + ick

1 − ick
, n ≥ 1.

6. An example

We now analyze the results obtained so far with the use of the following example.
Let the real sequences {cn} and {dn} be given by

cn =
η

λ+ n
, n ≥ 1,

d1 = d1(t) =
1
2

2λ+ 1
λ+ 1

(1 − t), dn+1 =
1
4

n(2λ+ n + 1)
(λ+ n)(λ+ n + 1)

, n ≥ 1,
(6.1)

where λ, η ∈ R, λ > −1/2 and 0 ≤ t < 1.
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Observe that, as verified in [5], {dn}
∞

n=1 is a positive chain sequence with its maximal param-

eter sequence {M (t)
n }

∞

n=0 given by

M (t)
0 = t, M (t)

n =
1
2

2λ+ n

λ+ n
, n ≥ 1. (6.2)

It was first shown in [28] (see also [5]) that the polynomials Rn obtained from the above
sequences {cn} and {dn}, together with the recurrence formula (1.2), are

Rn(z) =
(2λ+ 2)n
(λ+ 1)n

2 F1(−n, b + 1; b + b + 2; 1 − z), n ≥ 1,

where b = λ+ iη. This actually follows from the contiguous relation

(c − a) 2 F1(a − 1, b; c; z) =

c − 2a − (b − a)z


2 F1(a, b; c; z)

+ a(1 − z) 2 F1(a + 1, b; c; z),

of Gauss (see [1, Eq. (2.5.16)]), by letting a = −n, b = b + 1, c = b + b + 2 and z = 1 − z.
Now consider the rational functions Qn/Rn, n ≥ 1, given by the continued fraction expression

Qn(z)

Rn(z)
=

2d1

(1 + ic1)z + (1 − ic1)
−

4d2z

(1 + ic2)z + (1 − ic2)
− · · ·

· · · −
4dnz

(1 + icn)z + (1 − icn)
.

(6.3)

Clearly, by Lemma 3.1, the increasing sequence {Qn(1)/Rn(1)} satisfy

lim
n→∞

Qn(1)
Rn(1)

= 1 − t.

In order to obtain the power series expansions associated with the rational functions
Qn(z)/Rn(z), we write the continued fraction expression (6.3) in the equivalent form

(1 − ic1)Qn(z)

2d1 Rn(z)
=

1
1 + b1z

−
a2z

1 + b2z
− · · · −

anz

1 + bnz
, (6.4)

where

bn =
1 + icn

1 − icn
=

b + n

b + n
, an+1 =

4dn+1

(1 − icn)(1 − icn+1)
=

n(b + b + n + 1)

(b + n)(b + n + 1)
,

n ≥ 1.

We thus can obtain the power series expansion about the origin of the rational function on the
left hand side of (6.4) from

Ω0(b; z) =
1

1 + b1z
−

a2z

1 + b2z
− · · · −

an−1z

1 + bn−1z
−

anz

1 + bnz − an+1z Ωn(b; z)
,

where Ωn(b; z) = 2 F1(n+1,−b; b+n+2; z)

2 F1(n,−b; b+n+1; z)
.
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The above relation follows from the contiguous relation

2 F1(a, b; c; z) =


1 +

a − b + 1
c

z


2 F1(a + 1, b; c + 1; z)

−
(a + 1)(c − b + 1)

c(c + 1)
z 2 F1(a + 2, b; c + 2; z)

of Gauss (see [1, Eq. (2.5.3)]), by substituting a, b and c with n,−b and b + n + 1, respectively.
Since Ω0(b; z) = 2 F1(1,−b; b + 2; z), we have

Qn(z)

Rn(z)
∼

2d1

1 − ic1
2 F1(1,−b; b + 2; z) = −ν1 − ν2z − ν3z2

− · · · ,

from which

νn =
b + b + 1

b + 1
(−b − 1)n
(b + 1)n

(1 − t), n ≥ 1. (6.5)

Since νn = −ν−n+1, with the convention (a)n = 0(a + n)/0(a) for all integer values of n, the
above expression for νn is also valid for n ≤ 0.

Now we show that

νn = N [ζ−n
] =


C
ζ−n dψ(t, b; ζ ), n = 0,±1,±2, . . . , (6.6)

where dψ(t, b; z) =
i |0(b+1)|2(1−t)

2π 0(b+b+1)
(−z)−b−1(1 − z)b+b+1dz.

Here, the branch cuts in (−z)−b
= (e−iπ z)−b and (1 − z)b+b

=

e−iπ (z − 1)

b+b are along
the positive real axis.

Before verifying (6.6), we observe that (6.6) can also be written in the equivalent form

νn =
−i 2b+b+1

|0(b + 1)|2(1 − t)

2π 0(b + b + 1)

 2π

0
e−inθeiθ/2e(π−θ)I m(b)

[sin2(θ/2)]Re(b)+1/2dθ.

First we show (6.6) for ν−n for those values of n such that Re(n−b) > 0. Since

Λ(−z)n−b−1

(1− z)b+b+1dz = 0, where Λ is the contour given as in Fig. 1, we obtain for Re(n −b) > 0 that

ν−n =
−2 sin(bπ) |0(b + 1)|2(1 − t)

2π 0(b + b + 1)

 1

0
xn−b−1(1 − x)b+b+1dx .

Hence, from the definitions of the gamma function, the beta function and Euler’s reflection for-
mula, we obtain the required result.

To obtain the result for other values of n, we note that for νn given by (6.6) there hold

νn =
b + 1 + n

−b − 1 + n
νn+1 and νn = −ν−n+1, n = 0, 1, 2, . . . ,

the first of these results follows from integration by parts and other by simple conjugation.
The idea used here to calculate the integral (6.6) is the same employed in, for example, [13,28].

In [13] the authors consider a general set of parameters for the exponents of z and 1 − z, but re-
stricting the values of the parameters to be real.
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Fig. 1. Contour Λ.

Now from the representation (6.5) for the coefficients νn , we have from (4.5) that

M[1] = 1, M[ζ n] = M[ζ−n
] = µn = 1 +

b + b + 1
b + 1

(1 − t)
n

j=1

(−b − 1) j

(b + 1) j
,

n ≥ 1.

Hence,

µ−n = µn = t + (1 − t)
(−b)n
(b + 1)n

, n ≥ 0,

which follows from the interesting summation formula

1 +
b + b + 1

b + 1

n
j=1

(−b − 1) j

(b + 1) j
=

(−b)n
(b + 1)n

, n ≥ 1,

verified easily by induction.
Now from the representation (6.6) for the coefficients νn , we have from (4.6) that

M[ζ−n
] = 1 − (1 − t)

i |0(b + 1)|2

2π 0(b + b + 1)


C
(1 − ζ−n) (−ζ )−b−1(1 − ζ )b+bdζ,

for n = 0,±1,±2, . . . . Since we can verify using integration by parts

(1 − t)
i |0(b + 1)|2

2π 0(b + b + 1)


C
(−ζ )−b−1(1 − ζ )b+bdζ = −

b + 1

b + b + 1
ν1 = 1 − t,

we can write

M[ζ−n
] =


C
ζ−ndµ(t, b; ζ )

= t (1−n)+ (1 − t)
i |0(b + 1)|2

2π 0(b + b + 1)


C
ζ−n (−ζ )−b−1(1 − ζ )b+bdζ, (6.7)
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for n = 0,±1,±2, . . . . Equivalently, this can also be written as

µn = M[ζ−n
]

= t ein0
+ (1 − t)

2b+b
|0(b + 1)|2

2π 0(b + b + 1)

 2π

0
e−inθ

[e(π−θ)
]

I m(b)
[sin2(θ/2)]Re(b)dθ,

for n = 0,±1,±2, . . . .
By Theorem 5.2, the monic OPUC and Verblunsky coefficients associated with the positive

measure µ(t, b; z) given by (6.7) are

S(t)n (z) =
(2λ+ 2)n
(b + 1)n


2 F1(−n, b + 1; b + b + 2; 1 − z)

− 2(1 − m(t)
n )

(λ+ n)

2λ+ n + 1 2 F1(−n + 1, b + 1; b + b + 2; 1 − z)


and

α
(t)
n−1 = −S(t)n (0) = −

(b + 1)n
(b + 1)n


1 − 2(1 − m(t)

n )
λ+ n

b + n


,

for n ≥ 1, where {m(t)
n }

∞

n=0, such that

m(t)
0 = 0, m(t)

n = dn/(1 − m(t)
n−1), n ≥ 1,

is the minimal parameter sequence of the positive chain sequence given in (6.1).
Two particular situation in which we have been able to give the Verblunsky coefficients

explicitly are the following.
When t = 0, the minimal {m(t)

n }
∞

n=0 and maximal {M (t)
n }

∞

n=0 parameter sequences of {dn}

coincide and, hence, we obtain from (6.2) that

α
(0)
n−1 = −

(b)n
(b + 1)n

, n ≥ 1.

In this case, see [28], the monic OPUC are S(0)n (z) =
(2λ+1)n
(b+1)n 2 F1(−n, b + 1; b + b + 1; 1 − z),

n ≥ 1.
The other situation is when λ = 0 (i.e., b = iη). One obtains (see [5]),

α
(t)
n−1 = −

(iη + 1)n−1

(−iη + 1)n


iη −

nt

1 + (n − 1)t


, n ≥ 1.
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