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#### Abstract

The asymptotic properties of multiple orthogonal polynomials with respect to two Pollaczek weights with different parameters are considered. This set of weights is a Nikishin system generated by two measures with unbounded supports; moreover, the second measure is discrete. During the last years, multiple orthogonal polynomials with respect to Nikishin systems of this type have found wide applications in the theory of random matrices. Strong asymptotic formulas for the polynomials under consideration are obtained by means of the matrix Riemann-Hilbert method.
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In [1] Pollaczek introduced a family of polynomials defined by the recurrent relations (for parameters $\lambda>0$, $\varphi \in(0, \pi))$ :

$$
\begin{aligned}
n P_{n}(x) & =2((n-1+\lambda) \cos \varphi+x \sin \varphi) P_{n-1}(x) \\
& -(n-2+2 \lambda) P_{n-2}(x), \quad n \in \mathbb{N}
\end{aligned}
$$

with initial conditions $P_{-1}(x)=0$ and $P_{0}=1$. These polynomials are orthogonal

$$
\int_{\mathbb{R}} x^{v} P_{n}(x) w^{(\lambda, \varphi)}(x) d x=0, \quad v=0,1, \ldots, n-1
$$

with respect to the weight functions

$$
\begin{equation*}
w^{(\lambda, \varphi)}(x):=|\Gamma(\lambda+i x)|^{2} e^{(2 \varphi-\pi) x}, \quad x \in \mathbb{R} . \tag{1}
\end{equation*}
$$

In the last decade, interest has been aroused concerning the family of multiple orthogonal polynomials $\tilde{P}_{n}(x)=x^{p n}+\ldots$ :

$$
\begin{gather*}
\int_{\mathbb{R}} x^{v} \tilde{P}_{n}(x) w_{j}(x) d x=0, \quad v=0,1, \ldots, n-1,  \tag{2}\\
j=1,2, \ldots, p,
\end{gather*}
$$

with respect to Pollaczek weights (1). For example, the formal properties of family (2) for the system of weights

[^0]\[

$$
\begin{equation*}
w_{j}(x):=w^{\left(\lambda, \varphi_{j}\right)}(x), \quad x \in \mathbb{R}, \quad j=1,2, \ldots, p \tag{3}
\end{equation*}
$$

\]

were studied in $[2,13]$. For two weights

$$
\begin{align*}
& w_{1}(x):=w^{(1, \pi / 2)}(x)=\frac{x}{3 \sinh \pi x}  \tag{4}\\
& w_{2}(x):=w^{(1 / 2, \pi / 2)}(x)=\frac{x}{3 \cosh \pi x}
\end{align*}
$$

Sorokin [2, 13] investigated the weak asymptotics of scaled polynomials (2), (4)

$$
\begin{equation*}
\tilde{Q}_{n}(z):=\frac{\tilde{P}_{n}(n z)}{n^{2 n}}, \quad w_{j, n}(x):=w_{j}(n x), \quad j=1,2 \tag{5}
\end{equation*}
$$

(in what follows, we set $p=2$ in (2)). More specifically, he found the main term of the asymptotics

$$
\sqrt[n]{\left|\tilde{Q}_{n}(z)\right|} \rightarrow|\Phi(z)|, \quad n \rightarrow \infty, \quad z \in K \Subset \overline{\mathbb{C}} \backslash \mathbb{R}
$$

and the limiting zeros distribution

$$
\begin{equation*}
v_{\tilde{Q}_{n}} \rightarrow{ }^{*} \lambda, \quad n \rightarrow \infty, \quad \text { where } \quad v_{\tilde{Q}_{n}}:=\frac{1}{n} \sum_{v_{\tilde{Q}_{n}}(x)=0} \delta_{x} . \tag{7}
\end{equation*}
$$

In this paper we refine Sorokin's results (see [3]), namely, formulas for strong asymptotics and outline their proof.

## 1. RANDOM MATRICES AND NIKISHIN SYSTEMS

In the last decade, interest in the multiple orthogonal polynomials (2) has been related to their natural appearance in some ensembles of random matrices (see, for example, $[4-9,12,13]$ ). Note that the polynomial $\tilde{P}_{n}$ is the mathematical expectation (average) of the characteristic polynomial of a random matrix; therefore (under a proper scaling) the limiting zero counting measure $\lambda$ describes the average of the eigenvalue distribution density.

A common feature of the systems of weights $\left\{w_{j}\right\}_{j=1}^{2}$ from (2) used in applications to random matrix ensembles was the fact that $w_{1}$ and $w_{2}$ were special entire functions and their ratio $\frac{w_{2}}{w_{1}}$ was a meromorphic function with poles located outside the common support of the orthogonality measures $w_{j}(x) d x$, $j=1$, 2 .

Two measures $\{d \mu, \hat{\sigma} d \mu\}$ with a common connected support $\Delta:=\operatorname{supp} \mu$ are called a Nikishin system if the derivative of the second measure with respect to the first one is the Cauchy transform of a third measure $\sigma$ with a support supp $\sigma \subseteq \delta$, where $\sigma$ is the union of a finite number of connected sets nonintersecting with $\Delta$, i.e.,

$$
\begin{gathered}
\{d \mu, \hat{\sigma} d \mu\} \in \mathcal{N} \Leftrightarrow \hat{\sigma}(z)=\int_{\delta} \frac{d \sigma(x)}{z-x} \\
\delta \cap \Delta=\phi
\end{gathered}
$$

This notion was introduced by Nikishin in 1980 [10] for (an arbitrary number) $p$ of measures with a common support $\Delta \subseteq \mathbb{R}$. Nowadays, Nikishin systems and their generalizations are the basic class of weights for multiple orthogonal polynomials (see, for example, [11, 12, 14]).

The multiple orthogonal polynomials $\tilde{P}_{n}(x)=$ $x^{2 n}+\ldots$ with respect to the Nikishin system $\{d \mu, \hat{\sigma} d \mu\}$ are also characterized by usual orthogonality relations (see, for example, [11, 14]). There exists a polynomial $\tilde{P}_{n, 2}(x)=x^{n}+\ldots$ with zeros on $\delta$ such that

$$
\begin{gather*}
\int_{\Delta} x^{v} \tilde{P}_{n}(x) \frac{d \mu(x)}{\tilde{P}_{n, 2}(x)}=0, \quad v=0,1, \ldots, 2 n-1, \\
\int_{\delta}^{t^{v}} \tilde{P}_{n, 2}(t) \frac{1}{\tilde{P}_{n}(t)} \int_{\Delta} \frac{\tilde{P}_{n}^{2}(x)}{\tilde{P}_{n, 2}(x)} \frac{d \mu(x)}{x-t} d \sigma(t)=0  \tag{8}\\
v=0,1, \ldots, n-1
\end{gather*}
$$

For the Pollaczek multiple orthogonal polynomials (4), (2), we have

$$
\begin{gather*}
\Delta:=\mathbb{R}, \quad \delta:=i(\mathbb{R} \backslash\{0\}) \\
d \mu(x)=\frac{x d x}{\sinh (\pi x)}, \quad \sigma=\frac{4}{\pi} \sum_{k \in \mathbb{Z}} \delta_{i(2 k+1)} . \tag{9}
\end{gather*}
$$

The system of orthogonality relations (8), (9) leads (see [13, 14]) to equilibrium conditions characterizing the limiting zeros counting measure (7) of scaled polynomials (5). There exists a unique pair of measures $|\lambda|=2,\left|\lambda_{2}\right|=1,\left|\lambda_{2}\right| \leq l$, such that

$$
\begin{align*}
& 2 \mathscr{P}^{\lambda}(x)-\mathscr{P}^{\lambda_{2}}(x)+\pi|x| \begin{cases}=\gamma_{1}, & x \in \operatorname{supp} \lambda \subset \mathbb{R}, \\
\geq \gamma_{1}, & x \in \mathbb{R} ;\end{cases} \\
& \quad 2 \mathscr{P}^{\lambda_{2}}(x)-\mathscr{P}^{\lambda}(x) \begin{cases}\leq \gamma_{2}, & x \in i \mathbb{R}, \\
\geq \gamma_{2}, & x \in \operatorname{supp}\left(l-\lambda_{2}\right),\end{cases} \tag{10}
\end{align*}
$$

where $\mathscr{P}^{\lambda}(x)=\int \ln \frac{1}{t-x} d \lambda$ is the logarithmic potential of the measure $\lambda$, and $d l(z)=|d z|$ is the Lebesgue measure on $i \mathbb{R}$.

## 2. GEOMETRY OF THE PROBLEM AND ZEROS DISTRIBUTIONS

In [3] the main term of asymptotics (6) and the limiting zero distribution (7) for the Pollaczek multiple orthogonal polynomials (5), (4), (2) were obtained by applying the Darboux method to the generating function. Then it was proved in [3] that the limiting measure in (7) indeed satisfies the Nikishin equilibrium relations (10). In this section we consider an inverse problem: we directly find an explicit solution to a boundary value problem that is equivalent to equilibrium relations (10).

Consider the Cauchy transform of the equilibrium measure $\lambda$ :

$$
\begin{equation*}
H(z):=-\hat{\lambda}(z)=\int_{\mathbb{R}} \frac{d \lambda(x)}{x-z} \tag{11}
\end{equation*}
$$

"Complexifying" equilibrium relations (10), differentiating the result, and taking the real part, we obtain

$$
\begin{gathered}
\operatorname{Re}(2 \hat{\lambda}(x))-\hat{\lambda}_{2}(x) \\
=\left\{\begin{array}{rll}
-\pi & \text { on } & \mathbb{R}_{-} \cap \operatorname{supp}(\lambda) \\
\pi & \text { on } & \mathbb{R}_{+} \cap \operatorname{supp}(\lambda)
\end{array}\right.
\end{gathered}
$$

and

$$
\operatorname{Re}\left(2 \hat{\lambda}_{2}(x)-\hat{\lambda}(x)\right)=0 \quad \text { on } \quad \operatorname{supp}\left(l-\lambda_{2}\right)
$$

The first relation implies that the function $H$ has an analytic continuation across the banks of the cuts along $\mathbb{R}_{-} \cap \operatorname{supp}(\lambda)$ and $\mathbb{R}_{+} \cap \operatorname{supp}(\lambda)$. Thus, $H$ can be lifted to the Riemann surface, where

$$
\begin{align*}
& H(z)=\pi+\hat{\lambda}(z)-\hat{\lambda}_{2}(z):=H_{1}(z) \\
& H(z)=-\pi+\hat{\lambda}(z)-\hat{\lambda}_{2}(z):=H_{2}(z) \tag{12}
\end{align*}
$$

are continuations to other sheets of the Riemann surface. Let us assume that $H(z)$ is a single-valued function on the three-sheeted Riemann surface: $\mathscr{R}=$
 cuts, we obtain three branches $H=\left\{H_{j}\right\}_{j=0}^{2}$, where $H_{0}(z)=-\hat{\lambda}(z)$ is a holomorphic function in
$\overline{\mathbb{C}} \backslash \operatorname{supp}(\lambda)$, and (11) and (12) imply that, for $z \rightarrow \infty$, we have

$$
\begin{gather*}
H_{0}(z)=-\frac{2}{z}+\ldots, \quad H_{1}(z)=\pi+\frac{1}{z}+\ldots  \tag{13}\\
H_{2}(z)=-\pi+\frac{1}{z}+\ldots
\end{gather*}
$$

The function $H$ is sought in the form
$H(\mathbf{z})=\frac{2}{i} \ln \psi(\mathbf{z})$ on $\mathscr{R} \backslash\left\{\mathbf{z} \in \mathscr{R}: \psi(\mathbf{z}) \in \mathbb{R}_{-}\right\}=: \tilde{\mathscr{R}}$,
where $\psi$ is a meromorphic function on some compact three-sheeted Riemann surface $\mathscr{R}$. For $\psi$ (in the case of its existence), relations (14) and (13) give

$$
\psi(\mathbf{z})= \begin{cases}1-\frac{i}{\mathbf{z}}+\ldots, & \mathbf{z} \rightarrow \infty^{(0)},  \tag{15}\\ i-\frac{1}{2 \mathbf{z}}+\ldots, & \mathbf{z} \rightarrow \infty^{(1)}, \\ -i+\frac{1}{2 \mathbf{z}}+\ldots, & \mathbf{z} \rightarrow \infty^{(2)},\end{cases}
$$

where $q^{(j)}$ denotes a point on $\mathscr{R}^{(j)}$ with the canonical projection onto the plane being $q \in \overline{\mathbb{C}}$. Let us use, as $\psi$, the simplest function mapping $\mathscr{R}$ to $\overline{\mathbb{C}}$. The inverse of this function is a rational function $z=r(\psi)$. From (15) we have

$$
\begin{gather*}
z=-i \frac{\psi(\psi+1)}{\left(\psi^{2}+1\right)(\psi-1)} \\
\Rightarrow \psi^{3}+\frac{i-z}{z} \psi^{2}+\frac{i+z}{z} \psi-1=0 \tag{16}
\end{gather*}
$$

The discriminant of the algebraic function $\psi(z)$ is equal to $16 z^{4}-44 z^{2}-1$. The function has four branch points $\pm e_{1}$ and $\pm e_{2}$, where

$$
e_{1}=\frac{1}{4} \sqrt{22+10 \sqrt{5}}, \quad e_{2}=\frac{i}{4} \sqrt{-22+10 \sqrt{5}}
$$

Finally, we conclude that the measure $\lambda(x)$ defined in (11), (14), and (16) is the solution of the equilibrium problem (9); moreover, $\operatorname{supp}(\lambda)=\left[-e_{1}, e_{1}\right]$. For the support of the second measure $\lambda_{2}$ in (9), it holds that $\operatorname{supp}\left(l-\lambda_{2}\right)=i \mathbb{R} \backslash\left(-e_{2}, e_{2}\right)$. At the same time, $\lambda$ is the limit of the zeros counting measure (7).

Now we present the main term of asymptotics (6) in explicit form. Consider an abelian integral defined on the open Riemann surface $\tilde{\mathscr{R}}$ :

$$
\begin{equation*}
G=\int H d z \tag{17}
\end{equation*}
$$

It can be computed using uniformization (16) for $\mathscr{R}$ :

$$
G(z)=\text { const }+\mathbf{z} H(\mathbf{z})+2 \ln \left(\frac{\psi(\mathbf{z})-1}{\psi^{2}(\mathbf{z})+1}\right)
$$

If we fix an additive constant such that $\operatorname{Re} G_{0}+\operatorname{Re} G_{\underset{\sim}{1}}=$ $\operatorname{Re} G_{2}=0$, then we define the unique function (on $\tilde{\mathscr{R}}$ )

$$
\begin{equation*}
\Phi(\mathbf{z})=\exp \{-G(\mathbf{z})\} \tag{18}
\end{equation*}
$$

and $\left|\Phi_{0}\right|$ is the main term of the asymptotics in (6).
We emphasize that the expressions obtained here for the right hand sides of (6) and (7) agree with the results of [3].

## 3. STRONG ASYMPTOTICS

In this section we state the main result of this paper-a theorem on the strong asymptotics.

To refine the main asymptotic term in the formulas for the strong asymptotics, we define a multiplicative function, namely, the Szegé function. For this purpose, we set

$$
\zeta=\frac{\psi+\psi^{-1}}{2}
$$

Then, from (16), it follows that

$$
z^{2}=\frac{1+\zeta}{4 \zeta^{2}(1-\zeta)}
$$

and, for the algebraic function $\zeta(z)$, we fix the holomorphic branch (in $\overline{\mathbb{C}} \backslash\left[-e_{1}, e_{1}\right]$ )

$$
\zeta_{1}(z)=1+O\left(\frac{1}{z^{2}}\right)
$$

The role of the Szegé function is played by

$$
\mathscr{H}\left(\zeta_{1}(z)\right), \quad \text { where } \quad \mathscr{H}(\zeta)=\frac{\zeta}{2}\left(\frac{1+\zeta}{\zeta^{2}+\zeta-1}\right)^{1 / 2}
$$

is the holomorphic branch in $\left(-\infty, \frac{-1+\sqrt{\zeta}}{2}\right)$ with normalization $\mathscr{H}(1)=1$. The following result holds.

Theorem 1. For the sequences of Pollaczek scaled multiple orthogonal polynomials (5), (4), (2), the following strong asymptotics formulas as $n \rightarrow \infty$ are valid.

$$
\text { For } z \in \mathbb{C} \backslash\left[-e_{1},+e_{1}\right]
$$

$$
\begin{equation*}
Q_{n}(z)=\Phi_{0}^{n}(z) \mathscr{H}\left(\zeta_{1}(z)\right)\left(1+\mathbb{O}\left(\frac{1}{n\left(\left|z^{2}\right|+1\right)}\right)\right) \tag{19}
\end{equation*}
$$

locally uniformly outside $\left[-e_{1},+e_{1}\right]$.
For compact subsets of $\left(-e_{1},+e_{1}\right)$,

$$
\begin{align*}
& Q_{n}(x)=\left(\Phi_{0+}^{n}(z) \mathscr{H}\left(\zeta_{1+}(x)\right)\right. \\
& \left.+\Phi_{0-}^{n}(z) \mathscr{H}\left(\zeta_{1-}(x)\right)+\mathcal{O}\left(\frac{1}{n}\right)\right) \tag{20}
\end{align*}
$$

## 3. MATRIX RIEMANN-HILBERT PROBLEM

Here, we highlight the main steps in the derivation of the strong asymptotics formulas (19) and (21).

It is well known that multiple orthogonal polynomials are characterized by the following matrix RiemannHilbert problem. For $n \in \mathbb{N}$, find a $3 \times 3$ matrix-valued function $\mathbf{Y}$ that is analytic in $\mathbb{C} \backslash \mathbb{R}$ and has continuous boundary values such that:
(RH-Y1) for $x \in(\infty,+\infty)$ the boundary condition

$$
\mathbf{Y}_{+}(x)=\mathbf{Y}_{-}(x)\left(\begin{array}{ccc}
1 & w_{1, n}(x) & w_{2, n}(x) \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

is satisfied;
(RH-Y2) $\mathbf{Y}(z)=\left(\mathbf{I}+\mathfrak{O}\left(z^{-1}\right)\right) \operatorname{diag}\left(z^{2 n}, z^{-n}, z^{-n}\right)$, as $z \rightarrow \infty, z \in \mathbb{C} \backslash \mathbb{R}_{-}$.

This problem has a unique solution, which can be expressed in terms of the polynomials $Q_{n}(z)$. Specifically, the first row of the matrix $\mathbf{Y}$ is

$$
\begin{gathered}
\left(Q_{n}(z), \frac{1}{2 \pi i} \int_{0}^{+\infty} \frac{Q_{n}(x) w_{1, n}(x) d x}{x-z}\right. \\
\left.\quad \frac{1}{2 \pi i} \int_{0}^{+\infty} \frac{Q_{n}(x) w_{2, n}(x) d x}{x-z}\right)
\end{gathered}
$$

The desired asymptotic formulas are sought in the form of an approximate solution to this boundary value problem for large $n$. For this purpose, by applying a chain of equivalent transformations, the matrix $\mathbf{Y}$ is transformed into a matrix-valued function that is analytic in $\overline{\mathbb{C}}$, except for a system of contours where the jump in its boundary values tends to an identity matrix as $n \rightarrow \infty$. Then the resulting matrix itself tends to an identity matrix uniformly in $\overline{\mathbb{C}}$. Inverting this chain of equivalent transformations, we obtain an approximate representation of $\mathbf{Y}$ for large $n$ and, therefore, we obtain the desired asymptotic formulas. Let us present the key transformations of this chain in our case.

The preliminary transformation is $\mathbf{Y} \rightarrow \mathbf{X}$. Define

$$
D^{(L)}:=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \frac{1}{\sqrt{z}} & -\frac{1}{\sqrt{z}} \sinh (\pi n z) e_{n} \\
0 & -\sqrt{z} & \sqrt{z} \cosh (\pi n z) e_{n}
\end{array}\right)
$$

$$
D^{(R)}:=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \frac{1}{\sqrt{z}} & -\frac{1}{\sqrt{z}} \sinh (\pi n z) e_{n}^{-1} \\
& 0 & \sqrt{z} \\
& \sqrt{z} \cosh (\pi n z) e_{n}^{-1}
\end{array}\right)
$$

where $e_{n}:=e_{n}(z):=\exp \{\pi n z\}$. Define the matrix function

$$
\begin{align*}
& \mathbf{X}:= \begin{cases}\mathbf{Y} D^{(L)} & \text { on } i \mathbb{R} \times \mathbb{R}^{(-)}, \\
\mathbf{Y} D^{(R)} & \text { on } i \mathbb{R} \times \mathbb{R}^{(+)},\end{cases}  \tag{21}\\
& \text {then } \quad \mathbf{X}_{+}=\mathbf{X}_{-} J_{1} \text { on } i \mathbb{R} \cup \mathbb{R} .
\end{align*}
$$

Then the jump along the real axis becomes

$$
\begin{aligned}
& J_{1}=\left(\begin{array}{ccc}
1 & \frac{4(z)^{1 / 2}}{e_{n}^{3}-e_{n}^{-1}} & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \text { on } \mathbb{R}^{(-)}, \\
& J_{1}=\left(\begin{array}{ccc}
1 & \frac{-4(z)^{1 / 2}}{e_{n}^{-3}-e_{n}^{+1}} & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{array}\right) \text { on } \mathbb{R}^{(+)} .
\end{aligned}
$$

Additionally, a new jump appears along the imaginary axis:

$$
J_{1}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & e_{n}^{-2} & 0 \\
0 & -2 & e_{n}^{2}
\end{array}\right) \text { on } i \mathbb{R}
$$

which, on the set $\left[-i \infty,-e_{2}\right] \cup\left[e_{2}, i \infty\right]$, has a local factorization as a product of three matrices. The two extremes tend to the identity matrix as $n \rightarrow \infty$ (in the corresponding half-planes) and the central matrix does not depend on $n$.

The next transform is $\mathbf{X} \rightarrow \mathbf{Z}$ :

$$
\begin{gathered}
\mathbf{Z}:=C \mathbf{X} S, \quad S:=\operatorname{diag}\left(\Phi_{0}^{n}, \Phi_{1}^{n} \tilde{e}_{n}^{-1}, \Phi_{2}^{n} \tilde{e}_{n}\right), \\
\tilde{e}_{n}:=\left\{\begin{array}{l}
e_{n} \text { on } \mathbb{R}^{(-)} \times i \mathbb{R}, \\
e_{n}^{-1} \text { on } \mathbb{R}^{(+)} \times i \mathbb{R}
\end{array}\right.
\end{gathered}
$$

After locally factorizing the jump of the matrix $\mathbf{Z}$ across $\left[-e_{1},+e_{1}\right]$ (as a product of three matrices as described above), we obtain a boundary value problem for the matrix valued function

$$
\begin{gathered}
\mathbf{N} \in H\left(\mathbb{C} \backslash\left\{i \mathbb{R} \backslash\left[e_{2},-e_{2}\right]\right\} \backslash\left[-e_{1},-\infty\right]\right), \\
C\left(\left\{i \mathbb{R} \backslash\left[e_{2},-e_{2}\right] \cup\left[-e_{1}, \infty\right]\right\}\right),
\end{gathered}
$$

with the jump $N_{+}=N_{-} J_{3}$ on $\left\{i \mathbb{R} \backslash\left[e_{2},-e_{2}\right] \cup\left[-e_{1}, \infty\right]\right\}$, which does not depend on $n$ :

$$
\begin{gathered}
J_{3}=\left(\begin{array}{ccc}
0 & -4(z)^{1 / 2} & 0 \\
4(z)^{-1 / 2} & 0 & 0 \\
0 & 0 & -1
\end{array}\right) \text { on }\left[-e_{1}, 0\right], \\
J_{3}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & \frac{1}{2} \\
0 & -2 & 0
\end{array}\right) \text { on } i \mathbb{R} \backslash\left[e_{2},-e_{2}\right], \\
J_{3}=\left(\begin{array}{ccc}
0 & -4(z)^{1 / 2} & 0 \\
-4(z)^{-1 / 2} & 0 & 0 \\
0 & 0 & -1
\end{array}\right) \text { on }\left[0, e_{1}\right], \\
J_{3}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{array}\right) \text { on }\left[e_{1}, \infty\right] .
\end{gathered}
$$

The solution of this boundary value problem defines the Szegó function.

The final transformation uses $\mathbf{N}$ and the solution of local boundary value problems around the branch points and the origin in order to get a matrix with a jump close to the identity matrix.

Detailed proofs of the results presented above can be found in [4].
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