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Abstract

Nowadays computational needs increase exponentially every year. We analyze, calculate and process large data sets
every day and the "traditional" servers do not meet these computational criteria. As a result cloud computing was
"invented" offering multiple resources at an affordable cost. Besides that, Cloud Computing supports scalability,
fault tolerance and high availability [2] [16]. Our goal is to delve deeper into Cloud Computing to be able to carry
out independent research to study and improve the state of the art load balancing techniques.
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I. Introduction

Cloud computing is one of the most fast-growing fields
in computer science [2]. Almost everyone has access to
Internet via his smart-phone/tablet/PC [18] and access
his data from anywhere. In the near future everything
would be on the "cloud" making the network needs
to grow exponentially. As a result the next-generation
of cloud computing will thrive on how effectively the
infrastructure is used and if the available resources can
be utilized dynamically [1]. Load balancing distributes
the load across multiple virtual machines to ensure
that the service is always accessible and the resources
are utilized in the best effort. Moreover a "good" load
balancer should adapt its decisions to the changing
environment [17] [19].

The main goal of this thesis is to examine the known
load balancing techniques and algorithms and improve
them in the cost and energy saving aspects [19].

II. Related work

The most used load balancing techniques [15] are:

1. Round Robin: Incoming requests are distributed
sequentially across the available virtual machines.

All virtual machines should be homogeneous.

2. Weighted Round Robin: Incoming requests are
distributed across the virtual machines in a se-
quential manner, while taking account of a static
"weight" that can be pre-assigned per VM. This
method is preferred on heterogeneous VMs.

3. Least Connection: Incoming requests are dis-
tributed on the basis of the connections that every
VM is currently maintaining. The VM with the
least number of active connections automatically
is selected.

4. Weighted Least Connection: Incoming requests
are distributed across the virtual machines with
the fewer active connections, while taking account
of predefined "weight" for each VM.

There are a number of works that are employing
load balancing algorithms that take in account current
requirements for CPU performance like [4] [8] [9] [20].
However despite the high performance achieved by the
aforementioned algorithms, they lead to high energy
consumption. This resulted in the development of
many routing algorithms for power awareness as [11]
[21] [24].
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III. Thesis idea

Cloud computing is so involved in our every day lives
and spread among many different aspects of research.
It is the ideal area for aspiring computer scientists to
keep themselves up to date with the latest technolo-
gies. In our research we will study the load balancing
technologies and we will address open issues.

In order to examine the state of the art algorithms
and techniques in this field, we first developed a Web
Framework that uses more than one Virtual Machine in
order to address the problems of the "classic" servers.
The main problems are faults, as power failure, errors
on system or on hardware, expensive hardware when
scalability is needed and of course the overloading on
the server when multiple users are connected simul-
taneously. The system is intended to deal with all the
aforementioned problems using:

1. Virtual Machines, by ⇠okeanos [12]

2. MySQL Cluster [3] [13]

3. Apache as Load Balancer [6] [14]

4. GlusterFS [23]

The system employs load balancing to handle the mul-
tiple requests. There are many ways to balance traffic
between systems [15], but the most effective one is
using weights. The weight is determined by counting
the requests that each server has and how much time
is needed to serve all of them. The output of this study
was published in [22].

Secondly we utilized the package JPPF (Java Paral-
lel Processing Framework) which enables applications
with large processing power requirements to be run
on any number of computers. This is done by splitting
an application into smaller parts and executes them
simultaneously on different machines [7]. We used the
above package in order to write our own load balanc-
ing rules and use it in co-operation between a Desktop
PC and a Raspberry. Our load balancing algorithm
works with meta-tags in every task. If the meta-tags of
a task meet the minimum needs, then the Raspberry is
used in order to process the task, alternatively the task
is processed by the Desktop.

Finally we are developing our own simulation pro-
gram in C in order to test the above systems with more
virtual machines or with more Servers - Raspberries.

IV. Future work

As future work we are going to use KVM [5] as virtu-
alization solution because we can increase or decrease
the number of CPUs and the amount of RAM on-the-
fly, without the need of restarting the virtual machine
[10]. As a result we can increase the resources when it
is needed and decrease them in order to save energy
and money.
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