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Abstract

The Large Synoptic Survey Telescope (LSST) is a next-generation ground-based survey tele-
scope whose science objectives demand photometric precision at the 1% level. Recent efforts
towards 1% photometry have advocated in-situ instrumental calibration schemes that use a
calibrated detector, rather than a celestial source, as the fundamental reference point for all
measurements of system throughput. Results have been promising, but report systematic
errors due to stray and scattered light from the flat-field screens used. The LSST calibration
scheme replaces the traditional Lambertian-scattering flat-field screen with an array of pro-
jectors whose light is constrained in angle, thereby minimizing scattered light incident on the
detector. This thesis presents the construction and testing of a single prototype projector
within the LSST array. In particular, we evaluate the use of Engineered Diffusers to define the
angular radiance of incident light, and of either a Fresnel lens or parabolic mirror to collimate
that light. We find that flat-top Engineered Diffusers produce light that is constrained in
angle, but which shows persistent pixel-to-pixel non-uniformity at the 5-10% level, and color-
to-color non-uniformity at the 5-15% level; unless compensated, chromatic non-uniformity
renders them unsuitable for our purposes. The additional chromatic aberrations introduced
by Fresnel lens collimators render such transmissive collimators infeasible. Nevertheless, we
demonstrate the soundness of the flat-field projector concept by constructing an alternative
projector prototype, based on an integrating sphere, that satisfies each criterion well within
our tolerances. The magnitude of improvement granted by the integrating sphere projector
suggests that future work further investigate this approach.
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Chapter 1

Introduction

The Large Synoptic Survey Telescope (LSST) is a proposed wide-field large-aperture ground

based optical survey telescope. From the summit of Cerro Pachon, in the Chilean Andes,

it will survey the visible night sky for a period of ten years with a cadence of four days.

The LSST’s final product will be a data set of unprecedented sky coverage, cadence, and

depth: it will see more of the sky more frequently and with fainter objects than any previous

astronomical survey.

The LSST is a photometric instrument. It counts the photoelectrons registered at each

pixel of its CCD detector, thereby measuring the apparent brightness of each celestial object

in its field of view. Brightness data can then be analyzed to reveal not only how bright an

object is – its astronomical magnitude – but also whether that magnitude is changing, and

by how much. Relative magnitudes between different broadband filters, each spanning a

separate range of wavelengths, can be compared to determine an object’s color.

Astronomical CCD detectors convert incident photons into photoelectric measurements.

But of those photons from a given source that reach the Earth, some will be scattered or

absorbed by Earth’s atmosphere; others may scatter from optical surfaces inside the tele-

scope. The broadband astronomical filter in place transmits more photons at one wavelength

than another. Individual pixels on the detector vary in their intrinsic sensitivity. Nor is the

amount of light lost constant: mirrors will dull with time; filters will degrade; cosmic rays
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will damage detector pixels; dust will settle over the instruments.

In order to perform photometry, we need to determine how much light is lost between

the top of the Earth’s atmosphere and the electronic detector: we must photometrically

calibrate the telescope and its instruments. This thesis focuses only on relative photometric

calibration, with the aim of achieving precise photometric measurements; the absolute cali-

bration which ties measured flux to astronomical magnitudes, and which is responsible for

photometric accuracy, is a separate topic and is not considered here.

What follows in this chapter is an attempt to motivate the work of this thesis – the

construction of an instrumental calibration system designed to improve photometric precision

– by noting that traditional calibration methodology is inadequate for several of the LSST’s

scientific objectives.

1.1 Current instrumental calibration procedures

Most current astronomical observatories calibrate their instruments using a white screen

that acts as a diffuse reflector. Standard practice is to illuminate this screen with broadband

“white” light, point the telescope directly at the screen, and take a series of images through

each of the telescope’s bandpasses. What results is a flat-field image – a frame awash

with light that would, in the ideal case, be uniform, but which instead is marked with the

characteristic shadows and out-of-focus rings of dust on the optics, scratches on the filters,

edge-effects of the detector, and other irregularities. The array of flat-field values at each

pixel is used as a multiplicative corrector for raw data in the relevant passband.

Within a given passband, and at a given pixel, the flat-field is a simple scalar value.

Therefore, flat-fielding presupposes that the spectral energy distribution (SED) within that

passband is identical for every source detected at that pixel. In on-sky data, though, multiple

sources with different SEDs might easily contribute to the measured flux in a single pixel.

Traditional flat-fielding is therefore limited in the photometric precision it can achieve.

Under current methodology, photometric measurements between different fields, or at

different times, are plagued by fractional uncertainties in magnitudes on the order of a few
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percent. For example, the Sloan Digital Sky Survey (SDSS), which obtained multi-color

images over more than a quarter of the sky, quotes (Stoughton et al., 2002) a systematic

uncertainty in the photometric zeropoint of 2% across the fields it imaged. A comparison

(Saha et al., 2005) of photometric precision reported by multiple sources found systematic

discrepancies at the level of 2% - 5%. Although photometric measurements at this level are

sufficient for their intended purpose – measuring stellar magnitudes – there are astronomical

questions providing real impetus for photometry with still finer precision.

1.2 The case for 1% photometry

The LSST has science programs that demand photometric precision at the 1% level, and for

which differential single-frame photometry is impractical. A few such programs are discussed

here, as concrete examples of the interplay between precision photometry and science results.

1.2.1 The formation history of the Solar System

Sky surveys are ideal for detecting and classifying the multitudes of “minor planets” –

asteroids and comets – populating the Solar System. These bodies orbit singly, or in swarms,

belts, and clouds, at distances spanning the breadth of the Solar System, from those near

Earth to the distant Kuiper Belt and Oort Cloud.

Within the large group of main-belt asteroids, we have found “families” of bodies that

share similar orbital parameters as well as the similar colors that indicate similar composition.

Models suggest that these families shared a common formation history: that they were

formed in the same region of space around the same time. Asteroids in such families can

serve as dynamical tracers, acting as “test particles” whose observed motion provides a

record of any earlier perturbation.

Minor planets in the outer Solar System, especially those at Neptune’s orbit and beyond,

provide a fossil history of the Solar System. They are so distant from the sun that mini-

mal heating, melting, or outgassing has altered their chemical composition post-formation.
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Mapping of family clusters within the Kuiper Belt would provide dynamical traces of the

history of the outer solar system. Objects at such distances, though, require discerning

instrumentation and careful measurement to detect and classify.

Asteroid taxonomy proceeds by comparison of observed color, measured as the ratio

of detected flux in separate passbands: spectroscopy with a broad-passband brush. The

variation between families can be subtle, and depends on how precisely each passband’s flux

is known. To separate populations, color-based taxonomy requires photometry better than

1-2% (Ivezić et al., 2008).

1.2.2 Mapping the Milky Way

A similar mapping of stellar populations can trace the makeup of the Milky Way. Just as

relative colors separate asteroid populations, the color magnitudes of stars determine stellar

type. To separate hydrogen-burning stars from aging giant stars, for instance, also requires

photometric precision of 1% across passbands (Ivezić, 2010).

Additionally, precise photometry allows for the mapping of Galactic features such as

interstellar dust and tidal streams. Dust between stars absorbs light, making distant objects

appear dimmer; this dimming must, of course, be accounted for. But the amount of dust

absorption can depend on wavelength. In turn, absorption then skews the relative color

measurements of a star seen through dust. It is important to carefully measure the profile

of Galactic dust – a task which becomes more difficult as the density of the dust column

decreases. Determining the wavelength dependence of interstellar dust requires photometric

precision of at least 2% (Ivezić, 2010).

Tidal streams arise from gravitaional interactions that rip apart a star cluster, drawing

the component stars along ribbonlike streams that wrap the Galaxy. Detecting these streams

allows for mapping of the gravitational potential of the Galaxy as a whole. Tidal streams

are difficult to detect, though, because they require separating faint background stream stars

from a field of foreground stars. Detection usually requires careful analysis of stellar types in a

certain field, and selective filtering of only those stars whose color-magnitude profile matches
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that expected of stars born in a particular variety of cluster. More precise photometric

measurements allow for a narrower color-magnitude filter, and thereby the detection of more

tidal streams.

1.2.3 Constraining cosmic expansion

The equation of state parameter of the dark energy gives the ratio of its pressure to density:

w = P/ρ. Constraining the value of w can provide clues as to the nature and behavior of

the dark energy.

Placing constraints on w requires a careful measurement of cosmic expansion. Type Ia

supernovae are often used as “standard candles” for such measurements, because observations

of their light curves and spectra allow derivation of each supernova’s intrinsic luminosity. A

comparison of luminosity distance to redshift over supernovae across the sky generates data

that constrains the shape of the Hubble brightness-redshift relationship (Kent et al., 2009).

Supernova luminosity and redshift measurements demand careful calibration of the relative

sensitivity in the astronomical passbands measured. Precision at the level of 1% or better

is required for supernova flux measurements; the difference between models with different

values for cosmological parameters can be as fine as 0.02 magnitudes, or 2% photometric

precision. Figure 1-1 depicts a few such models of cosmological parameters.

The Supernova Legacy Survey team (SNLS), which is attempting to measure w, impli-

cates photometric calibration as their dominant source of systematic uncertainty (Regnault

et al., 2009).

1.3 Outline of this thesis

The main body of work presented in this thesis concerns the laboratory construction and

optical testing of prototype elements in the LSST’s instrumental calibration system. Chapter

2 formalizes the calibration problem, and details recent work that has been done, at various

other telescopes, to implement the revised calibration philosophy adopted by the LSST.
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trophysics lying behind the observations, leaving a small
residual error once we have carried out as good a fit as
possible to the data. The systematic imposes an upper
limit on the number of supernovae useful for reducing
the statistical error in the magnitude through Poisson
statistics. One example of such a systematic is nonstan-
dard host galaxy dust extinction. To model the slow
variation of astrophysical systematics we adopted a floor
to the magnitude error within a bin of width ∆z = 0.1
of dm = 0.02 (1.7/zmax) (1 + z)/2.7. Despite the error
growing with redshift, we see from Fig. 3 that the long
baseline of a deep survey provides crucial leverage.

Indeed this conclusion might be made even stronger.
Despite an increased magnitude error for short redshift
baselines, our adopted systematic might be said to be
overly generous to shallow surveys (e.g. it gives an error
of 0.02 at z = 0.5 for a survey reaching zmax = 0.9),
since the level of the residual systematic will depend
on how elaborately the survey is designed. Without a
long redshift baseline, broad wavelength coverage into the
near infrared, spectral observations, a rapid observing ca-
dence, small point spread function, etc. this number can
be large. SNAP is specifically designed to achieve 0.02
mag. For a typical ground based survey, a more realistic
estimate might be 0.05 mag.

For the time variation w� in Fig. 4 the discrepancy due
to ignoring systematics is also strong. For any reason-
able prior on ΩM , systematics have an extreme effect for
shallow surveys: a factor ∼ 5 degradation of our esti-
mate σ(w�) at zmax = 0.5. Compare this to a mere 12%
(40%) degradation for zmax = 1.7 when the ΩM prior is
0.03 (0.01); this clearly shows the vast utility of including
supernovae at z > 1.5.

V. HERESIES COMPOUND

We have seen that low redshift sensitivity to the form
of the dark energy depends on idealized conditions: 1)
reduction of the parameter space by fixing the cosmo-
logical model (i.e. the matter density ΩM ), 2) reduction
of the parameter space by restricting the dark energy
model (i.e. ad hoc adoption of constant w, ignoring w�),
3) reducing errors by increasing statistics without limit
(i.e. no systematics floor from unknown uncertainties).
This perfect knowledge of cosmology, physics, and astro-
physics is unrealistic and misleading.

Compounding approximations takes us further from
reality. Here we take the three oversimplifications two at
a time to show the distortions they cause. The conclu-
sion in each case will be that realistic analysis of probing
dark energy leads inexorably to the necessity for the ob-
servations to extend beyond z > 1.5.

For clarity and conciseness, we demonstrate this in
simple illustrations. Fig. 5 shows the effects of correct-
ing the first two oversimplifications. When both ΩM and
the dark energy model (e.g. constant w) are not overas-

FIG. 5: Degeneracies due to the dark energy model,
e.g. equation of state value w0 or evolution w�, and to the
cosmological model, e.g. value of Ωm, cannot be resolved
at low redshifts. In this differential magnitude-redshift
diagram the three parameters to be determined are var-
ied two at a time. Only at z ≈ 1.7 do these very different
physics models exceed 0.02 mag discrimination; SNAP
will be able to distinguish them.

sumed, then degeneracies can lead to complete inability
to discriminate very different cases using only data from
a survey out to z ≤ 1. A deep survey gains both by the
divergence of the curves and the longer redshift observa-
tion baseline. The curves in Fig. 5 would be distinguish-
able by SNAP, which will attain a precision, including
systematics, below 0.02 mag.

The effect of the second and third heresies is to mistake
the uppermost, more realistic curve on Fig. 3 for the
lowest one. Ignoring both time variation and systematics
would misestimate the errors by a factor 12.5 at zmax =
0.5 but only 2 at zmax = 1.7.

Finally, consider the first and third together: the ide-
alized case vs. realistic knowledge of the cosmology in the
form of flatness, a prior on ΩM of 0.03, and systematic
error. Fig. 6 illustrates several important properties:

1. w�: A shallow survey is incapable of appreciably
limiting w�, even for perfect assumptions; a medium
survey fails under any realistic conditions.

2. Depth: While there appears to be only moderate
difference between the results of a zmax = 0.9 and
1.7 survey under the ideal case, for the realistic
case the 1σ constraints on w0, w� degrade by a full
sigma. Depth plus long redshift baselines immunize

Figure 1-1: Differential magnitude-redshift diagram for dark energy models. Note that the
difference between models is only 0.02 magnitudes: placing constraints on one or another
model requires precision in supernova flux measurements of 1% or better. Figure from Linder
and Huterer (2003).

Chapter 3 describes the calibration system we propose to use at the LSST, and gives an

overview of the engineering constraints, optical requirements, and optical design we are

testing. Chapter 4 describes the benchtop testing setup in our laboratory, and introduces

the analytical procedures used in evaluation of each prototype. Chapters 5 and 6 provide

an analysis of each component piece used, and a comparison of options where more than

one is available; Chapter 7 discusses tests of full projector prototypes. Finally, Chapter

8 summarizes the results of benchtop testing, extrapolates those results to the final LSST

system, and discusses future avenues of investigation.
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Work detailed here represents a collaborative effort between researchers at Harvard Uni-

versity, the National Optical Astronomy Observatory, and the much larger collaboration that

makes up the LSST group. In particular, Ming Liang (personal communication, July 2010)

and Bill Gressler (Gressler et al., 2010) are responsible for the optical design of the projector

prototypes tested here, and this thesis builds on philosophical (Stubbs and Tonry, 2006) and

experimental foundations established by Stubbs et al (2007, 2010).

Laboratory setup and benchtop testing – Chapters 4 through 7 – represent the work of

the author.
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Chapter 2

Improving Photometric Calibration

Ground-based photometry involves the measurement of a celestial source by an Earthbound

detector. Any measurement of that source is subject to the combined efficiencies of all

intervening media: Earth’s atmosphere, the optics in the telescope, and the detector itself.

Photometry of the source is limited in precision by the degree to which we can account for

the effects of the transmission chain.

Stubbs and Tonry (2006) advocate the following as steps in approaching the problem of

1% photometry:

1. Separating the systematic errors due to atmospheric effects from those due to the

response of the telescope and detector.

2. Measuring telescope and detector response together, as a single relative “instrumental

response” quantity.

3. Adopting a calibrated detector, rather than a celestial source, as the standard against

which all throughput measurements on a given telescope will be compared.

This chapter formalizes the instrumental calibration problem and outlines experimental

work that has been done toward 1% precision, based on the philosophy outlined above.
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2.1 Calibration arithmetic

We formalize the relationship between source flux and measured counts according to the

treatment outlined in Stubbs and Tonry (2006).

The photon flux from a source incident at the top of the atmosphere, F , has a particular

spectral energy density (SED) which introduces a dependence on wavelength λ. The intensity

I of light from that source incident upon the telescope’s entrance aperture is then a function

of wavelength, pointing angle β of the telescope’s optical axis, incident angle α relative to

the optical axis, and time.Because the source flux is subject to atmospheric effects, I is equal

to F weighted by an atmospheric transmission function T :

I(λ, α, β, t) = F(λ, α, β)T (λ, α, β, t). (2.1)

Optics within the telescope transfer incoming light to the telescope’s focal plane. An

astronomical telescope is designed to image sources that are essentially infinitely distant.

The telescope functions, therefore, as a linear optical system that maps the angle of incident

light onto position at the focal plane. Focal plane intensity Φ at focal plane coordinates x is

related to incoming photon flux I at entrance aperture coordinates x� by means of a transfer

function H:

Φ(x, β, t,λ, P ) =
�

I(x�, α, β, t,λ, P )H(x, x�, α, β, t,λ, P )d2x�d2α (2.2)

Here, focal plane intensity is a function not only of position x and pointing angle β, but

of time, wavelength λ, and polarization P . In this discussion, the effects of polarization are

suppressed.

A contemporary astronomical instrument generally places a charge-coupled device (CCD)

detector at the focal plane of the telescope. The CCD converts the incident photon flux Φ

at detector-plane position x into a photoelectric count S, where S is the integral of Φ over

wavelengths within a passband b, weighted by the detector quantum efficiency Q:
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Sb(x) =
�

b
Φ(x, λ)Q(x, λ)dλ (2.3)

Q is generally assumed to depend only weakly on sub-pixel location, angle of arrival of

incident light, or polarization.

Ground-based photometry seeks to convert the measured quantity S(x), the distribution

of photoelectrons across detector pixels, back to F(λ), the photon spectra of the source. In

order to do so, we must understand the effects of 1) the atmospheric transmission T , 2) the

optical transfer function of the apparatus, H, and 3) the detector quantum efficiency Q. This

thesis is concerned only with the relative instrumental calibration required by points 2) and 3)

– that is, with the determination of total light loss between the telescope’s entrance aperture

and its focal-plane measurement. Although work on atmospheric calibration has proceeded

in parallel (for instance, in Stubbs et al. (2007a)), it is a problem to be treated separately,

and is not discussed further here; neither do we discuss conversion between detected counts

and stellar magnitudes.

2.2 Building a better flat-field

The problem of improving instrumental calibration is that of more precisely measuring the

total effect of the optical transfer function H and detector quantum efficiency Q. Standard

practice has been to measure each element of the optical train separately: filter transmission

curves are specified by the manufacturer; detector efficiency is measured on the lab bench.

But such a piecemeal approach suffers from cumulative systematic errors, whose effect is

to limit achievable precision. Neither does the combined throughput measurement of the

apparatus, with each component measured separatly, grant resolution of the instrumental

response at the pixel scale.

Stubbs and Tonry (2006) advocate bundling the optical apparatus and detector terms

above – H and Q – into a single product representing the spectral response of each pixel

on the detector. The response of each pixel i with wavelength, Ri(λ), can then be measured
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in-situ, in such a way as to determine the total throughput of the system relative to some

specified metrology standard.

Current practice uses spectrophotometric standards – stars of measured spectral energy

density – as metrology standards for flat-field measurements. But such a measurement is

only good to the degree that the stellar SEDs are known – generally only to within 1-2%

percent (Bohlin, 2007) . Stubbs and Tonry (2006) propose instead that the standard of flux

throughput metrology should be not a celestial source, but instead a calibrated detector. The

National Institute of Standards and Technology (NIST) has measured the quantum efficiency

(QE) of a Silicon photodiode to the 10−3 level (Stubbs et al., 2010; Eppeldauer et al., 2009)

– a precision better than any spectrophotometric standard. Figure 2-1 shows the measured

QE and fractional uncertainty in that measurement for one such photodiode.

What we seek to build, then, is a “better” flat-field: one that allows measurement of

instrumental throughput, at the resolution of a single pixel, to monochromatic light, and

which is tied to a precisely determined metrology standard.

2.3 Recent work

Recent work has been done to implement, on existing telescopes, the philosophy outlined

in Stubbs and Tonry (2006): to perform in-situ throughput calibration by measuring the

response of each pixel with wavelength, relative to a calibrated photodiode.

2.3.1 CTIO Blanco

Stubbs et al. (2007b) reported successful implementation of a monochromatic, photodiode-

standardized throughput calibration system with the CTIO Mosaic imager and 4-meter

Blanco telescope. The Blanco apparatus used a tunable laser as the primary source of pho-

tons. Light from the laser was fed through an optical fiber and projected onto a diffuse

reflective flat-field screen. A NIST calibrated photodiode was placed inside a pinhole camera

at the telescope’s prime focus. To operate the system, the flat-field screen was fed monochro-
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Fig. 1.— Quantum Efficiency Curve and Fractional Uncertainty for NIST-calibrated Photo-
diode. The upper plot shows the photon detection efficiency vs. wavelength for a Hamamatsu

2281 photodiode. This calibrated response curve is the standard against which we measure
system throughput, and is better determined than any celestial spectrophotometric source.

The lower panel shows that over the majority of the wavelengths used for CCD imaging,
for the photodiode we used the fractional calibration uncertainty in QE is 0.1%. Only in
the y band, with λ > 950 nm, and for λ < 400 nm (which PanSTARRS does not use) is

this photodiode’s calibration poorer than a part per thousand. The discontinuous jump in
calibration uncertainty for λ >950 nm arises from a change in the metrology comparison

method used by NIST in 2005, when our reference diode was calibrated. More recent work
at NIST (Eppeldauer et al. 2009) extends high precision calibration out to 1.6 µm, with the

prospect of achieving 0.01% accuracy.

Figure 2-1: Quantum efficiency and fractional uncertainty of a NIST calibrated photodiode.
The upper plot shows photon detection efficiency as a function of wavelength; the lower
plot shows fractional uncertainty in QE measurements. Fractional uncertainty is at the
level of 0.1% across most of the spectrum used by optical astronomy. The discontinuity in
uncertainty at λ >950nm arises from a difference in metrology method used by NIST. Recent
work at NIST (Eppeldauer et al., 2009) extends precision calibration of photodiodes out to
1.6µm, with the possibility of 0.01% precision. Figure from (Stubbs et al., 2010).
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matic illumination, and the resulting flux detected by the Mosaic instrument was compared

to that measured by the photodiode. Results were promising: throughput measurements

were reproducible to better than 1%, and were in good agreement with documented values

for the detector quantum efficiency and filter transmission.

Two monochromatic flat-field images from the Blanco implementation are shown in Fig-

ure 2-2.

Figure 2-2: Measured fringing on a telescope detector (the CTIO Blanco) under flat
monochromatic illumination. The phase shift in fringing patterns between 960 and 980nm
indicates that a) interference effects can render throughput both pixel- and wavelength-
dependent, and b) traditional flat-fields, which integrate over the passband of an astronom-
ical filter, lack the wavelength resolution to account for these fringes. Figure reproduced
from (Stubbs2007).

2.3.2 Pan-STARRS

A second version of the system was installed at the PanSTARRS telescope in Hawaii. Like

the LSST, PanSTARRS is a survey telescope whose objective is photometric measurement of

objects spanning a wide swath of sky. The PanSTARRS telescope has a 1.8-meter diameter

primary mirror, in comparison to the LSST’s 8.4 meters.

Space constraints in the PanSTARRS dome rendered the reflective-screen method of flat-

field creation impractical. Instead, the team used a transmissive rear-projection screen. As
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before, a NIST calibrated photodiode was used as reference. Figure 2-3 gives a schematic

overview of the PanSTARRS setup.

Figure 2-3: Diagram – not to scale! – of apparatus for relative system throughput calibration
at PanSTARRS. Monochromatic light is rear-projected onto screen, producing Lambertian
illumination. Flux from the screen is simultaneously measured by the photodiode and imaged
onto the CCD detector; V and S are each measured once with the source on, and once off.
The final measurement of relative system throughput is given as R(i, j,λ) = (Son(i, j,λ) −
Soff (i, j,λ))× QEdiode(λ)

∆Von−∆Voff
, in arbitrary units.

To measure the system response function, the PanSTARRS team illuminated the screen

with pulsed monochromatic laser light. Flux from the screen was simultaneously measured

by the calibrated photodiode and imaged onto the CCD detector; measurements were taken

once with the source on, and once with it off. The final measurement of relative system

throughput R was given, in arbitrary units, as
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R(i, j,λ) = (Son(i, j,λ)− Soff (i, j,λ))× QEdiode(λ)

∆Von −∆Voff
(2.4)

Here S is the measured detector signal and V the voltage measured by the photodiode;

i, j are the pixel coordinates on the detector, and λ is wavelength.

The PanSTARRS system has successfully demonstrated the ability to characterize full

system throughput of the telescope and imager relative to a calibrated detector; their results

are presented in Figure 2-4. The team was also able to measure filter transmission curves

by dividing measurements taken with and without the filter (Figure 2-5).

– 21 –

Fig. 5.— PanSTARRS transmission functions, for g (cyan), r (red), i (green), z (blue), y
(orange), w (purple) and open (black), determined from full-pupil illumination with tunable

laser light. The region between 550 and 600 nm was scanned five times, and shows short
term repeatability at the level of a few parts per thousand. Since there is a single overall

multiplicative free parameter, we have chosen for this plot to normalize all the curves to the
peak sensitivity seen, with no filter in the beam.

Figure 2-4: Relative system throughput calibration for the PanSTARRS telescope, using a
filter set comprising g (cyan), r (red), i (green), z (blue), y (orange), w (purple) and open
(black). All curves have been normalized to the peak sensitivity seen. Figure from Stubbs
et al. (2010)
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Fig. 6.— PanSTARRS filter-only functions, for g (cyan), r (red), i (green), z (blue), y

(orange), w (purple) and open (black). For this plot the vertical axis does correspond to the
absolute filter transmission, since these data are the ratio between the measured sensitivity

functions with and without the respective filters in the beam.

Figure 2-5: Filter-only transmission functions measured at PanSTARRS, for g (cyan), r (red),
i (green), z (blue), y (orange), w (purple) and open (black). The vertical axis corresponds
to absolute filter transmission. Figure from Stubbs et al. (2010).
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The PanSTARRS measurements included estimates of systematic uncertainty in the cal-

ibration apparatus and technique. Of those, three arise from properties of the flat-field

screen itself: the team estimates uncertainty at the 5% level arising from stray and scat-

tered light paths, at 5% from wavelength-independent screen non-uniformity, and at 2% from

wavelength-dependent screen non-uniformity.

Stray and scattered light arises from light on what would be non-focusing paths hitting the

detector. Because scattered light may be wavelength-dependent – ghosting in the optics, for

instance – it can introduce focal-plane variations that are then misinterpreted as variation in

intrinsic sensitivity. Both the reflective flat-field screen used at the Blanco telescope and the

transmissive PanSTARRS variant produced Lambertian scatter profiles, and consequently

introduced a significant amount of stray light into the system.

While the ideal illumination would be completely uniform across the focal plane, a certain

degree of non-uniformity can be tolerated, so long as the illumination pattern is constant

with wavelength. Wavelength-independent non-uniformity can be compensated by simply

rastering a celestial source across the detector. Any significant wavelength-dependent non-

uniformity, though, undermines calibration efforts. If light intercepted by the photodiode

has a different wavelength dependence than that incident on the detector pixels, systematic

error is introduced even when comparing a single pixel’s response across wavelengths.

Work presented in this thesis represents the next iteration in the cycle: from Blanco

to PanSTARRS to the LSST. The design presented and tested in subsequent chapters is

intended to address the major sources of uncertainty noted by the PanSTARRS team, in

hope of achieving final uniformity of better than 1%. In addition, the proposed calibration

scheme must conform to the particular engineering constraints imposed by the LSST itself.

The next chapter introduces the LSST and outlines the calibration scheme proposed for

implementation there.
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Chapter 3

Calibrating the LSST

The LSST is designed for science work in four primary fields: constraining dark matter

and dark energy, taking an inventory of the solar system, exploring optical transients, and

mapping the Milky Way (LSST Science Collaborations et al., 2009). Each of these goals

requires photometry at the 1% level across wide swaths of sky – that is, 1% photometry

between images as well as within a single image. In accordance with its objectives, the

LSST has been engineered to deliver precise and accurate photometry at the 1% level.

3.1 LSST overview

The LSST is a modified Paul-Baker telescope with a primary mirror diameter of 8.4 meters.

Where many astronomical telescopes have two mirrors, the LSST has three; its design allows

for a wide field of view which, coupled with its large collecting area, yields the exceptionally

high throughput that is ideal for sky-survey work. In addition to its three mirrors, the LSST

optical train includes three lenses serving as refractive correctors, a set of six astronomical

filters – u,g,r,i, z, and y, with passbands similar to those of the Sloan Digital Sky Survey –

and a 3.2 gigapixel CCD detector.

An in-situ calibration system at the LSST will allow monitoring of the total system

throughput, measured as the combined effect of each mirror’s reflectivity, each lens’ trans-
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Figure 3-1: Top: a model of the LSST in its enclosure. Bottom: a model of the LSST optics,
including primary (bottom, outer annulus), secondary (top), and tertiary (bottom, inner
annulus) mirrors, as well as refractive-correcting camera optics and detector (center). Both
images credit: Todd Mason, Mason Productions, Inc. / LSST Corporation.
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missivity, the filter passband shape, and the detector quantum efficiency, not only at the time

of construction but also over the entire lifetime of the telescope, as frequently as desired. The

instrumental calibration system is only one of several parallel calibration methods planned for

concurrent use in the operational LSST. A separate telescope on the same mountain peak will

constantly monitor atmospheric transmission (Stubbs et al., 2007a), and a self-calibrating

algorithm applied to celestial standard observations (LSST Science Collaborations et al.,

2009) will complement the precision granted by instrumental and atmospheric calibration

with accuracy in final reported magnitudes.

Figure 3-2: A model of the LSST within its enclosure, showing the position of the calibration
projector system (pink). Image credit: LSST Corporation.

3.2 Calibration at the LSST: system design

An in-situ calibration system has been designed (Gressler et al., 2010) to satisfy the scientific

as well as the engineering constraints of the LSST. It has the following characteristics:

• Like the Blanco and PanSTARRS implementations, the LSST design is intended to

allow determination of the response function of the entire optical system as a function

of position on the detector, wavelength, and time, relative to a calibrated photodiode.
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• Unlike previous incarnations, the LSST design makes an attempt to limit stray and

scattered light paths by matching the output from the calibration screen to the field of

view of the instrument. To accomplish this, the LSST turns from a diffuse screen to

an array of “headlamp” projectors.

• Ideally, the LSST system will produce focal-plane illumination that is uniform both

spatially at a single wavelength, and across wavelengths.

• Finally, because space within the LSST dome is limited, the final system must have a

depth of no more than 1 meter.

The baseline design for LSST instrumental calibration comprises an array of 162 individ-

ual projectors, each illuminating part of the telescope pupil. Each single projector produces

a directed beam of light whose range of output angles is matched to the detector field of

view. Together, the projectors in the array will sample the entire surface area of the primary

mirror, and the entire optical train thereafter.

Figure 3-3: The baseline design for the LSST instrumental calibration system comprises an
array of 162 individual projectors, whose combined illumination samples the entire primary
mirror of the LSST.

Like the implementations at Blanco and PanSTARRS, the proposed LSST system uses

a pulsed tunable laser as a monochromatic light source. Photons from an Nd:YAG laser

at 1064nm are upconverted to 355nm, then fed through an Optical Parametric Oscillator,

allowing for the tuning of monochromatic light over a range of 210nm to 2.3µm. Monochro-

matic light is then focused into an optical fiber, which in turn feeds the projector array. A

40



Figure 3-4: Conceptual design of the LSST calibration system. An array of projectors is fed
monochromatic light from a tunable laser, and produces a beam constrained in angle that
floods the telescope entrance pupil. Light from the projector array simultaneously illuminates
a calibrated photodiode. The photodiode itself, with its precisely known quantum efficiency
curve, serves as the reference standard for relative flux calibration of the system. As with
earlier implementations, simultaneous measurements are taken of the photodiode reading V
and the detector response S and pixel (i, j).

calibrated photodiode is placed so as to sample the combined beam of the projector array

before it enters the telescope. The monochromatic flux imaged by each pixel of the detector

can be compared to that measured by the photodiode to produce a relative value for the

response of each pixel versus wavelength and over time. Figure 3-4 illustrates the conceptual

layout of the LSST system.

3.3 Single projector requirements and schematic de-

sign

This thesis concerns benchtop testing of designs for a single module within the projector

array. The objective of a single projector in the array is to convert light from the tunable
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laser source into a beam with the particular optical properties required by the LSST design:

the light should ideally be spatially flat at the focal plane, must be matched in angle to the

LSST’s field-of-view, and must produce a focal plane illumination pattern that is independent

of wavelength.

3.3.1 Design elements

Figure 3-5: Black-box optical design of a single projector. An optical fiber feeds light from
the tunable laser through a lens to produce a collimated beam. The launch optics turn this
collimated beam into a circular, evenly illuminated image at the launch pupil; the pupil is
in turn placed at the focus of a collimating optic, thereby mapping spatial distribution at
the launch pupil into angular distribution at the telescope’s entrance pupil. The collimating
optic projects a beam whose divergence half-angle θ is a function of the size of the launch
pupil image. At the telescope, the angular distribution of this beam is mapped back into
position at the focal plane. The end result is to form an image of the launch pupil on the
detector, and the spatial and chromatic properties of the ‘flat-field’ thus created are those
of the launch pupil image.

A functional diagram of a single projector is given in Figure 3-5. For clarity of discussion

and of analysis, we divide the projector into three functional components:

• Source and Fiber Collimation: By “source” we mean the optical train necessary to

produce monochromatic light; “fiber collimation” then denotes the means by which the

42



light is made into a collimated beam. The source optics are common to all projector

designs, and the specific scheme we adopt is further discussed in Chapter 4.

• The Launch Optics: The purpose of the launch optics is to produce, given a col-

limated monochromatic beam, an image at a predetermined pupil plane. This pupil

image must be of finite extent, tolerably uniform in brightness across its surface, and

more strictly uniform in pattern from one wavelength to another.

• The Collimation Optic: Given a pupil image produced by the launch optics, the

collimation optic both collimates that image – produces an image at infinity, to be

viewed by the telescope – and matches the projected beam to field of view of the

instrument.

Launch optics

The launch optics produce, from a collimated beam, a spatially flat image. The optical setup

within the launch optics is comprised of two main elements: first, a diffuser that spreads

collimated light into a range of angles; and second, a set of lenses that map that range of

angles onto spatial coordinates at the launch pupil.

If we remove the diffuser from the launch optic setup, the entire projector becomes a

very straightforward series of elements cycling a single beam through collimation, focusing,

and back, as in Figure 3-6.

Ideally, the pattern of irradiance at the focal plane should be independent of the particular

irradiance entering the launch optic. Figure 3-7, reproduced from (Gressler et al., 2010),

shows a Zemax simulation of desired intensity patterns at the telescope entrance pupil and

focal plane. Note that the focal plane pattern is independent of the irradiance on the diffuser.

Collimating optic

The launch optics place an image at the focus of the collimating optic; the collimator, in turn,

maps spatial intensity distribution at the launch pupil onto angular intensity distribution at
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Figure 3-6: Black-box optical design of a single projector without its diffusive element, as an
illustration of its optical properties. In the absence of a diffuser, the optical system simply
maps back and forth between angles (the collimated beams) and positions (the focused
points).

Figure 3-7: Zemax model of desired illumination patterns at the telescope pupil and at the
LSST focal plane. Figure from (Gressler et al., 2010).

44



the telescope’s entrance pupil. In practice, there are two general categories of the collimating

optic: reflective or transmissive. The relative benefits of each will be addressed in more detail

in Chapter 6. For now, we note that although the choice of collimating optic impacts the

setup of the projector – Figure 3-8 shows a schematic of each – the optical properties remain

the same.

Figure 3-8: Comparison of projector designs using transmissive (top) and reflective (bottom)
collimating optics. The optical principles of the projector system are the same in each case.
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Chapter 4

Optical Testing Methodology for

Single Projector Prototype

Laboratory testing of projector prototypes, and of the elements that comprise each projector,

cannot be done on the LSST itself – not least because the telescope has yet to be built.

Instead, we have constructed a testbench system to serve as a surrogate. We have designed

this system to parallel the LSST in its optical function: in light source, telescope and camera

optics, and detector.

4.1 Light source: range and monochromaticity

The LSST design calls for each projector to be fed by monochromatic light through an optical

fiber. In the final implementation, the source of this light will be a tunable laser. The laser

produces light with the following features:

• Range: An Ekspla laser can be tuned to produce light anywhere between 210 and

2600nm. Although optical fiber transmission in the UV is low, the available wave-

lengths more than span the LSST’s range of 320 to 1080nm.

• Monochromaticity: The tunable laser produces highly monochromatic light: the

model planned for use at the LSST has a spectral breadth on the order of 0.1 - 0.5nm
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Figure 4-1: Functional diagram of a representative projector in the LSST system (top) as
compared to the benchtop setup (bottom)
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Figure 4-2: Photo of a representative projector prototype on the optical bench. Mounted
elements from right to left include source fiber, neutral density filter, variable iris, achromatic
doublet, iris, Engineered Diffuser, three-lens relay, and parabolic mirror.
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(Stubbs et al., 2010).

• Short coherence length The Ekspla is a pulsed laser with 5nsec pulse times. Such a

short pulse length implies a correspondingly short coherence length – because the pulses

are so short, waves can only remain “in step” for so long before the pulse decays. The

short coherence length, in turn, avoids the issue of laser speckle – self-interference

effects possible when the path-length differences in a system are within the source’s

coherence length. Interference patterns can quickly turn flat illumination into a tangle

of light and dark fringes, with exactly the kind of amplitude variation we seek to avoid.

The light source on our testbench needs to adequately represent the LSST source with

regard to the same criteria: it must sample the LSST’s range, be monochromatic, and avoid

speckle effects.

As a primary broadband light source, we used a tungsten halogen lamp housed in a fiber

illuminator. The halogen bulb is by nature an incoherent source, so no speckle effects are

present. The bulb has a quartz envelope, allowing some transmission of near-UV light that

would be blocked by glass. In practice, even with the quartz envelope, the source was very

weak below 400nm. It did produce ample light in the visible and near infrared.

The broadband source was band-limited by either a Newport 74055 monochromator, or

by narrow bandpass filters. The monochromator uses a reflective grating to disperse broad-

band light, and a slit to select a narrow wavelength range. Light within the monochromator,

though, is dispersed into multiple orders, which leads to two problems. First, the monochro-

mator is inefficient because light at a given wavelength is distributed among many orders, but

only sampled at one. Second, there is overlap between orders such that when the monochro-

mator is set to light at wavelength λ, some light at λ/2 is also selected. An order-blocking

filter – a longpass filter that imposes a lower bound on wavelengths transmitted – must be

used for wavelengths above 600nm, but removed below. The extra filter creates an asymme-

try in the optical train between, for instance, data taken at 500nm and at 700nm. For data

taken with the monochromator, we used an Edmund Optics 600nm longpass filter.
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Figure 4-3: Spectra of various light sources illustrating their range and monochromaticity.
Top: spectrum of tungsten halogen “white” light source. The steep falloff above 1000nm is
most likely an artifact of spectrograph detector quantum efficiency, rather than a true indica-
tion of available light. Center: the spectrum of a white light source through a monochromator
with 5-mm output slit with no order-blocking filter in place. The monochromator was set to
1000nm; note the peak at 500nm, corresponding to order overlap. Bottom: the spectrum of
a white light source through a 10-nm FWHM bandpass filter.
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In order to get appreciable light from the monochromator through the projector system,

we used the widest available slit (5mm). The tradeoff for the wide slit is correspondingly

wider linewidths: “monochromatic” light in fact had a full-width at half-max (FWHM) of

10nm.

Narrow bandpass filters can also produce light that is monochromatic at the 10nm FWHM

level, and can do so with much improved efficiency. Bandpass filters work by thin-film in-

terference, rather than by dispersion. Consequently, they lose no light to multiple dispersive

orders, nor do they require order-blocking optics. A set of bandpass filters spanning the

range of available wavelengths allowed us to gauge chromatic variation across the wavelength

range. Bandpass filters sample a discrete selection of wavelengths, one per filter. Unlike the

monochromator, they cannot make a continuous scan across the wavelength range. Nev-

ertheless, since we are only looking to probe variation across the range, we decided that

the bandpass filters would suffice. The bandpass filters were, in all cases, inserted into the

optical train before light hit any element of the projector itself. In later trials, so as to most

effectively limit any reflection artifacts, they were inserted into a filter slide built into the

fiber illuminator.

Calibration and throughput of the monochromator and bandpass filters were verified

using an Ocean Optics HR-2000 spectrometer, which was in turn wavelength-calibrated to

the emission lines of a HgAr lamp. Figure 4-3 presents representative spectra illustrating

broadband and monochromatic properties of the light source.

4.2 Simulating the LSST optical train

The optical train of the LSST is complex. Light entering the telescope must reflect off of the

primary, secondary, and tertiary mirrors, pass through the a set of refractive corrector lenses

as well as one of the LSST broadband filters, and finally hit a CCD detector at the focal

plane. But despite this complexity, the LSST’s main optical objective is straightforward: to

bring an image of an infinitely distant point source to a focus at the plane of the detector.

Building an optically congruent system on the bench is as straightforward as obtaining a
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suitable camera and focusing it at infinity.

We used a small astronomical camera, the Santa Barbara Instruments Group 10XME,

which is equipped with a 3.2 megapixel CCD detector measuring 10mm by 14.9mm. The

detector was thermoelectrically cooled to between -10 and -15 C in order to limit dark

current.

The LSST has a field of view whose diameter is limited to 3.5 degrees of arc. When

designing its benchtop surrogate, we opted to construct a slightly larger field of view. The

extra area around the edges allowed us to evaluate the presence and magnitude of what

would, in the LSST, be non-focusing light paths. To that end, we equipped the SBIG

camera with a 105mm Nikon lens, which yielded a field of view of approximately 5.2 by 7.8

degrees.

Every detector has an intrinsic quantum efficiency (QE) defined as the ratio of incident

photons to detected photoelectrons at a given wavelength. We measured the wavelength-

relative QE of the combined detector-plus-lens system using a large integrating sphere. We

placed the end of the lens at one of the sphere’s output ports and fed monochromatic light

into the sphere, then made simultaneous measurements of the total flux incident on the

detector and the power incident on a sphere-mounted photodiode. A diagram of the setup

and the resulting QE curve are presented in Figure 4-5. The QE has been scaled relative to

its peak at 600nm. The measured curve makes it evident that the efficiency of the camera-

plus-lens system drops dramatically at longer wavelengths. Above 1000nm, data collection

becomes difficult to the point of impracticality.

We expect the test camera CCD itself to be subject to the same principles of pixel-to-

pixel and color-to-color variation as the LSST detector. In order to minimize uncertainty

introduced by the test camera, we performed flatfield calibration using the same integrating

sphere setup as above. A stack of 3 to 10 flat fields were taken at each wavelength between

400nm and 1000nm, in 50-nm increments, using the monochromator with wide slit as the

input source. At each wavelength, flat fields were median combined into a single master flat,

which we used to reduce all subsequent data taken at that wavelength.
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Finally, in accordance with the principles of telescope optics, we focused the lens at

infinity.

Figure 4-4: Schematic of quantum efficiency and flat-field calibration procedure for the test
camera.

4.3 Focus, alignment, and collimation procedures

The Nikon lens we used did have focus positions marked; however, because we used a mount

adapter to affix the lens to the SBIG body, we determined focus positions optically. To do

so, we placed an object – usually a US Air Force test plate – at the focus of a lens, creating

an image of the plate at infinity. The camera was then pointed through the lens, and its

focus adjusted manually until the image was sharpest. A schematic of the procedure is given

in Figure 4-6.

Alignment of the optical elements comprising the launch and collimation optics was

important both in reducing stray light and in avoiding aberrations and edge effects in the

lenses. In all diffuser setups, optics were first aligned without the diffuser, and the diffuser

was added only later. Without the diffuser, the behavior of many of the systems could be
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Figure 4-5: Quantum efficiency of the SBIG camera with Nikon lens, as measured relative
to a calibrated photodiode.

Figure 4-6: Schematic of camera focusing at infinity. An object, illuminated either in re-
flection or, as here, in transmission, was placed at the focus of a lens to create an image at
infinity. The test camera lens was then adjusted to produce the sharpest possible image on
the detector.
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reduced to a series of either collimated beams, or beams which were to come to a focus at

a specified point. Both conditions are easily verified optically. Once alignment had been

checked, the diffuser was added.

All Engineered Diffusers are specified for use with a collimated incident beam. Light

exiting an optical fiber is, of course, not collimated. We collimated the beam using an

achromatic doublet lens. The fiber aperture was placed at the focus of the achromat, where

it would yield a collimated beam on the other side. We verified the fiber positioning, and thus

the collimation of the beam, by retroreflecting the collimated beam through the achromat

using a small flat mirror. A well-collimated beam will produce a point-source image in the

plane of the original source. Figure 4-7 illustrates this procedure.

Figure 4-7: Diagram illustrating beam collimation procedure. The aperture of the fiber optic
was placed at the focus of an achromatic doublet lens. The resulting collimated beam was
retroreflected back through the achromat by a flat mirror. Symmetry in optical systems
demands that a collimated beam retroreflect to produce an image of the original aperture in
the same plane as the source.

4.4 Stray light control

One of the objectives of the projector method of flatfielding is the reduction of systematic

error introduced by stray or scattered light – that is, by focal-plane detection of photons
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that were not, when they entered the telescope pupil, on focusing light paths. We made

some effort to minimize stray light from optical elements in the testing setup:

• All spherical lenses used in beam collimation and in relay optics were coated with a

broadband antireflective coating to minimize reflections.

• Baffles in the form of adjustable irises were placed in the optical train at points where

light might otherwise overfill an element, or produce unwanted scatter: between the

fiber and the achromatic doublet, for instance. The position of these irises is indicated

in the schematic drawings for each setup tested.

• The irises themselves are matte black elements.

• The computer running the data acquisition software was placed behind a wall and

was facing away from the camera and optics, to minimize ambient light and unwanted

reflections arising from its screen.

4.5 Data acquisition, reduction, and analysis method-

ology

4.5.1 Data acquisition and reduction

With the test bench set up as outlined above, we acquired data for each element and pro-

totype under investigation. Each round of data acquisition included a series of checks:

verification of alignment; of camera focus; of CCD temperature; of stray light in the lab; and

of camera position. The camera was rotated as necessary to center the data on the CCD, to

minimize any edge effects or vignetting.

Each data image was taken as a double exposure using SBIG’s CCDOps software: first a

combined dark and bias frame, then a data frame. The dark/bias frame, which measures the

detector’s dark current and readout noise, was automatically subtracted upon readout and
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display. Data images were reduced by subtracting the master flatfield at the corresponding

wavelength.

4.5.2 Data analysis

Because the test camera is engineered to serve as the LSST’s optical surrogate, what we

image on the testbed detector is what would be seen at the LSST focal plane, but with the

extra area granted by our wider field of view. We judge each data image according to how

well it satisfies the projector criteria laid out in Chapter 3:

• Defined angular range: The image should be circular, symmetric, and have a sharp

cutoff at the edges. There should be minimal light outside the circle.

• Spatial Uniformity: A flat image will show minimal variation in brightness at either

high or low spatial frequency, nor will it have evidence of non-random structure.

• Chromatic Uniformity: The illumination pattern, extent, and flatness of the image

should not vary with wavelength.

The ideal projector, imaged by the test camera, would produce a circle of perfectly even

illumination, identical at every wavelength, with only darkness beyond.

In the chapters that follow, each set of data is presented both as reduced images and as

one-dimensional plots made by averaging a ten-pixel horizontal slice across the data circle.

The images allow for visual inspection of radially symmetric structure, while the plots give a

quantitative measure of any variation or aberration present. A sample data image and plot

are shown in Figure 4-8, with relevant features – things to look for – highlighted.

To quantify the performance of each element and projector system according to the

parameters specified above, we applied statistical analysis to the data images.

Stray light

In measuring stray light, we considered, in a one-dimensional profile of the data image, both

the sharpness of the cutoff and the ratio between counts within the projected area to those
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Figure 4-8: Sample data image and one-dimensional plot, with relevant features highlighed.
The blue circle overlaid on the data image shows the limits of the LSST’s 3.5◦ field of view;
the green line across the center denotes the ten-pixel strip that was averaged to produce the
one-dimensional profile.
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without. Because stray light control in the lab was not absolute, numbers given for stray

light should be taken as conservative estimates of projector behavior rather than as ideal

system performance.

Spatial and chromatic uniformity

We quantified spatial uniformity by examining a series of concentric circular regions in each

reduced data image. Within each circle, we calculated the “flatness” by measuring, for

counts at each pixel within that circle, the standard deviation divided by the mean (σ/µ),

expressed as a percentage. With this data we can say, for instance, that a particular image

showed uniformity at the 5% level within the central 0.5 degrees, but only at 10% within a

1.5 degree circle.

To measure uniformity across wavelengths, we divided two images taken using the same

setup but at different wavelengths. If the illumination pattern were achromatic, we would

expect the ratio of two images to be constant within the projected circle. We quantify

chromatic non-uniformity as variation from flatness in the divided images, and we calculate,

for each divided frame, σ/µ as above.

4.6 Limitations of testing methodology

Our testing results are estimates of projector behavior, and are subject to the limitations of

testing methodology. Here we note a few of the limitations and potential sources of error in

our testing setup.

The test camera system was not a perfect match for the LSST. Because the light source

was faint in the blue, and because the CCD QE was low in the red, we restricted the vast

majority of test data to wavelengths between 400 and 1000nm. This range does not quite

extend to the edges of the LSST’s 320-1080nm band, but does allow us to sample colors

across the central 80% of the range. Even the narrower range suffices, though, to allow us

to test the concepts behind each projector, and to eliminate those options that are clearly

infeasible.
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Perfect stray light control in the lab was not achieved. Light sources included the com-

puter running the tests, light leak from the fiber illuminator, and light from indicators on

other instrumentation in the shared space. We can quantify the effect of this stray light

by examining “ambient” images, taken by closing the shutter on the fiber illuminator but

leaving the setup otherwise untouched. Figure 4-9 shows a side-by-side example of a data

frame and its corresponding ambient image. Maximum counts in the ambient image are on

the order of 200; the illuminated data pixels are on the order of 20000: ambient light in this

case introduces a systematic uncertainty of 1%.

Figure 4-9: Side-by-side comparison of a data image (left) and the ambient light image (right)
taken immediately afterwards. In the ambient light setup, the shutter on the monochromatic
source has been closed, so that no light is fed into the optical train. Maximum count levels
in the ambient image are on the order of 1% of those in the data frame.

Because the beam produced by each projector is much wider than the test camera’s lens,

not all of the beam could be sampled at once. In relevant cases, we sampled the projector

beam by translating the test camera.

Finally, the cost of simplifying the LSST’s optical train to a small camera lens is increased

optical aberration. The Nikon lens we used was not, itself, perfectly achromatic. In each

case, we focused the Nikon lens at infinity as gauged by the sharpest image produced at

550nm.
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The chapters that follow present the results from laboratory tests first on the individual

components proposed for use as launch (Chapter 5) and for collimating (Chapter 6) optics,

and then on prototypes of the full projector (Chapter 7).
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Chapter 5

Analysis of Launch Optics

The purpose of the calibration projector as a whole is to produce an achromatic beam whose

rays span a range of solid angles matching the LSST field of view, and which has equal energy

in each unit of solid angle within that range. Within that projector, the launch optic takes

as input collimated monochromatic light – monochromatic from the source; collimated as

outlined in Section 4.3, by an achromatic doublet – and outputs an angularly flat diverging

beam. In order to satisfy our requirements, the launch optic must first prove capable of this

kind of angular radiance. Then we must show that the pattern of light it produces does not

vary with color across the range of testable wavelengths.

5.1 Engineered Diffusers

The diffusive element used as launch optic in most of the projector designs is an Engineered

DiffuserTM(ED) made by RPC Photonics. The ED is fabricated as an array of microlens

structures on a flat, transparent substrate. In essence, it is a beam shaper: it spreads a

collimated beam into a tightly specified range of angles.

An Engineered Diffuser is specified by its substrate materal, glass or film; its physical size;

and by the shape and angular dispersion of light. The manufacturer’s convention is to give

angular dispersion as full angle at 90% maximum intensity – analogous to the FWHM used
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for spectral lines – and I have retained that convention here. Thus when I write “30-degree

ED”, I mean one which sends light from every point on its surface into an angular range of

plus or minus 15 degrees from the optical axis. The EDs I have tested are manufactured on

glass, are 2” square, and have been designed to spread light evenly into a specified cone of

angles, so that the illumination pattern they produce is circular. A photo of a representative

ED mounted in a filter holder – this one is a 2” square, glass, 30-degree circular diffuser – is

shown in Figure 5-1.

Figure 5-1: Photo of a 30-degree circular Engineered Diffuser on a glass substrate.

The defining characteristic of the Engineered Diffuser is its ability to take as input a

collimated beam, and output a beam whose angular radiance is tightly defined. EDs designed

to produce a flat circle of light are often called “top hat” diffusers: the ideal three-dimensional

surface plot of intensity versus scatter angle would look very much like a top hat. A one-

dimensional plot of ideal setup and performance is shown in Figure 5-2, with a demonstrative

photo of the ED in action in Figure 5-3. Note that the helium-neon laser shown in the photo
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is used for illustration only – its coherence length is too long, and laser speckle consequently

too prevalent, for use in testing.

The ideal tophat Engineered Diffuser minimizes stray and scattered light, because its

range of output angles is limited. It produces a flat illumination pattern. If patterned on an

appropriate substrate, the ED can easily transmit light over the required wavelength range.

The ideal characteristics of the ED, then, seem promising.

Figure 5-2: Optical properties of an ideal Engineered Diffuser. Left: the ED transforms
incident collimated light into a diffuse beam with a sharply defined angular spread. Right:
Ideal profile of angular scatter in the beam produced by a 30◦ ED. Diagrams after those
published by RPC Photonics (cite website).

5.2 Measured behavior of the 4
◦

and 30
◦

Engineered

Diffusers

A first set of measurements was taken of 4◦ and 30◦ circular tophat EDs. The diffusers

are off-the-shelf components two inches square, and are replicated on glass substrates. The

4◦ diffuser’s output was measured by simply illuminating the diffuser with a collimated

monochromatic beam, and imaging the resulting light with the test camera focused at in-

finity; because the 30◦ output was wider than the Nikon lens’s field of view, we instead

measured it by sweeping a photodiode through its range of scatter angles.
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Figure 5-3: Photo of a 30◦ Engineered Diffuser illuminated with a helium-neon laser. Note
that the helium-neon laser shown is used for illustration only – it is unsuitable for testing
due to its long coherence length and consequent speckle effects.

5.2.1 Stray light control

Both the 4◦ and 30◦ EDs were efficient at minimizing stray and scattered light. Figure

5-4 shows a sample one-dimensional profile of a 4◦ Engineered Diffuser illuminated with

500nm light, compared to the Lambertian profile of a typical reflective screen. For the 4-

degree diffuser, the 90%-to-10% fall distance, as measured in degrees from the center of the

projected beam, was 0.5◦. The fractional intensity of counts well outside the projected beam

– further than 2.5◦ from the center of the bright region – was on the order of 2%-5%.

5.2.2 Spatial uniformity

We found that, although both EDs are a tophat-type diffusers, their profiles are not perfectly

uniform. As measured at the detector, both ED produced brighter and dimmer regions with

peak-to-peak variation on the order of 10 to 20%. We ran several tests to determine which
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Figure 5-4: One-dimensional angular profile of 4-degree Engineered Diffuser illuminated with
collimated monochromatic light at 500nm. Green data in the plot indicates 4-degree diffuser
data; for comparison, a Lambertian cosine profile is plotted in blue. On the scale plotted
here, the Lambertian profile is nearly flat: Lambertian screens scatter light much more
widely and do not control stray light. By contrast, the ED constrains its angular output.

elements of the observed brightness variation might be random, and which persistent.

First, to establish that variation at this scale was not due to the light source or to any

time-dependent factor in the setup, we took a sequence of control images using the 4◦ at

400nm without altering the setup in any way. We then took a sequence of images with

the same diffuser and wavelength, this time translating the diffuser perpendicular to the

optical axis, so that each image was made with the collimated beam striking a different

area on the diffuser’s surface. Results from these tests are shown in Figure 5-6. The first

series establishes that the brightness variation in the diffuser profile is time-invariant: the

magnitude of variation in the diffuser profiles is only what we might expect for variation

in the camera readout noise. The second series of images establishes that the pattern of
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Figure 5-5: Data image and angular profile for a 4-degree top-hat Engineered Diffuser as
measured on the lab bench.

brightness variation at high spatial frequency is dependent on diffuser position, and that

high-frequency variation can therefore be averaged out – but nevertheless, a characteristic

shape remains at the detector plane. This particular ED produces not a perfect top-hat, but

something more like a fedora: a central dome or peak, and a bright outer ring.

To make sure that the radially symmetric structure evident in the 4◦ ED measurements

was no artifact of my circular Nikon lens, we measured the 30◦ ED profiles with a completely

different setup. Instead of imaging with the camera, we mounted a photodiode on an arm

affixed to a motorized rotary stage, centered the rotation of the axis of the stage under

a diffuser, and swept the photodiode in an arc through the desired range of angles. A

diagram of this setup and a comparison of profiles made using the two methods are shown in

Figure 5-7. Although variation in the 4◦ diffuser is more pronounced, the consistent overall

shape between profiles made with photodiode and camera, two completely different setups,

indicates that the shape itself is not an artifact of measurement methodology.

Finally, we attempted to determine whether the ring structure might be specific to one of

the parameters in the testbench setup. We compared diffusers specified for different angular

ranges; we varied the diameter of the collimated beam incident on the ED; we moved the
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Figure 5-6: Time and position dependence of 4◦ ED output. Top: a series of 400nm images
taken sequentially without altering the setup. Of the ten images taken, two are shown above
(t1 and t2); a ratio of the two (t2/t1) is very flat, indicating minimal time variation; and
an average of all ten images is not markedly smoother. Bottom: a series of 400nm images
taken with the collimated beam illuminating different areas of the 4◦ diffuser surface. Again,
two representative images are shown (x1 and x2), and there is some visible change in high-
frequency pattern between them; a ratio of the two (x2/x1) clearly shows high-frequency
variation; the average of ten images is smoother at high spatial frequency than either of the
individual images, but retains the larger-scale central dome and outer ring.

69



Figure 5-7: Top: diagram of alternate scheme for measuring angular profile of an Engineered
DiffuserTM. Bottom left: one-dimensional plot of 4◦ ED output, made with the camera
imaging setup. Bottom right: Plot produced using the photodiode scheme with a 30◦ ED.
Although the 30◦ profile shows a smaller amplitude in variation, and although the photodiode
trace is noisier than the camera, the persistence of the shape of the profile is evident.
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collimating lens to make the incident beam other than collimated. Results are presented

in Figure 5-8 as one-dimensional profiles. In each case, although their relative positions

and amplitudes vary, the same dome-and-ring structures persist. Large scale variation in

brightness with angle seems to be an optical characteristic of the Engineered Diffuser itself.

Figure 5-8: Profiles showing the persistence of angular structure in Engineered Diffusers.
Left: a series of 4◦ diffuser profiles made by varying the diameter of the beam incident on
the diffuser surface. Right: a series of 30◦ profiles made by varying the divergence angle of
light incident on the diffuser.

We can further quantify the amount of variation in the 4◦ ED by analysis of data images.

Figure 5-9 presents a statistical analysis of intensity variation at single wavelengths, expressed

as the ratio of standard deviation to mean (σ/µ) for points within circular regions at radii

from 0.5◦ to 2.0◦, and at 400, 500, and 800nm. By this measure, spatial uniformity falls

between 5 and 10% at all colors within the central 1.5◦.

The ED, then, is not quite flat in angle: the amount of light output into various angular

ranges varies by as much as 20% peak-to-peak. But it might be possible to engineer a system

that would compensate for this angular variation – and although spatial uniformity at a single

wavelength is ideal, it is not an absolute necessity. In a telescope calibration setup, as long

as the uniformity is known and stable, we can compensate for single-wavelength intensity

variation by rastering a single celestial source across the detector to “flatten” the flat-field.

The Engineered Diffuser might not be ideal, then, but there is still hope that it is ad-
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equate. The ED does produce a beam which is already well-constrained, and which thus

produces little stray or scattered light. Also, because little light is lost into unusable angles,

the ED is an efficient element. What is crucial, though, is that any intensity variation be

independent of wavelength: a fedora at 400nm must match a fedora at 1000nm to within

1%.

We turned then to examine the behavior of the Engineered Diffuser with wavelength.

Figure 5-9: Quantitative evaluation of the flatness of monochromatic 4-degree Engineered
Diffuser output. Left: data image at 500nm, with circular regions marked: the innermost
green circle denotes an 0.5◦ radius, while the outermost is 2◦ from the center. Right: “flat-
ness” plotted as σ/µ for all pixels within each circle. Spatial uniformity at all colors is below
10% within the central 1.5◦.

Chromatic uniformity

Tests to determine the chromatic behavior of the Engineered Diffuser were run using the

test camera setup. We found that the particular angular distribution of light off of the ED

was indeed dependent on wavelength. While the general shape is constant – a central dome

and a surrounding ring – the radius of the bright ring shifts inward with longer wavelength.

Figure 5-10 depicts this result in data images and in one-dimensional profiles.
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Figure 5-10: Top: a series of images taken at three wavelengths, without moving the camera
or diffuser. Bottom: 1-dimensional angular profiles at the same three wavelengths. Note
that both the overall diameter of the bright circle and the radius of the dimmest annular
region shift inward with longer wavelength.
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We evaluated the magnitude of chromatic variation by taking ratios of pairs of single-

wavelength images: 800nm/400nm, 800nm/500nm, and 500nm/400nm.

Figure 5-11: Ratios between angular radiance patterns of a 4◦ Engineered Diffuser at 400,
500, and 800nm. The presence of ring structures in the ratio images indicates systematic
chromatic variation with angle.

We noted that, as in Figure 5-8 above the shape of the profiles changed as incident light

was moved away from perfect collimation. Figure 5-13 shows a series of images taken at

the same wavelength, while collimation of the incident beam was changed. Effects of this

“defocus” are apparent even in simple inspection of the images.

We attempted to use the variation of profile shape with defocus to “align” profiles at

different wavelengths, by selectively defocusing at each wavelength such that the profiles
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Figure 5-12: Quantitative evaluation of the color-to-color flatness of monochromatic 4-degree
Engineered Diffuser output. Chromatic uniformity is approximately 2% near the peak, but
rises sharply outside 1.5◦.

matched. However, even for significant defocus – accomplished by moving the source fiber

back and forth along the optical axis – the radial positions of the profile peaks and troughs

do not vary enough to accomplish perfect overlap. Even at what we calculated to be the

optimal defocus values, the one-dimensional profiles did not align. Results from the defocus

tests are shown in Figure 5-14.

We conclude that the Engineered DiffusersTMhave persistent chromatic effects, which

cannot be compensated by defocus alone. We note, however, that they are efficient at

constraining stray light, and so we do not entirely discount their use.

Projector designs that make use of the 30-degree ED do not use it alone as the launch

optic, but instead combine it with a three-lens relay system that acts as an optical reimager.
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Figure 5-13: A series of images taken at a single wavelength (400nm), displacing the source
by -10cm (left), -5cm (center), and 0cm (right) from optimal focus. The position of the
bright ring changes slightly with focus.
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Figure 5-14: Attempts to force cross-color alignment of 4◦ ED profiles by selective defocusing.
Top: images taken at three wavelengths, with images defocused to the calculated ideal.
Center: a plot showing measured change in angular profiles with defocus for three colors.
Bottom: one-dimensional angular profiles at three wavelengths, adjusted to “best” defocus.
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5.3 Engineered Diffusers with an optical reimager

We tested two different ways of setting up the Engineered Diffusers in the projector: either

by projecting light from the diffuser directly into the telescope pupil; or by using an optical

relay system to produce an intermediate image.

The first of these two options is conceptually simpler, and would allow us to do away

with the pre-collimating achromat and the collimating optic entirely. Instead, we would use

only the single launch optic which, with a large pre-collimating Fresnel lens, is sufficient to

produce light of the desired form. In this design, the aperture of the source fiber is placed at

the focus of a fast Fresnel lens. A beam of collimated light exits the Fresnel and is incident on

a 4-degree ED. Light then exits the ED as, ideally, a cone of light spread evenly across a half-

angle of two degrees. The LSST’s field of view is also circular, and has a half-angle of 1.75

degrees. Even without any additional elements, the 4-degree ED matches the requirements

well.

The advantage of this design is its simplicity. Fewer elements are needed to create a

final projector using this design than others, and consequently there are fewer elements

to introduce unwanted reflections, to become misaligned, to accumulate dust over time.

However, in this design, illumination at the telescope pupil plane would depend on the

pattern of irradiance at the engineered diffuser, which may not be uniform. An optical fiber,

for instance, might have transverse mode structure which can introduce significant brightness

variation across the beam profile and thereby produce nonuniform irradiance at the diffuser.

The diffuser and Fresnel lenses may themselves suffer from dust spots or other degradation.

We can avoid these issues entirely with a slightly more complex design: a system of relay

lenses that produces an image at an intermediate pupil which is optically engineered to be

the Fourier transform of rays leaving the diffuser. In other words, the intermediate image is

a map of the angular distribution of rays produced by the diffuser.

With the optical relay in place, every point on the diffuser produces an image at the

pupil plane, and the images produced by every point on the diffuser overlap. Given any two

points, one in the pupil plane and one on the diffuser, there exists a ray connecting them.

78



Essentially, then, the optical relay averages over all points on the diffuser surface. The

distribution of light at the pupil plane is entirely independent of irradiance on the diffuser:

if one were to obscure one part of the diffuser, the pupil image would dim, but would not

change shape. Figure 5-16 illustrates the design and benchtop realization of the optical relay

launch optic.

With the optical relay system, the angular extent of the flatfield light on the detector is

governed by the spatial size of the pupil. We ensure that the pupil is an appropriate size,

and that stray light is minimized, by placing an iris at the exact plane of the pupil to serve

as a baffle. Unlike the direct system, the optical relay system does require a collimating

optic between the intermediate pupil and the telescope pupil.

In the next chapter we present an analysis of the two main options available for use as

the collimating optic.

Figure 5-15: Schematic comparing the direct imaging to reimaging systems.
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Figure 5-16: Schematic showing the design (top) and setup (bottom) of the optical relay
launch optic. Collimated light is incident on an Engineered Diffuser; divergent light leaving
the diffuser enters a three-lens relay system. The relay lenses are designed to map the angular
distribution of rays leaving the diffuser onto a spatial distribution at the pupil plane. This
pupil image must then be placed at the focus of a collimating optic for projection into the
telescope and onto the detector. Design by Ming Liang (personal communication, July 2010).
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Chapter 6

Analysis of collimation optics

The collimating optic is responsible for converting the launch optic’s pupil image into a beam

with the appropriate angular span at the entrance pupil of the telescope. We require that

the collimating optic adequately collimate light; that it transmit or reflect light over the

relevant wavelength range; and that it introduce minimal wavelength-dependent chromatic

variation into the system.

We have a choice between two families of collimating optic: the transmissive lens and

the reflective mirror. In principle, it is possible to obtain Fresnel lenses or parabolic mirrors

of suitable diameter and focal length, so either option is viable for fabrication. The choice

of a reflective or transmissive system will, however, dramatically impact the design of the

final projector. If we choose a transmissive optic, the direction of propagation is constant:

light enters the projector from one end, and exits from the other. A transmissive collimator

would also allow us to enclose the entire system and better protect the optics from buildup

of dust, grime, and any interference from inquisitive local fauna. If, on the other hand, we

choose a reflective optic, the source fiber and launch optic will block some of the reflected

light from reaching the telescope pupil. Additional support “spiders” or other structures

will be required to hold the components in place while obscuring at little reflecting area as

possible, and an enclosure is less practical with a reflective collimator. A schematic of the

design selected by each type of collimator is shown in Figure 6-1.
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From a structural standpoint, then, we might prefer the transmissive setup for its sim-

plicity. The main concern of a refractive system, as opposed to a reflective one, is chromatic

aberration: variation in an optic’s focal length or magnification with wavelength.

Figure 6-1: Comparison of projector designs using transmissive (top) and reflective (bottom)
collimating optics.

6.1 Transmissive collimator: the Fresnel lens

We hope, in the full LSST design, to limit the number of individual projectors in the array.

In the scheme with 162 projectors, the collimating optic must have a diameter on the order
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of 1-2 feet. Constructing a solid convex lens on this scale is difficult and, for our purposes,

impractical. Instead, we use a Fresnel lens. The Fresnel lens is made of a transmissive

substrate into which concentric annular rings have been carved, granting it the focusing

properties of a lens. Fresnel lenses of a given size are lighter weight and less bulky than their

spherical counterparts, and can be straightforwardly manufactured on scales up to a meter

diameter. As compared to a conventional spherical lens, though, the imaging quality of a

Fresnel lens suffers. We evaluated several Fresnel lenses made out of various types of acrylic,

as well as some flat (unetched) samples of material that might serve as suitable Fresnel lens

substrates.

The lenses were first examined for transmittance across the wavelength range. We took

transmittance spectra with the broadband light source and an Ocean Optics HR-2000 spec-

trometer. All lenses tested transmitted well between 400-1000nm. Limitations of the spec-

trometer grating made testing above 1000nm difficult, but we were able to verify that the

flat samples of material transmitted well in the near-UV by using a Hg-Ar calibration lamp,

which has strong near-UV output, as a light source. Transmission between 400-1000nm

seems not to be a problem, and even if available off-the-shelf Fresnel lenses suffer in the UV,

materials do exist that transmit adequately, and which can be made into Fresnel lenses for

the final iteration of LSST projectors. Fresnel lenses are therefore suitable to transmit the

required light.
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Figure 6-2: Transmittance of a potential Fresnel lens substrate, Zeonex Z480R, from 250-
1000nm.
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Figure 6-3: Photos of Fresnel lenses on the lab bench. Note the “rainbow” effects at the
edges of imaged objects, indicating chromatic aberration.

Chromatic behavior, though, was another question. All of the Fresnel lenses tested

showed obvious chromatic aberration on inspection: objects seen through the lens produced

the “rainbows” characteristic of dispersive effects. Photos of a few of the lenses are given in

Figure 6-3.

Chromatic aberration in an optical system can be either axial or lateral. Axial chromatic

aberration manifests as on-axis light coming to a wavelength-dependent focus: there may be

measurable differences in focal distances, or visible colored rings when focusing white light.

Lateral chromatic aberration results in off-axis light being deflected by different amounts

depending on wavelength, so that magnification is different across wavelengths. Figure 6-4

illustrates the difference between the two varieties of chromatic aberration. I attempted to

measure both axial and lateral chromatic aberration in the Fresnel lenses.

We measured axial color effects by feeding monochromatic light through an optical fiber,

collimating it with the achromatic doublet, and shining it through the Fresnel lens along the

lens’ optical axis. We used a card mounted on a micrometer stage to gauge lateral deviation

in focus. For every Fresnel lens we tested, though, axial chromatic aberration was so small as

to be undetectable by manual methods. White light brought to a focus showed no evidence
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Figure 6-4: Diagram illustrating measurements of axial (top) and lateral (bottom) chromatic
aberration.

of color rings; measuring the focal length of monochromatic light indicated that any focus

difference was well inside the measurement error.

We measured lateral chromatic aberration with a similar setup. This time, though, we

translated the collimated beam off the optical axis, so that it shone through an off-center

region of the Fresnel. We then measured the lateral distance between light at wavelengths

from 400 to 650nm. Because measurements were taken by eye, the wavelength range was

limited to visible light. Figure 6-5 depicts a representative sample of lateral chromatic

aberration measurements in Fresnel lenses.
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Figure 6-5: Plot of lateral chromatic aberration between 400 and 650nm in two Fresnel
lenses. These values were determined by sending a collimated monochromatic beam through
a region of the lens offset from center, and measuring the resulting offset of the focal points.
For clarity of visualization, all offsets have been plotted relative to 650nm. The faster lens
shows greater chromatic aberration, but even the slower lens, which has a focal length of
60cm, shows significant aberration in light transmitted even a few inches off-center.
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Transmissive optical elements show chromatic aberration because they are made of ma-

terials whose refractive index varies with wavelength. Different colors of light are differently

refracted as they pass through the material. A few of the Fresnel lenses tested were made

from a material, Reflexite, whose manufacturer provided information on refractive index. A

plot of the dispersion curve is shown in Figure 6-6. There is significant change in refractive

index between 400 and 1000nm.

Figure 6-6: Manufacturer’s dispersion curve for a Reflexite Fresnel lens.

The magnitude of observed chromatic aberration in the Fresnel lenses suggests that we

not discard the reflective option, despite its added complexity and obscuration.
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6.2 Reflective collimator: the parabolic mirror

The reflective element under consideration was a concave parabolic mirror. A reflective

collimator in the projector system must have a diameter large enough to capture all the

light from the pupil, while also having a short enough focal length that the entire system

can fit with the specified 1-meter depth. In other words, we require a relatively large, fast

mirror. Such mirrors, although they can certainly be manufactured, are more expensive and

more difficult to obtain than a Fresnel lens of comparable size. For testing, we used a 16-inch

diameter F/1.1 aluminum front-surfaced mirror. The mirror is mounted vertically on the

optical table. It has a central mounting bracket with a diameter of 5 inches. The usable

reflective surface, therefore, is limited to an annular region with radius ∆r = rmirror−rmount =

5.5 inches. A photo of the mirror is presented in Figure 6-7.

Figure 6-7: Photo of concave parabolic mirror as mounted on the lab bench. The central
mounting bracket was covered in matte black tape to minimize stray light.
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Mirror reflectance was measured with the spectrometer and the broadband source. Again,

data is limited to the range between 400-1000nm. At these wavelengths, the mirror’s re-

flectance is adequate for our purposes: it reflects enough light that projector properties can

be measured across the color range.
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Figure 6-8: Reflectance of aluminum-coated parabolic mirror from 400-1000nm.

Because reflection does not involve a material’s refractive index, no chromatic aberration

is expected with a reflective element, and, indeed, none was seen either by inspection of

the mirror itself– the photo in Figure 6-7 shows no rainbows – or by observing the focal

properties of a white-light beam. We conclude that the optical properties of the mirror

make it suitable for use as a collimating optic.
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Chapter 7

Analysis of the combined calibration

system

The launch and collimation optics together comprise the full projector. Having determined

the characteristics of each component separately, we built full single-projector prototypes in

the lab and tested each. This chapter presents tests on functional prototypes of a full calibra-

tion projector, and quantitative measurements of the desired flat-field attributes: detector-

plane flatness, constrained angular extent, and achromaticity of detector-plane patterns.

7.1 Engineered diffuser with Fresnel lens

Chapter 5 discussed the two possible designs that use an Engineered Diffuser with a Fresnel

lens. The simpler design uses the Fresnel as a large-area lens to collimate light from the fiber

optic, producing a wide collimated beam incident on a large-diameter 4◦ diffuser. While

conceptually the simpler, this design has the disadvantage of susceptibility to variation in

illumination pattern exiting the source fiber. The second option is the one tested here. It

uses a three-lens relay to produce a pupil image whose brightness distribution is independent

of irradiance at the diffuser surface. This pupil image is then reimaged onto the detector

at the focal plane, where the spatial extent of the image at the pupil plane translates into
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spatial size of the bright circle on the detector.

7.1.1 30
◦

ED with relay

Figure 7-1: Benchtop setup for testing of a projector system comprising an Engineered
Dffuser with optical reimager as launch optic and a Fresnel lens collimator. The camera can
be translated along the stage shown above, as well as another that runs perpendicular (in
and out of the page).

We first tested a projector system that used a 30◦ circular tophat Engineered Diffuser

with an optical reimager as launch optic and a Fresnel lens as collimator: Figure 7-1 shows

the full system setup. A neutral density filter was used to avoid saturating the CCD, and

adjustable irises were put in place to minimize stray light.

Figure 7-2 shows representative data images and one-dimensional plots for an on-axis

measurement, i.e., when the camera and Fresnel lens were positioned on and aimed along

the projector’s optical axis. As expected, the data resembles that for the diffuser alone.

The same overall dome-and-ring shape is present, and the ring moves inward with longer

wavelength.

To simply observe the persistent structure, though, doesn’t give us a sense of how much

variation there is in either spatial or wavelength regimes: we proceed to a more quantitative

analysis.
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Figure 7-2: Sample data image and one-dimensional plot showing the angular profile of a
reimaged 30◦ ED.

Stray Light

As compared to the 4◦ diffuser alone, the reimaged 30◦ ED has even better suppression of

stray light, due to the presence of a launch-pupil baffle that blocks scatter at unwanted

angles. The sample profile in Figure 7-2 confirms the success of this projector at minimizing

stray light: outside a 2◦ radius, the levels of light incident on the detector fall well below

5%, and approach the 1% level of ambient light in the lab.

Spatial uniformity

Spatial uniformity – variation in intensity between pixels of the detector at a single wave-

length – was measured by statistical analysis of counts within concentric circular regions of

the beam as measured on the CCD. At single wavelengths from 400nm to 800nm, intensity

variation was on the order of 5-10%. Results are presented graphically in Figure 7-3.

Chromatic uniformity

In quantifying the chromatic flatness, we first examined images at each color when the Fresnel

lens and camera are aligned with optical axis of the optical relay lenses. Such an analysis
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Figure 7-3: Quantitative analysis of flatness of illumination produced by a 30◦ ED, relay
optic system, and Fresnel lens.

should ideally suffer only minimally from lateral chromatic aberration in the lens, and thus

allows us to examine chromatic variation intrinsic to the 30◦ ED. A plot is shown in Figure

7-4.

Statistical analysis again allowed us to quantify variation between colors, and again we did

so by dividing monochromatic images. Sample divided images and profiles are presented in

Figure 7-5. Figure 7-6 shows results of flatness analysis performed on divided monochromatic

data. Percentage variation is on the order of 5-15% across the projected circle.
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Figure 7-4: On-axis monochromatic profiles produced by a 30◦ ED, optical reimager, and
Fresnel lens projector.
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It is evident from the diagram in Figure 7-1 that the test camera cannot capture all of

the projected light at once. Instead, the camera was mounted on motorized linear stages,

one horizontal and one vertical, which allowed us to freely position it within the plane

perpendicular to the optical axis. When the camera is translated off axis in this manner,

it gathers light that has passed through the Fresnel lens off center. We can then gauge the

effects of combined effects of chromatic aberration in the Fresnel lens and intrinsic variation

in the ED by looking for variation between images taken at different colors.

Figure 7-5: Sample images and one-dimensional profiles of color-to-color ratios produced by
a 30◦ ED, optical reimager, and Fresnel lens projector.

We find that, with this projector prototype, moving the test camera across the projected

beam does have significant effect on the pattern of light at the detector: effects of motion
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Figure 7-6: Quantitative analysis of color-to-color uniformity of light from a 30◦ ED, relay
optic system, and Fresnel lens.

are readily apparent by inspection of successive images. In Figure 7-7 we have made them

yet more apparent by synthetically (if arbitrarily) coloring frames by computer. Each frame

was assigned a color roughly corresponding to its wavelength (i.e., 500nm was colored green).

Colored frames were then stacked to illustrate chromatic effects. The top image in Fig 7-7

shows a stack of on-axis frames. Frames at all colors are concentric, and the image appears

white, with the telltale blue ring along the outer edge to indicate the ED’s characteristic

widening of bluer profiles. The middle image shows a set of images taken with the camera

2.5” off axis – approximately 2/3 of the way from the optical axis to the edge of the projected

beam. This region is severely afflicted by chromatic aberration: the colors are misaligned.

Finally, the bottom image shows a series of frames taken at 400nm, as the camera moved

from on-axis to 2.5” off axis. The position of the 400nm profiles on the detector varies as

the camera moves.

Figures 7-8 and 7-9 present the second and third images of 7-7 as one-dimensional plots.

First, Figure 7-8 demonstrates the effect of cycling through the available filters while hold-

ing the camera fixed at a particular off-axis position. Each plot in the series shows one-
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Figure 7-7: Synthetically colored images illustrating chromatic effects in the Fresnel lens
system. Top: synthetic-color image of on-axis light at 400, 500, 600, and 800nm; single-color
frames have been stacked and assigned colors by computer. Note the blue ring around the
edge of the circle, indicating the persistence of chromatic variation in the ED itself. Middle:
a synthesized image of multiple filters, showing the displacement of images at one color
relative to another as detected by a fixed camera. Bottom: a synthesized image made of
individual data images, all at 400nm, showing displacement and distortion between images
at the same wavelength as the test camera is translated off axis.
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dimensional profiles at 4 wavelengths from 400 to 800nm. It is evident that as the camera

moves off-axis, the spread between wavelengths increases. Figure 7-9 shows an alternate

presentation. Here, we first selected a filter, then moved the camera from the optical axis to

the edge of the projected beam, in half-inch increments. Each plot in Figure 7-9 represents

a single one of the bandpass filters – 400, 500, 600 and 800nm. This series makes it clear

that chromatic aberration is worst at 400nm, and minimal at 800nm.

We attempted to further quantify the chromatic behavior by making dispersion curves.

The curve shown in Figure 7-10 depicts displacement of the image center on the focal plane,

in degrees, as a function of camera translation in inches. Note that even a few inches’

displacement across the beam shifts the 400nm image by a substantial fraction of a degree

– a 2” displacement, which is approximately midway between the beam center and its edge,

represents an angular displacement equal to 1/10 of the LSST field of view.

The projector with the optical reimager system is designed to image the launch pupil onto

the detector plane. The size of the pupil image determines the spatial extent of focal plane

illumination: simple raytracing indicates that an image of height h will produce a beam from

the collimator with divergence half-angle θ = tan−1(h/F ), whre F is the focal length of the

collimator. But the pupil image is a map of angles leaving the Engineered Diffuser. If we

were to use an ED with a wider angular spread to produce a larger pupil image, we could

then baffle out all but the center of the ED’s angular response pattern, thereby clipping the

“wings” of the ED profile.

We attempted this variation using a 50◦ ED.
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Figure 7-8: Plots corresponding to the second image in 7-7 at camera positions from on-axis
to 2.5 inches off axis. Note that as the camera moves farther off axis, the spread between
wavelengths increases. 2.5” off axis is approximately 2/3 of the way from the beam center to
its edge. Thus a single projector using this setup might result in patterns offset by as much
as 0.5-1◦ between 400 and 800nm.
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Figure 7-9: Plots corresponding to the third image in 7-7 at wavelengths from 400 to 800nm.
In each subplot, the upper black trace is the on-axis trace, while the lower represents 2.5”
off axis. Note that the profiles at 800nm are aligned, but the spread becomes progressively
worse at shorter wavelengths.
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Figure 7-10: “Dispersion” curve for projector system comprising 30◦ ED, optical reimager,
and Fresnel. Values plotted represent the mean angular shift of the center of the profile at
each wavelength seen per inch of camera motion. The gray curves denote 1-σ errors.
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7.1.2 50
◦

ED with relay

The benchtop setup for a 50◦ ED with Fresnel lens collimator is nearly identical to the 30◦

ED setup, with the exception of the particular diffuser used. The iris at the pupil image is

crucial to this setup, because it allows baffling of the outer ring as well as stray light and

edge sharpness control. Sample data and one-dimensional profile are given in Figure 7-11.

Figure 7-11: Sample image and one-dimensional profile for a projector using a 50◦ ED with
optical reimager and Fresnel lens. Note that the bright ring in the image, and the “shoulder”
peaks in the profile, have been clipped by the launch-pupil baffle.

Stray light

As with its 30◦ counterpart, the efficacy of this projector’s stray light suppression depends

on the launch-pupil baffle. Here, the iris is again sufficient to cut the light sharply, so that

stray light levels are consistently below 2%, and approach ambient light level in the lab.

Spatial uniformity

We had hoped to flatten the profile shape by selecting only the central angles emitted by the

Engineered Diffuser. While we did successfully clip the edges, we still had to contend with
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the central peak. We found that overall results were on par with those using the 30◦ ED:

σ/µ flatness hovered around 5-15%. Additionally, because light is lost to the baffle, this 50◦

ED system is less efficient than its 30◦ counterpart.

Figure 7-12: Quantitative analysis of flatness of light from a 50◦ ED, relay optic system, and
Fresnel lens.

7.1.3 Chromatic uniformity

Chromatic uniformity with the 50◦ system was again roughly equal to the 30◦ version. On

axis, color-to-color variation, as measured statistically from ratio images, was on the order of

5%. And again, translating the camera off-axis skewed the color profiles. The 50◦-projector

equivalent of Figure 7-9 is given in Figure 7-13. Once again, the 400nm profiles are splayed

widest.

7.2 Engineered diffuser with parabolic mirror

The prevalence and magnitude of chromatic effects in all Fresnel lens projectors returned us

to the reflective collimator option.
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Figure 7-13: One-dimensional single-color plots demonstrating wavelength-dependent shift
of off-axis light on the detector, using a 50◦ ED, optical reimager, and Fresnel lens projector.
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7.2.1 30
◦
Engineered Diffuser with optical reimager and parabolic

mirror

An alternative projector setup uses the same Engineered Diffusers as above, with the same

optical reimaging system, but this time with a parabolic mirror as the collimator. A diagram

of this setup is given in Figure 7-14, and representative data in Figure 7-15. The choice of

collimating optic should not affect the shape of an on-axis diffuser profile; we attribute the

observed edge-dimming to the mirror itself. Because only an annular section of the mirror

was reflective, the projection of the pupil image onto the mirror was too wide to be imaged

without vignetting. We can get a better idea of the actual one-dimensional profile by taking,

instead of a horizontal strip, one that slices through at an unvignetted angle. An illustrative

image and its corresponding angular plot are given in Figure 7-16.

Figure 7-14: Schematic of Engineered Diffuser with reimaging system and parabolic mirror
collimator, again showing the camera on translation stages.

Stray light

The stray light characteristics of the projector are largely dependent on baffling at the launch

pupil. Stray light in the reflective projector considered here are very similar to those in the
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Figure 7-15: Image and plot showing the angular profile of a 30◦ ED collimated by the mirror,
with vignetting due to limited mirror surface area. Because of the relative focal lengths of
the particular mirror and Fresnel lens used, the angular dimensions of the bright spot on the
detector are larger with the mirror than with the lens collimator. Nevertheless, similarity
in the projected pattern is apparent in both the image – note the ring structure – and the
brighter side of the profile.

Figure 7-16: Image and plot showing the angular profile of 30◦ ED with mirror collimator
taken across an unvignetted strip (green rectangle in image). Note the similarity to earlier
profiles made with the same diffuser and Fresnel lens collimator.
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transmissive-collimator variant considered above. As before, light falloff is sharp, and counts

outside the projected beam are on the order of 1-2%.

Spatial uniformity

Single-wavelength spatial uniformity, too, is similar to that seen with the transmissive colli-

mator. Although vignetting made statistical analysis difficult, inspection of profiles indicates

that σ/µ variation is again on the order of 5-15%. We take the pixel-to-pixel uniformity of an

on-axis image made with a reflective collimator to be approximately equal to that of its Fres-

nel lens-collimator counterpart. More critical is any possible gain in chromatic uniformity

achieved by choosing the mirror.

Chromatic uniformity

Because the mirror is an entirely reflective optic, we expect that it contribute no dispersive

effects. Any chromatic variation, then, should be limited to what is intrinsic to the diffuser.

To verify the achromatic nature of this system, we repeated the process of translating the

camera laterally, as with the Fresnel lens system: a diagram of the procedure is given in

Figure ??.

Figure 7-17 repeats the earlier experiment of Figure 7-7, once again coloring individual

frames with representative RGB values. The top image, as before, shows on-axis profiles,

the middle a series of frames taken at various wavelengths with the camera fixed off-axis,

and the bottom a stack of frames at 400nm as the camera moves from on-axis to off-axis

positions. Note that, in contrast to the Fresnel lens system presented in Figure 7-7, no

chromatic spread is evident by inspection.

The severity of mirror vignetting makes close analysis a little more complex. We can,

however, construct the analog to 7-9 by plotting even the vignetted profiles at a single

wavelength as the camera is translated. Figure 7-18 presents these results at 400nm, which

was the most dramatically affected of the tested wavelengths in the Fresnel lens trials.

We conclude that although the mirror eliminates chromatic aberration seen in the Fresnel
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Figure 7-17: Synthetically colored images demonstrating lack of chromatic effects in the
mirror system. Top: synthetic-color image of on-axis light at 400, 500, 600, and 800nm;
single-color frames have been stacked and colored by computer. Again, colors are arbitrarily
chosen; images here are for illustration only. Middle: a synthesized image of multiple filters
with off-axis camera. Images are vignetted due to mirror size, but frames at different filters
are not displaced relative to one another. Bottom: a synthesized image made of individ-
ual data images, all at 400nm, showing neither displacement nor distortion beyond simple
vignetting.
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Figure 7-18: As a mirror-collimator analog to Figure 7-9, we plot 400nm profiles versus
camera translation. Limited surface area of the mirror causes vignetting of the images (top),
but no relative translation – where the profiles overlap, their shapes align well (bottom).

lens systems, color-to-color wavelength variation intrinsic to the Engineered Diffuser is still

present, and is on the order of 5-15%.
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7.3 Proof of concept

Thus far, no system evaluated here has been either completely flat or completely achromatic.

The Engineered Diffusers introduce intensity variation both between pixels at a single color,

and between colors at a single pixel. The Fresnel lens collimator introduces further chromatic

effects. One might wonder whether it is at all feasible to construct a projected image that

is flat, constrained, and achromatic. This section will demonstrate that such a system is, in

fact, possible: that the concept is sound and can be constructed in the lab.

7.3.1 The integrating sphere projector

For the proof-of-concept system, we choose the mirror as collimating optic. All tested Fresnel

lenses were simply too chromatic. As launch optic, we abandon the Engineered Diffuser and

instead turn to an element that has often been used as a standard of uniform irradiance, and

which we used earlier to calibrate the test camera: the integrating sphere.

An integrating sphere is a hollow spherical element whose inner surface is coated with

broadband scattering material. Several ports are cut into the sphere to allow light in, via an

optical fiber, and out, via an aperture.For our purposes, the crucial property of an integrating

sphere is this: given an output port much smaller than the diameter of the sphere, irradiance

seen across that port is approximately flat. More specifically, for angles less than 10◦,

irradiance follows a cos4 falloff Lab. Thus, light viewed10◦ from the center of the integrating

sphere port will be approximately 94% as bright as light at the center. We used an integrating

sphere with a full diameter of 2” and an output port diameter of 0.5”.

The optical reimaging systems described in earlier sections created a projected image at

the intermediate pupil plane. The integrating sphere instead places a physical aperture at

this pupil plane, where the physical diameter of the aperture limits the angular extent of

the image at the detector. Because the integrating sphere aperture is not a physical surface,

it is not subject to dust or degradation; because light exits only after multiple bounces, it

is highly uniform and is independent of small irregularities in the sphere’s inner surface. A

diagram of the integrating sphere setup is shown in Figure 7-19.

111



Figure 7-19: Schematic of projector setup using integrating sphere and parabolic mirror. The
aperture of the integrating sphere is placed at the focus of the parabolic mirror, where the
size of the aperture and the mirror’s focal length then determine the maximum divergence
angle of the projected beam. Light is again measured by the SBIG test camera with Nikon
lens.

Data taken using the integrating sphere prototype are promising. We evaluate the in-

tegrating sphere projector as we have for each previous prototype: for stray light, spatial

uniformity, and chromatic uniformity.

Stray light

The integrating sphere has a physically delimited aperture whose walls function much like

the iris placed at the launch pupil in Engineered Diffuser designs. Here, too, light incident

on the detector outside the desired range is minimal, and the falloff is steep. A sample image

and one-dimensional profile are shown in Figure 7-20. Note that the entire projected beam

spans less than two degrees on the detector: the aperture of this particular integrating sphere

is too small, or the mirror’s focal length too long, to match the LSST’s field of view. That

problem, though, is simply one of geometry and of available laboratory equipment.

Very little light is detected outside the projected beam. On the detector , light beyond 1◦

from the beam center is only at the level of 1%. The integrating sphere projector successfully
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minimizes stray light.

Figure 7-20: Images and plot showing single-profile flatness.

Spatial uniformity

The integrating sphere produces a very flat single-wavelength profile on inspection: a repre-

sentative image in Figure 7-20 is a bright circle with no evidence of structure on inspection,

and the corresponding one-dimensional profile shows only the geometrical edge-dimming we

expect. We can quantify the system’s flatness as we have done earlier, by measuring average

deviation within concentric regions. Results are given graphically in Figure 7-21 : the inte-

grating sphere shows spatial variation only on the level of 1-3%. It outperforms all previous

projector incarnations in pixel-to-pixel uniformity.

Chromatic uniformity

Finally, the integrating sphere projector is much more chromatically uniform than any of the

diffuser setups tested. Because the projector system has no transmissive element, wavelength-

dependent refractive indices contribute no dispersive behavior. Consequently, we expect good

agreement between profiles at different wavelengths. Figure 7-22 shows single-wavelength
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Figure 7-21: Flatness measured as σ/µ for the integrating sphere projector at wavelengths
from 400 to 1000nm. Circles in the image denote radii from 0.5◦ (innermost) to 0.74◦

(outermost). Angles beyond 0.72◦ are subject, at some wavelengths, to edge effects due to
chromatic aberration in the Nikon lens.

profiles plotted on a single axis. Unlike the Engineered Diffuser profiles, traces across the

integrating sphere aperture line up almost exactly at wavelengths from 400 to 1000nm.

We can quantify chromaticity by again measuring deviation in divided images, as pre-

sented in Figure 7-23. Note that the divided image is a very even gray across its circle.

Divided-image uniformity within the gray circle is on the order of 0.8-1.8%. Figure 7-24

depicts one-dimensional profiles of the divided images, plotted on a single set of axes. In

order to make the variation apparent, we have zoomed in on the y-axis. The peak-to-peak

chromatic variation is only at the level of a few percent.

The potential problem with the integrating sphere is its efficiency. Part of the appeal of

the Engineered Diffuser was that little light is lost in transit: nearly all rays emerging from

the launch optic are usable for flat-fielding. Integrating spheres, though, rely on multiple

reflections from their internal surface to achieve uniform brightness across the output port.

In order for the profile across the output port to be flat within a few percent, the port must

be small compared to the sphere diameter. Integrating sphere efficiency scales with larger

output port. An integrating sphere with a small port will produce flat illumination across its
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Figure 7-22: Overlaid one-dimensional integrating sphere profiles at wavelengths from 400
to 1000nm. Profiles show very close agreement between colors.

aperture, but will be inefficient; a more efficient larger port will be less uniform in brightness.

The balance between uniformity and efficiency can be tailored by varying the dimensions of

the sphere itself, and we plan further investigation to determine where the optimum balance

might fall.

Figure 7-25 shows an estimate of the relative efficiency of full projector setups – measured

as relative counts detected at the CCD, scaled by exposure time – using the integrating

sphere, the 30◦ Engineered Diffuser, and a Lambertian opal glass diffuser. The opal glass

was placed at the launch pupil in an attempt to approximate an integrating sphere surface.

These data seem to indicate that the integrating sphere is on the order of 60% as efficient

as a diffuser – however, it must be noted that the ED efficiency is artificially low. In the

ED projectors, much light from the fiber is lost in the initial creation of the collimated

beam incident on the diffuser surface, and the amount of light lost in fiber collimation is
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Figure 7-23: Quantitative analysis of color-to-color uniformity in the integrating sphere
projector, measured as σ/µ for ratios of two wavelengths. Left: a sample image showing the
ratio of 1000nm to 550nm. Circles in the image denote radii from 0.5◦ (innermost) to 0.74◦

(outermost). Chromatic aberration due to the Nikon lens is responsible for the bright areas
just above and below the flat gray circle.

dependent on the particular collimating lens used. No effort was made, in our tests, to

construct a particularly efficient fiber collimator.
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Figure 7-24: Overlaid profiles of ratios between wavelengths with the integrating sphere
projector. We have zoomed in on the y-axis.
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Chapter 8

Summary, Conclusions, and Future

Development

8.1 Summary of Results

We have tested components and full prototypes of calibration projectors for use at the

LSST. In hope of countering the main sources of systematic uncertainty reported in previous

iterations of in-situ throughput calibration, we have evaluated the output of each projector

prototype along the axes of stray light containment, single-wavelength spatial uniformity at

the detector plane, and single-pixel uniformity across wavelengths. A complete summary of

measured results is tabulated in Table 8.1.

8.1.1 Extrapolating results to the projector array

The final goal of LSST throughput calibration is photometric precision at the 1% level. In

order to do so, we require that the final distribution of intensity across the focal plane be

known to well within 1% at every pixel and at every wavelength measured.

The full-scale LSST design calls for not one projector, but many: between 100 and 200

projectors will pack to form the calibration “screen”. Because each projector illuminates a

substantial fraction of the telescope primary mirror, we can expect to benefit from statistical
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Stray Light Control

Projector 10%-to-90% falloff distance Background light level
4◦ ED Alone 0.5◦ 2-5%
30◦ ED+reimager+Fresnel 0.3◦ 1-2%
50◦ ED+reimager+Fresnel 0.2◦ 1-2%
30◦ ED+reimager+mirror 0.3◦ 1-2%
Integrating sphere + mirror 0.05◦ 1-2%

Spatial Uniformity

Projector σ/µ Flatness
Within Central 0.5◦ Across Total Circle

4◦ ED Alone 1.1 - 2.0% 7.5 - 8.5%
30◦ ED+reimager+Fresnel 3.8 - 5.0% 5 - 10%
50◦ ED+reimager+Fresnel 3 - 5% 8 - 15%
30◦ ED+reimager+mirror 3 - 5% 5 - 10%
Integrating sphere + mirror 1.1 - 1.3% 1.5 - 3%

Chromatic Uniformity

Projector σ/µ Flatness Across Measured Wavelength Range
Within Central 0.5◦ Across Total Circle

4◦ ED Alone 1.1 - 2.0% 5%
30◦ ED+reimager+Fresnel 2% 14%
50◦ ED+reimager+Fresnel 4% 7%
30◦ ED+reimager+mirror 4% 14%
Integrating sphere + mirror 0.8% 1.8%

Table 8.1: Summary of benchtop tests on all projector prototypes.

averaging of individual projector variation as long as that variation is randomized with angle.

Non-random angular patterns, however, would not be averaged out: a telescope is designed

to map the angle of incoming light to position on its focal plane. As long as each projector

is projecting a dome-and-ring, the telescope focal plane will also detect a dome-and-ring.

Because we can compensate for wavelength-independent variation by rastering a celestial

source across the detector, spatial uniformity is not strictly necessary. Chromatic uniformity,

however, is. The Engineered Diffusers have wavelength variation due to large scale structure

in their angular radiance – the position of the entire bright ring, in their patterns, moves

inward at redder wavelengths. Because this structure is not randomized but systematic, the
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final array of 100-200 projectors would not benefit from any averaging effects. Therefore,

in order for us to use an Engineered Diffuser in a projector system, the chromatic non-

uniformity of each projector would have to be within our 1% tolerances. Unfortunately, the

observed variation is instead on the order of 10%: far too high for our purposes.

Of the designs tested, only the integrating sphere approaches the required level of single-

pixel color-to-color uniformity. The integrating sphere shows no evidence of large scale

structure variation with wavelength. Because variation in integrating sphere output port

illumination is randomizable – by rotating spheres in different projectors relative to one

another, for instance, or by varying the location of the input fiber on different spheres – we

can expect some averaging effects from an array of integrating-sphere-type projectors. Given

an array of 100 projectors, we can expect random variation to be reduced by a factor of ten.

Even the highest measured chromatic variation of 2%, then, is more than sufficient.

8.2 Conclusions

Work in this thesis spans a range of optical measurements, including evaluation of 1) the

concept of a calibration projector as an alternative to a widely-scattering screen, 2) compo-

nents for use within such a projector, and 3) prototypes of a single full projector. Our final

conclusions, then, are as follows:

We have evaluated the behavior of top-hat Engineered Diffusers in monochromatic light

from 400 to 1000nm. We found that the top-hat Engineered Diffuser has a persistent charac-

teristic structure leading to peak-to-peak brightness variations at the level of 10-20% across

the “flat” top. Additionally, the top-hat ED has persistent chromatic dependence, leading

to visible differences in the pattern of angular radiance between colors – and, in our system,

to persistent single-pixel variation with wavelength on the order of 5-10%.

We have further evaluated these Engineered Diffusers as part of a calibration projector

whose goal is to produce an angularly constrained, chromatically uniform, monochromatic

beam across a telescope pupil. Here, we found that color-to-color uniformity was difficult to

achieve. We attribute part of this difficulty to intrinsic ED variation, and part to the sig-
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nificant chromatic aberration present in Fresnel lenses. Consequently, unless an achromatic

counterpart can be designed, we advocate abandoning Fresnel lenses as collimating optics

for this particular projector.

Of the Engineered Diffuser projectors tested, none were sufficiently flat in color – or

sufficiently stochastic in the pattern of their chromatic variation – to suit our purposes.

Nevertheless, we have repeatedly demonstrated the feasibility of the calibration projector, as

opposed to the calibration screen: we have constructed systems which suppress uncertainty

due to stray light by tailoring the paths of available photons to those within the field of view

of the instrument.

Finally, we have demonstrated the feasibility of a projector which satisfies all of our

criteria – angular constraint, spatial uniformity, and chromatic uniformity at the necessary

level – by using an integrating sphere as the launch optic.

8.3 Future Work

The magnitude of improvement seen with the integrating sphere prototype suggests that

as an alternative to improving the ED projector, we move instead toward more thorough

investigating of the integrating sphere concept. The advantages of a fully reflective system

are striking: no transmissive elements means no concern about dispersive effects. Questions

to be investigated with the integrating sphere concern the balance between efficiency and

uniformity: how much more light can we get out of the integrating sphere while maintaining

tolerable uniformity? How many surface reflections on a sphere are necessary to suitably

average over any irregularities – and might we mimic the multiple-scattering behavior with

another, more efficient, setup?

Longer term work will move from the single projector to the full array to be placed in

the LSST. We must design, for instance, a system to measure each projector’s intensity

relative to others in the array, and to balance their light accordingly. Work presented in this

thesis represents a single step towards the final goal of a telescope whose throughput can

be precisely measured – a telescope whose combined calibration methodologies will render it
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capable of 1% photometry, and allow us to observe the universe with a more discerning eye.
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