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#### Abstract

In this thesis, an open-loop numerical dynamic optimization method for a class of dynamic systems is developed. The structure of the governing equations of the systems under consideration change depending on the values of the states, parameters and the controls. Therefore, these systems are called systems with varying structure. Such systems occur frequently in the models of electric and hydraulic circuits, chemical processes, biological networks and machinery. As a result, the determination of parameters and controls resulting in the optimal performance of these systems has been an important research topic. Unlike dynamic optimization problems where the structure of the underlying system is constant, the dynamic optimization of systems with varying structure requires the determination of the optimal evolution of the system structure in time in addition to optimal parameters and controls. The underlying varying structure results in nonsmooth and discontinuous optimization problems.

The nonsmooth single shooting method introduced in this thesis uses concepts from nonsmooth analysis and nonsmooth optimization to solve dynamic optimization problems involving systems with varying structure whose dynamics can be described by locally Lipschitz continuous ordinary or differential-algebraic equations. The method converts the infinitedimensional dynamic optimization problem into an nonlinear program by parameterizing the controls. Unlike the state of the art, the method does not enumerate possible structures explicitly in the optimization and it does not depend on the discretization of the dynamics. Instead, it uses a special integration algorithm to compute state trajectories and derivative information. As a result, the method produces more accurate solutions to problems where the underlying dynamics is highly nonlinear and/or stiff for less effort than the state of the art.

The thesis develops substitutes for the gradient and the Jacobian of a function in case these quantities do not exist. These substitutes are set-valued maps and an elements of these maps need to be computed for optimization purposes. Differential equations are derived whose solutions furnish the necessary elements. These differential equations have discontinuities in time. A numerical method for their solution is proposed based on state event location algorithms that detects these discontinuities. Necessary conditions of optimality


for nonlinear programs are derived using these substitutes and it is shown that nonsmooth optimization methods called bundle methods can be used to obtain solutions satisfying these necessary conditions. Case studies compare the method to the state of the art and investigate its complexity empirically.
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## Chapter 1

## Introduction

A new dynamic optimization method is developed in this thesis that can be applied to a class of dynamic systems whose structure changes depending on the state, parameters, and controls. First, an overview of these systems and applicable dynamic optimization methods is presented. Then, the approach of this thesis is explained. Finally, the contents of the subsequent chapters are summarized.

### 1.1 Dynamic Systems with Varying Structure

A deterministic dynamic system whose governing equations change instantaneously when the system's states, parameters, and time satisfy certain conditions is called a system with varying structure in this thesis. Such systems occur frequently in the mathematical description of electrical circuits, hydraulic systems, machinery, chemical process plants, and biological networks. For example, the constitutive equations of a check valve change depending on the upstream and downstream pressures. If the downstream pressure is larger than the upstream pressure, there is no flow through the valve. Otherwise, the flow rate through the valve is a function of the pressure difference. Diodes in electric circuits display analogous behavior.

A mechanical example is backlash in gears. In this case, the governing equations change abruptly when gear teeth lose or gain contact. These systems also form when computer implemented logic rules and controllers are used to govern the behavior of physical systems. ${ }^{1}$

Two components make up the state of these systems. One component comprises the continuous states which evolve according to differential or difference equations in subsets of the Euclidean spaces. The other component comprises the discrete states, which evolve in discrete sets such as the integers.

Various modeling paradigms have been proposed to describe systems with varying structure. Hybrid automata [3, 38], hybrid bond graphs [73], state-transition networks [7], complementarity systems [99], differential variational inequalities [80], the unified framework for hybrid control [20], mixed logical dynamical systems [13], differential automata [104] and switching systems [62] are some of the paradigms available in the literature. Note that some of these paradigms can be analyzed using the theory of ordinary differential equations [26] or differential inclusions $[5,37]$.

In this thesis, the nomenclature of the hybrid system paradigm in [57, 56] is adopted for the general discussion of systems with varying structure. In this paradigm, a set of governing equations is called a mode. Each mode is associated with an integer index. The mode comprises ordinary differential equations or differential-algebraic equations that govern the evolution of the continuous states. The hybrid mode trajectory is a sequence of these indices in strict time order of the modes encountered during the evolution of the system. It is the trajectory of the discrete state of the system. The length of the hybrid mode trajectory is the number of elements in the hybrid mode trajectory. Given an element of this sequence, its predecessor mode is the mode immediately before and the successor mode is the mode immediately after in the hybrid mode trajectory. Corresponding to the hybrid mode trajectory, there is a hybrid time trajectory which contains subsets of the time interval

[^0]called epochs. For each element of the hybrid mode trajectory, there exists an epoch in the hybrid time trajectory. A mode is active and governs the evolution of the system during its corresponding epochs in the hybrid time trajectory. The value of the discrete state changes when a transition occurs. A transition occurs at the earliest time at which the corresponding logical condition called a transition condition on the states, parameters and controls of the system is satisfied. A transition is explicit if the timing, predecessor and successor modes are known before the state trajectories are computed. Otherwise, a transition is implicit. A transition is autonomous if the corresponding logical conditions of the transition depend on the states of the system. A transition is controlled if the transition occurs in response to a control input. Transition functions determine the successor mode and initial conditions of the continuous states for the evolution in the next epoch.

The mechanics of mode switching complicates the analysis of systems with varying structure. It is possible to observe situations where the discrete state changes infinitely often at a given value of time, preventing the further evolution of the continuous states. This phenomenon is called deadlock. It is also possible that the number of transitions eventually becomes infinite while time remains finite. This phenomenon is called Zeno behavior. Examples and detailed discussion of these behaviors can be found [38, 116, 52, 75]. The existence of solutions and continuous dependence of the solutions on initial conditions can be proven for special cases $[65,80,110,37,26]$.

The discrete state helps determine the mode of the system. In some systems with varying structure, if the continuous states are known, then the active mode can be determined without knowledge of the discrete state. Example (1.1.1) describes a system where a discrete state is necessary and Example (1.1.2) contains a system where it is not. The accurate computation of the continuous state trajectories evolving according to continuous-time dynamics requires the detection of instants when the active mode changes. At these instants, the vector fields are possibly discontinuous and continuous-time integration algorithms either
fail or become inefficient when trying to integrate over these discontinuities while satisfying integration error tolerances. Special integration methods and numerical codes have been developed for this purpose. See [11, 74, 80] for further discussion.

Example 1.1.1 (Pressure Relief Valve). A pressure relief valve is used to reduce the pressure inside a vessel, $P$, to an acceptable maximum value. The relief valve opens if the pressure inside the vessel is higher than $P_{h}$ and closes when the pressure inside the vessel is less than $P_{l} . P_{h}>P_{l}$ holds in order to prevent the relief valve from opening and closing too rapidly and wearing out unnecessarily. In this system, if the pressure of the vessel is such that $P_{l}<P<P_{h}$ holds, then it cannot be determined whether the valve is open or closed without the aid of the discrete state. The reason for this ambiguity is the fact that $P$ can satisfy this condition irrespective of the state of the valve.

Example 1.1.2 (Tank with Outlet Flow). Consider a tank with an inlet flow at the bottom and an outlet flow at height $H$. Assume that there is a check valve at the inlet and the outlet flow discharges to the atmosphere through a valve. Let $h$ be the liquid level in the tank. Then, the dynamics of the system can be written as

$$
\begin{aligned}
F_{\text {in }}(t, P) & = \begin{cases}0 & \text { if } P-h(t, P) \leq 0, \\
C_{v} \frac{P-h(t, P)}{\sqrt{|P-h(t, P)|+k_{b}}} & \text { otherwise },\end{cases} \\
F_{\text {out }}(t, P) & = \begin{cases}0 & \text { if } h(t, P) \leq H, \\
C_{v} \frac{h(t, P)-H}{\sqrt{|h(t, P)-H|+k_{b}}} & \text { otherwise },\end{cases} \\
\dot{h}(t, P) & =\left(F_{\text {in }}(t, P)-F_{\text {out }}(t, P)\right) / A, \forall t \in\left(t_{0}, t_{f}\right], h\left(t_{0}, P\right)=0
\end{aligned}
$$

where $P$ is the inlet pressure measured in the height of liquid, $F_{\text {in }}$ is the inlet flow rate, $F_{\text {out }}$ is the outlet flow rate, $A$ is the cross section of the tank, $C_{v}$ is the valve coefficient and $k_{b}$ is a small regularization constant. The quantity, $z /\left(\sqrt{|z|+k_{b}}\right)$ approximates $\sqrt{z}$ if $z \gg k_{b}$ and
$z / \sqrt{k_{b}}$ if $z \approx 0$ for $z \geq 0$. Unlike the square root function, it is continuous and differentiable at zero. This regularization is necessary to avoid theoretical and numerical issues caused by the behavior of the square root function at zero.

Suppose $h\left(t^{*}, P\right)=H$. A unique $\dot{h}\left(t^{*}, P\right)$ can still be computed because the system with varying structure is equivalent to an ordinary differential equation with a continuous right-hand side at this point.

### 1.2 Dynamic Optimization of Systems with Varying Structure

Systems with varying structure are ubiquitous in economically important engineering systems. Therefore, the development of dynamic optimization methods to determine optimal performance of these systems has been the subject of research for some time. Open loop and closed loop dynamic optimization methods have been developed. In this thesis, open loop methods are of primary interest. In this section, these methods are reviewed.

The dynamic optimization methods for systems with varying structure need to determine the optimal hybrid mode trajectory and the corresponding hybrid time trajectory in order to determine the optimal continuous state trajectories and controls. In general, the hybrid mode and time trajectories depend on the controls. This dependence causes nonsmoothness and discontinuous behavior [8, 84]. Therefore, standard dynamic optimization methods $[17,21]$ that assume continuous differentiability cannot be directly applied to these problems. Derivatives of the states with respect to the parameters of the system in the form of parametric forward sensitivities [44] and parametric adjoint sensitivities [24] may not always exist. An instance of nonsmoothness can be found in Example 1.2.1.

Example 1.2.1 (Nonsmooth Control Example). Consider the dynamic system

$$
\begin{aligned}
& \dot{y}(t, p)=\left\{\begin{array}{ll}
-y(t, p)+u(t, p) & \text { if } y \leq 0 \\
y(t, p)+u(t, p) & \text { if } y>0
\end{array}, \forall t \in\left(0, t_{f}\right]\right.
\end{aligned},
$$

For the given initial condition and $u(t, p), y\left(t^{*}, p\right)=0$ holds. The choice of dynamics at $t=t^{*}$, depends on the value of $p$. If $p=0$, then $y(t, p)=0$ holds for all $t \in\left[t^{*}, t_{f}\right]$. If $p<0$, then $y(t, p)=-p e^{-\left(t-t^{*}\right)}+p=p\left(1-e^{-\left(t-t^{*}\right)}\right)$. If $p>0$, then $y(t, p)=p\left(e^{\left(t-t^{*}\right)}-1\right)$ for all $t \in\left[t^{*}, t^{f}\right]$. As a result, $y\left(t_{f}, p\right)$ is

$$
y\left(t_{f}, p\right)= \begin{cases}p\left(1-e^{-\left(t_{f}-t^{*}\right)}\right) & \text { if } p<0 \\ 0 & \text { if } p=0 \\ p\left(e^{\left(t_{f}-t^{*}\right)}-1\right) & \text { if } p>0\end{cases}
$$

Note that $y\left(t_{f}, \cdot\right)$ is continuous but not differentiable at $p=0$.

Maximum principles [86, 103, 101] analogous to Pontryagin's Maximum Principle [21] have been developed for the case where the hybrid mode trajectory does not depend on the controls. Necessary conditions of optimality for special cases have been developed that allow the hybrid mode trajectory to vary [25, 111]. These apply only if the dynamics of the system can be expressed as ordinary differential equations satisfying a Lipschitz condition or a differential inclusion of certain structure. These conditions use elements of nonsmooth analysis [25, 92] which extend the concept of the derivative to nonsmooth functions. Except
for the conditions in [101], these conditions currently do not appear to be amenable to numerical computation to solve dynamic optimization problems.

In [101, 23], two-stage approaches are discussed where in the first stage the necessary conditions are used to solve a dynamic optimization problem for a constant hybrid mode trajectory. The first-stage resembles multistage problems considered in [21] and is a continuously differentiable problem. In the second stage, the hybrid mode trajectory is altered while the number of elements in the trajectory is kept constant. The first stage is repeated using the updated hybrid mode trajectory. The entire two-stage process is repeated until all possible hybrid mode trajectories are processed. This method is a combinatorial algorithm. If the number of elements in the hybrid mode trajectory is $n_{e}$ and the number of possible modes is $n_{m}$, the algorithm processes $\left(n_{m}\right)^{n_{e}}$ mode sequences. Similar two-stage approaches have been proposed in [114] and [41].

Sufficient conditions for the existence of parametric forward sensitivities and parametric adjoint sensitivities are given in [94, 39, 95]. In addition to the constant hybrid mode trajectory requirement, a transversality condition is required to hold at each transition and only one transition can occur at any given time. It is also shown that the states are continuously differentiable functions of the parameters in this case [39]. Computation of parametric forward sensitivities derived in [39] can be carried out with the integration algorithms in [108, 36].

The most common approach to enumerate hybrid mode trajectory candidates of fixed length is to use integer variables. Systems whose modes consist of discrete-time linear systems are considered in [13] and systems whose modes consist of continuous-time linear systems are considered, for example, in [102, 106]. In these approaches, nonlinear dynamics are linearized. Continuous-time dynamics are discretized using a scheme such as the forward Euler method. Note that each linearization increases the number of candidate modes, $n_{m}$. These methods divide the time horizon into $n_{t}$ subintervals. Hence, they consider hybrid mode
trajectories of length $n_{t}$. The sizes of these subintervals correspond to integration steps in case of continuous-time linear dynamics. For each mode candidate, a binary variable is used at each subinterval to keep track if a mode is active during that subinterval. The binary variable's value is one if the mode is active and zero otherwise. Additional constraints prevent more than one mode to be active on a subinterval. The final formulation is a mixed-integer linear program, (MILP), and can be solved to global optimality. Solvers for MILP problems enumerate candidate hybrid mode trajectories implicitly by taking advantage of the linear structure of the mathematical program [16]. In the case of continuous-time dynamics, the MILP solver also acts as the integration algorithm. The main drawback of this method in the case of continuous-time dynamics is the approximation error in the computed state trajectories caused by linearization and discretization. Note that features that enable integration algorithms to provide accurate solutions such as adjusting integration time steps to satisfy error tolerances cannot be implemented. In order to reduce this approximation error, relatively large $n_{t}$ and $n_{m}$ values have to be used. This adversely effects the solution times of the solver. The solution times of MILP problems scale worst-case exponentially with $n_{t}$ and $n_{m}$ [106]. Hence, this approach is not very suitable for problems with nonlinear continuoustime dynamics and nonlinear constraints. An example of this behavior can be seen in the Cascading Tank Case Study in Chapter 8. An attempt to handle nonlinear continuous-time dynamics is made in [7] without using linearization. The resultant formulation is a mixedinteger nonlinear program, (MINLP). This approach is not practical because current MINLP solvers cannot handle problems of the size obtained by this approach. Note that the MILP approach is used in closed-loop applications as well.

In $[57,56,55]$ systems with varying structure capable of only explicit transitions are considered. Continuous-time linear systems constitute the modes. Integer variables are used, but the continuous-time linear dynamics are not discretized. The number of transitions is constant. Auxiliary dynamic systems are constructed to underestimate the objective
value. Using the parametric sensitivity results in [39], special integration algorithms, and the auxiliary dynamic systems, these nonconvex problems are solved deterministically to $\epsilon-$ global optimality. This approach does not suffer from approximation errors; however, it is currently limited to problems with a few states and parameters and explicit transitions.

An alternative approach to alter the hybrid mode trajectory is to formulate mathematical programs with equilibrium constraints, (MPEC) [12, 90]. Real-valued variables that satisfy special constraints called complementarity conditions are used. The time horizon is partitioned into $n_{t}$ subintervals called finite elements. On each finite element, the continuoustime dynamics are discretized using Radau collocation. The active mode on each finite element is determined by the complementarity conditions at the ends of these subintervals. Since complementarity conditions violate optimization regularity conditions called constraint qualifications, special methods are required to solve these problems. In this approach, the nonlinear programming solver acts as the integration algorithm as well. This results in less accurate computation of the state trajectories. A relatively large value for $n_{t}$ needs to be used if the underlying dynamics are nonlinear or stiff. As a result, this approach produces very large optimization problems mandating large-scale optimization solvers. The nonlinear nonconvex programs are solved to obtain stationary points. In this approach it is not clear what the value of $n_{t}$ should be to obtain accurate solutions. Even though there are convergence results for the use of Radau collocation on finite elements when the dynamics are sufficiently continuously differentiable [53], it is an open question whether these results apply when used in conjunction with complementarity constraints. The Electrical Circuit Case Study in Chapter 8 illustrates this problem. The determination of a value for $n_{t}$ and convergence is an issue in the MILP approach for continuous-time dynamics as well.

Numerical optimization methods that do not explicitly use derivative information such as derivative-free methods [6], genetic algorithms or stochastic methods [38] can be applied to the solution of dynamic optimization problems involving systems with varying structure, [38].

Most of these methods are heuristic and require more effort to provide a solution compared to derivative-based methods on problems where derivative information is available.

The MILP, MPEC and derivative-free approaches do not solve for the necessary conditions of optimality. Either these are not available or they are not amenable to numerical computation. They directly try to minimize the objective. Hence, they are direct dynamic optimization methods. In addition, in all these methods, the controls are parameterized.

Finally, a dynamic programming based approach can be found in [45]. This approach suffers from the curse of dimensionality and is not suitable for problems with more than three or four states.

### 1.3 Nonsmooth Optimization of Dynamic Systems with Varying Structure

In this thesis, an open loop dynamic optimization method for a class of dynamic systems with varying structure is developed that does not discretize the continuous-time dynamics as part of the optimization formulation and that does not enumerate candidate hybrid mode trajectories. The method does not assume any a priori information about the hybrid mode trajectory except that the length should be finite.

The method is applicable to problems where the controls are real-valued and the dynamics of the system with varying structure can be reduced to an ordinary differential equation satisfying local Lipschitz continuity and piecewise continuous differentiability ${ }^{2}$ assumptions. Instances of such systems can be found in Example 1.1.2 and Chapter 8. Note that for this class of systems, crucial properties such as the existence and uniqueness of solutions and continuous dependence on initial conditions are established by classical theory [26].

The method is in the class of direct single shooting methods (see [17] for a classification

[^1]of numerical methods) and it is called the nonsmooth single shooting method. Instead of discretizing the dynamics and using an optimization algorithm to solve for the continuous state trajectories, a specialized and efficient numerical integration algorithm [108] is used to compute trajectories accurate within integration tolerances. Therefore, the method is a single shooting method. In this approach, the real-valued controls are approximated by functions depending on finitely many parameters. This enables the conversion of the dynamic optimization problem into a nonlinear program (NLP) as in [105, 40]. This approach allows the handling of path and point constraints in a unified manner. The resultant NLP is a nonsmooth mathematical program. Therefore, concepts from nonsmooth analysis [25, 92, 35] are used in place of the gradient where it does not exist and nonsmooth optimization $[54,66]$ methods are applied to solve the resultant NLP.

The resultant basic nonsmooth NLP formulation is

$$
\begin{align*}
\min _{\mathbf{p} \in \mathcal{P}} J(\mathbf{p})= & \int_{t_{0}}^{t_{f}} h_{0}(t, \mathbf{p}, \mathbf{u}(t, \mathbf{p}), \mathbf{x}(t, \mathbf{p})) d t+H_{0}\left(t_{f}, \mathbf{p}, \mathbf{u}\left(t_{f}, \mathbf{p}\right), \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right)  \tag{1.3.1}\\
\text { s.t. } & \int_{t_{0}}^{t_{f}} h_{i}(t, \mathbf{p}, \mathbf{u}(t, \mathbf{p}), \mathbf{x}(t, \mathbf{p})) d t+H_{i}\left(t_{f}, \mathbf{p}, \mathbf{u}\left(t_{f}, \mathbf{p}\right), \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right) \leq 0, \forall i \in\left\{1, \ldots, n_{c}\right\} \\
& \dot{\mathbf{x}}(t, \mathbf{p})=\mathbf{f}(t, \mathbf{p}, \mathbf{u}(t, \mathbf{p}), \mathbf{x}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right] \\
& \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{f}_{0}(\mathbf{p})
\end{align*}
$$

where $\mathbf{p}$ are the real-valued parameters; $n_{c}$ is a finite positive integer, $\mathbf{u}$ are the controls; $\mathbf{x}$ are the continuous states; $\mathbf{f}, \mathbf{f}_{0}, h_{i}$ and $H_{i}$ are piecewise continuously differentiable functions for all $i \in\left\{0, \ldots, n_{c}\right\}$. Note that in this approach, inequality path constraints of the form $g(t, \mathbf{p}, \mathbf{u}(t, \mathbf{p}), \mathbf{x}(t, \mathbf{p})) \leq 0, \forall t \in\left[t_{0}, t_{f}\right]$ are handled by converting them into the following point constraints,

$$
\int_{t_{0}}^{t_{f}} \max (0, g(t, \mathbf{p}, \mathbf{u}(t, \mathbf{p}), \mathbf{x}(t, \mathbf{p})) d t \leq 0
$$

or

$$
\int_{t_{0}}^{t_{f}} \max \left(0, g(t, \mathbf{p}, \mathbf{u}(t, \mathbf{p}), \mathbf{x}(t, \mathbf{p}))^{2}\right) d t \leq 0
$$

The approach developed in this thesis can handle multistage problems where at each stage the dynamics of the system are governed by disparate vector fields that satisfy the piecewise continuous differentiability requirement. In addition, the dynamics can be governed by certain classes of differential-algebraic equations. In the remainder of this thesis, the controls are omitted from the formulations of the dynamics and mathematical programs since they are functions of the parameters and time only.

### 1.4 Overview

The contents of the subsequent chapters of this thesis are:
Chapter 2: This chapter is a review of nonsmooth analysis necessary for the theoretical developments in this thesis. The generalized gradient [25] of a function and the linear Newton approximation [35] of a function are used at points where the gradient of the function does not exist. Unlike the gradient, these entities are set-valued maps. For instance, it can be shown that $\partial_{p} y\left(t_{f}, p\right)$, the generalized gradient of the function $y\left(t_{f}, \cdot\right)$ defined in Example 1.2.1 at $p$ is,

$$
\partial_{p} y\left(t_{f}, p\right)= \begin{cases}\left(1-e^{-\left(t_{f}-t^{*}\right)}\right) & \text { if } p<0 \\ {\left[\left(1-e^{-\left(t_{f}-t^{*}\right)}\right),\left(e^{\left(t_{f}-t^{*}\right)}-1\right)\right]} & \text { if } p=0 \\ \left(e^{\left(t_{f}-t^{*}\right)}-1\right) & \text { if } p>0\end{cases}
$$

The importance of the generalized gradient stems from the fact that it can be used to formulate necessary conditions of optimality and determine descent directions in
numerical optimization methods for nonsmooth problems [25,54]. The generalized Jacobian and gradient coincide with the usual Jacobian and gradient for continuously differentiable functions. The generalized gradient of a function is unique. The linear Newton approximation, on the other hand, is not unique. It represents a class of setvalued maps that contain the generalized gradient or generalized Jacobian. Its main use to date has been in the solution of nonsmooth algebraic equations. In this thesis, it is used to replace the generalized gradient/generalized Jacobian when these quantities cannot be computed for an optimization algorithm.

Specifically, Chapter 2 contains a review of derivatives, elementary set-valued and convex analysis. It contains the definitions, basic properties and calculus rules of the linear Newton approximation and generalized Jacobian/gradient. In addition, the classes of functions of interest are introduced. Implicit function theorems for these functions are stated. The chapter ends with demonstrative examples.
Chapter 3: The numerical solution of (1.3.1) requires that an element of the generalized Jacobians and linear Newton approximations of the objective and constraint functions be computable for each parameter value. In order to apply the calculus rules of the generalized Jacobian and the linear Newton approximation, an element of the generalized Jacobian or linear Newton approximation of the $\operatorname{map} \boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ at $\mathbf{p}$ is required. However, the explicit form of this map is generally not known. Computing numerically an element of the generalized Jacobian or linear Newton approximation of the map $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ at $\mathbf{p}$ is the main challenge of this thesis.
In this chapter, sufficient conditions for the existence of the gradient of the map $\boldsymbol{\eta} \mapsto$ $\mathbf{x}(t, \boldsymbol{\eta})$ are derived using the generalized Jacobian and results from [25]. The functions involved in (1.3.1) are assumed to be locally Lipschitz continuous. These sufficient conditions result in trajectories along which $\partial_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$, the generalized Jacobian of the $\operatorname{map} \boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ at $\mathbf{p}$, is a singleton set. Loosely, the key condition is that the
trajectory $(\mathbf{p}, \mathbf{x}(\cdot, \mathbf{p}))$ visit the points of nondifferentiability in the domain of $\mathbf{f}$ only at times that constitute a measure zero subset of the time horizon $\left[t_{0}, t_{f}\right]$.

Forward and adjoint parametric sensitivity differential equations are derived. These differential equations resemble results in $[44,24]$ and $[39,95]$. However, unlike results in [44, 24], the right-hand sides of these differential equations comprise functions that are discontinuous in time and their solutions exist in the sense of Carathéodory. Unlike results in [39, 95], invariance of the hybrid mode trajectory and transversality at each transition are not required. Also multiple transitions can occur at one time.

The results are extended to differential-algebraic equations using nonsmooth implicit function theorems and to multistage systems. The chapter ends with demonstrative examples.

Chapter 4: This chapter considers trajectories where the assumptions of Chapter 3 do not hold. In this case, one must consider differential inclusions. The solutions of these differential inclusions define sets which may or may not contain the desired generalized Jacobian information. Restricting the functions involved in (1.3.1) to the class of semismooth functions, sharper results are obtained using results from [81]. Note that semismooth functions include piecewise continuously differentiable functions. In this case, a linear Newton approximation can be defined whose value at a point contains the value of the generalized Jacobian of the map $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$. The results of this chapter reduce to the results in Chapter 3 if the assumptions of that chapter in addition to the semismoothness assumption hold.

Elements of the linear Newton approximations can be computed using integration forward in time as in forward parametric sensitivities or using integration backwards in time as in adjoint parametric sensitivities. The results are extended to certain differential-algebraic systems using an implicit function theorem for semismooth functions. The extension to multistage systems are derived. Finally, a demonstrative
example is presented.
Chapter 5: A computational method to obtain an element of the linear Newton approximations defined in Chapter 4 is described in this chapter. The differential equations defining elements of the linear Newton approximations are possibly discontinuous at times when the state trajectory passes through points of nondifferentiability in the domain of the right-hand sides. In order to detect these discontinuities, a structural assumption is made that in essence makes all functions in (1.3.1) piecewise continuously differentiable functions. The structural assumption places the points of nondifferentiability on the boundaries of open sets which can be represented by the zero-level sets of certain functions. These functions are used in conjunction with state event location algorithms $[83]$ to determine time points at which discontinuities occur. The structural assumption also allows the use of more efficient methods to compute an element of the linear Newton approximations. An implementation with available software to compute simultaneously the states and an element of the associated linear Newton approximations using integration forward in time is presented.

Chapter 6: It is known for some time that numerical algorithms for continuously differentiable optimization problems can get stuck at arbitrary nondifferentiable points or experience numerical difficulties when applied to nonsmooth optimization problems [61]. Furthermore, the stationarity conditions for continuously differentiable optimization problems do not hold for nonsmooth problems. Therefore special methods are required.

Bundle methods are nonsmooth optimization algorithms that use the generalized gradients of the objective and constraint functions to compute stationary points of nonconvex programs [54, 66]. The stationarity conditions are formulated using the generalized gradients of the objective and constraint functions and reduce to the well-known Karush-Kuhn-Tucker (KKT) conditions if the objective and constraints are continu-
ously differentiable [25, 54].
Bundle methods use a set of generalized gradients obtained at nearby points to compute a direction of descent and a specialized line search algorithm to construct this set efficiently. The set of generalized gradients is called the the bundle. The use of the extra information furnished by the bundle prevents these methods from getting stuck at arbitrary nondifferentiable points. In terms of convergence, bundle methods produce a sequence of iterates whose limit points are stationary.

In this chapter, extended stationary conditions are formulated using the linear Newton approximations defined in Chapter 4. This formulation is possible because the values of these linear Newton approximations contain the values of the generalized gradients. It is shown that using these linear Newton approximations instead of the generalized gradients results in a nonsmooth optimization algorithm that produces a sequence of iterates whose limits points satisfy the extended stationarity conditions. In essence, one set-valued map is replaced with another that has similar properties. The bundle method is formally stated.

The key result in the convergence proof is the finite termination of the specialized line search algorithm. The rest of the proof is the same as the proofs in [54] with the linear Newton approximation replacing the generalized gradient. Therefore, only a summary of the proof is placed in the Appendix.

Chapter 7: The nonsmooth single shooting method is formally developed in this chapter. The results of the previous chapters are used to assemble the method.

Convergence of the approximate controls to the solution of the original dynamic optimization problem is discussed. Using the results in [105, 40], it can be shown that if the optimal approximate controls convergence to a function as the number of parameters increases, then that function is an optimal control of the original dynamic optimization problem. Similarly, if the optimal objective values corresponding to the approximate
controls converge, the limit is the optimal objective value of the original problem.
The section also contains a technique to solve minimum time problems. The sensitivity results of the previous chapters deal with parameters of the dynamic system only. Minimum time problems can be solved by transforming time into a state variable. Then, the initial time and the difference between the final and initial times become parameters of the transformed system.
Chapter 8: Case studies are collected in this chapter. The performance of the MILP, MPEC and derivative-free methods are compared to the performance of the nonsmooth single shooting method. It is shown that the nonsmooth single shooting method provides more accurate solutions to problems involving systems whose dynamics are highly nonlinear and exhibit stiffness for less effort. An empirical complexity analysis is carried out. The results strongly suggest that the nonsmooth single shooting method scales polynomially with the number of states and number of parameters.
Chapter 9: The contributions of this thesis are summarized in this chapter. The main contribution of this thesis is the development of the nonsmooth single shooting method. The novelty of this method stems from the fact that explicit discretization of the dynamics in the optimization formulation and enumeration of the hybrid mode trajectory are not used. The parametric sensitivity results in Chapters 3 and 4 are new. The use of a bundle method in conjunction with linear Newton approximations is new. The detailed comparison of the MPEC approach, MILP approach and nonsmooth single shooting method is new. This is the first comparison that considers accuracy of the solutions in addition to the effort to obtain solutions. The empirical complexity analysis of the nonsmooth single shooting method is new. The chapter also discusses possible future directions of research.

## Chapter 2

## Preliminaries

This chapter provides a brief summary of the necessary mathematical background for the developments presented in this thesis. The chapter focuses on results in nonsmooth analysis for locally Lipschitz continuous functions. These results depend on derivatives, convex sets, convex functions and set-valued maps. Therefore the chapter begins with a brief review of results in differentiation, set-valued maps and convex analysis. The chapter concludes with examples to illustrate some of the reviewed concepts.

### 2.1 Notation

In this document, symbols printed in boldface represent vector and matrix-valued quantities. Let $O$ and $S$ be sets in a metric space. $O \backslash S$ is $\{u \in O: u \notin S\}$. $\operatorname{int}(O)$ is the interior and $\operatorname{cl}(O)$ is the closure of $O \cdot \operatorname{bd}(O)$ is the boundary of $O$ and it is equal to $\operatorname{cl}(O) \backslash O . O$ is a singleton if it has exactly one element.

Let $n$ be a finite positive integer. $S \subset \mathbb{R}^{n}$ is a set of measure zero in $\mathbb{R}^{n}$ if it has Lebesgue measure zero.

Let $O$ be the set $\left\{o_{i}\right\}_{i=1}^{n}$ where $n$ is a positive integer (possibly equal to $\infty$ ) and $o_{i}$ are
elements of an arbitrary set. Then, $\operatorname{ind}\left(o_{i}, O\right)$, the index of $o_{i}$, is $i$ and $s(O)$, the number of elements in $O$, is $n$. If $n=\infty$ then $\left\{o_{i}\right\}_{i=1}^{n}$ is equivalent to $\left\{o_{i}\right\}$.

Let $O \subset \mathbb{R}^{n \times m}$. If $\mathbf{A} \in O$, then $A_{i, j}$ represents the element occupying the $i$ th row and and $j$ th column of $\mathbf{A}$ where $i \in\{1, \ldots, n\}$ and $j \in\{1, \ldots, m\} . \mathbf{A}^{\mathrm{T}}$ is the transpose of $\mathbf{A}$. $\|\mathbf{A}\|$, the norm of $\mathbf{A}$, is $\sqrt{\sum_{i=1}^{n} \sum_{j=1}^{m}\left|A_{i, j}\right|^{2}}$. Let $\mathbf{A} \in \mathbb{R}^{n \times m}$ and $\mathbf{B} \in \mathbb{R}^{m \times p}$, then $\mathbf{A B}$ is the $n \times p$ matrix that is the product of $\mathbf{A}$ and $\mathbf{B}$. $\left[\mathbf{A}^{\mathbf{T}} \mathbf{B}\right]$ is an $m \times(n+p)$ matrix such that for all $i=1, \ldots, m, C_{i, j}=A_{i, j}^{\mathrm{T}}$ if $1 \leq j \leq n$ and $C_{i, j}=B_{i,(j-n)}$ if $n<j \leq n+p$. If $\mathbf{A} \in \mathbb{R}^{n \times n}$ is invertible, then $\mathbf{A}^{-1}$ represents the inverse.

The elements of $\mathbb{R}^{n}$ are column vectors. If $\mathbf{v} \in \mathbb{R}^{n}$ and $\mathbf{u} \in \mathbb{R}^{m}$, then ( $\left.\mathbf{v}, \mathbf{u}\right)$ is equivalent to $\left[\mathbf{v}^{\mathrm{T}} \mathbf{u}^{\mathrm{T}}\right]^{\mathrm{T}}$.
$\mathbf{I}_{n}$ is the $n \times n$ identity matrix. $\mathbf{e}_{i}$ is the $i$ th column of $\mathbf{I}_{n}$. $\mathbf{0}$ represents any matrix whose elements are all zero.

Let $Z \subset \mathbb{R}^{n \times m}$ and $\alpha \in \mathbb{R}$. Then $\alpha Z$ represents the set $\{\alpha \mathbf{z}: \mathbf{z} \in Z\}$. Let $Y \subset \mathbb{R}^{n \times m}$. Then $Z+Y$ represents the set $\{\mathbf{z}+\mathbf{y}: \mathbf{z} \in Z, \mathbf{y} \in Y\}$.

### 2.2 The Gâteaux, Partial, Fréchet and Strict Derivatives

The results in this section are from Chapter 3 in [76] unless otherwise stated.
Let $m$ and $n$ be finite positive integers and $X$ be an open subset of $\mathbb{R}^{n}$. Let $\mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ denote the space of continuous linear transformations from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$. Let $f_{i}: X \rightarrow \mathbb{R}$ for $i=1, \ldots, m$ and $\mathbf{f}: X \rightarrow \mathbb{R}^{m}: \mathbf{y} \mapsto\left(f_{i}(\mathbf{y}), \ldots, f_{m}(\mathbf{y})\right)$. Let $\mathbf{x} \in X, \mathbf{x}=\left(x_{i}, \ldots, x_{n}\right)$ where $x_{i} \in \mathbb{R}$.

Definition 2.2.1 (The Directional Derivative). Let $\mathbf{v} \in \mathbb{R}^{n}$. Then $\mathbf{f}^{\prime}(\mathbf{x} ; \mathbf{v})$, the direc-
tional derivative or Gâteaux differential of $\mathbf{f}$ at $\mathbf{x}$ in the direction $\mathbf{v}$, is defined by

$$
\mathbf{f}^{\prime}(\mathbf{x} ; \mathbf{v})=\lim _{t \downarrow 0} \frac{\mathbf{f}(\mathbf{x}+t \mathbf{v})-\mathbf{f}(\mathbf{x})}{t}
$$

$\mathbf{f}$ is directionally differentiable at $\mathbf{x}$ if $\mathbf{f}^{\prime}(\mathbf{x} ; \mathbf{v})$ exists for all $\mathbf{v} \in \mathbb{R}^{n}$.

Definition 2.2.2 (The Gâteaux Derivative). If $\mathbf{f}^{\prime}(\mathbf{x} ; \mathbf{v})$ exists for all $\mathbf{v} \in \mathbb{R}^{n}$ at $\mathbf{x}$ and there exists a continuous linear transformation $\mathbf{A}(\mathbf{x}) \in \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ such that $\mathbf{f}^{\prime}(\mathbf{x} ; \mathbf{v})=$ $\mathbf{A}(\mathbf{x}) \mathbf{v}, \forall \mathbf{v} \in \mathbb{R}^{n}$ then $\mathbf{f}$ is Gâteaux differentiable at $\mathbf{x}$ and $\mathbf{A}(\mathbf{x})$ is the unique Gâteaux derivative of $\mathbf{f}$ at $\mathbf{x}$.

Equivalently $\mathbf{f}$ is Gâteaux differentiable at $\mathbf{x}$ if there exists a continuous linear transformation $\mathbf{A}(\mathbf{x}) \in \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ such that for any $\mathbf{v} \in \mathbb{R}^{n}$,

$$
\lim _{t \downarrow 0} \frac{\|\mathbf{f}(\mathbf{x}+t \mathbf{v})-\mathbf{f}(\mathbf{x})-t \mathbf{A}(\mathbf{x}) \mathbf{v}\|}{t}=0
$$

In the remainder of this document, if $\mathbf{f}$ is Gâteaux differentiable at $\mathbf{x}$, then it will be called differentiable at $\mathbf{x}$.

Definition 2.2.3 (The Jacobian, the Gradient and the Partial Derivative). Jf( $\mathbf{x}$ ), the Jacobian of $\mathbf{f}$ at $\mathbf{x}$, is an $m \times n$ matrix of the form

$$
\left[\begin{array}{ccc}
\frac{\partial f_{1}}{\partial x_{1}}(\mathbf{x}) & \cdots & \frac{\partial f_{1}}{\partial x_{n}}(\mathbf{x}) \\
\vdots & & \vdots \\
\frac{\partial f_{m}}{\partial x_{1}}(\mathbf{x}) & \cdots & \frac{\partial f_{m}}{\partial x_{n}}(\mathbf{x})
\end{array}\right]
$$

where each $\frac{\partial f_{i}}{\partial x_{j}}(\mathbf{x})$ is called the partial derivative of $f_{i}$ with respect to $x_{j}$ at $\mathbf{x}$ and satisfies

$$
\frac{\partial f_{i}}{\partial x_{j}}(\mathbf{x})=\lim _{t \downarrow 0} \frac{f_{i}\left(\mathbf{x}+t \mathbf{e}_{j}\right)-f_{i}(\mathbf{x})}{t}
$$

If $m=1$, the gradient of $f$ at $\mathbf{x}$ is $\boldsymbol{\nabla} f(\mathbf{x})$ and it is equal to $\mathbf{J} f(\mathbf{x})^{\mathrm{T}}$.

If $\mathbf{f}$ is Gâteaux differentiable at $\mathbf{x} \in X$, then $\mathbf{A}(\mathbf{x})=\mathbf{J f}(\mathbf{x})$.
Let $O \subset X$ be a neighborhood of $\mathbf{x} \in X$. If $\mathbf{f}$ is Gâteaux differentiable at every $\mathbf{z} \in O$ and the mapping $\mathbf{z} \mapsto \mathbf{J f}(\mathbf{z})$ is continuous on $O$, then $\mathbf{f}$ is continuously Gâteaux differentiable at $\mathbf{x}$. If $O=X$, then $\mathbf{f}$ is a continuously Gâteaux differentiable function. This is denoted by $\mathbf{f} \in \mathcal{C}^{1}(X)$. In the remainder of this document, continuous differentiability is a synonym for continuous Gâteaux differentiability.

Let $\left\{s_{i}\right\}_{i=1}^{n}$ be a set where each $s_{i}$ and $n$ are finite positive integers. Let $X_{i}$ be an open subset of $\mathbb{R}^{s_{i}}, \mathbf{x}_{i} \in X_{i}$ for all $i \in\{1, \ldots, n\}$ and $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$. Let $\mathbf{f}$ be a function from $\Pi_{i=1}^{n} X_{i}$ to $\mathbb{R}^{m}$. If $k \in\{1, \ldots, n\}$, then $\mathbf{J}_{k} \mathbf{f}(\mathbf{x})$ is the Gâteaux derivative of the function $\mathbf{f}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k-1}, \cdot, \mathbf{x}_{k+1}, \ldots, \mathbf{x}_{n}\right)$ at $\mathbf{x}$. If $f$ is a scalar-valued function, then $\boldsymbol{\nabla}_{k} f(\mathbf{x})$ is equivalent to $\mathbf{J}_{k} f(\mathbf{x})^{\mathrm{T}}$.

Definition 2.2.4 (The Fréchet Derivative). f is Fréchet differentiable at $\mathbf{x} \in X$ if there exists a unique $\mathbf{A}(\mathbf{x}) \in \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ such that,

$$
\lim _{\mathbf{v} \rightarrow \mathbf{0}} \frac{\|\mathbf{f}(\mathbf{x}+\mathbf{v})-\mathbf{f}(\mathbf{x})-\mathbf{A}(\mathbf{x}) \mathbf{v}\|}{\|\mathbf{v}\|}=0
$$

holds. $\mathbf{A}(\mathbf{x})$ is called the Fréchet derivative of $\mathbf{f}$ at $\mathbf{x}$.

Definition 2.2.5 (The Strict Derivative). $\mathbf{f}$ is strictly differentiable at $\mathbf{x} \in X$ if there exists a unique $\mathbf{A}(\mathbf{x}) \in \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ such that,

$$
\lim _{(\mathbf{y}, \mathbf{v}) \rightarrow(\mathbf{x}, \mathbf{0})} \frac{\mathbf{f}(\mathbf{y}+\mathbf{v})-\mathbf{f}(\mathbf{y})-\mathbf{A}(\mathbf{x}) \mathbf{v}}{\|\mathbf{v}\|}=0
$$

holds. $\mathbf{A}(\mathbf{x})$ is called the strict derivative of $\mathbf{f}$ at $\mathbf{x}$ (page 132 in [19]).
Equivalently, $\mathbf{f}$ is strictly differentiable at $\mathbf{x} \in X$ if there exists a unique $\mathbf{A}(\mathbf{x}) \in \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$
such that

$$
\lim _{(\mathbf{y}, t) \rightarrow\left(\mathbf{x}, 0^{+}\right)} \frac{\mathbf{f}(\mathbf{y}+t \mathbf{v})-\mathbf{f}(\mathbf{y})-t \mathbf{A}(\mathbf{x}) \mathbf{v}}{t}=0
$$

holds for all $\mathbf{v} \in \mathbb{R}^{n}$ and the convergence is uniform for $\mathbf{v}$ in compact sets (page 30 in [25]).

Example 2.9.6 contains the proof of the equivalence of these two definitions.

### 2.2.1 Properties

The results in this section are from Chapter 3 in [76] unless otherwise stated.

1. Even if $\mathbf{f}$ is Gâteaux differentiable at $\mathbf{x} \in X$, it may not be continuous at $\mathbf{x}$. However, if $\mathbf{f}$ is Fréchet differentiable at $\mathbf{x}$, then it is continuous at $\mathbf{x}$.
2. The existence of the Jacobian at $\mathbf{x} \in X$ does not imply the existence of a Gâteaux, strict or Fréchet derivative. Only if the Jacobian is a continuous function in the neighborhood of $\mathbf{x}$, Fréchet differentiability can be deduced from Theorem 9.21 in [96].
3. If $\mathbf{f}$ is Fréchet differentiable at $\mathbf{x} \in X$, then it is also Gâteaux differentiable. The Fréchet and Gâteaux derivatives are equal in this case.
4. If $\mathbf{f}$ is strictly differentiable at $\mathbf{x} \in X$, then it is also Fréchet differentiable at $\mathbf{x}$. The strict and the Fréchet derivatives are the equal in this case.
5. If $\mathbf{f}$ is continuously Gâteaux differentiable at $\mathbf{x}$, then it is Fréchet differentiable at $\mathbf{x}$. This follows from the fact that the partial derivatives of $\mathbf{f}$ are continuous functions and per Theorem 9.21 in [96], Fréchet differentiability follows. Note that differentiability in $[96]$ is equivalent to Fréchet differentiability.
6. Let $\mathbf{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $\mathbf{g}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{p}$ be Fréchet differentiable at $\mathbf{x}$ and $\mathbf{f}(\mathbf{x})$, respectively. Then $\mathbf{g} \circ \mathbf{f}$ is Fréchet differentiable at $\mathbf{x}$. If $\mathbf{f}$ is only Gâteaux differentiable at $\mathbf{x}$ then $\mathbf{g} \circ \mathbf{f}$ is Gâteaux differentiable at $\mathbf{x}$.

### 2.2.2 Mean Value Theorem for Differentiable Functions

Theorem 2.2.6 (Mean Value Theorem for Gâteaux Differentiable Functions). If $f:[a, b] \rightarrow \mathbb{R}$ is continuous and Gâteaux differentiable on $(a, b)$, then there is a point $x \in(a, b)$ such that $f(b)-f(a)=(b-a) \nabla f(x)($ Theorem 5.10 in [96]).

### 2.3 Set-valued Maps

The results of this section are mainly from [35]. Let $X \subset \mathbb{R}^{n}$ and $Y \subset \mathbb{R}^{m}$ in the remainder of this section.

Definition 2.3.1 (Set-valued Map). A set-valued map $\mathcal{S}: X \rightrightarrows Y$ is a map from the set $X$ to the subsets of the set $Y$. $\operatorname{gph}(\mathcal{S})$, the graph of $\mathcal{S}$, is the set $\{(\mathbf{x}, \mathbf{y}) \in X \times Y: \mathbf{y} \in \mathcal{S}(\mathbf{x})\}$. $\operatorname{dom}(\mathcal{S})$, the domain of $\mathcal{S}$, is the set $\{\mathbf{x} \in X: \mathcal{S}(\mathbf{x}) \neq \emptyset\}$. $\operatorname{rge}(\mathcal{S})$, the range of $\mathcal{S}$, is the set $\{\mathbf{y} \in Y: \exists \mathbf{x} \in X$ with $\mathbf{y} \in \mathcal{S}(\mathbf{x})\}$.

Instead of considering $\mathcal{S}: X \rightrightarrows Y$, one can consider $\mathcal{S}: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ by defining $\mathcal{S}(\mathbf{x})=\emptyset$ if $\mathbf{x}$ is not in $X$. The domain and the range do not change after this extension.

Definition 2.3.2 (Closed Set-valued Map). Let $\mathcal{S}$ be a set-valued map from $X$ to $Y$. Let $\left\{\mathbf{x}_{i}\right\} \subset \mathbb{R}^{n}$ be a sequence such that $\mathbf{x}_{i} \rightarrow \mathbf{x}$. Let $\left\{\mathbf{y}_{i}\right\} \subset \mathbb{R}^{m}$ be such that $\mathbf{y}_{i} \in \mathcal{S}\left(\mathbf{x}_{i}\right)$ and $\mathbf{y}_{i} \rightarrow \mathbf{y}$. If $\mathbf{y} \in \mathcal{S}(\mathbf{x})$ for any sequences $\left\{\mathbf{x}_{i}\right\}$ and $\left\{\mathbf{y}_{i}\right\}$ such as described, then $\mathcal{S}$ is closed at $\mathbf{x} . \mathcal{S}$ is a closed set-valued map if it is closed at all $\mathbf{x} \in X$.

Definition 2.3 .3 (Locally Bounded Set-valued Map). Let $\mathcal{S}$ be a set-valued map from $X$ to $Y . \mathcal{S}$ is locally bounded at $\mathbf{x}$ if there exists, $O$, a neighborhood of $\mathbf{x}$ such that $\underset{\mathbf{z} \in O \cap \operatorname{dom}(\mathcal{S})}{\cup} \mathcal{S}(\mathbf{z})$ is bounded. $\mathcal{S}$ is a locally bounded set-valued map if it is locally bounded at all $\mathbf{x} \in X$.

Definition 2.3.4 (Upper Semicontinuity of Set-valued Maps). Let $\mathcal{S}$ be a set-valued map from $X$ to $Y . \mathcal{S}$ is upper semicontinuous at $\mathbf{x}$ if for all open sets $V \subset \mathbb{R}^{m}$ such that $\mathcal{S}(\mathbf{x}) \subset V$, there exists $O$, a neighborhood of $\mathbf{x}$ such that for all $\mathbf{z} \in O, \mathcal{S}(\mathbf{z}) \subset V$ holds. $\mathcal{S}$ is an upper semicontinuous set-valued map if $\mathcal{S}$ is upper semicontinuous at all $\mathbf{x} \in X$.

Definition 2.3.5 (Lower Semicontinuity of Set-valued Maps). Let $\mathcal{S}$ be a set-valued map from $X$ to $Y . \mathcal{S}$ is lower semicontinuous at $\mathbf{x} \in \mathbb{R}^{n}$ if for every open set $V$ such that $\mathcal{S}(\mathbf{x}) \cap V \neq \emptyset$, there exists $O$, a neighborhood of $\mathbf{x}$ such that for all $\mathbf{z} \in O, \mathcal{S}(\mathbf{z}) \cap V \neq \emptyset$ holds. $\mathcal{S}$ is a lower semicontinuous set-valued map if $\mathcal{S}$ is lower semicontinuous at all $\mathbf{x} \in X$.

Definition 2.3.6 (Continuity of Set-valued maps). Let $\mathcal{S}$ be a set-valued map from $X$ to $Y . \mathcal{S}$ is continuous at $\mathbf{x} \in X$ if it is lower and upper semicontinuous at $\mathbf{x}$. $\mathcal{S}$ is a continuous set-valued map if $\mathcal{S}$ is continuous at all $\mathbf{x} \in X$.

Remark 2.3.7 (Upper and Lower Semicontinuity of Functions). The concept of upper semicontinuity defined for set-valued maps does not coincide with the concept of upper and lower semicontinuity defined for functions.

Let $X$ be a subset of $\mathbb{R}^{n}$ and $\mathbf{x}^{*}$ be a limit point of $X$.
The limit inferior of $f: X \rightarrow \mathbb{R}$ at $\mathbf{x}^{*}$ is

$$
\liminf _{\mathbf{x} \rightarrow \mathbf{x}^{*}} f(\mathbf{x})=\sup _{\sigma>0} \inf \left\{f(\mathbf{x}): \mathbf{x} \in X, 0<\left\|\mathbf{x}-\mathbf{x}^{*}\right\|<\sigma\right\} .
$$

The limit superior of $f: X \rightarrow \mathbb{R}$ is

$$
\limsup _{\mathbf{x} \rightarrow \mathbf{x}^{*}} f(\mathbf{x})=\inf _{\sigma>0} \sup \left\{f(\mathbf{x}): \mathbf{x} \in X, 0<\left\|\mathbf{x}-\mathbf{x}^{*}\right\|<\sigma\right\} .
$$

Note that $\liminf _{\mathbf{x} \rightarrow \mathbf{x}^{*}} f(\mathbf{x}) \leq \underset{\mathbf{x} \rightarrow \mathbf{x}^{*}}{\limsup } f(\mathbf{x})$. Also $f$ is continuous at $\mathbf{x}^{*}$ if and only if $\liminf _{\mathbf{x} \rightarrow \mathbf{x}^{*}} f(\mathbf{x})=$ $\limsup _{\mathbf{x} \rightarrow \mathbf{x}^{*}} f(\mathbf{x})=f\left(\mathbf{x}^{*}\right)$.

Let $\mathbf{x}^{*} \in X . f: X \rightarrow \mathbb{R}$ is upper semicontinuous at $\mathbf{x}^{*}$ if $\limsup _{\mathbf{x} \rightarrow \mathbf{x}^{*}} f(\mathbf{x}) \leq f\left(\mathbf{x}^{*}\right)$ and lower semicontinuous at $\mathbf{x}^{*}$ if $\liminf _{\mathbf{x} \rightarrow \mathbf{x}^{*}} f(\mathbf{x}) \geq f\left(\mathbf{x}^{*}\right)$. A function that is both upper and lower semicontinuous at a point is continuous at that point.

If a function is continuous at a point, it is also continuous at that point as a set-valued map. If a function is upper or lower semicontinuous at a point then it is neither upper nor lower semicontinuous at that point as a set-valued map.

### 2.3.1 Properties of Set-valued Maps

Let $\mathcal{S}$ be a set-valued mapping from $X$ to $Y$.

1. If $\mathcal{S}$ is closed and locally bounded at $\mathbf{x}$, then it is upper semicontinuous at $\mathbf{x}$.
2. $\mathcal{S}$ is closed if and only if its graph is a closed set.
3. If $\mathcal{S}$ is lower semicontinuous at $\mathbf{x}$, then for every $\left\{\mathbf{x}_{i}\right\} \subset X$ such that $\mathbf{x}_{i} \rightarrow \mathbf{x}$ and every $\mathbf{y} \in \mathcal{S}(\mathbf{x})$, there exists a sequence $\left\{\mathbf{y}_{i}\right\}$ such that $\mathbf{y}_{i} \rightarrow \mathbf{y}$ and $\mathbf{y}_{i} \in \mathcal{S}\left(\mathbf{x}_{i}\right)$.
4. If $\mathcal{S}$ is upper semicontinuous at $\mathbf{x} \in X$, then for every scalar $\epsilon$, there exists $O$, a neighborhood of $\mathbf{x}$, such that for all $\mathbf{z} \in O, \mathcal{S}(\mathbf{z}) \subset \mathcal{S}(\mathbf{x})+\epsilon \mathbb{B}(0,1)$ where $\mathbb{B}(0,1)$ is the unit ball in $\mathbb{R}^{m}$.

### 2.4 Elementary Convex Analysis

The results of this section are mainly from [15].

### 2.4.1 Convex Sets

Definition 2.4.1 (Convex Set). A set $C \in \mathbb{R}^{n}$ is convex if for all $\alpha \in(0,1), \alpha \mathbf{x}+(1-\alpha) \mathbf{y}$ is in $C$ whenever $\mathbf{x}$ and $\mathbf{y}$ are in $C$. The empty set and any singleton set are convex.

## Properties of Convex Sets

1. Let $\mathcal{I}=\{1, \ldots, k\}$ where $k$ is a positive integer (possibly $\infty$ ). Let $C_{i}$ be a convex subset of $\mathbb{R}^{n}$ for all $i \in \mathcal{I}$. Then $\cap_{i=1}^{k} C_{i}$ is a convex set.
2. If $C \subset \mathbb{R}^{n}$ is convex, then $\operatorname{int}(C)$ and $\mathrm{cl}(C)$ are convex sets.
3. If $C_{1} \subset \mathbb{R}^{n}$ and $C_{2} \subset \mathbb{R}^{n}$ are convex sets, then $\alpha_{1} C_{1}+\alpha_{2} C_{2}$ is a convex set where $\alpha_{1}$ and $\alpha_{2}$ are scalars.

Definition 2.4.2 (Convex Combination). Let $\mathcal{I}=\{1, \ldots, k\}$ where $k$ is a positive integer (possibly $\infty$ ). Let $\mathbf{x}_{i} \in \mathbb{R}^{n}$ for all $i \in \mathcal{I}$. A convex combination of the vectors $\left\{\mathbf{x}_{i}\right\}_{i=1}^{k}$ is $\sum_{i=1}^{k} \alpha_{i} \mathbf{x}_{i}$ where for all $i \in \mathcal{I}, \alpha_{i} \in \mathbb{R}, \alpha_{i} \geq 0$ and $\sum_{i=1}^{k} \alpha_{i}=1$.

Definition 2.4.3 (Convex Hull). The convex hull of a nonempty set $C \subset \mathbb{R}^{n}$ is the intersection of all convex sets containing $C$ and is denoted by $\operatorname{conv}(C)$.
$\operatorname{conv}(C)$ is also equal to the set $\left\{\sum_{i=1}^{k} \alpha_{i} \mathbf{x}_{i}: \alpha_{i} \in \mathbb{R}, \alpha_{i} \geq 0, \sum_{i=1}^{k} \alpha_{i}=1, \mathbf{x}_{i} \in C, k \in\right.$ $\{1,2, \ldots\}\}$.

Definition 2.4.4 (Closed Convex Hull). The closed convex hull of a nonempty set $C \subset \mathbb{R}^{n}$ is the intersection of all closed convex sets containing $C$ and is denoted by $\mathrm{cl}(\operatorname{conv}(C))$.

The closed convex hull is also the closure of the convex combinations of the elements of $C \subset \mathbb{R}^{n}$. Note that the closure and convex hull operations are not in general interchangeable. If the set $C$ is bounded, then the operations are interchangeable.

Theorem 2.4.5 (Carathéodory's Theorem). Let $C$ be a nonempty subset of $\mathbb{R}^{n}$. Then any $\mathbf{x} \in \operatorname{conv}(C)$ can be represented as a convex combination of $n+1$ not necessarily different elements of $C$.

Theorem 2.4.6 (Projection onto Closed Convex Sets). The closest point of a convex set $C \subset \mathbb{R}^{n}$ to a point $\mathbf{x} \in \mathbb{R}^{n}$ is called the projection of $\mathbf{x}$ on $C$ and is denoted by $\mathbf{p}_{C}(\mathbf{x}) . A$ unique minimizer, $\left(\left\{\mathbf{p}_{C}(\mathbf{x})\right\}=\underset{\mathbf{y} \in C}{\operatorname{argmin}}\|\mathbf{x}-\mathbf{y}\|\right)$, always exists if $C$ is closed and nonempty. In addition, $\mathbf{z}=\mathbf{p}_{C}(\mathbf{x})$ if and only if $\langle\mathbf{x}-\mathbf{z}, \mathbf{v}-\mathbf{z}\rangle \leq 0, \forall \mathbf{v} \in C$ and $\left\|\mathbf{p}_{C}(\mathbf{x})-\mathbf{p}_{C}(\mathbf{y})\right\| \leq\|\mathbf{x}-\mathbf{y}\|$ holds for all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$.

Definition 2.4.7 (Hyperplane). $H_{a, b}$, a hyperplane in $\mathbb{R}^{n}$, is the set $\left\{\mathbf{x} \in \mathbb{R}^{n}: \mathbf{a}^{\mathrm{T}} \mathbf{x}=b\right\}$ where $\mathbf{a} \in \mathbb{R}^{n}$ and $b$ is a scalar.

The sets $\left\{\mathbf{x}: \mathbf{a}^{\mathrm{T}} \mathbf{x}>b\right\}$ and $\left\{\mathbf{x}: \mathbf{a}^{\mathrm{T}} \mathbf{x} \geq b\right\}$ are the open and closed positive halfspaces, respectively, associated with $H$. Analogously, $\left\{\mathbf{x}: \mathbf{a}^{\mathrm{T}} \mathbf{x}<b\right\}$ and $\left\{\mathbf{x}: \mathbf{a}^{\mathrm{T}} \mathbf{x} \leq b\right\}$ are the open and closed negative halfspaces, respectively, associated with $H$.

Theorem 2.4.8 (Supporting Hyperplane Theorem). Let $C$ be a nonempty convex subset of $\mathbb{R}^{n}$ and $\mathbf{x} \in C \backslash \operatorname{int}(C)$. Then there exists a hyperplane $H_{\mathbf{a}, b}$ such that $\mathbf{a}^{\mathrm{T}} \mathbf{x}=b$ and $\mathbf{a}^{\mathrm{T}} \mathbf{x} \leq \mathbf{a}^{\mathrm{T}} \mathbf{y}, \forall \mathbf{y} \in C$.

### 2.4.2 Convex Functions

Definition 2.4.9 (Convex Function). $f: C \rightarrow \mathbb{R}$ is a convex function if $C \subset \mathbb{R}^{n}$ is a convex set and for any $\mathbf{x} \in C$ and $\mathbf{y} \in C$ and all $\alpha \in(0,1), f(\alpha \mathbf{x}+(1-\alpha) \mathbf{y}) \leq$ $\alpha f(\mathbf{x})+(1-\alpha) f(\mathbf{y})$ holds.

The epigraph of $f, \operatorname{epi}(f)$ is the set $\{(\mathbf{x}, y): \mathbf{x} \in C, y \in \mathbb{R}, f(\mathbf{x}) \leq y\}$.
Let $C \subset \mathbb{R}^{n}$ be a convex set. Then $f: C \rightarrow \mathbb{R}$ is a convex function if and only if epi(f) is a convex subset of $\mathbb{R}^{n+1}$.

Definition 2.4.10 (Strictly Convex Function). $f: C \rightarrow \mathbb{R}$ is strictly convex function if it is a convex function and for any $\mathbf{x} \in C$ and $\mathbf{y} \in C$ and all $\alpha \in(0,1), f(\alpha \mathbf{x}+(1-\alpha) \mathbf{y})<$ $\alpha f(\mathbf{x})+(1-\alpha) f(\mathbf{y})$ holds.

Definition 2.4.11 (The Subgradient and Subdifferential). Let $C$ be a convex subset of $\mathbb{R}^{n}$ and $f: C \rightarrow \mathbb{R}$ be a convex function.
$\mathbf{g} \in \mathbb{R}^{n}$ is a subgradient of $f$ at $\mathbf{x} \in \operatorname{int}(C)$ if

$$
f(\mathbf{y}) \geq f(\mathbf{x})+\langle\mathbf{g}, \mathbf{x}-\mathbf{y}\rangle, \quad \forall \mathbf{y} \in C
$$

holds. The existence of a subgradient is guaranteed by Theorem 2.4.8 if epi(f) is considered as a convex subset of $\mathbb{R}^{n+1}$. Note that it is possible to obtain $\mathbf{g}$ such that $\|\mathbf{g}\|=+\infty$ at $\mathbf{x} \notin \operatorname{int}(C)$. Therefore only $\mathbf{x} \in \operatorname{int}(C)$ are considered in the above definition.
$\partial f(\mathbf{x})$, the subdifferential of $f$ at $\mathbf{x} \in \operatorname{int}(C)$ is the set of all subgradients of $f$ at $\mathbf{x}$. $\partial f(\mathbf{x})$ is a convex, compact subset of $\mathbb{R}^{n}$ and $\partial f$ is an upper semicontinuous set-valued map at $\mathbf{x} \in \operatorname{int}(C)$.

### 2.5 Locally Lipschitz Continuous Functions

Let $n$ and $m$ be finite positive integers. Let $X$ be a subset of $\mathbb{R}^{n}$.
Definition 2.5.1 (Lipschitz Continuity). $\mathbf{f}: X \rightarrow \mathbb{R}^{m}$ is a Lipschitz continuous function on $X$ if there exists $K \in[0,+\infty)$ such that $\|\mathbf{f}(\mathbf{x})-\mathbf{f}(\mathbf{y})\| \leq K\|\mathbf{x}-\mathbf{y}\|, \forall \mathbf{x}, \mathbf{y} \in X$.

Definition 2.5.2 (Local Lipschitz Continuity). $\mathbf{f}: X \rightarrow \mathbb{R}^{m}$ is locally Lipschitz continuous at $\mathbf{x} \in \operatorname{int}(X)$ if there exists a constant $K \in[0,+\infty)$ and $O$, a neighborhood of $\mathbf{x}$, such
that $\|\mathbf{f}(\mathbf{z})-\mathbf{f}(\mathbf{y})\| \leq K\|\mathbf{z}-\mathbf{y}\|, \forall \mathbf{z}, \mathbf{y} \in O$. $\mathbf{f}$ is a locally Lipschitz continuous function if it is locally Lipschitz continuous at all $\mathbf{x} \in X$.

### 2.5.1 Properties of Locally Lipschitz Continuous Functions

The following are standard results that can be found easily in the literature [25, 92].

1. Local Lipschitz continuity does not imply Lipschitz continuity. For example, $f: \mathbb{R} \rightarrow$ $\mathbb{R}: x \mapsto x^{2}$ is a locally Lipschitz continuous function but not a Lipschitz continuous function.
2. Differentiable functions may not be locally Lipschitz continuous (See Example 2.9.7).
3. If $\mathbf{f}: X \rightarrow \mathbb{R}^{m}$ is continuously differentiable at $\mathbf{x} \in X$, then it is locally Lipschitz continuous at $\mathbf{x}$.
4. If $\mathbf{f}: X \rightarrow \mathbb{R}^{m}$ is locally Lipschitz continuous and Gâteaux differentiable at $\mathbf{x} \in X$, then it is also Fréchet differentiable.
5. If $\mathbf{f}: X \rightarrow \mathbb{R}^{m}$ is strictly differentiable at $\mathbf{x} \in X$, then it is locally Lipschitz continuous at $\mathbf{x}$ (Proposition 2.2.1 in [25]).
6. Let $\mathbf{f}: X \rightarrow \mathbb{R}^{m}$ and $\mathbf{g}: X \rightarrow \mathbb{R}^{m}$ be locally Lipschitz continuous at $\mathbf{x}$. Then $\mathbf{f}+\mathbf{g}$ is locally Lipschitz continuous at $\mathbf{x}$.
7. Let $\mathbf{f}: X \rightarrow \mathbb{R}^{m}$ and $\mathbf{g}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{l}$ be locally Lipschitz continuous at $\mathbf{x}$ and $\mathbf{f}(\mathbf{x})$, respectively. Then $\mathbf{g} \circ \mathbf{f}$ is locally Lipschitz continuous at $\mathbf{x}$.
8. Let $f: X \rightarrow \mathbb{R}$ and $g: X \rightarrow \mathbb{R}$ be locally Lipschitz continuous at $\mathbf{x}$. Then $f g$ is locally Lipschitz continuous at $\mathbf{x}$.
9. (Rademacher's Theorem, [92]) Let $X$ be an open subset of $\mathbb{R}^{n}$. If $\mathbf{f}: X \rightarrow \mathbb{R}^{m}$ is a locally Lipschitz continuous function on $X$ then it is differentiable at all $\mathbf{x} \in X \backslash S$ where $S$ is a measure zero subset of $X$, and $X \backslash S$ is dense in $X$.
10. Let $X$ be an open convex subset of $\mathbb{R}^{n}$. If $f: X \rightarrow \mathbb{R}$ is a convex and bounded function, then $f$ is a locally Lipschitz continuous function on $X$.
11. $f: X \rightarrow \mathbb{R}$ is strictly differentiable in a neighborhood of $\mathbf{x}$ if and only if it is continuously differentiable on that neighborhood of $\mathbf{x}$ (Corollary of Proposition 2.2.4 in [25]).
12. $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ is strictly differentiable in a neighborhood of $\mathbf{x}$ if and only if it is continuously differentiable on that neighborhood of $\mathbf{x}$.

Proof. Let $\mathbf{F}(\mathbf{x})=\left(f_{1}(\mathbf{x}), \ldots, f_{m}(\mathbf{x})\right)$. If $\mathbf{F}$ is strictly differentiable in a neighborhood of $\mathbf{x}$, then each $f_{i}$ are strictly differentiable on that neighborhood. Hence each $f_{i}$ is continuously differentiable on that neighborhood per the previous item. As a result $\mathbf{F}$ is continuously differentiable on that neighborhood. If $\mathbf{F}$ is continuously differentiable on a neighborhood of $\mathbf{x}$, then $f_{i}$ are continuously differentiable on that neighborhood. Hence $f_{i}$ are strictly differentiable on that neighborhood. Strict differentiability of $\mathbf{F}$ on that neighborhood follows.

### 2.6 Nonsmooth Analysis for Locally Lipschitz Continuous Functions

In this section, relevant results of nonsmooth analysis for finite dimensional Euclidean spaces are summarized. The results are mainly from [25].

In the remainder of this section, let $X \subset \mathbb{R}^{n}$ and $f: X \rightarrow \mathbb{R}$ be locally Lipschitz continuous at $\mathbf{x} \in X$ with Lipschitz constant $K$. Let $O$ be the corresponding neighborhood of $\mathbf{x}$ and $S$ be the measure zero subset of $O$ such that if $\mathbf{z} \in S, \nabla f(\mathbf{z})$ does not exist.

### 2.6.1 The Generalized Directional Derivative

Definition 2.6.1 (The Generalized Directional Derivative). Let $\mathbf{v} \in \mathbb{R}^{n} . f^{o}(\mathbf{x} ; \mathbf{v})$, the generalized directional derivative at $\mathbf{x}$ in the direction $\mathbf{v}$ (page 25 in [25]) is

$$
\begin{equation*}
f^{o}(\mathbf{x} ; \mathbf{v})=\limsup _{(\mathbf{y}, t) \rightarrow\left(\mathbf{x}, 0^{+}\right)} \frac{f(\mathbf{y}+t \mathbf{v})-f(\mathbf{y})}{t} \tag{2.6.1}
\end{equation*}
$$

## Properties of Generalized Directional Derivatives

1. The mapping $\mathbf{v} \mapsto f^{o}(\mathbf{x} ; \mathbf{v})$ is finite, convex and satisfies $\left|f^{o}(\mathbf{x} ; \mathbf{v})\right| \leq K\|\mathbf{v}\|$ on $\mathbb{R}^{n}$. In addition, the mapping $\mathbf{v} \mapsto f^{o}(\mathbf{x} ; \mathbf{v})$ is Lipschitz continuous with constant $K$ on $\mathbb{R}^{n}$.
2. The mapping $(\mathbf{x}, \mathbf{v}) \mapsto f^{o}(\mathbf{x} ; \mathbf{v})$ is an upper semicontinuous function.
3. $f^{o}(\mathbf{x} ;-\mathbf{v})=-f^{o}(\mathbf{x} ; \mathbf{v})$.
4. $f^{o}(\mathbf{x} ; \mathbf{0})=0$.

### 2.6.2 The Generalized Gradient

Definition 2.6.2 (The Generalized Gradient). If $f$ is locally Lipschitz continuous at $\mathbf{x}$, then the function $\mathbf{v} \mapsto f^{o}(\mathbf{x} ; \mathbf{v})$ is a finite convex function from $\mathbb{R}^{n}$ to $\mathbb{R}$. Per the Supporting Hyperplane Theorem (Theorem 2.4.8), there exists a vector $\boldsymbol{\zeta}$ such that $f^{\circ}(\mathbf{x} ; \mathbf{v})-f^{o}(\mathbf{x} ; \mathbf{0}) \geq$ $\langle\boldsymbol{\zeta}, \mathbf{v}\rangle, \forall \mathbf{v} \in \mathbb{R}^{n} . \partial f(\mathbf{x})$, the generalized gradient at $\mathbf{x}$, is the set of all such $\boldsymbol{\zeta} \in \mathbb{R}^{n}$ (page 27
in [25]). Formally, it is the set

$$
\left\{\zeta \in \mathbb{R}^{n}: f^{o}(\mathbf{x} ; \mathbf{v}) \geq\langle\zeta, \mathbf{v}\rangle, \forall \mathbf{v} \in \mathbb{R}^{n}\right\}
$$

This definition can be used to define the generalized gradient of scalar functions whose domains are subsets of arbitrary Banach spaces using the Hahn-Banach Theorem.

An alternative definition applicable to functions whose domains are subsets of finitedimensional Euclidean spaces uses the gradient of the functions.

Definition 2.6.3 (The Generalized Gradient II). Let $Q \subset O$ be any set of measure zero. Let $\left\{\mathbf{x}_{i}\right\}$ be any sequence such that $\mathbf{x}_{i} \in O \backslash(S \cup Q)$ for all $i$ and $\mathbf{x}_{i} \rightarrow \mathbf{x}$. Let $\left\{\nabla f\left(\mathbf{x}_{i}\right)\right\}$ be the corresponding sequence of gradients and $\left\{\lim _{i \rightarrow \infty} \nabla f\left(\mathbf{x}_{i}\right)\right\}$ be the set of the limits of all convergent sequences, $\left\{\boldsymbol{\nabla} f\left(\mathbf{x}_{i}\right)\right\}$. Then $\partial f(\mathbf{x})$, the generalized gradient of $f$ at $\mathbf{x}$, is the convex hull of the set $\left\{\lim _{i \rightarrow \infty} \boldsymbol{\nabla} f\left(\mathbf{x}_{i}\right)\right\}$ (Theorem 2.5.1 in [25]). Formally,

$$
\begin{equation*}
\partial f(\mathbf{x})=\operatorname{conv}\left(\left\{\lim _{i \rightarrow \infty} \nabla f\left(\mathbf{x}_{i}\right): \mathbf{x}_{i} \rightarrow \mathbf{x}, \mathbf{x}_{i} \in O \backslash(S \cup Q)\right\}\right) \tag{2.6.2}
\end{equation*}
$$

## Properties of the Generalized Gradient

1. $\boldsymbol{\zeta} \in \partial f(\mathbf{x})$ if and only if $f^{o}(\mathbf{x} ; \mathbf{v}) \geq\langle\boldsymbol{\zeta}, \mathbf{v}\rangle, \forall \mathbf{v} \in \mathbb{R}^{n}$.
2. $\partial f(\mathbf{x})$ is a nonempty, convex and compact subset of $\mathbb{R}^{n}$ and if $\boldsymbol{\zeta} \in \partial f(\mathbf{x})$ then $\|\boldsymbol{\zeta}\| \leq K$.
3. For every $\mathbf{v} \in \mathbb{R}^{n}, f^{o}(\mathbf{x} ; \mathbf{v})=\max _{\boldsymbol{\zeta} \in \partial f(\mathbf{x})}\{\langle\boldsymbol{\zeta}, \mathbf{v}\rangle\}$.
4. The set-valued map $\partial f$ is locally bounded and uppersemicontinuous at $\mathbf{x}$.
5. If $f$ is a convex and finite function on $O$, then the generalized gradient at $\mathbf{x} \in O$ is equal to the subdifferential at $\mathbf{x}$.
6. If $f$ is differentiable at $\mathbf{x}$, then $\nabla f(\mathbf{x}) \in \partial f(\mathbf{x})$.
7. If $f$ is strictly differentiable at $\mathbf{x}$, then $\partial f(\mathbf{x})=\{\boldsymbol{\nabla} f(\mathbf{x})\}$.
8. If the directional derivative exists in the direction $\mathbf{v} \in \mathbb{R}^{n}$, then $f^{\prime}(\mathbf{x} ; \mathbf{v})=\langle\boldsymbol{\zeta}, \mathbf{v}\rangle$ for some $\boldsymbol{\zeta} \in \partial f(\mathbf{x})$.
9. Let $O$ be an open subset of $\mathbb{R}^{n}$ and $g: O \rightarrow \mathbb{R}$ be a locally Lipschitz continuous function which attains a minimum or maximum at $\mathbf{x} \in O$, then $\mathbf{0} \in \partial f(\mathbf{x})$ (Proposition 2.3.2 in [25]).

## Mean Value Theorem for Locally Lipschitz Continuous Functions

Theorem 2.6.4 (Mean Value Theorem for Locally Lipschitz Continuous Functions). Let $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$ and $f$ be locally Lipschitz continuous on an open set containing the line segment $L=\{\mathbf{u}: \mathbf{u}=\lambda \mathbf{x}+(1-\lambda) \mathbf{y}, \lambda \in(0,1)\}$. Then, there exists a point $\mathbf{u}^{*} \in L$ and $\boldsymbol{\zeta} \in \partial f\left(\mathbf{u}^{*}\right)$ such that $f(\mathbf{y})-f(\mathbf{x})=\langle\boldsymbol{\zeta}, \mathbf{y}-\mathbf{x}\rangle$ (Theorem 2.3.7 in [25]).

## Regularity

If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is locally Lipschitz continuous at $\mathbf{x} \in X$, it is also (Clarke) regular at $\mathbf{x}$ if

1. for all $\mathbf{v}$, the directional derivative exists, and
2. for all $\mathbf{v}, f^{\prime}(\mathbf{x} ; \mathbf{v})=f^{o}(\mathbf{x} ; \mathbf{v})$.

If $f$ is convex and finite in a neighborhood of $\mathbf{x} \in X$, then it is regular at $\mathbf{x}$. If $f$ is strictly differentiable or continuously differentiable at $\mathbf{x} \in X$, then it is regular at $\mathbf{x}$.

## Calculus Rules for the Generalized Gradient

Let $f: X \rightarrow \mathbb{R}$ and $g_{i}: X \rightarrow \mathbb{R}$ be locally Lipschitz continuous at $\mathbf{x} \in X$ for all $i \in$ $\{1, \ldots, N\}$ where $N$ is a finite integer.

1. If $\alpha \in \mathbb{R}$ then $\partial(\alpha f)(\mathbf{x})=\alpha \partial f(\mathbf{x})$.
2. $\partial\left(\sum_{i=1}^{N} g_{i}\right)(\mathbf{x}) \subset \sum_{i=1}^{N} \partial g_{i}(\mathbf{x})$. Equality holds if all but at most one of the $g_{i}$ are strictly differentiable at $\mathbf{x}$. Equality holds if all $g_{i}$ are regular at $\mathbf{x}$.
3. If $\alpha_{i} \in \mathbb{R}$ for all $i \in\{1, \ldots, N\}$, then

$$
\partial\left(\sum_{i=1}^{N} \alpha_{i} g_{i}\right)(\mathbf{x}) \subset \sum_{i=1}^{N} \alpha_{i} \partial g_{i}(\mathbf{x})
$$

Equality holds if all but at most one of the $g_{i}$ are strictly differentiable at $\mathbf{x}$. Equality holds if all $g_{i}$ are regular at $\mathbf{x}$ and each $\alpha_{i}$ is nonnegative.
4. $\partial\left(g_{1} g_{2}\right)(\mathbf{x}) \subset g_{2}(\mathbf{x}) \partial g_{1}(\mathbf{x})+g_{1}(\mathbf{x}) \partial g_{2}(\mathbf{x})$. If $g_{2}(\mathbf{x}) \geq 0, g_{1}(\mathbf{x}) \geq 0$ and $g_{1}, g_{2}$ are both regular at $\mathbf{x}$ then equality holds and $g_{1} g_{2}$ is regular at $\mathbf{x}$.
5. Suppose $g_{2}(\mathbf{x}) \neq 0$, then

$$
\partial\left(\frac{g_{1}}{g_{2}}\right)(\mathbf{x}) \subset \frac{g_{2}(\mathbf{x}) \partial g_{1}(\mathbf{x})-g_{1}(\mathbf{x}) \partial g_{2}(\mathbf{x})}{g_{2}^{2}(\mathbf{x})}
$$

If $g_{1}(\mathbf{x}) \geq 0, g_{2}(\mathbf{x})>0$ and if $g_{1},-g_{2}$ are both regular at $\mathbf{x}$ then equality holds and $g_{1} / g_{2}$ is regular at $\mathbf{x}$.
6. Let $h(\mathbf{x})=\max \left\{g_{i}(\mathbf{x}), \ldots, g_{N}(\mathbf{x})\right\}$. Let $\mathcal{I}(\mathbf{x}) \subset\{1, \ldots, N\}$ denote the set of indices $i$ for which $h(\mathbf{x})=g_{i}(\mathbf{x})$. Then

$$
\begin{equation*}
\partial h(\mathbf{x}) \subset \operatorname{conv}\left(\bigcup_{i \in \mathcal{I}(\mathbf{x})} \partial g_{i}(\mathbf{x})\right) \tag{2.6.3}
\end{equation*}
$$

If $g_{i}$ are regular at $\mathbf{x}$ for all $i \in \mathcal{I}(\mathbf{x})$, then $h$ is regular at $\mathbf{x}$ and

$$
\begin{equation*}
\partial h(\mathbf{x})=\operatorname{conv}\left(\bigcup_{i \in \mathcal{I}(\mathbf{x})} \partial g_{i}(\mathbf{x})\right) \tag{2.6.4}
\end{equation*}
$$

(Proposition 2.3.12 in [25]).

### 2.6.3 The Generalized Jacobian

Let $X$ be an open subset of $\mathbb{R}^{n}$ and $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ be such that $\mathbf{F}(\mathbf{y})=\left(f_{i}(\mathbf{y}), \ldots, f_{m}(\mathbf{y})\right)$ where each $f_{i}: X \rightarrow \mathbb{R}$ is a locally Lipschitz continuous function on $X$. Let $O$ be a neighborhood of $\mathbf{x}$ such that the Lipschitz constant of each $f_{i}$ on $O$ is $K_{i}$. Then $\mathbf{F}$ is locally Lipschitz continuous at $\mathbf{x}$ with Lipschitz constant $K=\sqrt{\sum_{i=1}^{m} K_{i}^{2}}$ and $\mathbf{J F}(\mathbf{y})$ exists for all $\mathbf{y} \in O \backslash S$ where $S$ is a measure zero subset of $O$ per Rademacher's Theorem.

Definition 2.6.5 (The Generalized Jacobian). Let $Q \subset O$ be any set of measure zero. Let $\left\{\mathbf{x}_{i}\right\}$ be any sequence such that $\mathbf{x}_{i} \in O \backslash(S \cup Q)^{\dagger}$ for all $i$ and $\mathbf{x}_{i} \rightarrow \mathbf{x}$. Let $\left\{\mathbf{J F}\left(\mathbf{x}_{i}\right)\right\}$ be the corresponding sequence of Jacobians and $\left\{\lim _{i \rightarrow \infty} \mathbf{J F}\left(\mathbf{x}_{i}\right)\right\}$ be the set of the limits of all convergent sequences, $\left\{\mathbf{J F}\left(\mathbf{x}_{i}\right)\right\}$. The generalized Jacobian of $\mathbf{F}$ at $\mathbf{x}, \partial \mathbf{F}(\mathbf{x})$, is the convex hull of $\left\{\lim _{i \rightarrow \infty} \mathbf{J F}\left(\mathbf{x}_{i}\right)\right\}$ (Definition 2.6.1 in [25]). In short,

$$
\begin{equation*}
\partial \mathbf{F}(\mathbf{x})=\operatorname{conv}\left(\left\{\lim _{i \rightarrow \infty} \mathbf{J F}\left(\mathbf{x}_{i}\right): \mathbf{x}_{i} \rightarrow \mathbf{x}, \mathbf{x}_{i} \in O \backslash(S \cup Q)\right\}\right) \tag{2.6.5}
\end{equation*}
$$

## Properties of the Generalized Jacobian

1. $\partial \mathbf{F}(\mathbf{x}), \mathbf{x} \in X$ is a nonempty, compact and convex subset of $\mathbb{R}^{m \times n}$.
2. The set-valued mapping $\partial \mathbf{F}$ is locally bounded and uppersemicontinuous at $\mathbf{x} \in X$.
3. $\|\mathbf{Z}\| \leq K$ holds for all $\mathbf{Z} \in \partial \mathbf{F}(\mathbf{x})$ and $\mathbf{x} \in X$.
4. $\partial \mathbf{F}(\mathbf{x}) \subset\left\{\mathbf{A}: \mathbf{A} \in \mathbb{R}^{m \times n}, \mathbf{a}_{i}^{\mathrm{T}} \in \partial f_{i}(\mathbf{x}), i=1, \ldots, m\right\}$ where $\mathbf{a}_{i}$ is the $i$ th row of $\mathbf{A}$ and $\mathbf{x} \in X$.

[^2]5. If $m=1$ then the set containing the transposes of all the elements of the generalized Jacobian of $F$ at $\mathbf{x} \in X$ is the generalized gradient of $F$ at $\mathbf{x} \in X$.
6. If $\mathbf{F}$ is differentiable at $\mathbf{x} \in X$, then $\operatorname{JF}(\mathbf{x}) \in \partial \mathbf{F}(\mathbf{x})$.
7. If $\mathbf{F}$ is strictly differentiable at $\mathbf{x} \in X$, then $\partial \mathbf{F}(\mathbf{x})=\{\mathbf{J F}(\mathbf{x})\}$ (Corollary 3.8 in [78]).

## Chain Rules for the Generalized Jacobian and Gradient

Theorem 2.6.6. Let $f=g \circ \mathbf{F}$ where $\mathbf{F}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are locally Lipschitz continuous at $\mathbf{x}$ and $\mathbf{F}(\mathbf{x})$, respectively, then

$$
\partial f(\mathbf{x}) \subset \operatorname{conv}\left(\left\{\left(\boldsymbol{\zeta}^{\mathrm{T}} \mathbf{A}\right)^{\mathrm{T}}, \boldsymbol{\zeta} \in \partial g(\mathbf{F}(\mathbf{x})), \mathbf{A} \in \partial \mathbf{F}(\mathbf{x})\right\}\right)
$$

If $g$ is strictly differentiable at $\mathbf{F}(\mathbf{x})$ then equality holds (Theorem 2.6.6 in [25]).

Theorem 2.6.7. Let $\mathbf{F}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ and $\mathbf{G}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ with $\mathbf{F}$ and $\mathbf{G}$ locally Lipschitz continuous at $\mathbf{x}$ and $\mathbf{F}(\mathbf{x})$, respectively, then

$$
\partial(\mathbf{G} \circ \mathbf{F})(\mathbf{x}) \subset \operatorname{conv}(\{\mathbf{A B}, \mathbf{A} \in \partial \mathbf{G}(\mathbf{F}(\mathbf{x})), \mathbf{B} \in \partial \mathbf{F}(\mathbf{x})\})
$$

Equality holds if $\mathbf{G}$ is strictly differentiable at $\mathbf{x}$ (Theorem 4 in [48] and Theorem 4.3 in [78]).

## Mean Value Theorem for Generalized Jacobians

Theorem 2.6.8 (Mean Value Theorem for Generalized Jacobians). Let $U$ be a convex open subset of $\mathbb{R}^{n}$ and $\mathbf{F}: U \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz continuous function on $U$. Let $\mathbf{x} \in U, \mathbf{y} \in U$ and $\bar{L}=\{\mathbf{u}: \mathbf{u}=\lambda \mathbf{x}+(1-\lambda) \mathbf{y}, \lambda \in[0,1]\}$ Then $\mathbf{F}(\mathbf{y})-\mathbf{F}(\mathbf{x}) \in$ $\operatorname{conv}(\{\mathbf{Z}(\mathbf{y}-\mathbf{x}): \mathbf{Z} \in \partial \mathbf{F}(\mathbf{u}), \mathbf{u} \in \bar{L}\})$ (Proposition 2.6.5 in [25]).

### 2.6.4 The Partial Generalized Gradient and Jacobian

Let $\left\{s_{i}\right\}_{i=1}^{n}$ be a set where each $s_{i}$ and $n$ are finite positive integers. Let $X_{i} \subset \mathbb{R}^{s_{i}}$ be an open set, $\mathbf{x}_{i} \in X_{i}$ for all $i \in\{1, \ldots, n\}$ and $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$. Let $\mathbf{F}$ be a function from $\Pi_{i=1}^{n} X_{i}$ to $\mathbb{R}^{m}, k \in\{1, \ldots, n\}$ and $\mathbf{F}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k-1}, \cdot, \mathbf{x}_{k+1}, \ldots, \mathbf{x}_{n}\right)$ be a locally Lipschitz continuous function on $O_{k}$, a neighborhood of $\mathbf{x}_{k}$. Then

$$
\partial_{k} \mathbf{F}(\mathbf{x})=\operatorname{conv}\left(\left\{\lim _{i \rightarrow \infty} \mathbf{J}_{k} \mathbf{F}\left(\mathbf{z}_{i}\right): \mathbf{x}_{k, i} \rightarrow \mathbf{x}_{k}, \mathbf{x}_{k, i} \in O_{k} \backslash\left(S_{k} \cup Q_{k}\right)\right\}\right)
$$

where $\mathbf{z}_{i}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k-1}, \mathbf{x}_{k, i}, \mathbf{x}_{k+1}, \ldots, \mathbf{x}_{n}\right), Q_{k}$ is any measure zero subset of $O_{k}$ and $S_{k}$ is the set of points in $O_{k}$ such that $\mathbf{J}_{k} \mathbf{F}\left(\mathbf{x}_{i}, \ldots, \mathbf{x}_{k-1}, \mathbf{u}, \mathbf{x}_{k+1}, \ldots, \mathbf{x}_{n}\right)$ does not exist if $\mathbf{u} \in S_{k}$.

If $m=1$ then the set containing the transposes of all the elements of the generalized Jacobian, $\partial_{k} F(\mathbf{x})$, is the generalized gradient of the function $F\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k-1}, \cdot, \mathbf{x}_{k+1}, \ldots, \mathbf{x}_{n}\right)$ at $\mathbf{x}$.

Definition 2.6.9 (The Projection of the Generalized Jacobian). Let $\mathbf{F}: X_{1} \times X_{2} \rightarrow \mathbb{R}^{p}$ where $X_{1}$ and $X_{2}$ are open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. Let $\mathbf{F}$ be locally Lipschitz continuous at $\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ where $\mathbf{x}_{1} \in X_{1}$ and $\mathbf{x}_{2} \in X_{2}$. Then $\pi_{2} \partial \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is the set $\{\mathbf{M} \in$ $\mathbb{R}^{p \times m}: \exists \mathbf{N} \in \mathbb{R}^{p \times n}$ such that $\left.[\mathbf{N} \mathbf{M}] \in \partial \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\}$. Analogously, $\pi_{1} \partial \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is the set $\left\{\mathbf{M} \in \mathbb{R}^{p \times n}: \exists \mathbf{N} \in \mathbb{R}^{p \times m}\right.$ such that $\left.[\mathbf{M} \mathbf{N}] \in \partial \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\}$.

Theorem 2.6.10. Let $\mathbf{F}: X_{1} \times X_{2} \rightarrow \mathbb{R}^{p}$ where $X_{1}$ and $X_{2}$ are open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. Let $\mathbf{F}$ be locally Lipschitz continuous at $\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ where $\mathbf{x}_{1} \in X_{1}$ and $\mathbf{x}_{2} \in X_{2}$. Then $\partial_{1} \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \subset \pi_{1} \partial \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$.

Proof. The result follows from Theorem 3.2 in [78]. Note that in the statement of this theorem, $\partial f(p)$ represents $\partial \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ and the subspace $L$ represents $\mathbb{R}^{n} .\left.\partial f(p)\right|_{L}$, the restriction of $\partial f(p)$ to the subspace $L$ in this case corresponds to $\pi_{1} \partial \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) . \partial_{L} f(p)$ is an intermediate construct that contains $\partial_{1} \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ as stated on page 57 in [78].

Definition 2.6.11 (The Projection of the Generalized Gradient). Let $f: X_{1} \times$ $X_{2} \rightarrow \mathbb{R}$ where $X_{1}$ and $X_{2}$ are open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. Let $f$ be locally Lipschitz continuous at $\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ where $\mathbf{x}_{1} \in X_{1}$ and $\mathbf{x}_{2} \in X_{2}$. Then $\pi_{2} \partial f\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is the set $\left\{\mathbf{M} \in \mathbb{R}^{m}: \exists \mathbf{N} \in \mathbb{R}^{n}\right.$ such that $\left.(\mathbf{N}, \mathbf{M}) \in \partial f\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\}$. Analogously, $\pi_{1} \partial f\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is set $\left\{\mathbf{M} \in \mathbb{R}^{n}: \exists \mathbf{N} \in \mathbb{R}^{m}\right.$ such that $\left.(\mathbf{M}, \mathbf{N}) \in \partial f\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\}$.

Theorem 2.6.12. Let $f: X_{1} \times X_{2} \rightarrow \mathbb{R}$ where $X_{1}$ and $X_{2}$ are open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. Let $f$ be locally Lipschitz continuous at $\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ where $\mathbf{x}_{1} \in X_{1}$ and $\mathbf{x}_{2} \in X_{2}$. Then $\partial_{1} f\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \subset \pi_{1} \partial f\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ (Proposition 2.3.16 in [25]).

### 2.6.5 Implicit Function Theorem for Locally Lipschitz Continuous Functions

The next theorem is an implicit function theorem summarizing the necessary results for subsequent developments (Corollary of Theorem 7.1.1 on page 256 in [25] and Theorem 1.5 in [28]).

Theorem 2.6.13 (Implicit Function Theorem for Locally Lipschitz Functions). Let $X_{1}$ and $X_{2}$ be open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. Let $\mathbf{x}_{1} \in X_{1}$ and $\mathbf{x}_{2} \in X_{2}$. Let $\mathbf{H}: X_{1} \times X_{2} \rightarrow \mathbb{R}^{m}$ be locally Lipschitz continuous at $\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$.

Let $\pi_{2} \partial \mathbf{H}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ be the set $\left\{\mathbf{M} \in \mathbb{R}^{m \times m}: \exists \mathbf{N} \in \mathbb{R}^{m \times n}\right.$ such that $\left.[\mathbf{N} \mathbf{M}] \in \partial \mathbf{H}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\}$. Let $\pi_{2} \partial \mathbf{H}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ be maximal, i.e., each element of $\pi_{2} \partial \mathbf{H}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is invertible.

If $\mathbf{H}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\mathbf{0}$, then there exists $O_{1}$, a neighborhood of $\mathbf{x}_{1}$, and a locally Lipschitz continuous function $\mathbf{G}$ from $O_{1}$ to $\mathbb{R}^{m}$ such that $\mathbf{G}\left(\mathbf{x}_{1}\right)=\mathbf{x}_{2}$ and $\mathbf{H}(\mathbf{u}, \mathbf{G}(\mathbf{u}))=\mathbf{0}$, for all $\mathbf{u} \in O_{1}$. If $\partial \mathbf{H}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\left\{\left[\left(\mathbf{J}_{1} \mathbf{H}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \mathbf{J}_{2}\left(\mathbf{H}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right]\right\}\right.\right.$, then $\partial \mathbf{G}\left(\mathbf{x}_{1}\right)=\left\{-\mathbf{J}_{2} \mathbf{H}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)^{-1} \mathbf{J}_{1} \mathbf{H}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\}$.

### 2.7 Piecewise Continuously Differentiable ( $P \mathcal{C}^{1}$ ) Functions

The results in this section can be found in [91] and [98].

Definition 2.7.1 $\left(P^{1}\right.$ Functions). Let $X$ be an open subset of $\mathbb{R}^{n}$. $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ is a piecewise continuously differentiable function on $X$, denoted by $\mathbf{F} \in P \mathcal{C}^{1}(X)$, if $\mathbf{F}$ is a continuous function on $X$ and for every $\mathbf{x} \in X$ there exists a neighborhood $O \subset X$ and a finite set of selection functions, $\left\{\mathbf{F}_{i}: O \rightarrow \mathbb{R}^{m}, \mathbf{F}_{i} \in \mathcal{C}^{1}(O)\right\}_{i=1}^{k}$, such that for all $\mathbf{y} \in O$, $\mathbf{F}(\mathbf{y}) \in\left\{\mathbf{F}_{i}(\mathbf{y})\right\}_{i=1}^{k}$. Let $O_{i}=\left\{\mathbf{y} \in O: \mathbf{F}_{i}(\mathbf{y})=\mathbf{F}(\mathbf{y})\right\}$ for each $i \in\{1, \ldots, k\}$. A selection function, $\mathbf{F}_{i}$, is essentially active at $\mathbf{x}$ if $\mathbf{x} \in \operatorname{cl}\left(\operatorname{int}\left(O_{i}\right)\right) . \mathcal{I}(\mathbf{F}, \mathbf{x})$, the set of essentially active function indices at $\mathbf{x}$ is the set of indices $i \in\{1, \ldots, k\}$ such that $\mathbf{F}_{i}$ is essentially active at $\mathbf{x}$.

### 2.7.1 Properties of $P \mathcal{C}^{1}$ Functions

1. If $\mathbf{F} \in P \mathcal{C}^{1}(X)$, then there exists a set of selection functions that are essentially active at $\mathbf{x} \in X$ (Proposition 4.1.1 in [98]).
2. If $\mathbf{F} \in \mathcal{C}^{1}(X)$, then $\mathbf{F}$ is locally Lipschitz continuous at all $\mathbf{x} \in X$. The Lipschitz constant is the maximum of the Lipschitz constants of the essentially active selection functions.
3. If $\mathbf{F} \in P \mathcal{C}^{1}(X)$, then $\partial \mathbf{F}(\mathbf{x})=\operatorname{conv}\left(\left\{\mathbf{J F}_{i}(\mathbf{x}): i \in \mathcal{I}(\mathbf{F}, \mathbf{x})\right\}\right)$.

### 2.7.2 Implicit Function Theorem for $P \mathcal{C}^{1}$ Functions

Definition 2.7.2 (Complete Coherent Orientation). Let $Y_{1}$ and $Y_{2}$ be open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. Let $\mathbf{y}_{1} \in Y_{1}$ and $\mathbf{y}_{2} \in Y_{2}$. Let $\mathbf{H}: Y_{1} \times Y_{2} \rightarrow \mathbb{R}^{m}$ be a PC्C function
, and let $\left\{\mathbf{H}_{i}: \quad i \in \mathcal{I}\left(\mathbf{H},\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)\right\}$ be the set of essentially active selection functions at $\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)$. Let $\Lambda\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)$ be the set of all $m \times m$ matrices $\mathbf{M}$ with the property that there exist matrices $\mathbf{M}_{k} \in\left\{\mathbf{J}_{2} \mathbf{H}_{i}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right): i \in \mathcal{I}\left(\mathbf{H},\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)\right\}$ where $k=1, \ldots, m$ such that the $k$ th row of $\mathbf{M}$ coincides with the $k$ th row of $\mathbf{M}_{k}$. Then $\mathbf{H}$ is completely coherently oriented with respect to $Y_{2}$ at $\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)$ if all matrices $\mathbf{M} \in \Lambda\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)$ have the same non-vanishing determinantal sign (Definition 16 in [91]).

Theorem 2.7.3 (Implicit Function Theorem for $P \mathcal{C}^{1}$ Functions). Let $Y_{1}$ and $Y_{2}$ be open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. Let $\mathbf{y}_{1} \in Y_{1}$ and $\mathbf{y}_{2} \in Y_{2}$. Let $\mathbf{H}: Y_{1} \times Y_{2} \rightarrow \mathbb{R}^{m}$ be a PC ${ }^{1}$ function that is completely coherently oriented with respect to $Y_{2}$ at $\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)$. If $\mathbf{H}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)=\mathbf{0}$, then there exists a neighborhood, $O$, of $\mathbf{y}_{1}$ and a $P \mathcal{C}^{1}$ function, $\mathbf{G}: O \rightarrow \mathbb{R}^{m}$ such that $\mathbf{G}\left(\mathbf{y}_{1}\right)=\mathbf{y}_{2}$ and $\mathbf{H}(\mathbf{z}, \mathbf{G}(\mathbf{z}))=\mathbf{0}$ for all $\mathbf{z} \in O$ (Corollary 20 in [91]).

### 2.8 Semismooth Functions

Semismooth and related functions comprise a group of functions for which nonsmooth optimization methods with provable convergence can be devised. Nonsmooth Newton methods exist to solve nonsmooth equations involving vector-valued semismooth functions.

### 2.8.1 Bouligand Differentiable Functions

The results in this section can be found in [35].

Definition 2.8.1 (The Bouligand Derivative). Let $X$ be an open subset of $\mathbb{R}^{n}$. Then $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ is Bouligand differentiable (B-differentiable) at $\mathbf{x} \in X$ if $\mathbf{F}$ is locally Lipschitz continuous and directionally differentiable at $\mathbf{x}$. The function $\mathbf{F}^{\prime}(\mathbf{x} ; \cdot)$ is called the Bouligand derivative (B-derivative) of $\mathbf{F}$ at $\mathbf{x}$ (Definition 3.1.2 in [35]).

Theorem 2.8.2. Let $X$ be an open subset of $\mathbb{R}^{m} . \mathbf{F}: X \rightarrow \mathbb{R}^{m}$ be $B$-differentiable at $\mathbf{x} \in X$. Then the limit

$$
\lim _{\mathbf{y} \rightarrow \mathbf{x}} \frac{\mathbf{F}(\mathbf{y})-\mathbf{F}(\mathbf{x})-\mathbf{F}^{\prime}(\mathbf{x} ; \mathbf{y}-\mathbf{x})}{\|\mathbf{x}-\mathbf{y}\|}=\mathbf{0}
$$

holds (Proposition 3.1.3 in [35]).

Theorem 2.8.3 (Chain Rule for Bouligand Differentiable Functions). Let $X$ be an open subset of $\mathbb{R}^{n}$. Let $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ and $\mathbf{G}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{p}$ be B-differentiable at $\mathbf{x} \in X$ and $\mathbf{F}(\mathbf{x})$ respectively. Then $\mathbf{H} \equiv \mathbf{G} \circ \mathbf{F}$ is B-differentiable at $\mathbf{x}$ and the B-derivative is

$$
\mathbf{H}^{\prime}(\mathbf{x} ; \mathbf{d})=\mathbf{G}^{\prime}\left(\mathbf{F}(\mathbf{x}) ; \mathbf{F}^{\prime}(\mathbf{x} ; \mathbf{d})\right), \forall \mathbf{d} \in \mathbb{R}^{n}
$$

(Proposition 3.1.6 in [35]).

## Properties of Bouligand Differentiable Functions

Let $X$ be an open subset of $\mathbb{R}^{m}$ in this section.

1. If $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ is B-differentiable at $\mathbf{x} \in X$, then $\mathbf{F}^{\prime}(\mathbf{x} ; \cdot)$ is a Lipschitz function from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$.
2. If $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ is B-differentiable at $\mathbf{x} \in X$, and $\mathbf{F}^{\prime}(\mathbf{x} ; \cdot)$ is a linear function, then $\mathbf{F}$ is Fréchet differentiable at $\mathbf{x}$.
3. If $\mathbf{F}: X \rightarrow \mathbb{R}^{m} \in P \mathcal{C}^{1}(X)$, then it is B-differentiable at all $\mathbf{x} \in X$.
4. Let $X$ be a convex set and $f: X \rightarrow \mathbb{R}$ be a finite convex function on $X$. Then $f$ is B-differentiable at all $\mathbf{x} \in X$.

### 2.8.2 Scalar-Valued Semismooth Functions

In the remainder of this section, let $X$ be an open subset of $\mathbb{R}^{n}$ and $f: X \rightarrow \mathbb{R}$ be locally Lipschitz continuous at $\mathbf{x} \in X$.

Definition 2.8.4 (Scalar-valued Semismooth Function). $f$ is semismooth at $\mathbf{x} \in X$ if for each $\mathbf{d} \in \mathbb{R}^{n}$ and for all sequences $\left\{t_{k}\right\} \subset \mathbb{R},\left\{\mathbf{v}_{k}\right\} \subset \mathbb{R}^{n}$ and $\left\{\mathbf{g}_{k}\right\} \subset \mathbb{R}^{n}$ such that $t_{k} \neq 0, \forall k, t_{k} \downarrow 0, \mathbf{v}_{k} / t_{k} \rightarrow \mathbf{0}$ and $\mathbf{g}_{k} \in \partial f\left(\mathbf{x}+t_{k} \mathbf{d}+\mathbf{v}_{k}\right)$, the sequence $\left\{\left\langle\mathbf{g}_{k}, \mathbf{d}\right\rangle\right\}$ has exactly one accumulation point [71]. If $f$ is semismooth for all $\mathbf{x} \in X$, then it is a semismooth function.

Definition 2.8.5 (Weakly Upper Semismooth Functions). $f$ is weakly upper semismooth [70] at $\mathbf{x}$ if for each $\mathbf{d} \in \mathbb{R}^{n}$ and for any sequences $\left\{t_{k}\right\} \subset \mathbb{R}$ and $\left\{\mathbf{g}_{k}\right\} \subset \mathbb{R}^{n}$ such that $t_{k}>0, \forall k, t_{k} \downarrow 0$ and $\mathbf{g}_{k} \in \partial f\left(\mathbf{x}+t_{k} \mathbf{d}\right)$ the following holds:

$$
\begin{equation*}
\liminf _{k \rightarrow \infty}\left\langle\mathbf{g}_{k}, \mathbf{d}\right\rangle \geq \limsup _{t_{k} \downarrow 0} \frac{f\left(\mathbf{x}+t_{k} \mathbf{d}\right)-f(\mathbf{x})}{t_{k}} \tag{2.8.1}
\end{equation*}
$$

Definition 2.8.6 (Upper Semidifferentiable Functions). $f$ is upper semidifferentiable at $\mathbf{x}$ if and only if for all $\mathbf{d} \in \mathbb{R}^{n}$, for all sequences $\left\{t_{k}\right\} \subset \mathbb{R}$ and $\left\{\mathbf{g}_{k}: \mathbf{g}_{k} \in \partial f\left(\mathbf{x}+t_{k} \mathbf{d}\right)\right\}$ such that $t_{k}>0, \forall k$ and $t_{k} \downarrow 0$, there exist subsequences whose indices are in the set $K \subset \mathbb{N}$ such that

$$
\begin{equation*}
\liminf _{\substack{k \rightarrow \infty \\ k \in K}} \frac{f\left(\mathbf{x}+t_{k} \mathbf{d}\right)-f(\mathbf{x})}{t_{k}}-\left\langle\mathbf{g}_{k}, \mathbf{d}\right\rangle \leq 0 \tag{2.8.2}
\end{equation*}
$$

holds [18].

## Properties of Scalar-Valued Semismooth Functions

Let $X$ be an open subset of $\mathbb{R}^{n}$ in the remainder of this section.

1. Definition 2.8.4 and the fact that the generalized gradient is a locally bounded setvalued mapping imply that all sequences $\left\{\left\langle\mathbf{g}_{k}, \mathbf{d}\right\rangle\right\}$ as described converge to the same limit.

Let $L$ be the accumulation point mentioned in Definition 2.8.4. The sequence $\left\{\left\langle\mathbf{g}_{k}, \mathbf{d}\right\rangle\right\}$ is bounded because the generalized gradient is locally bounded. Assume there exists a subsequence that does not converge to $L$. By the Bolzano-Weierstrass Theorem (Theorem 2.42 in [96]), this subsequence has a converging subsequence. If the limit of this subsequence is not $L$, then the semismoothness assumption is violated. Hence all sequences $\left\{\left\langle\mathbf{g}_{k}, \mathbf{d}\right\rangle\right\}$, converge to $L$.
2. If $f$ is semismooth at $\mathbf{x} \in X$ then $f^{\prime}(\mathbf{x} ; \mathbf{d})$ exists for $\forall \mathbf{d} \in \mathbb{R}^{n}$ and is equal to $\lim _{k \rightarrow \infty}\left\langle\mathbf{g}_{k}, \mathbf{d}\right\rangle$ for any sequences as described in Definition 2.8.4 (Lemma 2 in [71]).
3. If $f$ is semismooth in a neighborhood of $\mathbf{x} \in X$, then $f^{\prime}(\mathbf{x} ; \mathbf{d})=\lim _{t_{k} \downarrow 0} f^{\prime}\left(\mathbf{x}+t_{k} \mathbf{d} ; \mathbf{d}\right)$ for any sequence $\left\{t_{k}\right\}$ such that $t_{k}>0$ for all $k$ and $t_{k} \rightarrow 0$. Note that due to semismoothness in a neighborhood of $\mathbf{x}$, for small enough $t_{k}, f^{\prime}\left(\mathbf{x}+t_{k} \mathbf{d} ; \mathbf{d}\right)$ exists and is equal to $\left\langle\mathbf{g}_{k}, \mathbf{d}\right\rangle$ where $\mathbf{g}_{k} \in \partial f\left(\mathbf{x}+t_{k} \mathbf{d}\right)$. By semismoothness $\left\{\left\langle\mathbf{g}_{k}, \mathbf{d}\right\rangle\right\}$ converges to a limit which is $f^{\prime}(\mathbf{x} ; \mathbf{d})$.
4. Let $f: X \rightarrow \mathbb{R}$ and $g: X \rightarrow \mathbb{R}$ be locally Lipschitz continuous and semismooth functions on $X$. Then $g+f$ and $\alpha g$ where $\alpha \in \mathbb{R}$ are semismooth functions [71].
5. Let $\mathbf{F}: X \rightarrow \mathbb{R}^{n}: \mathbf{y} \mapsto\left(f_{1}(\mathbf{y}), \ldots, f_{m}(\mathbf{y})\right)$ where $f_{i}: X \rightarrow \mathbb{R}, i=1, \ldots, m$ are locally Lipschitz continuous and semismooth at $\mathbf{x} \in X$. Let $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be locally Lipschitz continuous and semismooth at $\mathbf{F}(\mathbf{x})$. Then $g \circ \mathbf{F}$ is locally Lipschitz continuous and semismooth at $\mathbf{x}$ (Theorem 5 in [71]).
6. If $f: X \rightarrow \mathbb{R}$ is a semismooth function then it is strictly differentiable for all $\mathbf{x} \in X \backslash S$ where $S$ is a measure zero subset of $X[88]$.
7. If $f: X \rightarrow \mathbb{R}$ is a finite and convex function in a neighborhood of $\mathbf{x} \in X$, then it is semismooth at $\mathbf{x}$.
8. If $f: X \rightarrow \mathbb{R}$ is semismooth at $\mathbf{x} \in X$, then it is weakly upper semismooth at $\mathbf{x}$ [70].
9. If $f: X \rightarrow \mathbb{R}$ is weakly upper semismooth at $\mathbf{x} \in X$, then it is directionally differentiable at $\mathbf{x}$ [70].
10. If $f$ is weakly upper semismooth at $\mathbf{x}$, then it is upper semidifferentiable at $\mathbf{x}$. If $f: X \rightarrow \mathbb{R}$ is upper semidifferentiable at $\mathbf{x} \in X$, and is directionally differentiable at $\mathbf{x}$, then it is weakly upper semismooth at $\mathbf{x}[18]$.
11. Upper semidifferentiability is a sufficient condition for line search algorithms in nonsmooth optimization methods to terminate finitely [54, 66].
12. If $\mathbf{F}: X \rightarrow \mathbb{R} \in P \mathcal{C}^{1}(X)$, then it is a semismooth function [35].

### 2.8.3 Vector-valued Semismooth Functions

The concept of semismoothness is extended to functions $\mathbf{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ using the generalized Jacobian [89].

In the remainder of this section, let $X$ be an open subset of $\mathbb{R}^{n}$ and $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz continuous function.

Definition 2.8.7 (Vector-valued Semismooth Functions). Let $\mathbf{d} \in \mathbb{R}^{n}$, $\left\{t_{k}\right\}$ and $\left\{\mathbf{v}_{k}\right\}$ be any sequences such that $t_{k} \in \mathbb{R}, t_{k}>0 \forall k, \mathbf{v}_{k} \in \mathbb{R}^{n}, t_{k} \downarrow 0$ and $\mathbf{v}_{k} / t_{k} \rightarrow \mathbf{0}$. Let $\mathbf{x}_{k}=\mathbf{x}+t_{k} \mathbf{d}+\mathbf{v}_{k}$ and $\mathbf{d}_{k}=\mathbf{d}+\mathbf{v}_{k} / t_{k} . \quad \mathbf{F}: X \rightarrow \mathbb{R}^{m}$ is semismooth at $\mathbf{x} \in X$ if for each $\mathbf{d} \in \mathbb{R}^{n}$ and for all sequences $\left\{\mathbf{x}_{k}\right\}$ and $\left\{\mathbf{V}_{k}\right\}$ such that for all $k, \mathbf{V}_{k} \in \partial \mathbf{F}\left(\mathbf{x}_{k}\right)$, the sequence $\left\{\mathbf{V}_{k} \mathbf{d}_{k}\right\}$ has exactly one accumulation point [89]. $\mathbf{F}$ is a semismooth function if $\mathbf{F}$ is semismooth at all $\mathbf{x} \in X$.

## Properties of Vector-valued Semismooth Functions

1. As in the scalar-valued semismooth function case, all sequences $\left\{\mathbf{V}_{k} \mathbf{d}_{k}\right\}$ converge to the same limit because the generalized Jacobian is a locally bounded set-valued map.
2. If $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ is semismooth at $\mathbf{x}$, then the directional derivative exists for all $\mathbf{d} \in \mathbb{R}^{n}$ and $\mathbf{F}^{\prime}(\mathbf{x}, \mathbf{d})=\mathbf{V d}$ where $\mathbf{V} \in \partial \mathbf{F}(\mathbf{x})$ [89].
3. If $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ is semismooth at $\mathbf{x}$

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\mathbf{F}\left(\mathbf{x}+t_{k} \mathbf{d}_{k}\right)-\mathbf{F}(\mathbf{x})}{t_{k}}=\lim _{k \rightarrow \infty} \mathbf{V}_{k} \mathbf{d}_{k}=\mathbf{F}^{\prime}(\mathbf{x} ; \mathbf{d}) \tag{2.8.3}
\end{equation*}
$$

holds [89].
4. $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ is semismooth at $\mathbf{x}$ if and only if each element of $\mathbf{F}$ is semismooth [35].
5. Let $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ be semismooth at $\mathbf{x}$ and $\mathbf{G}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{p}$ be semismooth at $\mathbf{F}(\mathbf{x})$. Then $\mathbf{G} \circ \mathbf{F}$ is semismooth at $\mathbf{x}[35]$.
6. If $\mathbf{F}: X \rightarrow \mathbb{R}^{m} \in P \mathcal{C}^{1}(X)$, then it is a semismooth function [35].

### 2.8.4 A Restricted Definition of Semismoothness

In the subsequent chapters, a restricted definition of semismoothness is used. In order to be semismooth at $\mathbf{x} \in X, \mathbf{F}: X \rightarrow \mathbb{R}^{m}$ needs to be Bouligand differentiable on an open neighborhood of $\mathbf{x}$ in addition to satisfying conditions in Definitions 2.8.4 and 2.8.7. This restriction does not affect the results concerning semismooth functions presented so far. This restricted definition of semismoothness is automatically satisfied by the data used for this work. The reason for this restriction is to better align the exposition with key results from the literature on which the results in this document depend.

An equivalent definition under the stated restriction of semismoothness using Bouligand derivatives is as follows:

Definition 2.8.8. Let $X$ be an open subset of $\mathbb{R}^{n}$. Let $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz continuous function on $O$, a neighborhood of $\mathbf{x} \in X$. Let $\mathbf{F}$ be a directionally differentiable function on $O, \mathbf{F}$ is semismooth at $\mathbf{x}$ if there exists a function $\Delta:(0,+\infty) \rightarrow[0,+\infty)$ such that $\lim _{z \downarrow 0} \Delta(z)=0$ and for any $\mathbf{y} \in O \backslash\{\mathbf{x}\}$

$$
\left.\frac{\mathbf{F}^{\prime}(\mathbf{y} ; \mathbf{y}-\mathbf{x})-\mathbf{F}^{\prime}(\mathbf{x} ; \mathbf{y}-\mathbf{x})}{\|\mathbf{y}-\mathbf{x}\|} \leq \Delta(\| \mathbf{y}-\mathbf{x}) \|\right)
$$

holds [35].
The following theorem establishes the connection between previous definitions of semismoothness and Definition 2.8.8.

Theorem 2.8.9. Let $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz continuous and B-differentiable function on $O$, a neighborhood of $\mathbf{x}$. Then the following statements are equivalent (Theorem 7.4 .3 in [35]).

1. $\mathbf{F}$ is semismooth at $\mathbf{x}$.
2. For $\mathbf{y} \in O \backslash\{\mathbf{x}\}$,

$$
\lim _{\mathbf{y} \rightarrow \mathbf{x}} \frac{\mathbf{F}^{\prime}(\mathbf{y} ; \mathbf{y}-\mathbf{x})-\mathbf{F}^{\prime}(\mathbf{x} ; \mathbf{y}-\mathbf{x})}{\|\mathbf{y}-\mathbf{x}\|}=0
$$

holds.
3. Let $\left\{\mathbf{x}_{k}\right\} \in O \backslash\{\mathbf{x}\}$ be any sequence such that $\lim _{k \rightarrow \infty} \mathbf{x}_{k} \rightarrow \mathbf{x}$. Let $\left\{\mathbf{V}_{k}\right\}$ be any sequence such that for all $k, \mathbf{V}_{k} \in \partial \mathbf{F}\left(\mathbf{x}_{k}\right)$. Then for all sequences $\left\{\mathbf{x}_{k}\right\}$ and $\left\{\mathbf{V}_{k}\right\}$ as described,

$$
\lim _{k \rightarrow \infty} \frac{\mathbf{F}^{\prime}\left(\mathbf{x} ; \mathbf{x}_{k}-\mathbf{x}\right)-\mathbf{V}_{k}\left(\mathbf{x}_{k}-\mathbf{x}\right)}{\left\|\mathbf{x}-\mathbf{x}_{k}\right\|}=0
$$

holds.
4. For all sequences $\left\{\mathbf{x}_{k}\right\}$ and $\left\{\mathbf{V}_{k}\right\}$ as described in the previous item,

$$
\lim _{k \rightarrow \infty} \frac{\mathbf{F}\left(\mathbf{x}_{k}\right)-\mathbf{V}_{k}\left(\mathbf{x}_{k}-\mathbf{x}\right)-\mathbf{F}(\mathbf{x})}{\left\|\mathbf{x}-\mathbf{x}_{k}\right\|}=0
$$

holds.

Theorem 2.8.9 elucidates the most important properties of semismooth functions. Due to Bouligand differentiability, $\mathbf{F}^{\prime}(\mathbf{x} ; \mathbf{y}-\mathbf{x})$ provides a good approximation of $\mathbf{F}(\mathbf{y})$ for all $\mathbf{y}$ sufficiently close to $\mathbf{x}$. In addition, $\mathbf{F}^{\prime}(\mathbf{x} ; \mathbf{y}-\mathbf{x})$ can be approximated well using an element of $\partial \mathbf{F}(\mathbf{y})$.

### 2.8.5 The Linear Newton Approximation

Definition 2.8.10 (Newton Approximation). Let $X$ be an open subset of $\mathbb{R}^{n}$. Let $\mathbf{F}$ : $X \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz function on $X . \mathbf{F}$ has a Newton approximation at a point $\mathbf{x} \in X$ if there exists $O \subset X$, a neighborhood of $\mathbf{x}$ and a function $\Delta:(0,+\infty) \rightarrow[0,+\infty)$ with $\lim _{z \rightarrow 0^{+}} \Delta(z)=0$ such that for every $\mathbf{y} \in O$, there is a family of functions $\mathcal{A}(\mathbf{y})$ called a Newton approximation, whose members map $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$ and satisfy the following two properties:

1. $A(\mathbf{y}, \mathbf{0})=\mathbf{0}$ for every $A(\mathbf{y}, \cdot) \in \mathcal{A}(\mathbf{y})$.
2. For any $\mathbf{y} \in O \backslash\{\mathbf{x}\}$ and for any $A(\mathbf{y}, \cdot) \in \mathcal{A}(\mathbf{y})$

$$
\frac{\|\mathbf{F}(\mathbf{y})+A(\mathbf{y}, \mathbf{x}-\mathbf{y})-\mathbf{F}(\mathbf{x})\|}{\|\mathbf{y}-\mathbf{x}\|} \leq \Delta(\|\mathbf{y}-\mathbf{x}\|)
$$

holds (Definition 7.2.2 in [35]).

Definition 2.8.11 (The Linear Newton Approximation). Let $X$ be an open subset of $\mathbb{R}^{n}$. Let $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz function on $X$. Let $\Gamma: X \rightrightarrows \mathbb{R}^{m \times n}$ be an upper
semicontinuous set-valued map at $\mathbf{x} \in X$ and $\Gamma(\mathbf{y})$ be a compact set for all $\mathbf{y} \in X$. Assume there exists a function $\Delta$ as defined in Definition 2.8.10. If for any $\mathbf{y} \in X \backslash\{\mathbf{x}\}$ and for any $\mathbf{M} \in \Gamma(\mathbf{y})$,

$$
\frac{\|\mathbf{F}(\mathbf{y})+\mathbf{M}(\mathbf{x}-\mathbf{y})-\mathbf{F}(\mathbf{x})\|}{\|\mathbf{y}-\mathbf{x}\|} \leq \Delta(\|\mathbf{y}-\mathbf{x}\|)
$$

holds, then $\Gamma(\mathbf{x})$ is a linear Newton approximation of $\mathbf{F}$ at $\mathbf{x}$ (Definition 7.5.13 in [35]).

It is possible that there exists more than one linear Newton approximation for a given function unlike the generalized Jacobian and generalized gradient. The linear Newton approximation construct is used to solve nonsmooth equations and its properties suffice to devise methods to solve these equations using Newton-type methods. The nonuniqueness of the Newton approximation helps overcome cases where the generalized Jacobian cannot be computed easily when solving nonsmooth equations and allows the development of different methods with varying properties to solve these equations. The linear Newton approximation by itself does not carry useful information for optimization purposes. The subsequent developments couple the generalized Jacobian and the Newton approximation to overcome situations where an element of the generalized Jacobian cannot not be computed to devise numerical optimization methods.

Similar to the generalized Jacobian, the linear Newton approximation has calculus and chain rules. Unlike the generalized Jacobian, these rules always involve equalities and not inclusions. In this respect, the linear Newton approximation behaves like the Jacobian.

Theorem 2.8.12 (Chain Rule for the Linear Newton Approximation). Let $X$ be an open subset of $\mathbb{R}^{n}$. Let $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ and $\mathbf{G}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{p}$ be locally Lipschitz continuous at $\mathbf{x} \in X$ and $\mathbf{F}(\mathbf{x})$, respectively. Let $\Gamma \mathbf{F}$ and $\Gamma \mathbf{G}$ be the linear Newton approximations of $\mathbf{F}$
and $\mathbf{G}$ at $\mathbf{x}$ and $\mathbf{F}(\mathbf{x})$, respectively. Then

$$
\begin{equation*}
\Gamma \mathbf{H}: X \rightrightarrows \mathbb{R}^{p \times n}: \mathbf{y} \Rightarrow\{\mathbf{A B}: \mathbf{A} \in \Gamma \mathbf{G}(\mathbf{F}(\mathbf{y})), \mathbf{B} \in \Gamma \mathbf{F}(\mathbf{y})\} \tag{2.8.4}
\end{equation*}
$$

is a linear Newton approximation of $\mathbf{H} \equiv \mathbf{G} \circ \mathbf{F}$ at $\mathbf{x} \in X$. (Theorem 7.5.17 in [35]) ${ }^{\dagger}$.

## Properties of Linear Newton Approximation

1. Let $X$ be an open subset of $\mathbb{R}^{n}$. Let $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ be locally Lipschitz function on $X$. Let $\Gamma \mathbf{F}$ be the linear Newton approximation of $\mathbf{F}$ at $\mathbf{x}$. Then $\mathcal{S}: X \rightrightarrows \mathbb{R}^{m \times n}: \mathbf{y} \Leftrightarrow$ $\operatorname{conv}(\Gamma \mathbf{F}(\mathbf{y}))$ is a linear Newton approximation of $\mathbf{F}$ at $\mathbf{x}$ (Lemma 9 in [81]).
2. Let $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ be locally Lipschitz continuous and semismooth at $\mathbf{x} \in X$. Then $\partial \mathbf{F}$ is a linear Newton approximation of $\mathbf{F}$ at $\mathbf{x}$ (Proposition 7.5.16 in [35]).

## Calculus Rules for the Linear Newton Approximation

1. Let $X$ be an open subset of $\mathbb{R}^{n}$. Let $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ and $\mathbf{G}: X \rightarrow \mathbb{R}^{m}$ be locally Lipschitz continuous at $\mathbf{x} \in X$. Let $\Gamma \mathbf{F}: X \rightrightarrows \mathbb{R}^{m \times n}$ and $\Gamma \mathbf{G}: X \rightrightarrows \mathbb{R}^{m \times n}$ be the linear Newton approximations of $\mathbf{F}$ and $\mathbf{G}$ at $\mathbf{x}$, respectively.

Then $\Gamma \mathbf{H}: X \rightrightarrows \mathbb{R}^{m \times n}: \mathbf{y} \Leftrightarrow \alpha_{1} \Gamma \mathbf{F}(\mathbf{y})+\alpha_{2} \Gamma \mathbf{G}(\mathbf{y})$ is a linear Newton approximation of the function $\alpha_{1} \mathbf{F}+\alpha_{2} \mathbf{G}$ at $\mathbf{x} \in X$ where $\alpha_{1}$ and $\alpha_{2}$ are scalars.
2. Let $X$ be an open subset of $\mathbb{R}^{n}$. Let $f: X \rightarrow \mathbb{R}$ and $g: X \rightarrow \mathbb{R}$ be locally Lipschitz continuous at $\mathbf{x}$. Let $\Gamma f: X \rightrightarrows \mathbb{R}^{1 \times n}$ and $\Gamma g: X \rightrightarrows \mathbb{R}^{1 \times n}$ be the linear Newton approximations of $f$ and $g$ at $\mathbf{x}$ respectively. Then the following rules hold:
(a) $\Gamma h: X \rightrightarrows \mathbb{R}^{1 \times n}: \mathbf{y} \Leftrightarrow f(\mathbf{y}) \Gamma f(\mathbf{y})+g(\mathbf{y}) \Gamma g(\mathbf{y})$ is a linear Newton approximation of the function $f+g$ at $\mathbf{x} \in X$.

[^3](b) $\Gamma h: X \rightrightarrows \mathbb{R}^{2 \times n}: \mathbf{y} \Leftrightarrow \Gamma f(\mathbf{y}) \times \Gamma g(\mathbf{y})$ is a linear Newton approximation of the function $(f, g)$ at $\mathbf{x} \in X$.
(c) If $g(\mathbf{x}) \neq 0$, then
$$
\Gamma h: X \rightrightarrows \mathbb{R}^{1 \times n}: \mathbf{y} \Leftrightarrow \frac{g(\mathbf{y}) \Gamma f(\mathbf{y})-f(\mathbf{y}) \Gamma g(\mathbf{y})}{g^{2}(\mathbf{y})}
$$
is a linear Newton approximation of $f / g$ at $\mathbf{x}$.
(d) If $\mathbf{y} \in X$, let
\[

\Gamma(\mathbf{y})= $$
\begin{cases}\Gamma f(\mathbf{y}) & \text { if } f(\mathbf{y})>g(\mathbf{y})  \tag{2.8.5}\\ \Gamma f(\mathbf{y}) \cup \Gamma g(\mathbf{y}) & \text { if } f(\mathbf{y})=g(\mathbf{y}) \\ \Gamma g(\mathbf{y}) & \text { if } g(\mathbf{y})>f(\mathbf{y})\end{cases}
$$
\]

Then $\Gamma h: X \rightrightarrows \mathbb{R}^{1 \times n}: \mathbf{y} \Leftrightarrow \Gamma(\mathbf{y})$ is a linear Newton approximation of the function $\max (f, g)$ at $\mathbf{x}$.

### 2.9 Examples

Example 2.9.1. Let $\mathcal{S}: \mathbb{R} \rightrightarrows \mathbb{R}$ be:

$$
\mathcal{S}(x)= \begin{cases}{[-1,1]} & \text { if } x=0 \\ \{1\} & \text { if } x>0 \\ \{-1\} & \text { if } x<0\end{cases}
$$

$\mathcal{S}$ is upper semicontinuous at 0 , but not lower semicontinuous. Let $O=(-0.5,0.5)$. Even though $\mathcal{S}(0) \cap O \neq \emptyset, \mathcal{S}(y) \cap O=\emptyset$ for all $y \in \mathbb{R} \backslash\{0\}$. $\mathcal{S}$ is a locally bounded and closed set-valued map.

Example 2.9.2. Let $\mathcal{S}: \mathbb{R} \rightrightarrows \mathbb{R}$ be

$$
\mathcal{S}(x)= \begin{cases}(-1,1) & \text { if } x=0 \\ \{1\} & \text { if } x>0 \\ \{-1\} & \text { if } x<0\end{cases}
$$

$\mathcal{S}$ is not upper semicontinuous at zero. $\mathcal{S}$ is a locally bounded but not a closed set-valued map.

Example 2.9.3. Let $\mathcal{S}: \mathbb{R} \rightrightarrows \mathbb{R}$ be

$$
\mathcal{S}(x)= \begin{cases}{[-1,+\infty)} & \text { if } x=0 \\ \{1\} & \text { if } x>0 \\ \{-1\} & \text { if } x<0\end{cases}
$$

$\mathcal{S}$ is upper semicontinuous at 0 , but not lower semicontinuous (see Example 2.9.1). $\mathcal{S}$ is a closed but not locally bounded set-valued map.

Example 2.9.4. Let $\mathcal{S}: \mathbb{R} \rightrightarrows \mathbb{R}$ be

$$
\mathcal{S}(x)= \begin{cases}\{0\} & \text { if } x=0 \\ {[1,-1]} & \text { if } x>0 \\ {[2,-2]} & \text { if } x<0\end{cases}
$$

$\mathcal{S}$ is not upper semicontinuous at zero but it is lower semicontinuous at zero. It is locally bounded at zero, but not closed at zero.

Example 2.9.5. Let $\mathcal{S}: \mathbb{R} \rightrightarrows \mathbb{R}$ be

$$
\mathcal{S}(x)= \begin{cases}{[1,-1]} & \text { if } x=0 \\ \emptyset & \text { if } 2>|x|>0 \\ \{1\} & \text { if }|x| \geq 2\end{cases}
$$

$\mathcal{S}$ is upper semicontinuous at zero, but is not lower semicontinuous at zero. It is locally bounded at zero. It is closed at zero.

Example 2.9.6. This example proves the equivalence of the two definitions of strict differentiability in Definition 2.2.5.

Let $\mathbf{f}: X \rightarrow \mathbb{R}^{m}$ where $X$ is an open subset of $\mathbb{R}^{n}$. First assume that

$$
\begin{equation*}
\lim _{(\mathbf{y}, t) \rightarrow\left(\mathbf{x}, 0^{+}\right)} \frac{\mathbf{f}(\mathbf{y}+t \mathbf{v})-\mathbf{f}(\mathbf{y})-t \mathbf{A}(\mathbf{x}) \mathbf{v}}{t}=0 \tag{2.9.1}
\end{equation*}
$$

holds for all $\mathbf{v}$ and the convergence is uniform for $\mathbf{v}$ in compact sets.
Let $\left\{\overline{\mathbf{v}}_{k}\right\} \in \mathbb{R}^{n}$ be a sequence such that $\overline{\mathbf{v}}_{k} \rightarrow \mathbf{0}$ and for all $k, \overline{\mathbf{v}}_{k} \neq \mathbf{0}$. Let $t_{k}=\left\|\overline{\mathbf{v}}_{k}\right\|$, $t_{k} \mathbf{v}_{k}=\overline{\mathbf{v}}_{k}$, and $\mathbf{v}_{k}=\mathbf{v}_{1}+\mathbf{w}_{k}$. Note that $\mathbf{v}_{k}$ is a unit vector. Let $\left\{\mathbf{y}_{k}\right\} \in \mathbb{R}^{n}$ be such that $\lim _{k \rightarrow \infty} \mathbf{y}_{k}=\mathbf{x}$ and $\mathbf{y}_{k} \neq \mathbf{x}$ for all $k$.

Then

$$
\begin{aligned}
& \frac{\left\|\mathbf{f}\left(\mathbf{y}_{k}+\overline{\mathbf{v}}_{k}\right)-\mathbf{f}\left(\mathbf{y}_{k}\right)-\mathbf{A}(\mathbf{x}) \overline{\mathbf{v}}_{k}\right\|}{\left\|\overline{\mathbf{v}}_{k}\right\|}= \\
& \frac{\left\|\mathbf{f}\left(\mathbf{y}_{k}+t_{k}\left(\mathbf{v}_{1}+\mathbf{w}_{k}\right)\right)-\mathbf{f}\left(\mathbf{y}_{k}\right)-t_{k} \mathbf{A}(\mathbf{x})\left(\mathbf{v}_{1}+\mathbf{w}_{k}\right)\right\|}{t_{k}} \leq \\
& \frac{\left\|\mathbf{f}\left(\mathbf{y}_{k}+t_{k} \mathbf{v}_{1}\right)-\mathbf{f}\left(\mathbf{y}_{k}\right)-t_{k} \mathbf{A}(\mathbf{x})\left(\mathbf{v}_{1}\right)\right\|}{t_{k}}+\frac{\left\|\mathbf{f}\left(\mathbf{y}_{k}+t_{k}\left(\mathbf{v}_{1}+\mathbf{w}_{k}\right)\right)-\mathbf{f}\left(\mathbf{y}_{k}+t_{k} \mathbf{v}_{1}\right)-t_{k} \mathbf{A}(\mathbf{x})\left(\mathbf{w}_{k}\right)\right\|}{t_{k}} .
\end{aligned}
$$

The first term converges to zero by assumptions as $k \rightarrow \infty$. Note that $\mathbf{v}_{1}+\mathbf{w}_{k}$ and $\mathbf{v}_{1}$ are
elements of the set $C=\left\{\mathbf{u}:\|\mathbf{u}\|=1, \mathbf{u} \in \mathbb{R}^{n}\right\}$ which is a compact set. In addition,

$$
\begin{aligned}
& \left\|\mathbf{f}\left(\mathbf{y}_{k}+t_{k}\left(\mathbf{v}_{1}+\mathbf{w}_{k}\right)\right)-\mathbf{f}\left(\mathbf{y}_{k}+t_{k} \mathbf{v}_{1}\right)-t_{k} \mathbf{A}(\mathbf{x})\left(\mathbf{w}_{k}\right)\right\| \\
& t_{k}
\end{aligned}=-\frac{\mathbf{f}\left(\mathbf{y}_{k}+t_{k}\left(\mathbf{v}_{\mathbf{1}}+\mathbf{w}_{k}\right)\right)-\mathbf{f}\left(\mathbf{y}_{k}\right)-t_{k} \mathbf{A}(\mathbf{x})\left(\mathbf{v}_{\mathbf{1}}+\mathbf{w}_{k}\right)}{t_{k}}-\frac{\mathbf{f}\left(\mathbf{y}_{k}+t_{k} \mathbf{v}_{\mathbf{1}}\right)-\mathbf{f}\left(\mathbf{y}_{k}\right)-t_{k} \mathbf{A}(\mathbf{x})\left(\mathbf{v}_{1}\right)}{t_{k}} \| . ~ l
$$

This last quantity can be made arbitrarily small for all $\mathbf{v}_{\mathbf{1}}+\mathbf{w}_{k} \in C$ by picking a large enough $k$ due to uniform convergence on compact sets. Hence

$$
\lim _{(\mathbf{y}, \mathbf{v}) \rightarrow(\mathbf{x}, \mathbf{0})} \frac{\mathbf{f}(\mathbf{y}+\mathbf{v})-\mathbf{f}(\mathbf{y})-\mathbf{A}(\mathbf{x}) \mathbf{v}}{\|\mathbf{v}\|}=0
$$

Conversely, assume

$$
\begin{equation*}
\lim _{(\mathbf{y}, \mathbf{v}) \rightarrow(\mathbf{x}, \mathbf{0})} \frac{\mathbf{f}(\mathbf{y}+\mathbf{v})-\mathbf{f}(\mathbf{y})-\mathbf{A}(\mathbf{x}) \mathbf{v}}{\|\mathbf{v}\|}=0 \tag{2.9.2}
\end{equation*}
$$

holds.

Let $\mathbf{v}_{0} \in \mathbb{R}^{n} \backslash\{\mathbf{0}\}$. Let $\mathbf{v}=t \mathbf{v}_{0}$ where $t \in \mathbb{R}$ and $t>0$. Then (2.9.2) becomes

$$
\begin{equation*}
\lim _{(\mathbf{y}, t) \rightarrow\left(\mathbf{x}, \mathbf{0}^{+}\right)} \frac{\mathbf{f}\left(\mathbf{y}+t \mathbf{v}_{0}\right)-\mathbf{f}(\mathbf{y})-t \mathbf{A}(\mathbf{x}) \mathbf{v}_{0}}{t\left\|\mathbf{v}_{0}\right\|}=0 \tag{2.9.3}
\end{equation*}
$$

which implies (2.9.1) since $\left\|\mathbf{v}_{\mathbf{0}}\right\|$ is a positive constant.
Let $\mathbf{v}_{1} \in \mathbb{R}^{n} \backslash\{\mathbf{0}\}$ and $\mathbf{v}_{\mathbf{2}} \in \mathbb{R}^{n} \backslash\{\mathbf{0}\}$. Assume $\mathbf{v}_{\mathbf{1}} \in C$ and $\mathbf{v}_{\mathbf{2}} \in C$ where $C$ is a compact subset of $\mathbb{R}^{n}$. Consider

$$
\begin{aligned}
& \frac{\mathbf{f}\left(\mathbf{y}+t \mathbf{v}_{1}\right)-\mathbf{f}(\mathbf{y})-t \mathbf{A}(\mathbf{x}) \mathbf{v}_{1}}{t}-\frac{\mathbf{f}\left(\mathbf{y}+t \mathbf{v}_{2}\right)-\mathbf{f}(\mathbf{y})-t \mathbf{A}(\mathbf{x}) \mathbf{v}_{2}}{t}= \\
& \frac{\mathbf{f}\left(\mathbf{y}+t \mathbf{v}_{1}\right)-\mathbf{f}\left(\mathbf{y}+t \mathbf{v}_{2}\right)-t \mathbf{A}(\mathbf{x})\left(\mathbf{v}_{1}-\mathbf{v}_{2}\right)}{t}= \\
& \frac{\mathbf{f}\left(\overline{\mathbf{y}}+t\left(\mathbf{v}_{1}-\mathbf{v}_{2}\right)\right)-\mathbf{f}(\overline{\mathbf{y}})-t \mathbf{A}(\mathbf{x})\left(\mathbf{v}_{1}-\mathbf{v}_{2}\right)}{t}
\end{aligned}
$$

Since (2.9.2) holds, then for any $\epsilon>0$,

$$
\left\|\frac{\mathbf{f}\left(\overline{\mathbf{y}}+t\left(\mathbf{v}_{1}-\mathbf{v}_{2}\right)\right)-\mathbf{f}(\overline{\mathbf{y}})-t \mathbf{A}(\mathbf{x})\left(\mathbf{v}_{1}-\mathbf{v}_{2}\right)}{t}\right\| \leq 2 \epsilon M
$$

holds for $t$ small enough and $\overline{\mathbf{y}}$ close enough to $\mathbf{x}$ where $M$ is the bound on the magnitudes of the elements of $C$. This condition holds for any $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ in $C$. Hence (2.9.1) converges uniformly for $\mathbf{v}$ in a compact set.

Example 2.9.7. Let $h: \mathbb{R} \rightarrow \mathbb{R}$ be

$$
h(x)= \begin{cases}x^{2} \sin \left(1 / x^{2}\right) & \text { if } x \neq 0 \\ 0 & \text { if } x=0\end{cases}
$$

$h$ is a differentiable function and its derivative is

$$
\nabla h(x)= \begin{cases}2 x \sin \left(1 / x^{2}\right)-\frac{2}{x} \cos \left(1 / x^{2}\right) & \text { if } x \neq 0 \\ 0 & \text { if } x=0\end{cases}
$$

However, $h$ is not locally Lipschitz continuous at zero. Let $n=1,3, \ldots, \infty$ and $x_{n}=$ $\sqrt{\frac{2}{\pi n}}$. Then $h\left(x_{n}\right) \in\left\{-\frac{2}{\pi n}, \frac{2}{\pi n}\right\}$. Let $x_{n+1}=\sqrt{\frac{2}{\pi(n+1)}}$. Note that $h\left(x_{n+1}\right)=0, \mid h\left(x_{n}\right)-$ $h\left(x_{n+1}\right) \left\lvert\,=\frac{2}{\pi n}\right.$ and $\left|x_{n}-x_{n+1}\right|=\sqrt{\frac{2}{\pi}}\left(\frac{1}{\sqrt{n}}-\frac{1}{\sqrt{n+1}}\right)=\sqrt{\frac{2}{\pi}} \frac{1}{\left(\sqrt{n^{2}+n}\right)(\sqrt{n+1}+\sqrt{n})}$. The ratio $\mid h\left(x_{n}\right)-$ $h\left(x_{n+1}\right)\left|/\left|x_{n}-x_{n+1}\right|\right.$ is $\sqrt{\frac{2}{\pi}} \sqrt{\left(1+\frac{1}{n}\right)}(\sqrt{n+1}+\sqrt{n})$. This ratio goes to infinity as $n \rightarrow \infty$ which shows that $h$ is not locally Lipschitz continuous in a neighborhood of zero.

Example 2.9.8. Let $g: \mathbb{R} \rightarrow \mathbb{R}$ be

$$
g(x)= \begin{cases}x^{2} \sin (1 / x) & \text { if } x \neq 0 \\ 0 & \text { if } x=0\end{cases}
$$

This function is differentiable at zero. The derivative is

$$
\nabla g(x)= \begin{cases}2 x \sin (1 / x)-\cos (1 / x) & \text { if } x \neq 0 \\ 0 & \text { if } x=0\end{cases}
$$

$g$ is locally Lipschitz continuous at zero. Let $x_{1}$ and $x_{2}$ be two points in an $\epsilon$ neighborhood of zero. By the mean value theorem for differentiable functions there exists an $x_{3} \in[-\epsilon, \epsilon]$ such that $g\left(x_{1}\right)-g\left(x_{2}\right)=\nabla g\left(x_{3}\right)\left(x_{1}-x_{2}\right) . \nabla g$ is bounded. Let $K=\sup _{y \in[-\epsilon, \epsilon]}\{\nabla g(y)\}$. Then $\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|=K\left|x_{1}-x_{2}\right|$ holds on $(-\epsilon, \epsilon)$ and $g$ is locally Lipschitz continuous at zero.

The generalized gradient of $g$ obtained using Definition 2.6.3 is:

$$
\partial g(x)= \begin{cases}\{2 x \sin (1 / x)-\cos (1 / x)\} & \text { if } x \neq 0 \\ {[-1,1]} & \text { if } x=0\end{cases}
$$

The generalized gradient is not a singleton at zero where the function is differentiable. Hence $g$ is not strictly differentiable at zero.
$g^{o}(0 ; v)=|v|$ because by definition, $\forall v \in \mathbb{R}, g^{o}(0 ; v)=\max _{\zeta \in \partial g(0)}\{\langle\zeta, v\rangle\}$. Since $g$ is differentiable at zero, it is directionally differentiable at zero and $g^{\prime}(0 ; v)=0$. Therefore, $g$ is not regular at zero.

Let $n=1, \ldots, \infty$ and $x_{n}=\frac{1}{\pi n}$. Let $g_{n} \in \partial g\left(x_{n}\right)$ and $d=1$. The sequence $\left\{\left\langle g_{n}, d\right\rangle\right\}$ is not convergent because $\left\langle g_{n}, d\right\rangle$ is 1 if $n$ is odd and -1 if $n$ is even. Hence, $g$ is not semismooth at zero.
$g$ is not weakly upper semismooth at zero. For the aforementioned sequence, the lefthand side of (2.8.1) is -1 and the right-hand side is 0 due to the existence of the derivative at 0 .
$g$ is not upper semidifferentiable at zero. Let $n=1,3, \ldots, \infty$ and $x_{n}=\frac{1}{\pi n}$. Let $g_{n} \in$ $\partial g\left(x_{n}\right)$ and $d=1$. Then the limit in (2.8.2) is 1.

Example 2.9.9. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be $[18]$

$$
f(x)= \begin{cases}0 & \text { if } x \leq 0 \\ x \sin (\ln (\ln (1 / x))) & \text { if } 0<x \leq 1 / 2 \\ \frac{1}{2} \sin (\ln (\ln (1 / 2))) & \text { if } \frac{1}{2}<x\end{cases}
$$

$f$ is locally Lipschitz continuous at all $x \in \mathbb{R} \backslash\{0\}$. In order to determine local Lipschitz continuity at zero, the following three cases are analyzed separately where $z, y \in(-\epsilon, \epsilon)$ and $\epsilon<1 / 2$.

1. Case $z>0, y \leq 0$. In this case, $|f(y)-f(z)|=|f(z)| \leq|z|$ because $|\sin (u)| \leq 1$. Since $|z-y| \geq|z|,|f(y)-f(z)| \leq|z-y|$ holds.
2. Case $z \leq 0, y \leq 0.0=|f(y)-f(z)| \leq|z-y|$ holds trivially.
3. Case $z>0, y>0$. $f$ is continuously differentiable on $(\epsilon, 0)$. The derivative is $\nabla f(x)=$ $\sin (\ln (\ln (1 / x)))-\cos (\ln (\ln (1 / x)))(1 / \ln (1 / x))$. Hence $K=2$ is a Lipschitz constant for $f$ on this interval.

As a result, $f$ is locally Lipschitz continuous at zero with Lipschitz constant $K=2$.
$f$ is not directionally differentiable at zero. For $0<x<\epsilon$, consider the difference

$$
\frac{x \sin (\ln (\ln (1 / x)))-0}{x-0}=\sin (\ln (\ln (1 / x)))
$$

This difference does not converge to a limit as $x \rightarrow 0$ and therefore $f$ is not directionally differentiable at zero. As a result it is not semismooth nor weakly upper semismooth at zero.

However, $f$ is upper semidifferentiable at zero. Let the sequence $\left\{x_{k}\right\}$ be such that for all $k, 0<x_{k}<1 / 2$ and $\lim _{k \rightarrow \infty} x_{k}=0$. Let $d=1$. Note that $\partial f\left(x_{k}\right)=\left\{\sin \left(\ln \left(\ln \left(1 / x_{k}\right)\right)\right)-\right.$
$\left.\cos \left(\ln \left(\ln \left(1 / x_{k}\right)\right)\right)\left(1 / \ln \left(1 / x_{k}\right)\right)\right\}$. At zero, the limit (2.8.2) becomes

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \frac{x_{k} \sin \left(\ln \left(\ln \left(1 / x_{k}\right)\right)\right)-0}{x_{k}-0}-\sin \left(\ln \left(\ln \left(1 / x_{k}\right)\right)\right)+\cos \left(\ln \left(\ln \left(1 / x_{k}\right)\right)\right)\left(1 / \ln \left(1 / x_{k}\right)\right)= \\
& \lim _{k \rightarrow \infty} \cos \left(\ln \left(\ln \left(1 / x_{k}\right)\right)\right)\left(1 / \ln \left(1 / x_{k}\right)\right)=0
\end{aligned}
$$

Since the above holds for any $d>0$ and the conditions for upper semidifferentiability holds trivially at zero if $d<0, f$ is upper semidifferentiable at zero.

Example 2.9.10. Let $f: \mathbb{R} \rightarrow \mathbb{R}: x \mapsto 1-e^{|x|}$. Note that $f \in P \mathcal{C}^{1}(\mathbb{R})$ with selection functions; $f_{1}: \mathbb{R} \rightarrow \mathbb{R}: x \mapsto 1-e^{x}$ and $f_{2}: \mathbb{R} \rightarrow \mathbb{R}: x \mapsto 1-e^{-x}$. Therefore $f$ is a locally Lipschitz continuous and semismooth function.

The generalized gradient of $f$ is

$$
\partial f(x)= \begin{cases}\left\{-e^{x}\right\} & \text { if } x>0 \\ \left\{e^{-x}\right\} & \text { if } x<0 \\ {[-1,1]} & \text { if } x=0\end{cases}
$$

In order to determine whether the function is regular at zero, the generalized directional derivative

$$
f^{o}(0 ; v)=\limsup _{(y, t) \rightarrow\left(0,0^{+}\right)} \frac{\left(1-e^{|y+t v|}\right)-\left(1-e^{|y|}\right)}{t}
$$

needs to be calculated for $v \in \mathbb{R}$ and $y \in \mathbb{R} \backslash\{0\}$. The limit supremum is obtained as the supremum of the limits of sequences classified into four groups depending on the signs of $y+t v$ and $y$.

1. Case $y>0$ and $y+t v>0$. Let $f_{t}:(-\epsilon, \epsilon) \rightarrow \mathbb{R}$ be

$$
f_{t}(y)=e^{y} \frac{1-e^{t v}}{t}
$$

Note that for all $t>0, \lim _{y \rightarrow 0} f_{t}(y)=\left(1-e^{t v}\right) / t$ holds. Let $f_{0}:(-\epsilon, \epsilon) \rightarrow \mathbb{R}$ be $f_{0}(y)=-v e^{y}$. Then, for all $y \in(-\epsilon, \epsilon), \lim _{t \downarrow 0} f_{t}(y)=f_{0}(y)$ holds per l'Hospital's rule. In addition, define $M_{t}$ as;

$$
\begin{aligned}
M_{t} & =\sup _{y \in[-\epsilon, \epsilon]}\left|f_{t}(y)-f_{0}(y)\right| \\
M_{t} & =e^{\epsilon}\left|\frac{1-e^{t v}}{t}+v\right|
\end{aligned}
$$

and $\lim _{t \downarrow 0} M_{t}=0$. As a result of this uniform convergence $\lim _{t \downarrow 0} \lim _{y \rightarrow 0} f_{t}(y)=\lim _{y \rightarrow 0} \lim _{t \downarrow 0} f_{t}(y)=$ $-v$. Uniform convergence also implies $\lim _{(y, t) \rightarrow\left(0,0^{+}\right)} f_{t}(y)=-v$ because

$$
\left|f_{t}(y)-f_{0}(0)\right| \leq\left|f_{t}(y)-f_{0}(y)\right|+\left|f_{0}(y)-f_{0}(0)\right|
$$

and both terms on the right can be made arbitrarily small by letting $t$ be small enough. Hence, if $y>0, t>0$ and $y+t v>0$,

$$
\limsup _{(y, t) \rightarrow\left(0,0^{+}\right)} \frac{\left(1-e^{|y+t v|}\right)-\left(1-e^{|y|}\right)}{t}=-v
$$

2. Case $y<0$ and $y+t v<0$. In this case, let $f_{t}:(-\epsilon, \epsilon) \rightarrow \mathbb{R}$ be

$$
f_{t}(y)=e^{-y} \frac{1-e^{-t v}}{t}
$$

Then for all $t>0, \lim _{y \rightarrow 0} f_{t}(y)=\left(1-e^{-t v}\right) / t$ holds. Let $f_{0}:(-\epsilon, \epsilon) \rightarrow \mathbb{R}$ be $f_{0}(y)=v e^{-y}$. Note that for all $y \in(-\epsilon, \epsilon), \lim _{t \downarrow 0} f_{t}(y)=f_{0}(y)$ holds per l'Hospital's rule.

Per similar analysis as in the previous case, it can be deduced that if $y<0, t>0$ and $y+t v<0$,

$$
\limsup _{(y, t) \rightarrow\left(0,0^{+}\right)} \frac{\left(1-e^{|y+t v|}\right)-\left(1-e^{|y|}\right)}{t}=v
$$

3. Case $y<0$ and $y+t v>0$. Note that

$$
\frac{e^{-y}-e^{y+t v}}{t} \leq \frac{e^{-y}-e^{-y-t v}}{t}
$$

Hence

$$
\begin{aligned}
& \limsup _{(y, t) \rightarrow\left(0,0^{+}\right)} \frac{e^{-y}-e^{y+t v}}{t} \leq \limsup _{(y, t) \rightarrow\left(0,0^{+}\right)} \frac{e^{-y}-e^{-y-t v}}{t} \\
& \limsup _{(y, t) \rightarrow\left(0,0^{+}\right)} \frac{e^{-y}-e^{y+t v}}{t} \leq v
\end{aligned}
$$

4. Case $y>0$ and $y+t v<0$. In this case

$$
\frac{e^{y}-e^{-y-t v}}{t} \leq \frac{e^{y}-e^{y+t v}}{t}
$$

Hence

$$
\begin{aligned}
& \limsup _{(y, t) \rightarrow\left(0,0^{+}\right)} \frac{e^{y}-e^{-y-t v}}{t} \leq \limsup _{(y, t) \rightarrow\left(0,0^{+}\right)} \frac{e^{y}-e^{y+t v}}{t} \\
& \limsup _{(y, t) \rightarrow\left(0,0^{+}\right)} \frac{e^{y}-e^{-y-t v}}{t} \leq-v
\end{aligned}
$$

The supremum of the limits is $|v|$ for all cases. Therefore $f^{o}(0 ; v)=|v|$. The directional derivative exists and is $f^{\prime}(0 ; v)=-v$ if $v \geq 0$ and $f^{\prime}(0 ; v)=v$, if $v \leq 0$. The directional derivative is not equal to the generalized directional derivative. Hence $f$ is not regular at
zero.
Usually, it is simpler to obtain the generalized gradient first and then obtain the generalized directional derivative using the generalized gradient.

Example 2.9.11. Let $x_{1} \in \mathbb{R}$ and $x_{2} \in \mathbb{R}$. Consider the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ from [43] which is defined as

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=\left|x_{1}^{2}-\sin \left(\left|x_{2}\right|\right)\right| . \tag{2.9.4}
\end{equation*}
$$

$f$ is plotted in Figure 2-1.


Figure 2-1: (Example 2.9.11) Plot of $f\left(x_{1}, x_{2}\right)=\left|x_{1}^{2}-\sin \left(\left|x_{2}\right|\right)\right|$ and of its contours.
$f$ is a locally Lipschitz continuous function because it is a composition of locally Lipschitz functions. Note that $f \in P \mathcal{C}^{1}\left(\mathbb{R}^{2}\right)$. The selection functions of $f$ are presented in Table 2.1.

In order to calculate $\partial f(0,0)$, properties of $P \mathcal{C}^{1}$ functions in Section 2.7.1 are used in conjunction with the data in Table 2.2 to obtain $\partial f(0,0)=\operatorname{conv}(\{(0,1),(0,-1)\})$. Note that $(0,0) \in \partial f(0,0)$.

| $f\left(x_{1}, x_{2}\right)$ | $x_{2} \geq 0$ | $x_{2}<0$ |
| :---: | :---: | :---: |
| $x_{1}^{2} \geq \sin \left\|x_{2}\right\|$ | $x_{1}^{2}-\sin x_{2}$ | $x_{1}^{2}+\sin x_{2}$ |
| $x_{1}^{2}<\sin \left\|x_{2}\right\|$ | $-x_{1}^{2}+\sin x_{2}$ | $-x_{1}^{2}-\sin x_{2}$ |

Table 2.1: (Example 2.9.11) The selection functions of $\left|x_{1}^{2}-\sin \left(\left|x_{2}\right|\right)\right|$.

| $\nabla f\left(x_{1}, x_{2}\right)$ | $x_{2}>0$ | $x_{2}<0$ |
| :---: | :---: | :---: |
| $x_{1}^{2}>\sin \left\|x_{2}\right\|$ | $\left(2 x_{1},-\cos x_{2}\right)$ | $\left(2 x_{1}, \cos x_{2}\right)$ |
| $x_{1}^{2}<\sin \left\|x_{2}\right\|$ | $\left(-2 x_{1}, \cos x_{2}\right)$ | $\left(-2 x_{1},-\cos x_{2}\right)$ |

Table 2.2: (Example 2.9.11) $\boldsymbol{\nabla} f\left(x_{1}, x_{2}\right)$ at points where it is defined.

Example 2.9.12. Let $t_{f}=5.0$. Let $x_{1} \in(0,2 \pi)$ and $x_{2} \in(0.5,4)$ Consider the function $f:(0,2 \pi) \times(0.5,4) \rightarrow \mathbb{R}[115]$ defined by
$f\left(x_{1}, x_{2}\right)= \begin{cases}2 t_{f} \sin \left(x_{1}\right) & \text { if }\left|\cos \left(x_{1}\right)\right|<\frac{x_{2}}{2 t_{f}}, \\ -x_{2} \tan \left(x_{1}\right) e^{t_{f}+\frac{x_{2}}{2 \cos \left(x_{1}\right)}} & \text { if }-\frac{x_{2}}{2 t_{f}} \geq \cos \left(x_{1}\right), \\ g\left(x_{1}, x_{2}\right) & \text { if } \frac{x_{2}}{2 t_{f}} \leq \cos \left(x_{1}\right)\end{cases}$
$g\left(x_{1}, x_{2}\right)= \begin{cases}x_{2} \tan \left(x_{1}\right)+2\left(t_{f}-\frac{x_{2}}{2 \cos \left(x_{1}\right)}\right) & \text { if } \tan \left(x_{1}\right) \geq 1, \\ x_{2} \tan \left(x_{1}\right) e^{t_{f}-\frac{x_{2}}{2 \cos \left(x_{1}\right)}} & \text { if } \tan \left(x_{1}\right) \leq-1, \\ h\left(x_{1}, x_{2}\right) & \text { if }-1<\tan \left(x_{1}\right)<1,\end{cases}$
$h\left(x_{1}, x_{2}\right)= \begin{cases}2 t_{f}-4 \ln \left(\frac{\cos \left(x_{1}\right)}{\sin \left(x_{1}\right)}\right)-\frac{x_{2}}{\cos \left(x_{1}\right)}+x_{2} & \text { if } \sqrt{e^{\frac{x_{2}}{2 \cos \left(x_{1}\right)}-t_{f}}} \leq \tan \left(x_{1}\right)<1, \\ x_{2} \tan \left(x_{1}\right) e^{\frac{1}{2}\left(t_{f}-\frac{x_{2}}{2 \cos \left(x_{1}\right)}\right)} & \text { if }-\sqrt{e^{\frac{x_{2}}{2 \cos \left(x_{1}\right)}-t_{f}}}<\tan \left(x_{1}\right)<\sqrt{e^{\frac{x_{2}}{2 \cos \left(x_{1}\right)}-t_{f}}}, \\ -x_{2} \tan ^{2}\left(x_{1}\right) e^{\left(t_{f}-\frac{x_{2}}{2 \cos \left(x_{1}\right)}\right)} & \text { if }-1<\tan \left(x_{1}\right) \leq-\sqrt{e^{\frac{x_{2}}{2 \cos \left(x_{1}\right)}-t_{f}}} .\end{cases}$

The plot of $f$ is in Figure 2-2. In order to analyze $f$, first open sets that partition its domain will be constructed. Using these open sets, it will be shown that $f \in \operatorname{PC}^{1}((0,2 \pi) \times(0.5,4))$.


Figure 2-2: (Example 2.9.12) Plot of $f$.

Let $D=(0,2 \pi) \times(0.5,4)$. Let $\epsilon$ be a small positive constant. Let

$$
\begin{aligned}
A_{1}^{\prime} & =\left\{\left(x_{1}, x_{2}\right) \in D: \cos \left(x_{1}\right)-x_{2} /\left(2 t_{f}\right)<\epsilon\right\}, \\
A_{1}^{\prime \prime} & =\left\{\left(x_{1}, x_{2}\right) \in D: \cos \left(x_{1}\right)+x_{2} /\left(2 t_{f}\right)>-\epsilon\right\}, \\
A_{1} & =A_{1}^{\prime} \cap A_{1}^{\prime \prime} \\
A_{2} & =\left\{\left(x_{1}, x_{2}\right) \in D: \cos \left(x_{1}\right)+x_{2} /\left(2 t_{f}\right)<\epsilon\right\}, \\
A_{3} & =\left\{\left(x_{1}, x_{2}\right) \in D: \cos \left(x_{1}\right)-x_{2} /\left(2 t_{f}\right)>-\epsilon\right\} .
\end{aligned}
$$

The functions $g_{1}: D \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto \cos \left(x_{1}\right)-x_{2} / t_{f}$ and $g_{2}: D \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto$ $\cos \left(x_{1}\right)+x_{2} / t_{f}$ are continuous functions. Let $\left(x_{1}, x_{2}\right) \in A_{1}^{\prime}$, then using the continuity of $g_{1}$, it can be shown that, $O \subset D$, a neighborhood of $\left(x_{1}, x_{2}\right)$, is a subset of $A_{1}^{\prime}$. Therefore $A_{1}^{\prime}$ is an open set. Using similar reasoning, it can be shown that $A_{1}^{\prime \prime}, A_{1}, A_{2}$ and $A_{3}$ are open subsets of $D$.

Let

$$
\begin{aligned}
& B_{1}=\left\{\left(x_{1}, x_{2}\right) \in A_{3}: \tan \left(x_{1}\right)>1+\epsilon\right\}, \\
& B_{2}=\left\{\left(x_{1}, x_{2}\right) \in A_{3}: \tan \left(x_{1}\right)<-1-\epsilon\right\}, \\
& B_{3}^{\prime}=\left\{\left(x_{1}, x_{2}\right) \in A_{3}: \tan \left(x_{1}\right)<1+\epsilon\right\}, \\
& B_{3}^{\prime \prime}=\left\{\left(x_{1}, x_{2}\right) \in A_{3}: \tan \left(x_{1}\right)>-1-\epsilon\right\}, \\
& B_{3}=B_{3}^{\prime} \cap B_{3}^{\prime \prime} .
\end{aligned}
$$

Note that if $\left(x_{1}, x_{2}\right) \in A_{3}$, then $\cos \left(x_{1}\right)>0$, hence $\left(x_{1}, x_{2}\right) \mapsto \tan \left(x_{1}\right)$ is a continuous function from $A_{3}$ to $\mathbb{R}$. Using similar reasoning as before, it can be deduced that $B_{1}, B_{2}, B_{3}^{\prime}, B_{3}^{\prime \prime}$ and $B_{3}$ are open sets.

Finally, let

$$
\begin{aligned}
& C_{1}=\left\{\left(x_{1}, x_{2}\right) \in B_{3}: \sqrt{e^{\frac{x_{2}}{2 \cos \left(x_{1}\right)}-t_{f}}}-\epsilon<\tan \left(x_{1}\right)<1+\epsilon\right\}, \\
& C_{2}=\left\{\left(x_{1}, x_{2}\right) \in B_{3}:-\sqrt{e^{\frac{x_{2}}{2 \cos \left(x_{1}\right)}-t_{f}}}-\epsilon<\tan \left(x_{1}\right)<\sqrt{e^{\frac{x_{2}}{2 \cos \left(x_{1}\right)}-t_{f}}}+\epsilon\right\}, \\
& C_{3}=\left\{\left(x_{1}, x_{2}\right) \in B_{3}:-1-\epsilon<\tan \left(x_{1}\right) \leq-\sqrt{e^{\frac{x_{2}}{2 \cos \left(x_{1}\right)}-t_{f}}}+\epsilon\right\} .
\end{aligned}
$$

The sets $C_{1}, C_{2}$ and $C_{3}$ are open subsets of $B_{3}$ per the same arguments as before.

The functions

$$
\begin{aligned}
& h_{1}: C_{1} \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto 2 t_{f}-4 \ln \left(\frac{\cos \left(x_{1}\right)}{\sin \left(x_{1}\right)}\right)-\frac{x_{2}}{\cos \left(x_{1}\right)}+x_{2}, \\
& h_{2}: C_{2} \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto x_{2} \tan \left(x_{1}\right) e^{\frac{1}{2}\left(t_{f}-\frac{x_{2}}{2 \cos \left(x_{1}\right)}\right)} \\
& h_{3}: C_{3} \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto-x_{2} \tan ^{2}\left(x_{1}\right) e^{\left(t_{f}-\frac{x_{2}}{2 \cos \left(x_{1}\right)}\right)} .
\end{aligned}
$$

are continuously differentiable functions.

Let $\left(x_{1}^{*}, x_{2}^{*}\right) \in B_{3}$ be such that $\sqrt{\frac{x_{2}^{*}}{2 \cos \left(x_{1}^{*}\right)}-t_{f}}=\tan \left(x_{1}^{*}\right)$. Then $\left(x_{1}^{*}, x_{2}^{*}\right) \in C_{1} \cap C_{2}$ and $h_{1}\left(x_{1}^{*}, x_{2}^{*}\right)=h_{2}\left(x_{1}^{*}, x_{2}^{*}\right)=x_{2}$ for small enough $\epsilon$. Hence $h_{1}$ and $h_{2}$ are selection functions of $h$ on the neighborhoods of points $\left(x_{1}^{*}, x_{2}^{*}\right) \in B_{3}$ at which $\sqrt{e^{\frac{x_{2}^{*}}{2 \cos \left(x_{1}^{*}\right)}-t_{f}}}=\tan \left(x_{1}^{*}\right)$ holds.

Let $\left(x_{1}^{*}, x_{2}^{*}\right) \in B_{3}$ be such that $-\sqrt{e^{\frac{x_{2}^{*}}{2 \cos \left(x_{1}^{*}\right)}-t_{f}}}=\tan \left(x_{1}^{*}\right)$. Then $\left(x_{1}^{*}, x_{2}^{*}\right) \in C_{2} \cap C_{3}$ and $h_{2}\left(x_{1}^{*}, x_{2}^{*}\right)=h_{3}\left(x_{1}^{*}, x_{2}^{*}\right)=-x_{2}$ for small enough $\epsilon$. Hence $h_{2}$ and $h_{3}$ are selection functions of $h$ on the neighborhoods of points $\left(x_{1}^{*}, x_{2}^{*}\right) \in B_{3}$ at which $-\sqrt{e^{\frac{x_{2}^{*}}{\cos \left(x_{1}^{*}\right)}-t_{f}}}=\tan \left(x_{1}^{*}\right)$ holds.

As a result $h \in P \mathcal{C}^{1}\left(B_{3}\right)$.
Define the functions

$$
\begin{aligned}
& g_{1}: B_{1} \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto x_{2} \tan \left(x_{1}\right)+2\left(t_{f}-\frac{x_{2}}{2 \cos \left(x_{1}\right)}\right) \\
& g_{2}: B_{2} \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto x_{2} \tan \left(x_{1}\right) e^{t_{f}-\frac{x_{2}}{2 \cos \left(x_{1}\right)}} \\
& g_{3}: B_{3} \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto h\left(x_{1}, x_{2}\right)
\end{aligned}
$$

Note that $g_{1}$ and $g_{2}$ are continuously differentiable functions.
Let $\left(x_{1}^{*}, x_{2}^{*}\right) \in A_{3}$ be such that $\tan \left(x_{1}^{*}\right)=1$. Then $\left(x_{1}^{*}, x_{2}^{*}\right) \in B_{1} \cap B_{3}$ and $g_{1}\left(x_{1}^{*}, x_{2}^{*}\right)=$ $g_{3}\left(x_{1}^{*}, x_{2}^{*}\right)=h_{1}\left(x_{1}^{*}, x_{2}^{*}\right)=x_{2}+2 t_{f}-\frac{x_{2}}{\cos \left(x_{1}\right)}$ for small enough $\epsilon$. Hence $g_{1}$ and $h_{1}$ are selection functions of $g$ on the neighborhoods of points $\left(x_{1}^{*}, x_{2}^{*}\right) \in A_{3}$ at which $\tan \left(x_{1}^{*}\right)=1$ holds.

Let $\left(x_{1}^{*}, x_{2}^{*}\right) \in A_{3}$ be such that $\tan \left(x_{1}^{*}\right)=-1$. Then $\left(x_{1}^{*}, x_{2}^{*}\right) \in B_{2} \cap B_{3}$ and $g_{2}\left(x_{1}^{*}, x_{2}^{*}\right)=$ $g_{3}\left(x_{1}^{*}, x_{2}^{*}\right)=h_{3}\left(x_{1}^{*}, x_{2}^{*}\right)=x_{2} e^{\left(t_{f}-\frac{x_{2}}{2 \cos \left(x_{1}\right)}\right)}$ for small enough $\epsilon$. Hence $h_{3}$ and $g_{2}$ are selection functions of $g$ on the neighborhoods of points $\left(x_{1}^{*}, x_{2}^{*}\right) \in A_{3}$ at which $\tan \left(x_{1}^{*}\right)=-1$ holds.

As a result, $g \in P \mathcal{C}^{1}\left(A_{3}\right)$.
Finally, define the functions

$$
\begin{aligned}
& f_{1}: A_{1} \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto 2 t_{f} \sin \left(x_{1}\right), \\
& f_{2}: A_{2} \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto-x_{2} \tan \left(x_{1}\right) e^{t_{f}+\frac{x_{2}}{2 \cos \left(x_{1}\right)}},
\end{aligned}
$$

$$
f_{3}: A_{3} \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto g\left(x_{1}, x_{2}\right)
$$

Let $\left(x_{1}^{*}, x_{2}^{*}\right) \in D$ be such that $-\frac{x_{2}}{2 t_{f}}=\cos \left(x_{1}\right)$. Then $\left(x_{1}^{*}, x_{2}^{*}\right) \in A_{1} \cap A_{2}$ and $f_{1}\left(x_{1}^{*}, x_{2}^{*}\right)=$ $f_{2}\left(x_{1}^{*}, x_{2}^{*}\right)=-x_{2} \tan \left(x_{1}\right)$ for small enough $\epsilon$. Hence $f_{1}$ and $f_{2}$ are selection functions of $f$ on the neighborhoods of $\left(x_{1}^{*}, x_{2}^{*}\right) \in D$ at which $-\frac{x_{2}}{2 t_{f}}=\cos \left(x_{1}\right)$ holds.

Let $\left(x_{1}^{*}, x_{2}^{*}\right) \in D$ be such that $\frac{x_{2}}{2 t_{f}}=\cos \left(x_{1}\right)$. In this case $\left(x_{1}^{*}, x_{2}^{*}\right) \in A_{1} \cap A_{3}$ and $f_{1}\left(x_{1}^{*}, x_{2}^{*}\right)=f_{3}\left(x_{1}^{*}, x_{2}^{*}\right)=x_{2} \tan \left(x_{1}\right)$ for small enough $\epsilon$. In order to compute $f_{3}\left(x_{1}^{*}, x_{2}^{*}\right)$, $g_{1}\left(x_{1}^{*}, x_{2}^{*}\right), g_{2}\left(x_{1}^{*}, x_{2}^{*}\right), h_{2}\left(x_{1}^{*}, x_{2}^{*}\right)$ need to be considered. The conditions $\sqrt{e^{\frac{x_{2}}{2 \cos \left(x_{1}\right)}-t_{f}}} \leq$ $\tan \left(x_{1}\right)<1$ and $-1<\tan \left(x_{1}\right) \leq-\sqrt{e^{\frac{x_{2}}{2 \cos \left(x_{1}\right)}-t_{f}}}$ in (2.9.5) are violated in this case and therefore $h_{1}\left(x_{1}^{*}, x_{2}^{*}\right)$ and $h_{2}\left(x_{1}^{*}, x_{2}^{*}\right)$ need not be considered.

As a result of this analysis, $f \in P \mathcal{C}^{1}(D)$.

## Chapter 3

## Parametric Sensitivity Analysis of

## Dynamic Systems using the

## Generalized Jacobian

The focus of this chapter is the existence of the derivative of the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right)$ at $\mathbf{p} \in \mathcal{P}$, where $\mathbf{x}:\left[t_{0}, t_{f}\right] \times \mathcal{P} \rightarrow \mathcal{X}$ is the solution of the initial value problem:

$$
\begin{equation*}
\dot{\mathbf{x}}(t, \mathbf{p})=\mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{f}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P} \subset \mathbb{R}^{n_{p}} \tag{3.0.1}
\end{equation*}
$$

where $\mathbf{f}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{R}^{n_{x}}, \mathrm{f}_{0}: \mathcal{P} \rightarrow \tilde{\mathcal{X}}$ are locally Lipschitz continuous functions, $\mathcal{T}$ is an open subset of $\mathbb{R}$ such that $\left[t_{0}, t_{f}\right] \subset \mathcal{T}, \mathcal{X}$ is an open subset of $\mathbb{R}^{n_{x}}, \tilde{\mathcal{X}}$ is an open subset of $\mathcal{X}, \mathcal{P}$ is an open subset of $\mathbb{R}^{n_{p}}, n_{p}$ and $n_{x}$ are positive finite integers.

It is well known that the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right)$ at $\mathbf{p} \in \mathcal{P}$ is a Lipschitz continuous function on $O$, some neighborhood of $\mathbf{p}$, and that it is differentiable for all $\boldsymbol{\eta} \in O \backslash S$ where $S$ is a measure zero subset of $O$ per Rademacher's Theorem. However, conditions on $\mathbf{x}(\cdot, \mathbf{p})$ that imply differentiability of $\boldsymbol{\eta} \mapsto \mathbf{x}\left(t_{\boldsymbol{f}}, \boldsymbol{\eta}\right)$ at $\mathbf{p}$ are not widely known.

If $\mathbf{f}$ were a continuously differentiable function on an open set containing $\{(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$ : $\left.t \in\left[t_{0}, t_{f}\right]\right\}$, then continuous differentiability would follow from Gronwall's classic result in [44]. This condition may not hold for the systems under consideration. Examples 3.6.1 and 3.6.2 consider cases where an open set with the desired properties does not exist, yet the mapping $\mathbf{p} \mapsto \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ is differentiable.

The sufficiency conditions follow from results in nonsmooth analysis and are based on the concepts of the generalized gradient and Jacobian [25]. A brief primer on nonsmooth analysis is presented in §3.1.

The results of this chapter define forward and adjoint sensitivity initial value problems to be solved to obtain the aforementioned derivative. The forward sensitivity initial value problem is a linear time-varying ordinary differential equation of the form

$$
\dot{\boldsymbol{\zeta}}(t)=\mathbf{M}_{0}(t) \boldsymbol{\zeta}(t)+\mathbf{M}_{\mathbf{1}}(t), \forall t \in\left(t_{0}, t_{f}\right], \boldsymbol{\zeta}\left(t_{0}\right)=\boldsymbol{\zeta}_{0}
$$

where $\mathbf{M}_{1}:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{n_{x} \times n_{p}}$ and $\mathbf{M}_{0}:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{n_{x} \times n_{x}}$ are measurable and $\boldsymbol{\zeta}:\left[t_{0}, t_{f}\right] \rightarrow$ $\mathbb{R}^{n_{x} \times n_{p}}$ is an absolutely continuous function. This ordinary differential equation is solved simultaneously with (3.0.1). Thus, the derivative is obtained by integrating $n_{x} \times n_{p}$ additional equations. When the derivative of the mapping $\boldsymbol{\eta} \mapsto \int_{t_{0}}^{t_{f}} g(t, \boldsymbol{\eta}, \mathbf{x}(t, \boldsymbol{\eta})) d t$ with $g$ a scalarvalued function is sought, the integration of the adjoint sensitivity initial value problem might be the computationally more efficient way to obtain the derivative. This is the case especially if $n_{x} \times n_{p}$ is significantly larger than $n_{x}+n_{p}$. The adjoint, $\boldsymbol{\lambda}$, is the solution of the adjoint sensitivity initial value problem of the form

$$
\dot{\boldsymbol{\lambda}}(t)=\mathbf{A}_{0}(t) \boldsymbol{\lambda}(t)+\mathbf{A}_{1}(t), \forall t \in\left[t_{0}, t_{f}\right), \boldsymbol{\lambda}\left(t_{f}\right)=\boldsymbol{\lambda}_{0}
$$

where $\mathbf{A}_{0}:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{n_{x} \times n_{x}}$ and $\mathbf{A}_{1}:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{n_{x}}$ are measurable functions and $\boldsymbol{\lambda}:$ $\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{n_{x}}$ is an absolutely continuous function. The desired derivative is then computed
as the solution of an integral of the form $\int_{t_{0}}^{t_{f}} \mathbf{h}(t, \boldsymbol{\eta}, \mathbf{x}(t, \boldsymbol{\eta}), \boldsymbol{\lambda}(t)) d t$. The adjoint method requires the integration of $n_{x}+n_{p}$ equations backwards in time including the quadrature of the integral. The development of forward and adjoint sensitivities in case $\mathbf{f}$ is continuously differentiable is well known and can be found in [24] and [26].

The adjoint and forward sensitivity results for (3.0.1) are derived in $\S 3.2$ and extended to a class of nonsmooth differential-algebraic equations in §3.3. Finally, results for a case where the evolution of the states is governed by disparate nonsmooth differential-algebraic equations in different time intervals is considered in §3.4.

The results of this chapter are most closely related to the works in [24], [93], [39], [95] in addition to [44]. The adjoint sensitivity initial value problems are derived for index-1 and index-2 differential-algebraic equations for sufficiently differentiable equations in [24]. In this chapter, forward and adjoint sensitivity initial value problems for index-1 differentialalgebraic equations with locally Lipschitz equations are derived. The sensitivity and adjoint systems derived in this chapter have discontinuous right-hand sides, unlike the results in [24] and [44] and therefore require special treatment. In [93], the time interval in (3.0.1) is divided into finitely many subintervals and for each subinterval the evolution of the states is governed by different ordinary differential equations with continuously differentiable vector fields. The times at which the differential equations switch depend on the parameters; however, it is required that the number of subintervals and the order in which the equations are solved is independent of the parameters in some neighborhood of $\mathbf{p}$. The switching times are the solution of continuously differentiable equations of time, parameters and states. Discontinuities in the solution are allowed at switching times. Forward sensitivity equations for this case are derived in [93] and adjoint sensitivity equations are derived in [95]. The results in [93] are extended to differential-algebraic systems in [39]. In addition, an existence and uniqueness theory is developed. Existence and uniqueness results are developed by finite induction on the results in [44] and the implicit function theorem to compute the
jumps in the adjoint and forward sensitivity trajectories at switching times. This is not the approach used in this chapter. A subset of cases considered in this chapter can be analyzed using results from the aforementioned papers. However, the results in this chapter do not require invariance of the sequence of vector fields or a constant number of subintervals in a neighborhood of $\mathbf{p}$.

Implementation issues which are fully investigated in following chapters are summarized in $\S 3.5$. Examples in $\S 3.6$ conclude the chapter.

### 3.1 Preliminaries

Definition 3.1.1. Let $t_{0} \in \mathbb{R}, t_{f} \in \mathbb{R}, X_{1}=\left[t_{0}, t_{f}\right]$ and $t \in X_{1}$. Let $X_{2}$ be an open subset of $\mathbb{R}^{n}$ and $\mathbf{x}_{2} \in X_{2}$. Let $\mathbf{F}: X_{1} \times X_{2} \rightarrow \mathbb{R}^{m}$ be a function such that $\mathbf{F}(t, \cdot)$ is a locally Lipschitz continuous function for all $t \in\left[t_{0}, t_{f}\right]$. Let $\mathbf{w}_{t}: X_{1} \rightarrow \mathbb{R}^{m \times n}$ be such that $\mathbf{w}_{t}(t) \in \partial_{2} \mathbf{F}\left(t, \mathbf{x}_{2}\right)$ for all $t \in X_{1} \backslash S$ where $S$ is a measure zero subset of $X_{1}$. If the Lebesgue integral, $\int_{t_{0}}^{t_{f}} \mathbf{w}_{t}(t) d t$, exists, then $\mathbf{w}_{t}$ is a measurable selection of $\partial_{2} \mathbf{F}\left(\cdot, \mathbf{x}_{2}\right)$ on $\left[t_{0}, t_{f}\right]$.

A consequence of Theorem 2.7.2 in [25] is:

Theorem 3.1.2. Let $g: X_{1} \times X_{2} \rightarrow \mathbb{R}$, where $X_{1}$ and $X_{2}$ are defined in Definition 3.1.1, • satisfy the following conditions:

1. For each $\mathbf{x}_{2} \in X_{2}, g\left(\cdot, \mathbf{x}_{2}\right)$ is a continuous function from $X_{1}$ to $\mathbb{R}$.
2. There exists a nonnegative Lebesgue integrable function, $k: X_{1} \rightarrow \mathbb{R}$ such that for all $\mathbf{u}, \mathbf{v} \in X_{2},|g(t, \mathbf{u})-g(t, \mathbf{v})| \leq k(t)\|\mathbf{u}-\mathbf{v}\|$ for all $t \in X_{1}$.

Let $f: X_{2} \rightarrow \mathbb{R}: \mathbf{z} \mapsto \int_{a}^{b} g(t, \mathbf{z}) d t$. Then $f$ is locally Lipschitz continuous at all $\mathbf{x}_{2} \in X_{2}$. Define $W$ to be the set $\left\{\mathbf{w} \in \mathbb{R}^{n \times 1}: \mathbf{w}=\int_{t_{0}}^{t_{f}} \mathbf{w}_{t}(t) d t\right\}$ where $\mathbf{w}_{t}$ is any measurable selection of $\partial_{2} g\left(\cdot, \mathbf{x}_{2}\right)$ on $\left[t_{0}, t_{f}\right]$. Then $\partial f\left(\mathbf{x}_{2}\right) \subset W$ holds.

The following is a pertinent restatement of Theorem 7.4.1 in [25].

Theorem 3.1.3. Let $X_{1}$ and $X_{2}$ be open connected subsets of $\mathbb{R}$ and $\mathbb{R}^{n}$, respectively. Let $\tilde{X}_{2}$ be an open connected subset of $X_{2}$. Let $\left[t_{0}, t_{f}\right] \subset X_{1}$. Let $\mathbf{f}: X_{1} \times X_{2} \rightarrow \mathbb{R}^{n}$ be a locally Lipschitz continuous function.

Let $\mathbf{x}:\left[t_{0}, t_{f}\right] \times \tilde{X}_{2} \rightarrow X_{2}$ be such that $\mathbf{x}\left(\cdot, \mathbf{x}_{2}\right)$ is the only function that satisfies

$$
\dot{\mathbf{x}}\left(t, \mathbf{x}_{2}\right)=\mathbf{f}\left(t, \mathbf{x}\left(t, \mathbf{x}_{2}\right)\right), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{x}\left(t_{0}, \mathbf{x}_{2}\right)=\mathbf{x}_{2}, \forall \mathbf{x}_{2} \in \tilde{X}_{2}
$$

Then $\mathbf{x}\left(t_{f}, \cdot\right)$ is locally Lipschitz continuous at all $\mathbf{x}_{2} \in \tilde{X}_{2}$.
Let $\boldsymbol{\zeta}:\left[t_{0}, t_{f}\right] \times \tilde{X}_{2} \rightarrow \mathbb{R}^{n \times n}$ be such that $\boldsymbol{\zeta}\left(\cdot, \mathbf{x}_{2}\right)$ is the solution of the differential equation

$$
\dot{\boldsymbol{\zeta}}\left(t, \mathbf{x}_{2}\right)=\mathbf{M}(t) \boldsymbol{\zeta}\left(t, \mathbf{x}_{2}\right), \forall t \in\left(t_{0}, t_{f}\right], \boldsymbol{\zeta}\left(t_{0}, \mathbf{x}_{2}\right)=\mathbf{I}_{n}, \forall \mathbf{x}_{2} \in \tilde{X}_{2}
$$

where $\mathbf{M}$ is any measurable selection of $\partial_{2} \mathbf{f}\left(\cdot, \mathbf{x}\left(\cdot, \mathbf{x}_{2}\right)\right)$, a set-valued mapping from $\left[t_{0}, t_{f}\right]$ to the subsets of $\mathbb{R}^{n \times n}$.

Let $\Phi\left(t_{f}, \mathbf{x}_{2}\right)$ be the set of $\boldsymbol{\zeta}\left(t_{f}, \mathbf{x}_{2}\right)$ obtained from all possible measurable selections, $\mathbf{M}$, and $R\left(t_{f}, \mathbf{x}_{2}\right)$ be the plenary hull of $\Phi\left(t_{f}, \mathbf{x}_{2}\right)$ i.e., $R\left(t_{f}, \mathbf{x}_{2}\right)=\left\{\mathbf{A} \in \mathbb{R}^{n \times n}: \mathbf{v}^{\mathrm{T}} \mathbf{A u} \leq\right.$ $\left.\max \left\{\mathbf{v}^{\mathrm{T}} \mathbf{B u}: \mathbf{B} \in \Phi\left(t_{f}, \mathbf{x}_{2}\right)\right\}, \forall(\mathbf{u}, \mathbf{v}) \in \mathbb{R}^{n} \times \mathbb{R}^{n}\right\}$.

Then $\partial_{2} \mathbf{x}\left(t_{f}, \mathbf{x}_{2}\right) \subset R\left(t_{f}, \mathbf{x}_{2}\right)$. Let $S$ be a measure zero subset of $\left[t_{0}, t_{f}\right]$. If $\partial_{2} \mathbf{f}\left(t, \mathbf{x}\left(t, \mathbf{x}_{2}\right)\right)$ is a singleton for all $t \in\left[t_{0}, t_{f}\right] \backslash S$, then $R\left(t_{f}, \mathbf{x}_{2}\right)$ is a singleton. Let the single element be $\mathbf{J}_{2} \mathbf{x}\left(t_{f}, \mathbf{x}_{2}\right)$. Then $\mathbf{x}\left(t_{f}, \cdot\right)$ is strictly differentiable at $\mathbf{x}_{2}$ and $\mathbf{J}_{2} \mathbf{x}\left(t_{f}, \mathbf{x}_{2}\right)$ is the strict derivative.

### 3.1.1 Note on Notation and Assumptions

In the remainder of this chapter, $n_{x}, n_{p}$ and $n_{y}$ represent finite positive integers, $t_{0} \in \mathbb{R}, t_{f} \in$ $\mathbb{R}$ and $t_{0} \leq t_{f}$.
$X_{1}, X_{2}, X_{3}, X_{4}, X_{5}$ and $X_{6}$ are open connected subsets of $\mathbb{R}, \mathbb{R}^{n_{p}}, \mathbb{R}^{n_{x}}, \mathbb{R}^{n_{y}}, \mathbb{R}^{n_{x}}$ and $\mathbb{R}^{n_{y}}$
respectively. $X_{7}=X_{2} \times X_{3}, X_{8}=X_{2} \times X_{3} \times X_{4} \times X_{5}$ and $X_{9}=X_{4} \times X_{5} . T=\left[t_{0}, t_{f}\right] \subset X_{1}$.
In order to make the exposition more intuitive, the labels $\mathcal{T}, \mathcal{P}, \mathcal{X}, \mathcal{Y}, \dot{\mathcal{X}}, \mathcal{W}$ and $\mathcal{Q}$ will be used instead of $X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}$ and $X_{9}$. If the symbols $t, \mathbf{p}, \mathbf{x}, \mathbf{y}, \dot{\mathbf{x}}, \mathbf{w}, \mathbf{v}, \mathbf{u}$ and $\mathbf{q}$ appear as subscripts, they represent the indices $1,2,3,4,5,6,7,8$ and 9 .

### 3.2 Ordinary Differential Equations

In this section, sufficient conditions for the existence of adjoint and forward sensitivity trajectories are derived for the solutions of ordinary differential equations.

Assumption 3.2.1. Let $\mathbf{f}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \dot{\mathcal{X}}$ and $\mathbf{f}_{0}: \mathcal{P} \rightarrow \tilde{\mathcal{X}}$ be locally Lipschitz continuous functions where $\tilde{\mathcal{X}}$ is an open connected subset of $\mathcal{X}$. Let $\mathbf{x}: T \times \mathcal{P} \rightarrow \mathcal{X}$ be such that $\mathbf{x}(\cdot, \mathbf{p})$ is the unique solution of the initial value problem

$$
\begin{equation*}
\dot{\mathbf{x}}(t, \mathbf{p})=\mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{f}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P} . \tag{3.2.1}
\end{equation*}
$$

Remark 3.2.2. Let $\mathbf{z}: T \times \mathcal{P} \rightarrow \mathcal{P}:(t, \mathbf{p}) \mapsto \mathbf{p}$ and $\mathbf{v}: T \times \mathcal{P} \rightarrow \mathcal{P} \times \mathcal{X}:(t, \mathbf{p}) \mapsto$ $(\mathbf{z}(t, \mathbf{p}), \mathbf{x}(t, \mathbf{p}))$ for the remainder of this chapter.

Theorem 3.2.3. Let Assumption 3.2. 1 hold. Assume $\mathbf{f}_{0}$ is strictly differentiable at $\mathbf{p} \in \mathcal{P}$. Let $S$ be a measure zero subset of $T$. Assume $\partial_{\mathbf{v}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})$ ) is a singleton for all $t \in T \backslash S$.

Then the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ is locally Lipschitz continuous and strictly differentiable at $\mathbf{p} \in \mathcal{P}$ for all $t \in T$. Hence $\partial_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$ is a singleton for all $t \in T$. Let $\partial_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})=\left\{\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})\right\}$. Then, $\mathbf{J}_{\mathbf{p}} \mathbf{x}(\cdot, \mathbf{p})$ is the unique absolutely continuous function on $T$ that satisfies

$$
\begin{align*}
\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p}) & =\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right],  \tag{3.2.2}\\
\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{0}, \mathbf{p}\right) & =\mathbf{J}_{\mathbf{p}} \mathbf{f}_{0}(\mathbf{p}) .
\end{align*}
$$

Proof. Let $\mathbf{g}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{R}^{n_{p}} \times \dot{\mathcal{X}}:(t, \boldsymbol{\mu}) \mapsto(\mathbf{0}, \mathbf{f}(t, \boldsymbol{\mu}))$. $\mathbf{g}$ is a locally Lipschitz continuous function because it is the composition of locally Lipschitz continuous functions $\mathbf{f}$ and $\mathbf{h}: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}^{n_{p}+n_{x}}: \mathbf{u} \mapsto(\mathbf{0}, \mathbf{u})$. If $\partial_{\mathbf{v}} \mathbf{f}(t, \boldsymbol{\mu})$ is a singleton then $\left.\partial_{\mathbf{v}} \mathbf{g}(t, \boldsymbol{\mu})\right)$ is a singleton per Theorem 2.6.7.

Consider the initial value problem:

$$
\begin{equation*}
\dot{\boldsymbol{\nu}}\left(t, \boldsymbol{\nu}_{0}\right)=\mathbf{g}\left(t, \boldsymbol{\nu}\left(t, \boldsymbol{\nu}_{0}\right)\right), \forall t \in\left(t_{0}, t_{f}\right], \boldsymbol{\nu}\left(t_{0}, \boldsymbol{\nu}_{0}\right)=\boldsymbol{\nu}_{0}, \boldsymbol{\nu}_{0} \in \mathcal{P} \times \tilde{\mathcal{X}} \tag{3.2.3}
\end{equation*}
$$

where $\boldsymbol{\nu}: T \times \mathcal{P} \times \tilde{\mathcal{X}} \rightarrow \mathcal{P} \times \mathcal{X}$. Per Theorem 3.1.3, the mapping $\boldsymbol{\nu}_{0} \mapsto \boldsymbol{\nu}\left(t, \boldsymbol{\nu}_{0}\right)$ is locally Lipschitz continuous at $\overline{\boldsymbol{\nu}}_{0} \in \mathcal{P} \times \tilde{\mathcal{X}}$ for all $t \in\left[t_{0}, t_{f}\right]$ if the solution $\boldsymbol{\nu}\left(\cdot, \overline{\boldsymbol{\nu}}_{0}\right)$ exists. $\partial_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t, \overline{\boldsymbol{\nu}}_{0}\right)$ (here, the subscript 7 is replaced with $\boldsymbol{\nu}_{0}$ ) is contained in the plenary hull of the solutions of the family of initial value problems:

$$
\begin{equation*}
\dot{\boldsymbol{\zeta}}\left(t, \overline{\boldsymbol{\nu}}_{0}\right)=\mathbf{M}(t) \boldsymbol{\zeta}\left(t, \overline{\boldsymbol{\nu}}_{0}\right), \forall t \in\left(t_{0}, t_{f}\right], \boldsymbol{\zeta}\left(t_{0}, \overline{\boldsymbol{\nu}}_{0}\right)=\mathbf{I}_{n_{p}+n_{x}} \tag{3.2.4}
\end{equation*}
$$

where $\mathbf{M}$ is any measurable selection of $\partial_{\mathbf{v}} \mathbf{g}\left(\cdot, \boldsymbol{\nu}\left(\cdot, \overline{\boldsymbol{\nu}}_{0}\right)\right)$, a set-valued mapping from $T$ to the subsets of $\mathbb{R}^{\left(n_{p}+n_{x}\right) \times\left(n_{p}+n_{x}\right)}$, of the form

$$
\mathbf{M}(t)=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{M}_{\mathbf{p}}(t) & \mathbf{M}_{\mathbf{x}}(t)
\end{array}\right]
$$

and $\mathbf{M}_{\mathbf{x}}: T \rightarrow \mathbb{R}^{n_{x} \times n_{x}}, \mathbf{M}_{\mathbf{p}}: T \rightarrow \mathbb{R}^{n_{x} \times n_{p}}$ are bounded measurable functions.

Suppose that $\overline{\boldsymbol{\nu}}_{0}=\left(\mathbf{p}, \mathbf{x}_{0}\right)$ where $\mathbf{x}_{0} \in \tilde{\mathcal{X}}$ is such that $\partial_{\mathbf{v}} \mathbf{g}\left(t, \boldsymbol{\nu}\left(t, \overline{\boldsymbol{\nu}}_{0}\right)\right)$ is a singleton for all $t$ in $T$ except for a subset $S$ of measure zero. Then by Theorem 3.1.3, $\partial_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t, \overline{\boldsymbol{\nu}}_{0}\right)$ is a singleton for all $t \in T$. Let the single element and strict derivative of the mapping $\boldsymbol{\nu}_{0} \mapsto \boldsymbol{\nu}\left(t, \boldsymbol{\nu}_{0}\right)$ at
$\overline{\boldsymbol{\nu}}_{0}$ be $\mathbf{J}_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t, \overline{\boldsymbol{\nu}}_{0}\right)$. Then (3.2.4) can be written as

$$
\begin{align*}
& \dot{\mathbf{J}}_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t, \overline{\boldsymbol{\nu}}_{0}\right)=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}\left(t, \boldsymbol{\nu}\left(t, \overline{\boldsymbol{\nu}}_{0}\right)\right) & \hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}\left(t, \boldsymbol{\nu}\left(t, \overline{\boldsymbol{\nu}}_{0}\right)\right)
\end{array}\right] \mathbf{\nu}_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t, \overline{\boldsymbol{\nu}}_{0}\right), \forall t \in\left(t_{0}, t_{f}\right],  \tag{3.2.5}\\
& \mathbf{J}_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t_{0}, \bar{\nu}_{0}\right)=\mathbf{I}_{n_{p}+n_{x}} .
\end{align*}
$$

Note that $\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}\left(\cdot, \boldsymbol{\nu}\left(\cdot, \overline{\boldsymbol{\nu}}_{0}\right)\right)$ and $\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}\left(\cdot, \boldsymbol{\nu}\left(\cdot, \overline{\boldsymbol{\nu}}_{0}\right)\right)$ differ from any measurable selections $\mathbf{M}_{\mathbf{p}}$ and $\mathbf{M}_{\mathbf{x}}$ if $t \in S$ only. Therefore using these quantities instead of the measurable selections does not alter the value of $\mathbf{J}_{\nu_{0}} \boldsymbol{\nu}\left(t, \overline{\boldsymbol{\nu}}_{0}\right)$.

If $\overline{\boldsymbol{\nu}}_{0}=\left(\mathbf{p}, \mathbf{f}_{0}(\mathbf{p})\right)$, then $\boldsymbol{\nu}\left(t,\left(\mathbf{p}, \mathbf{f}_{0}(\mathbf{p})\right)\right)=\mathbf{v}(t, \mathbf{p}), \forall(t, \mathbf{p}) \in T \times \mathcal{P}$ satisfies (3.2.3). In addition, $\partial_{\mathbf{v}} \mathbf{g}(t, \mathbf{v}(t, \mathbf{p}))$ is a singleton for all $t \in T \backslash S, \mathbf{M}_{\mathbf{x}}(t)=\mathbf{J}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))$ and $\mathbf{M}_{\mathbf{p}}(t)=$ $\mathbf{J}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))$ for all $t \in T \backslash S$. Finally, $\partial_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t,\left(\mathbf{p}, \mathrm{f}_{0}(\mathbf{p})\right)\right)$ is a singleton for all $t \in T$.

Let $\mathbf{p} \in \mathcal{P}$ and $\overline{\mathbf{w}} \in \tilde{\mathcal{X}}$. The mapping $(\mathbf{u}, \mathbf{w}) \mapsto\left(\mathbf{u}, \mathbf{f}_{0}(\mathbf{u})\right)$ is strictly differentiable at ( $\mathbf{p}, \overline{\mathbf{w}}$ ) and the derivative is

$$
\mathbf{A}_{\mathbf{0}}(\mathbf{p}, \overline{\mathbf{w}})=\left[\begin{array}{cc}
\mathbf{I}_{n_{p}} & \mathbf{0} \\
\mathbf{J f}_{0}(\mathbf{p}) & \mathbf{0}
\end{array}\right]
$$

because $\mathbf{f}_{0}$ is strictly differentiable at $\mathbf{p}$. As a result, $\left(\mathbf{u}, \mathbf{f}_{0}(\mathbf{u})\right) \mapsto \boldsymbol{\nu}\left(t,\left(\mathbf{u}, \mathbf{f}_{0}(\mathbf{u})\right)\right)$ is locally Lipschitz continuous at $\left(\mathbf{p}, \mathbf{f}_{0}(\mathbf{p})\right)$ and $\partial_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t,\left(\mathbf{p}, \mathbf{f}_{0}(\mathbf{p})\right)\right)$ is $\left\{\mathbf{J}_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t,\left(\mathbf{p}, \mathbf{f}_{0}(\mathbf{p})\right)\right) \mathbf{A}_{\mathbf{0}}(\mathbf{p}, \overline{\mathbf{w}})\right\}$ per Theorem 2.6.7.

Equation (3.2.5) is a linear ordinary differential equation that admits a matrix-valued function $\boldsymbol{\Gamma}(t, \tau)$ such that $\mathbf{J}_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t, \overline{\boldsymbol{\nu}}_{0}\right)=\boldsymbol{\Gamma}(t, \tau) \mathbf{J}_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(\tau, \overline{\boldsymbol{\nu}}_{0}\right)=\boldsymbol{\Gamma}\left(t, t_{0}\right) \mathbf{I}_{n_{p}+n_{x}}$. Hence $\mathbf{J}_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}$ $\left(t,\left(\mathbf{p}, \mathbf{f}_{0}(\mathbf{p})\right)\right) \mathbf{A}_{\mathbf{0}}(\mathbf{p}, \overline{\mathbf{w}})$ is $\boldsymbol{\Gamma}\left(t, t_{0}\right) \mathbf{A}_{\mathbf{0}}(\mathbf{p}, \overline{\mathbf{w}})$ and $\mathbf{J}_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t,\left(\mathbf{p}, \mathbf{f}_{0}(\mathbf{p})\right)\right) \mathbf{A}_{\mathbf{0}}(\mathbf{p}, \overline{\mathbf{w}})$ is obtained as the solution of (3.2.5) with the initial conditions $\mathbf{J}_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t_{0}, \overline{\boldsymbol{\nu}}_{0}\right)=\mathbf{A}_{\mathbf{0}}(\mathbf{p}, \overline{\mathbf{w}})$ and $\overline{\boldsymbol{\nu}}_{0}=\left(\mathbf{p}, \mathbf{f}_{0}(\mathbf{p})\right)$.

Let

$$
\mathbf{J}_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(t,\left(\mathbf{p}, \mathrm{f}_{0}(\mathbf{p})\right)\right)=\left[\begin{array}{ll}
\boldsymbol{\zeta}_{A}(t, \mathbf{p}) & \boldsymbol{\zeta}_{B}(t, \mathbf{p}) \\
\boldsymbol{\zeta}_{C}(t, \mathbf{p}) & \boldsymbol{\zeta}_{D}(t, \mathbf{p})
\end{array}\right], \forall(t, \mathbf{p}) \in T \times \mathcal{P}
$$

where $\boldsymbol{\zeta}_{A}: T \times \mathcal{P} \rightarrow \mathbb{R}^{n_{p} \times n_{p}}, \boldsymbol{\zeta}_{B}: T \times \mathcal{P} \rightarrow \mathbb{R}^{n_{p} \times n_{x}}, \zeta_{C}: T \times \mathcal{P} \rightarrow \mathbb{R}^{n_{x} \times n_{p}}$ and $\boldsymbol{\zeta}_{D}: T \times \mathcal{P} \rightarrow$ $\mathbb{R}^{n_{x} \times n_{x}}$.

Multiplying out (3.2.5) and substituting $\mathbf{v}(t, \mathbf{p})$ for $\boldsymbol{\nu}\left(t,\left(\mathbf{p}, \mathbf{f}_{0}(\mathbf{p})\right)\right)$ results in

$$
\begin{aligned}
\dot{\boldsymbol{\zeta}}_{A}(t, \mathbf{p}) & =\mathbf{0}, \forall t \in\left(t_{0}, t_{f}\right], \dot{\boldsymbol{\zeta}}_{B}(t, \mathbf{p})=\mathbf{0}, \forall t \in\left(t_{0}, t_{f}\right] \\
\dot{\boldsymbol{\zeta}}_{C}(t, \mathbf{p}) & =\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}\left(t, \mathbf{v}(t, \mathbf{p}) \boldsymbol{\zeta}_{A}(t, \mathbf{p})+\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \boldsymbol{\zeta}_{C}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right]\right. \\
\dot{\boldsymbol{\zeta}}_{D}(t, \mathbf{p}) & =\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \boldsymbol{\zeta}_{B}(t, \mathbf{p})+\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \boldsymbol{\zeta}_{D}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right] \\
\boldsymbol{\zeta}_{A}\left(t_{0}, \mathbf{p}\right) & =\mathbf{I}_{n_{p}}, \boldsymbol{\zeta}_{B}\left(t_{0}, \mathbf{p}\right)=\mathbf{0} \\
\boldsymbol{\zeta}_{C}\left(t_{0}, \mathbf{p}\right) & =\mathbf{J} \mathbf{J}_{0}(\mathbf{p}), \boldsymbol{\zeta}_{D}\left(t_{0}, \mathbf{p}\right)=\mathbf{0} .
\end{aligned}
$$

Note that $\boldsymbol{\zeta}_{C}$ is the derivative of the map $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ at $\boldsymbol{\eta}=\mathbf{p}$. In addition, $\boldsymbol{\zeta}_{A}(t, \mathbf{p})=\mathbf{I}_{n_{p}}$ for all $t \in T$. Renaming $\boldsymbol{\zeta}_{C}(t, \mathbf{p})$ as $\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$, the following desired result is obtained:

$$
\begin{aligned}
\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p}) & =\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right] \\
\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{0}, \mathbf{p}\right) & =\mathbf{J}_{\mathbf{p}} \mathbf{f}_{0}(\mathbf{p})
\end{aligned}
$$

Note that $\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(\cdot, \mathbf{v}(\cdot, \mathbf{p}))$ and $\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(\cdot, \mathbf{v}(\cdot, \mathbf{p}))$ are bounded and measurable functions on $T$. Hence $\mathbf{J}_{\mathbf{p}} \mathbf{x}(\cdot, \mathbf{p})$ is absolutely continuous on $T$ per Theorem 3 in [37].

The next two theorems contain adjoint sensitivity results that consider two cases. In the first theorem, the function $G: \mathcal{P} \rightarrow \mathbb{R}$ can be computed by integrating a locally Lipschitz function on $T$. The second theorem considers the case when such a computation is not
possible.

Theorem 3.2.4. Let the hypotheses of Theorem 3.2.3 hold. Let $g: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{R}$ be $a$ locally Lipschitz continuous function. Define $G: \mathcal{P} \rightarrow \mathbb{R}$ by

$$
G(\mathbf{p})=\int_{t_{0}}^{t_{f}} g(t, \mathbf{v}(t, \mathbf{p})) d t
$$

Let $Q$ be a measure zero subset of $T$. Let $\partial_{\mathbf{v}} g(t, \mathbf{v}(t, \mathbf{p}))$ be a singleton for all $t \in T \backslash Q$.
Let $\boldsymbol{\lambda}: T \rightarrow \mathbb{R}^{n_{x}}$ be a solution of the initial value problem,

$$
\begin{equation*}
\dot{\boldsymbol{\lambda}}(t)=-\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t)+\hat{\boldsymbol{\nabla}}_{\mathbf{x}} g(t, \mathbf{v}(t, \mathbf{p})), \forall t \in\left[t_{0}, t_{f}\right), \boldsymbol{\lambda}\left(t_{f}\right)=\mathbf{0} \tag{3.2.6}
\end{equation*}
$$

Then, $\boldsymbol{\lambda}$ is unique and absolutely continuous. In addition, $G$ is locally Lipschitz continuous and strictly differentiable at $\mathbf{p}$ and the strict derivative is

$$
\begin{equation*}
\boldsymbol{\nabla} G(\mathbf{p})=\int_{t_{0}}^{t_{f}} \hat{\boldsymbol{\nabla}}_{\mathbf{p}} g(t, \mathbf{v}(t, \mathbf{p}))-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t) d t+\left.\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \boldsymbol{\lambda}(t)\right|_{t_{0}} ^{t_{f}} \tag{3.2.7}
\end{equation*}
$$

Proof. The proof consists of applying the results of Theorem 3.1.2 and Theorem 3.2.3 to the equivalent integral

$$
G(\mathbf{p})=\int_{t_{0}}^{t_{f}} g(t, \mathbf{v}(t, \mathbf{p}))-\boldsymbol{\lambda}(t)^{\mathbf{T}}(\mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))-\dot{\mathbf{x}}(t, \mathbf{p})) d t
$$

Let $\epsilon>0$ and $\Gamma(\epsilon, \mathbf{p})=\left\{(t, \tilde{\mathbf{v}}) \in T \times \mathbb{R}^{n_{p}+n_{x}}:\|\tilde{\mathbf{v}}-\mathbf{v}(t, \mathbf{p})\|<\epsilon\right\}$. Note that there exists an $\epsilon>0$ such that $\Gamma(\epsilon, \mathbf{p}) \subset \mathcal{T} \times \mathcal{P} \times \mathcal{X}$ because $\mathcal{T} \times \mathcal{P} \times \mathcal{X}$ is open and $\{(t, \mathbf{v}(t, \mathbf{p})): t \in T\}$ is a bounded subset of $\mathcal{T} \times \mathcal{P} \times \mathcal{X}$. Since $\Gamma(\epsilon, \mathbf{p})$ is bounded and $\mathbf{f}$ and $g$ are locally Lipschitz continuous at all points in $\Gamma(\epsilon, \mathbf{p})$, there exists a Lipschitz constant, $K$, such that $\left\|g\left(t, \mathbf{v}_{1}\right)-g\left(t, \mathbf{v}_{2}\right)\right\| \leq K\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|$ and $\left\|\mathbf{f}\left(t, \mathbf{v}_{1}\right)-\mathbf{f}\left(t, \mathbf{v}_{2}\right)\right\| \leq K\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|$ for all $\left(t, \mathbf{v}_{1}\right) \in$ $\Gamma(\epsilon, \mathbf{p}),\left(t, \mathbf{v}_{2}\right) \in \Gamma(\epsilon, \mathbf{p})$. In addition, $\left\|\hat{\boldsymbol{\nabla}}_{\mathbf{x}} g(t, \mathbf{v}(t, \mathbf{p}))\right\| \leq K$ and $\left\|\hat{\boldsymbol{\nabla}}_{\mathbf{p}} g(t, \mathbf{v}(t, \mathbf{p}))\right\| \leq K$ for
all $t \in T$.
Since $g(t, \cdot)$ is strictly differentiable for all $t \in T \backslash Q$,

$$
\lim _{s_{i} \downarrow 0} \frac{g\left(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})+s_{i} \mathbf{d}\right)-g(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))}{s_{i}}=\hat{\nabla}_{\mathbf{x}} g(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \mathbf{d}
$$

holds for all $t \in T \backslash Q$ and $\mathbf{d} \in \mathbb{R}^{n_{x}}$. The quotient on the left is a bounded continuous function of $t$ for small enough $s_{i}$ due to local Lipschitz continuity of $g$. Per the Lebesgue Dominated Convergence Theorem it can be shown that $\hat{\boldsymbol{\nabla}}_{\mathbf{x}} g(\cdot, \mathbf{v}(\cdot, \mathbf{p}))$ is a measurable function from $T$ to $\mathbb{R}^{n_{x}}$. Lebesgue integrability of $\hat{\boldsymbol{\nabla}}_{\mathbf{p}} g(\cdot, \mathbf{v}(\cdot, \mathbf{p}))$ can be shown using the same arguments.
$\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(\cdot, \mathbf{v}(\cdot, \mathbf{p}))$ is a bounded measurable function of $t$ because it differs from a bounded measurable function $\mathbf{M}_{\mathbf{x}}$ (as defined in Theorem 3.2.3) on a measure zero subset of $T$ and $\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))$ is zero for $t$ in that set.

As a result, there exists a unique, bounded and absolutely continuous solution to (3.2.6) in the sense of Carathéodory per Theorem 3 in [37], employing the trivial extension of (3.2.6) from $T$ to $\mathcal{T}$ obtained by defining $\dot{\boldsymbol{\lambda}}(t)=\mathbf{0}$ in case $t \notin T$.

Per Theorem 3.2.3, the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ is locally Lipschitz continuous. Therefore the mapping $\boldsymbol{\eta} \mapsto \mathbf{v}(t, \boldsymbol{\eta})$ is locally Lipschitz continuous at $\mathbf{p}$ for all $t \in T$. Let $O \subset \mathcal{P}$ be the open set on which local Lipschitz continuity holds. Due to the continuous dependence of $\mathbf{v}(t, \boldsymbol{\eta})$ on $\boldsymbol{\eta} \in O$, one can pick an $\epsilon_{p}>0$ such that for all $\boldsymbol{\eta} \in O$ satisfying $\|\boldsymbol{\eta}-\mathbf{p}\|<\epsilon_{p}$, $\mathbf{v}(t, \boldsymbol{\eta}) \subset \Gamma(\epsilon, \mathbf{p})$.

Let $\mathbf{p}_{1} \in O$ and $\mathbf{p}_{2} \in O$ satisfy $\left\|\mathbf{p}-\mathbf{p}_{1}\right\|<\epsilon_{p}$ and $\left\|\mathbf{p}-\mathbf{p}_{2}\right\|<\epsilon_{p}$. Then

$$
\begin{aligned}
\mathbf{x}\left(t, \mathbf{p}_{1}\right)-\mathbf{x}\left(t, \mathbf{p}_{2}\right) & =\int_{t_{0}}^{t} \mathbf{f}\left(\zeta, \mathbf{v}\left(\zeta, \mathbf{p}_{1}\right)\right)-\mathbf{f}\left(\zeta, \mathbf{v}\left(\zeta, \mathbf{p}_{2}\right)\right) d \zeta+\mathbf{x}\left(t_{0}, \mathbf{p}_{1}\right)-\mathbf{x}\left(t_{0}, \mathbf{p}_{2}\right) \\
\left\|\mathbf{x}\left(t, \mathbf{p}_{1}\right)-\mathbf{x}\left(t, \mathbf{p}_{2}\right)\right\| & \leq \int_{t_{0}}^{t}\left\|\mathbf{f}\left(\zeta, \mathbf{v}\left(\zeta, \mathbf{p}_{1}\right)\right)-\mathbf{f}\left(\zeta, \mathbf{v}\left(\zeta, \mathbf{p}_{2}\right)\right)\right\| d \zeta+K_{0}\left\|\mathbf{p}_{1}-\mathbf{p}_{2}\right\| \\
\left\|\mathbf{x}\left(t, \mathbf{p}_{1}\right)-\mathbf{x}\left(t, \mathbf{p}_{2}\right)\right\| & \leq \int_{t_{0}}^{t} K\left\|\mathbf{p}_{2}-\mathbf{p}_{2}\right\|+K\left\|\mathbf{x}\left(\zeta, \mathbf{p}_{1}\right)-\mathbf{x}\left(\zeta, \mathbf{p}_{2}\right)\right\| d \zeta+K_{0}\left\|\mathbf{p}_{1}-\mathbf{p}_{2}\right\|
\end{aligned}
$$

hold where $K_{0}$ is a Lipschitz constant of $\mathbf{f}_{0}$ in a neighborhood of $\mathbf{p}$ that contains $\mathbf{p}_{1}$ and $\mathbf{p}_{2}$. Application of Gronwall's Lemma produces

$$
\left\|\mathbf{x}\left(t, \mathbf{p}_{1}\right)-\mathbf{x}\left(t, \mathbf{p}_{2}\right)\right\| \leq\left(K\left(t-t_{0}\right)+K_{0}\right)\left\|\mathbf{p}_{1}-\mathbf{p}_{2}\right\| e^{K\left(t-t_{0}\right)}
$$

Hence $\| g\left(t, \mathbf{v}\left(t, \mathbf{p}_{1}\right)\right)-g\left(t, \mathbf{v}\left(t, \mathbf{p}_{2}\right)\left\|\leq\left(K+K^{2}\left(t_{f}-t_{0}\right)+K K_{0}\right) e^{K\left(t_{f}-t_{0}\right)}\right\| \mathbf{p}_{1}-\mathbf{p}_{2} \|, \forall t \in T\right.$.

The term $(\mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))-\dot{\mathbf{x}}(t, \mathbf{p}))$ is identically zero for all values of $\mathbf{p}$ and $t$. As a result, the hypotheses of Theorem 3.1.2 hold. Hence, $\boldsymbol{\eta} \mapsto G(\boldsymbol{\eta})$ is locally Lipschitz continuous at $\mathbf{p}$ and $\partial G(\mathbf{p}) \subset W$ where $W=\left\{\mathbf{w}: \mathbf{w}=\int_{t_{0}}^{t_{f}} \mathbf{w}_{t}(t) d t\right\}, \mathbf{w}_{t}$ is a measurable selection of $\partial_{\mathbf{p}} \tilde{g}(\cdot, \mathbf{p})$ and $\tilde{g}(\cdot, \mathbf{p})=g(\cdot, \mathbf{v}(\cdot, \mathbf{p}))-\boldsymbol{\lambda}(\cdot)^{\mathrm{T}}(\mathbf{f}(\cdot, \mathbf{v}(\cdot, \mathbf{p}))-\dot{\mathbf{x}}(\cdot, \mathbf{p}))$.

Let $\tilde{\mathbf{w}}_{t}(t)=\mathbf{J}_{\mathbf{p}}(\mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))-\dot{\mathbf{x}}(t, \mathbf{p}))$. Then $\tilde{\mathbf{w}}_{t}(t)=\mathbf{0}, \forall t \in T$ and

$$
\mathbf{J}_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p})=\mathbf{J}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\mathbf{J}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))=\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p}), \forall t \in T \backslash S
$$

per (3.2.2). Therefore, $\tilde{\mathbf{w}}_{t}(t)$ is $\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))-\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$.

Any measurable selection $\mathbf{w}_{t}$ differs from $\hat{\mathbf{w}}_{t}$ only if $t \in S \cup Q$ where $\hat{\mathbf{w}}_{t}$ is

$$
\hat{\mathbf{w}}_{t}(t)=\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\mathbf{x}} g(t, \mathbf{v}(t, \mathbf{p}))+\hat{\boldsymbol{\nabla}}_{\mathbf{p}} g(t, \mathbf{v}(t, \mathbf{p}))-\tilde{\mathbf{w}}_{t}(t)^{\mathrm{T}} \boldsymbol{\lambda}(t)
$$

The integral of $\hat{\mathbf{w}}_{t}(t)$ is

$$
\begin{align*}
\int_{t_{0}}^{t_{f}} & \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\mathbf{x}} g(t, \mathbf{v}(t, \mathbf{p}))+\hat{\boldsymbol{\nabla}}_{\mathbf{p}} g(t, \mathbf{v}(t, \mathbf{p}))-  \tag{3.2.8}\\
& \left(\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))-\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}(t) d t
\end{align*}
$$

Since $\boldsymbol{\lambda}$ and $\mathbf{J}_{\mathbf{p}} \mathbf{x}(\cdot, \mathbf{p})$ are absolutely continuous functions of $t$, integration by parts for the

Lebesgue integral produces

$$
\begin{equation*}
\int_{t_{0}}^{t_{f}} \dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \boldsymbol{\lambda}(t) d t=\left.\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \boldsymbol{\lambda}(t)\right|_{t_{0}} ^{t_{f}}-\int_{t_{0}}^{t_{f}} \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \dot{\boldsymbol{\lambda}}(t) d t \tag{3.2.9}
\end{equation*}
$$

Combining (3.2.9) with (3.2.8) results in

$$
\begin{align*}
& \int_{t_{0}}^{t_{f}} \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\mathbf{x}} g(t, \mathbf{v}(t, \mathbf{p}))+\hat{\boldsymbol{\nabla}}_{\mathbf{p}} g(t, \mathbf{v}(t, \mathbf{p}))-  \tag{3.2.10}\\
& \quad \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t)-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t)-\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \dot{\boldsymbol{\lambda}}(t) d t+ \\
& \left.\quad \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \boldsymbol{\lambda}(t)\right|_{t_{0}} ^{t_{f}}
\end{align*}
$$

After collecting terms multiplying $\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$ in (3.2.10) and substituting the right-hand side expression in (3.2.6) for $\boldsymbol{\lambda}(t)$, the desired result in (3.2.7) is obtained. Strict differentiability follows from the fact that all possible measurable selections $\mathbf{w}_{t}$ differ from $\hat{\mathbf{w}}_{t}$ only if $t$ is in a measure zero subset of $T$, and therefore $W$ is a singleton.

Theorem 3.2.5. Let the hypotheses of Theorem 3.2.3 hold. Let $h: \mathcal{T}_{0} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{R}$ be $a$ locally Lipschitz continuous function where $\mathcal{T}_{0}$ is an open subset of $\mathcal{T}$ such that $t_{f} \in \mathcal{T}_{0}$.

Let $G: \mathcal{P} \rightarrow \mathbb{R}: \boldsymbol{\eta} \mapsto h\left(t_{f}, \mathbf{v}\left(t_{f}, \boldsymbol{\eta}\right)\right)$ and assume $\partial_{\mathbf{v}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)$ is a singleton whose single element is $\left(\boldsymbol{\nabla}_{\mathbf{p}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right), \boldsymbol{\nabla}_{\mathbf{x}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)\right.\right.$ where $\boldsymbol{\nabla}_{\mathbf{p}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right) \in \mathbb{R}^{n_{p}}\right.$ and $\boldsymbol{\nabla}_{\mathbf{x}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right) \in \mathbb{R}^{n_{x}}$.

Let $\mathbf{C}_{\mathbf{x}}=\boldsymbol{\nabla}_{\mathbf{x}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)$ and $\mathbf{C}_{\mathbf{p}}=\boldsymbol{\nabla}_{\mathbf{p}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)$. Let $\boldsymbol{\lambda}: T \rightarrow \mathbb{R}^{n_{x}}$ be a solution of the initial value problem:

$$
\begin{equation*}
\dot{\boldsymbol{\lambda}}(t)=-\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t), \forall t \in\left[t_{0}, t_{f}\right), \boldsymbol{\lambda}\left(t_{f}\right)=-\mathbf{C}_{\mathbf{x}} \tag{3.2.11}
\end{equation*}
$$

Then, it is unique and absolutely continuous. In addition, $G$ is locally Lipschitz continuous
and strictly differentiable at $\mathbf{p}$ and the derivative is

$$
\begin{equation*}
\nabla G(\mathbf{p})=\int_{t_{0}}^{t_{f}}-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t) d t-\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{0}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\lambda}\left(t_{0}\right)+\mathbf{C}_{\mathbf{p}} \tag{3.2.12}
\end{equation*}
$$

Proof. The existence, uniqueness and absolute continuity of $\boldsymbol{\lambda}$ follows from similar arguments to those presented in Theorem 3.2.4.
$G$ is locally Lipschitz continuous at $\mathbf{p}$ because it is the composition of locally Lipschitz continuous functions $h\left(t_{f}, \cdot\right)$ and the locally Lipschitz continuous function $\mathbf{v}\left(t_{f}, \cdot\right)$. Strict differentiability follows from the fact that $\partial_{\mathbf{v}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)$ is a singleton and $\mathbf{v}\left(t_{f}, \cdot\right)$ is strictly differentiable at $\mathbf{p}$. The strict derivative is $\boldsymbol{\nabla} G(\mathbf{p})=\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}+\mathbf{C}_{\mathbf{p}}$.

The expression

$$
\begin{align*}
& \int_{t_{0}}^{t_{f}} \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}-  \tag{3.2.13}\\
& \quad\left(\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))-\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}(t) d t+ \\
& \quad \mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{0}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}
\end{align*}
$$

is equal to $\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}$ regarding $\mathbf{C}_{\mathbf{x}}$ as a constant because the term multiplying $\boldsymbol{\lambda}(t)$ is identically zero as discussed in Theorem 3.2.4.
$\mathbf{J}_{\mathbf{p}} \mathbf{x}(\cdot, \mathbf{p})$ and $\boldsymbol{\lambda}$ are absolutely continuous functions from $T$ to $\mathbb{R}^{n_{x} \times n_{p}}$ and $\mathbb{R}^{n_{x}}$, respectively, and therefore integration by parts for the Lebesgue integral produces

$$
\int_{t_{0}}^{t_{f}} \dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}}\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}(t)\right) d t=\left.\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}}\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}(t)\right)\right|_{t_{0}} ^{t_{f}}-\int_{t_{0}}^{t_{f}} \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \dot{\boldsymbol{\lambda}}(t) d t
$$

Hence, the expression (3.2.13) can be written as

$$
\int_{t_{0}}^{t_{f}}-\left(\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))\right)^{\mathrm{T}} \boldsymbol{\lambda}(t)-\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \dot{\boldsymbol{\lambda}}(t) d t+
$$

$$
\begin{align*}
& \left.\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}}\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}(t)\right)\right|_{t_{0}} ^{t_{f}}+\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{0}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}, \\
& \int_{t_{0}}^{t_{f}} \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}}\left(-\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t)-\dot{\boldsymbol{\lambda}}(t)\right)-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t) d t+  \tag{3.2.14}\\
& \mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}}\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}\left(t_{f}\right)\right)-\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{0}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\lambda}\left(t_{0}\right) .
\end{align*}
$$

After substituting the right-hand side expression in (3.2.11) for $\dot{\boldsymbol{\lambda}}$, (3.2.14) becomes (3.2.12).

### 3.3 Differential-Algebraic Equations

Results in this section extend previous results to a subset of differential-algebraic equations.

Assumption 3.3.1. Let $\mathbf{F}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}^{n_{x}+n_{y}}$ and $\mathbf{F}_{0}: \mathcal{P} \rightarrow \mathcal{X}$ be locally Lipschitz continuous functions. Let $\mathbf{x}: T \times \mathcal{P} \rightarrow \mathcal{X}, \mathbf{y}: T \times \mathcal{P} \rightarrow \mathcal{Y}$ and $\dot{\mathbf{x}}: T \times \mathcal{P} \rightarrow \dot{\mathcal{X}}$ be such that they uniquely satisfy the initial value problem

$$
\begin{equation*}
\mathbf{0}=\mathbf{F}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})), \forall t \in\left[t_{0}, t_{f}\right], \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{F}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P}, \tag{3.3.1}
\end{equation*}
$$

Let $\dot{\mathbf{x}}\left(t_{0}, \overline{\mathbf{p}}\right)=\dot{\overline{\mathbf{x}}}$ and $\mathbf{y}\left(t_{0}, \overline{\mathbf{p}}\right)=\overline{\mathbf{y}}$ for some $\overline{\mathbf{p}} \in \mathcal{P}$ where $\dot{\mathbf{x}}$ and $\overline{\mathbf{y}}$ are constants and satisfy $\mathbf{F}\left(t_{0}, \overline{\mathbf{p}}, \mathbf{x}\left(t_{0}, \overline{\mathbf{p}}\right), \mathbf{y}\left(t_{0}, \overline{\mathbf{p}}\right), \dot{\mathbf{x}}\left(t_{0}, \overline{\mathbf{p}}\right)\right)=\mathbf{0}$. Assume that this condition uniquely determines $\mathbf{y}\left(t_{0}, \mathbf{p}\right)$ and $\dot{\mathbf{x}}\left(t_{0}, \mathbf{p}\right)$ for all $\mathbf{p} \in \mathcal{P}$.

Remark 3.3.2. Let $\mathbf{u}: T \times \mathcal{P} \rightarrow \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}:(t, \mathbf{p}) \mapsto(\mathbf{v}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))$ for the remainder of this chapter.

Lemma 3.3.3. Let $\boldsymbol{\eta}_{\mathbf{p}} \in \mathcal{P}, \boldsymbol{\eta}_{\mathbf{x}} \in \mathcal{X}, \boldsymbol{\eta}_{\mathbf{y}} \in \mathcal{Y}, \boldsymbol{\eta}_{\dot{\mathbf{x}}} \in \dot{\mathcal{X}}$ and $\boldsymbol{\eta}=\left(\boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}, \boldsymbol{\eta}_{\mathbf{y}}, \boldsymbol{\eta}_{\dot{\mathbf{x}}}\right)$.
Assume $\pi_{\mathbf{q}} \partial \mathbf{F}(t, \boldsymbol{\eta})$ is maximal for all $(t, \boldsymbol{\eta}) \in \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}$. Then there exist locally Lipschitz continuous functions: $\mathbf{f}: T \times \mathcal{P} \times \mathcal{X} \rightarrow \dot{\mathcal{X}}$ and $\mathbf{r}: T \times \mathcal{P} \times \mathcal{X} \rightarrow \mathcal{Y}$ such that $\mathbf{0}=\mathbf{F}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}, \boldsymbol{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right), \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)\right)$ holds.

If $\partial \mathbf{F}(t, \boldsymbol{\eta})$ is a singleton whose only member is

$$
\mathbf{J F}(t, \boldsymbol{\eta})=\left[\mathbf{J}_{t} \mathbf{F}(t, \boldsymbol{\eta}) \mathbf{J}_{\mathbf{p}} \mathbf{F}(t, \boldsymbol{\eta}) \mathbf{J}_{\mathbf{x}} \mathbf{F}(t, \boldsymbol{\eta}) \mathbf{J}_{\mathbf{y}} \mathbf{F}(t \boldsymbol{\eta}) \mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}(t, \boldsymbol{\eta})\right]
$$

then $\mathbf{f}$ and $\mathbf{r}$ are strictly differentiable and the derivatives are the solutions of the equation,

$$
\left.\begin{array}{rl}
{\left[\mathbf{J}_{\mathbf{y}} \mathbf{F}(t, \boldsymbol{\eta}) \mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}(t, \boldsymbol{\eta})\right.}
\end{array}\right]\left[\begin{array}{rrr}
\mathbf{J}_{t} \boldsymbol{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & \mathbf{J}_{\mathbf{p}} \mathbf{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & \mathbf{J}_{\mathbf{x}} \mathbf{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \\
\mathbf{J}_{\mathbf{t}} \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & \mathbf{J}_{\mathbf{p}} \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & \mathbf{J}_{\mathbf{x}} \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)
\end{array}\right]=, ~ \begin{aligned}
\left.\mathbf{J}_{t} \mathbf{F}(t, \boldsymbol{\eta}) \mathbf{J}_{\mathbf{p}} \mathbf{F}(t, \boldsymbol{\eta}) \mathbf{J}_{\mathbf{x}} \mathbf{F}(t, \boldsymbol{\eta})\right]
\end{aligned}
$$

Proof. The result follows from Theorem 2.6.13.

Corollary 3.3.4. Let Assumption 3.3 .1 and the assumptions of Lemma 3.3.3 hold. Let $\mathbf{u}(t, \overline{\mathbf{p}})$ be the unique solution of (3.3.1) if $\mathbf{p}=\overline{\mathbf{p}}$. Then $\mathbf{u}(t, \cdot)$ is a locally Lipschitz continuous function at $\overline{\mathbf{p}}$ for all $t \in T$.

Proof. Since the implicit function, $\mathbf{f}$ as defined in Lemma 3.3.3 is a locally Lipschitz continuous function, $\mathbf{v}(t, \cdot)$ is a locally Lipschitz continuous function at $\overline{\mathbf{p}}$ for all $t \in T$ per Theorem 3.1.3 considering the extended ODE in (3.2.3). The local Lipschitz continuity of $\mathbf{y}(t, \cdot)$ at $\overline{\mathbf{p}}$ follows from the local Lipschitz continuity of the implicit function $\mathbf{r}(t, \cdot)$ at $\mathbf{v}(t, \overline{\mathbf{p}})$ for all $t \in T$ and the local Lipschitz continuity of $\mathbf{v}(t, \cdot)$ at $\overline{\mathbf{p}}$ for all $t \in T$. The local Lipschitz continuity of $\dot{\mathbf{x}}(t, \cdot)$ at $\mathbf{p}$ follows from the same reasoning using $\mathbf{f}$ instead of $\mathbf{r}$. Since all elements of $\mathbf{u}(t, \cdot)$ are locally Lipschitz continuous at $\overline{\mathbf{p}}$ so is $\mathbf{u}(t, \cdot)$ for all $t \in T$.

Lemma 3.3.5. Let Assumption 3.3.1 and the assumptions of Lemma 3.3.3 hold. Let $\partial_{\mathbf{u}} \mathbf{F}(t, \boldsymbol{\eta})$ be a singleton whose element is

$$
\mathbf{J}_{\mathbf{u}} \mathbf{F}(t, \boldsymbol{\eta})=\left[\mathbf{J}_{\mathbf{p}} \mathbf{F}(t, \boldsymbol{\eta}) \mathbf{J}_{\mathbf{x}} \mathbf{F}(t, \boldsymbol{\eta}) \mathbf{J}_{\mathbf{y}} \mathbf{F}(t, \boldsymbol{\eta}) \mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}(t, \boldsymbol{\eta})\right]
$$

Then $\mathbf{f}(t, \cdot)$ and $\mathbf{r}(t, \cdot)$ are strictly differentiable at $(t, \boldsymbol{\eta})$. The derivatives satisfy

$$
\left[\mathbf{J}_{\mathbf{y}} \mathbf{F}(t, \boldsymbol{\eta}) \mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}(t, \boldsymbol{\eta})\right]\left[\begin{array}{ll}
\mathbf{J}_{\mathbf{p}} \mathbf{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & \mathbf{J}_{\mathbf{x}} \mathbf{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)  \tag{3.3.2}\\
\mathbf{J}_{\mathbf{p}} \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & \mathbf{J}_{\mathbf{x}} \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)
\end{array}\right]=-\left[\mathbf{J}_{\mathbf{p}} \mathbf{F}(t, \boldsymbol{\eta}) \mathbf{J}_{\mathbf{x}} \mathbf{F}(t, \boldsymbol{\eta})\right]
$$

Proof. If $\pi_{\mathbf{q}} \partial_{\mathbf{u}} \mathbf{F}(t, \boldsymbol{\eta})$ were maximal, then the result of the lemma would follow from Theorem 2.6.13. However, it is not obvious that if $\pi_{\mathbf{q}} \partial \mathbf{F}(t, \boldsymbol{\eta})$ is maximal, then $\pi_{\mathbf{q}} \partial_{\mathbf{u}} \mathbf{F}(t, \boldsymbol{\eta})$ is maximal.

In order to arrive at the desired result, Theorem 3.2 in [78] is used. $\partial f(p), L$, and $\left.\partial f(p)\right|_{L}$ (the restriction of $\partial f(p)$ to the subspace $L$ ), correspond to $\partial \mathbf{F}(t, \boldsymbol{\eta}), \mathbb{R}^{n_{p} \times n_{x} \times n_{y} \times n_{x}}$ and $\pi_{\mathbf{u}} \partial \mathbf{F}(t, \boldsymbol{\eta})$, respectively. $\partial_{L} f(p)$ is an intermediate construct that contains $\partial^{C} g(0)$ (see comment on page 57 in [78]). $\partial^{C} g(0)$ corresponds to $\partial_{\mathbf{u}} \mathbf{F}(t, \boldsymbol{\eta})$ in this case. Hence, $\partial_{\mathbf{u}} \mathbf{F}(t, \boldsymbol{\eta}) \subset \pi_{\mathbf{u}} \partial \mathbf{F}(t, \boldsymbol{\eta})$ and $\pi_{\mathbf{q}}\left(\pi_{\mathbf{u}} \partial \mathbf{F}(t, \boldsymbol{\eta})\right)=\pi_{\mathbf{q}} \partial \mathbf{F}(t, \boldsymbol{\eta}) \supset \pi_{\mathbf{q}} \partial_{\mathbf{u}} \mathbf{F}(t, \boldsymbol{\eta}) . \quad$ As a result, $\pi_{\mathbf{q}} \partial_{\mathbf{u}} \mathbf{F}(t, \boldsymbol{\eta})$ is maximal.

Theorem 3.3.6. Let Assumption 3.3 .1 and the assumptions of Lemma 3.3 .3 hold. Let $S$ be a measure zero subset of $T$. Let $\partial_{\mathbf{u}} \mathbf{F}(t, \mathbf{u}(t, \mathbf{p}))$ be a singleton for $t \in T \backslash S$. Assume $\mathbf{F}_{\mathbf{0}}$ is strictly differentiable at $\mathbf{p}$. Then $\partial_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$ is a singleton for all $t \in T$. Let the single element be $\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$. Then $\mathbf{J}_{\mathbf{p}} \mathbf{x}(\cdot, \mathbf{p})$ is the unique absolutely continuous function on $T$ that satisfies

$$
\begin{align*}
\partial_{\mathbf{u}} \mathbf{F}(t, \mathbf{u}(t, \mathbf{p})) & =\left\{\left[\boldsymbol{\pi}_{\mathbf{v}} \mathbf{J}_{\mathbf{u}} \mathbf{F}(t, \mathbf{u}(t, \mathbf{p})) \boldsymbol{\pi}_{\mathbf{q}} \mathbf{J}_{\mathbf{u}} \mathbf{F}(t, \mathbf{u}(t, \mathbf{p}))\right]\right\}, \forall t \in T \backslash S \\
\mathbf{J}(t, \mathbf{p}) & =-\boldsymbol{\pi}_{\mathbf{q}} \mathbf{J}_{\mathbf{u}} \mathbf{F}(t, \mathbf{u}(t, \mathbf{p}))^{-1} \boldsymbol{\pi}_{\mathbf{v}} \mathbf{J}_{\mathbf{u}} \mathbf{F}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in T \backslash S  \tag{3.3.3}\\
\mathbf{J}(t, \mathbf{p}) & =\left[\begin{array}{ll}
\mathbf{J}_{\mathbf{p}} \mathbf{r}(t, \mathbf{v}(t, \mathbf{p})) & \mathbf{J}_{\mathbf{x}} \mathbf{r}(t, \mathbf{v}(t, \mathbf{p})) \\
\mathbf{J}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) & \mathbf{J}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))
\end{array}\right], \forall t \in T \backslash S, \\
\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p}) & =\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right],  \tag{3.3.4}\\
\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{0}, \mathbf{p}\right) & =\mathbf{J}_{\mathbf{p}} \mathbf{F}_{0}(\mathbf{p})
\end{align*}
$$

where $\boldsymbol{\pi}_{\mathbf{v}} \mathbf{J}_{\mathbf{u}} \mathbf{F}(t, \mathbf{u}(t, \mathbf{p})) \in \mathbb{R}^{\left(n_{x}+n_{y}\right) \times\left(n_{p}+n_{x}\right)}, \quad \boldsymbol{\pi}_{\mathbf{q}} \mathbf{J}_{\mathbf{u}} \mathbf{F}(t, \mathbf{u}(t, \mathbf{p})) \in \mathbb{R}^{\left(n_{x}+n_{y}\right) \times\left(n_{y}+n_{x}\right)}$,
$\mathbf{J}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \in \mathbb{R}^{n_{x} \times n_{p}}, \mathbf{J}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \in \mathbb{R}^{n_{x} \times n_{x}}, \mathbf{J}_{\mathbf{p}} \mathbf{r}(t, \mathbf{v}(t, \mathbf{p})) \in \mathbb{R}^{n_{y} \times n_{p}}$ and $\mathbf{J}_{\mathbf{x}} \mathbf{r}(t, \mathbf{v}(t, \mathbf{p}))$ $\in \mathbb{R}^{n_{y} \times n_{x}}$.

Proof. Result follows from Theorem 3.2.3, Lemma 3.3.3 and Lemma 3.3.5.

Corollary 3.3.7. Let the hypotheses of Theorem 3.3.6 hold. Then $\mathbf{y}(\cdot, \mathbf{p})$ and $\dot{\mathbf{x}}(\cdot, \mathbf{p})$ are strictly differentiable for all $t \in T \backslash S$ and the derivatives are

$$
\begin{aligned}
& \mathbf{J}_{\mathbf{p}} \mathbf{y}(t, \mathbf{p})=\mathbf{J}_{\mathbf{x}} \mathbf{r}(t, \mathbf{v}(t, \mathbf{p})) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\mathbf{J}_{\mathbf{p}} \mathbf{r}(t, \mathbf{v}(t, \mathbf{p})), \forall t \in T \backslash S, \\
& \mathbf{J}_{\mathbf{p}} \mathbf{f}(t, \mathbf{p})=\mathbf{J}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\mathbf{J}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})), \forall t \in T \backslash S,
\end{aligned}
$$

where $\mathbf{J}_{\mathbf{p}} \mathbf{r}, \mathbf{J}_{\mathbf{x}} \mathbf{r}, \mathbf{J}_{\mathbf{p}} \mathbf{f}$ and $\mathbf{J}_{\mathbf{x}} \mathbf{f}$ are as defined in Lemma 3.3.5.

Proof. The result is obtained by applying Theorem 2.6.7 to the implicit functions $\mathbf{r}$ and f.

Remark 3.3.8. The results of Theorems 3.2.4 and 3.2.5 hold for the initial value problem in (3.3.1) if $\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}$ and $\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}$ are obtained with $\mathbf{J}_{\mathbf{x}} \mathbf{f}$ and $\mathbf{J}_{\mathbf{p}} \mathbf{f}$ that are computed using (3.3.3).

The next theorem is an extension of Theorem 3.2 .4 where $g$ is a function from $\mathcal{T} \times \mathcal{P} \times$ $\mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}$ to $\mathbb{R}$ instead of $\mathcal{T} \times \mathcal{P} \times \mathcal{X}$ to $\mathbb{R}$. The extended result is obtained by replacing $\dot{\mathbf{x}}$ and $\mathbf{y}$ with the implicit functions $\mathbf{f}$ and $\mathbf{r}$.

Theorem 3.3.9. Let the hypotheses of Theorem 3.3.6 hold. Let $g: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}$ be a locally Lipschitz continuous function. Let $G: \mathcal{P} \rightarrow \mathbb{R}$ be

$$
\begin{equation*}
G(\mathbf{p})=\int_{t_{0}}^{t_{f}} g(t, \mathbf{u}(t, \mathbf{p})) d t \tag{3.3.5}
\end{equation*}
$$

Let $Q$ be a measure zero subset of $T$. Let $\partial_{\mathbf{u}} g(t, \mathbf{u}(t, \mathbf{p}))$ be a singleton for all $t \in T \backslash Q$.

Let

$$
\begin{aligned}
\mathbf{B}_{\mathbf{x}}(t, \mathbf{u}(t, \mathbf{p}))= & \hat{\boldsymbol{\nabla}}_{\mathbf{x}} g(t, \mathbf{u}(t, \mathbf{p}))+\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{r}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\mathbf{y}} g(t, \mathbf{u}(t, \mathbf{p}))+ \\
& \hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\dot{\mathbf{x}}} g(t, \mathbf{u}(t, \mathbf{p})), \\
\mathbf{B}_{\mathbf{p}}(t, \mathbf{u}(t, \mathbf{p}))= & \hat{\boldsymbol{\nabla}}_{\mathbf{p}} g(t, \mathbf{u}(t, \mathbf{p}))+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{r}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\mathbf{y}} g(t, \mathbf{u}(t, \mathbf{p}))+ \\
& \hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\dot{\mathbf{x}}} g(t, \mathbf{u}(t, \mathbf{p})) .
\end{aligned}
$$

Let $\boldsymbol{\lambda}: T \rightarrow \mathbb{R}^{n_{x}}$ be a solution of the initial value problem

$$
\begin{equation*}
\dot{\boldsymbol{\lambda}}(t)=-\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t)+\mathbf{B}_{\mathbf{x}}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in\left[t_{0}, t_{f}\right), \boldsymbol{\lambda}\left(t_{f}\right)=\mathbf{0} \tag{3.3.6}
\end{equation*}
$$

Then, it is unique and absolutely continuous. In addition, $G$ is locally Lipschitz continuous and strictly differentiable at $\mathbf{p}$ and the strict derivative is

$$
\begin{equation*}
\nabla G(\mathbf{p})=\int_{t_{0}}^{t_{f}} \mathbf{B}_{\mathbf{p}}(t, \mathbf{u}(t, \mathbf{p}))-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t) d t+\left.\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \boldsymbol{\lambda}(t)\right|_{t_{0}} ^{t_{f}} \tag{3.3.7}
\end{equation*}
$$

Proof. The proof proceeds along similar lines as the proof of Theorem 3.2.4 considering the equivalent integral

$$
G(\mathbf{p})=\int_{t_{0}}^{t_{f}} g(t, \mathbf{v}(t, \mathbf{p}), \mathbf{r}(t, \mathbf{v}(t, \mathbf{p})), \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})))-\boldsymbol{\lambda}(t)^{\mathrm{T}}(\mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))-\dot{\mathbf{x}}(t, \mathbf{p})) d t
$$

The existence and uniqueness of solutions to (3.3.6) can be shown using arguments similar to those in Theorem 3.2.4.

The local Lipschitz continuity of $G$ at $\mathbf{p}$ and the applicability of Theorem 3.1.2 follows from arguments similar to those presented in Theorem 3.2.4.

All measurable selections $\mathbf{w}_{t}$ differ from $\hat{\mathbf{w}}_{t}$ on a set of measure zero where

$$
\begin{aligned}
\hat{\mathbf{w}}_{t}(t)= & \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\mathbf{x}} g(t, \mathbf{u}(t, \mathbf{p}))+\hat{\boldsymbol{\nabla}}_{\mathbf{p}} g(t, \mathbf{u}(t, \mathbf{p}))+ \\
& \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \hat{\mathbf{J}}_{\mathbf{x}} \mathbf{r}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\mathbf{y}} g(t, \mathbf{u}(t, \mathbf{p}))+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{r}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\mathbf{y}} g(t, \mathbf{u}(t, \mathbf{p}))+ \\
& \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\dot{\mathbf{x}}} g(t, \mathbf{u}(t, \mathbf{p}))+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\dot{\mathbf{x}}} g(t, \mathbf{u}(t, \mathbf{p}))- \\
& \tilde{\mathbf{w}}_{t}(t)^{\mathrm{T}} \boldsymbol{\lambda}(t), \\
\hat{\mathbf{w}}_{t}(t)= & \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \mathbf{B}_{\mathbf{x}}(t, \mathbf{u}(t, \mathbf{p}))+\mathbf{B}_{\mathbf{p}}(t, \mathbf{u}(t, \mathbf{p}))-\tilde{\mathbf{w}}_{t}(t)^{\mathrm{T}} \boldsymbol{\lambda}(t) .
\end{aligned}
$$

and $\tilde{\mathbf{w}}_{t}$ is defined in Theorem 3.2.4. Applying integration by parts to $\dot{\mathbf{J}}(t, \mathbf{p})^{\mathrm{T}} \boldsymbol{\lambda}(t)$ and collecting terms multiplying $\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$ results in (3.3.7) and (3.3.6).

Since $\mathbf{y}$ and $\dot{\mathbf{x}}$ are strictly differentiable functions of the parameters only if $t \in T \backslash S$, the extension of Theorem 3.2.5 considers the case when $t_{f} \in T \backslash S$.

Theorem 3.3.10. Let the hypotheses of Theorem 3.3.6 hold. Let h: $\mathcal{T}_{0} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}$ be a locally Lipschitz continuous function where $\mathcal{T}_{0}$ is an open subset of $\mathcal{T}$ such that $t_{f} \in \mathcal{T}_{0}$. Assume $t_{f} \notin S$.

Let $G: \mathcal{P} \rightarrow \mathbb{R}: \boldsymbol{\eta} \mapsto h\left(t_{f}, \mathbf{u}\left(t_{f}, \boldsymbol{\eta}\right)\right)$ and assume $\partial_{\mathbf{u}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)$ is a singleton whose single element is $\left(\boldsymbol{\nabla}_{\mathbf{p}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right), \boldsymbol{\nabla}_{\mathbf{x}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right), \boldsymbol{\nabla}_{\mathbf{y}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right), \boldsymbol{\nabla}_{\dot{\mathbf{x}}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)\right.\right.\right.\right.$ where $\boldsymbol{\nabla}_{\mathbf{p}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right) \in \mathbb{R}^{n_{p}}, \boldsymbol{\nabla}_{\mathbf{x}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right) \in \mathbb{R}^{n_{x}}, \boldsymbol{\nabla}_{\mathbf{y}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right) \in \mathbb{R}^{n_{y}}\right.$ and $\boldsymbol{\nabla}_{\dot{\mathbf{x}}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)$ $\in \mathbb{R}^{n_{x}}$.

Let

$$
\begin{aligned}
\mathbf{C}_{\mathbf{x}}= & \mathbf{J}_{\mathbf{x}} \mathbf{f}\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\dot{\mathbf{x}}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+ \\
& \mathbf{J}_{\mathbf{x}} \mathbf{r}\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\mathbf{y}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+\boldsymbol{\nabla}_{\mathbf{x}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right), \\
\mathbf{C}_{\mathbf{p}}= & \mathbf{J}_{\mathbf{p}} \mathbf{f}\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\dot{\mathbf{x}}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+ \\
& \mathbf{J}_{\mathbf{p}} \mathbf{r}\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\mathbf{y}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+\boldsymbol{\nabla}_{\mathbf{p}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right) .
\end{aligned}
$$

Let $\boldsymbol{\lambda}: T \rightarrow \mathbb{R}^{n_{x}}$ be a solution of the initial value problem;

$$
\begin{equation*}
\dot{\boldsymbol{\lambda}}(t)=-\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t), \forall t \in\left[t_{0}, t_{f}\right), \boldsymbol{\lambda}\left(t_{f}\right)=-\mathbf{C}_{\mathbf{x}} . \tag{3.3.8}
\end{equation*}
$$

Then, it is unique and absolutely continuous. In addition, $G$ is locally Lipschitz continuous and strictly differentiable at $\mathbf{p}$ and the derivative is

$$
\begin{equation*}
\boldsymbol{\nabla} G(\mathbf{p})=\int_{t_{0}}^{t_{f}}-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t) d t-\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{0}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\lambda}\left(t_{0}\right)+\mathbf{C}_{\mathbf{p}} \tag{3.3.9}
\end{equation*}
$$

Proof. The existence, uniqueness and absolute continuity of $\boldsymbol{\lambda}$ follows from similar arguments to those presented in Theorem 3.2.4.
$G$ is locally Lipschitz continuous at $\mathbf{p}$ because it is the composition of locally Lipschitz continuous functions $h\left(t_{f}, \cdot\right)$ and the locally Lipschitz continuous function $\mathbf{u}\left(t_{f}, \cdot\right)$. Strict differentiability follows from the fact that $\partial_{\mathbf{u}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)$ is a singleton and $\mathbf{u}\left(t_{f}, \cdot\right)$ is strictly differentiable at $\mathbf{p}$. The strict derivative is

$$
\begin{align*}
\boldsymbol{\nabla} G(\mathbf{p})= & \dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\dot{\mathbf{x}}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+\mathbf{J}_{\mathbf{p}} \mathbf{y}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\mathbf{y}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+  \tag{3.3.10}\\
& \mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\mathbf{x}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+\boldsymbol{\nabla}_{\mathbf{p}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)
\end{align*}
$$

$\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ and $\mathbf{J}_{\mathbf{p}} \mathbf{y}\left(t_{f}, \mathbf{p}\right)$ are equal to $\mathbf{J}_{\mathbf{x}} \mathbf{f}\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right) \mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)+\mathbf{J}_{\mathbf{p}} \mathbf{f}\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)$ and $\mathbf{J}_{\mathbf{x}} \mathbf{r}$ $\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right) \mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)+\mathbf{J}_{\mathbf{p}} \mathbf{r}\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)$, respectively. Substituting these expressions into (3.3.10) and collecting the terms multiplying $\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ results in

$$
\boldsymbol{\nabla} G(\mathbf{p})=\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}+\mathbf{C}_{\mathbf{p}}
$$

The expression

$$
\begin{align*}
\int_{t_{0}}^{t_{f}} & \dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}-\left(\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p})) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\right.  \tag{3.3.11}\\
& \left.\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))-\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}(t) d t+\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{0}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}
\end{align*}
$$

is equal to $\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}$ because the term multiplying $\boldsymbol{\lambda}(t)$ is identically zero as discussed in Theorem 3.2.4. $\mathbf{J}_{\mathbf{p}} \mathbf{x}(\cdot, \mathbf{p})$ and $\boldsymbol{\lambda}$ are absolutely continuous functions from $T$ to $\mathbb{R}^{n_{x} \times n_{p}}$ and $\mathbb{R}^{n_{x}}$, respectively, and therefore integration by parts for the Lebesgue integral produces

$$
\int_{t_{0}}^{t_{f}} \dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}}\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}(t)\right) d t=\left.\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}}\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}(t)\right)\right|_{t_{0}} ^{t_{f}}-\int_{t_{0}}^{t_{f}} \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}} \dot{\boldsymbol{\lambda}}(t) d t
$$

Hence, the expression (3.3.11) can be written as

$$
\begin{align*}
& \int_{t_{0}}^{t_{f}} \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}}\left(-\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t)-\dot{\boldsymbol{\lambda}}(t)\right)-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}(t, \mathbf{v}(t, \mathbf{p}))^{\mathrm{T}} \boldsymbol{\lambda}(t) d t+  \tag{3.3.12}\\
& \left.\quad \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})^{\mathrm{T}}\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}(t)\right)\right|_{t_{0}} ^{t_{f}}+\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{0}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}
\end{align*}
$$

After substituting the right-hand side expression in (3.3.8) for $\dot{\boldsymbol{\lambda}}$, (3.3.12) becomes the integral in (3.3.9).

### 3.4 Multistage Systems

The previous forward and adjoint sensitivity results will be extended to dynamic systems whose evolutions are described by disparate differential-algebraic equations in consecutive intervals of time.

Assumption 3.4.1. Let $n_{e}$ be a finite positive integer and $\mathcal{I}=\left\{1, \ldots, n_{e}\right\}$. Let $\alpha_{i} \in \mathbb{R}$, $\beta_{i} \in \mathbb{R}, \alpha_{i}<\beta_{i}, \forall i \in \mathcal{I}, \alpha_{i+1}=\beta_{i}, \forall i \in \mathcal{I} \backslash\left\{n_{e}\right\},-\infty<\alpha_{1}<\beta_{n_{e}}<+\infty$. Let $T=$
$\cup_{i=1}^{n_{e}}\left[\alpha_{i}, \beta_{i}\right]$ and $T \subset \mathcal{T}$. Let $\mathcal{T}_{i}$ be an open subset of $\mathcal{T}$ such that $\left[\alpha_{i}, \beta_{i}\right] \subset \mathcal{T}_{i}$ for all $i \in \mathcal{I}$. Let $\mathbf{x}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \mathcal{X}, \mathbf{y}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \mathcal{Y}, \dot{\mathbf{x}}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \dot{\mathcal{X}}$ for all $i \in \mathcal{I}, \mathbf{x}: T \times \mathcal{P} \rightarrow \mathcal{X}$, $\mathbf{y}: T \times \mathcal{P} \rightarrow \mathcal{Y}$ and $\dot{\mathbf{x}}: T \times \mathcal{P} \rightarrow \dot{\mathcal{X}}$. Assume $\mathbf{F}_{i}: \mathcal{T}_{i} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}^{n_{x}+n_{y}}$ are locally Lipschitz continuous functions for all $i \in \mathcal{I}$. Assume $\mathbf{F}_{i}^{0}: \mathcal{P} \times \mathcal{X} \rightarrow \mathcal{X}$ for all $i \in \mathcal{I} \backslash\{1\}$ and $\mathbf{F}_{1}^{0}: \mathcal{P} \rightarrow \mathcal{X}$ are locally Lipschitz continuous functions.

The parametric sensitivities associated with the solutions of the initial value problem,

$$
\begin{align*}
& \mathbf{0}=\mathbf{F}_{i}\left(t, \mathbf{p}, \mathbf{x}_{i}(t, \mathbf{p}), \mathbf{y}_{i}(t, \mathbf{p}), \dot{\mathbf{x}}_{i}(t, \mathbf{p})\right), \forall t \in\left[\alpha_{i}, \beta_{i}\right], \forall i \in \mathcal{I},  \tag{3.4.1}\\
& \mathbf{0}=\mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)-\mathbf{F}_{1}^{0}(\mathbf{p}), \\
& \mathbf{0}=\mathbf{x}_{i}\left(\alpha_{i}, \mathbf{p}\right)-\mathbf{F}_{i}^{0}\left(\mathbf{p}, \mathbf{x}_{i-1}\left(\beta_{i-1}, \mathbf{p}\right)\right), \forall i \in \mathcal{I} \backslash\{1\},  \tag{3.4.2}\\
& \mathbf{0}=\mathbf{x}(t, \mathbf{p})-\mathbf{x}_{i}(t, \mathbf{p}), \forall t \in\left[\alpha_{i}, \beta_{i}\right), \forall i \in \mathcal{I} \\
& \mathbf{0}=\mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right)-\mathbf{x}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \\
& \mathbf{0}=\mathbf{y}(t, \mathbf{p})-\mathbf{y}_{i}(t, \mathbf{p}), \forall t \in\left[\alpha_{i}, \beta_{i}\right), \forall i \in \mathcal{I}, \\
& \mathbf{0}=\mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right)-\mathbf{y}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \\
& \mathbf{0}=\dot{\mathbf{x}}(t, \mathbf{p})-\dot{\mathbf{x}}_{i}(t, \mathbf{p}), \forall t \in\left[\alpha_{i}, \beta_{i}\right), \forall i \in \mathcal{I}, \\
& \mathbf{0}=\dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right)-\dot{\mathbf{x}}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)
\end{align*}
$$

are the focus of this section.
Remark 3.4.2. $\mathbf{x}(\cdot, \mathbf{p}), \mathbf{y}(\cdot, \mathbf{p})$ and $\dot{\mathbf{x}}(\cdot, \mathbf{p})$ might be discontinuous at $t=\alpha_{i}$ with $i>1$.
Remark 3.4.3. The results derived in this section are applicable with slight modifications to the case where the number of states, number of algebraic variables as well as the domains of the functions $\mathbf{F}_{i}$ and $\mathbf{F}_{i}^{0}$ differ for each $i \in \mathcal{I}$.

Assumption 3.4.4. Let $\dot{\mathbf{x}}\left(\alpha_{i}, \overline{\mathbf{p}}\right)=\dot{\overline{\mathbf{x}}}_{i}$ and $\mathbf{y}\left(\alpha_{i}, \overline{\mathbf{p}}\right)=\overline{\mathbf{y}}_{i}$ for all $i \in \mathcal{I}$ where $\dot{\overline{\mathbf{x}}}_{i}$ and $\overline{\mathbf{y}}_{i}$ are constants. Assume that this condition is sufficient to uniquely determine $\dot{\mathbf{x}}\left(\alpha_{i}, \mathbf{p}\right)$ and $\mathbf{y}\left(\alpha_{i}, \mathbf{p}\right)$ uniquely for all $i \in \mathcal{I}$ and for all $\mathbf{p} \in \mathcal{P}$.

Assumption 3.4.5. Let $\left(\mathbf{x}_{i}(\cdot, \mathbf{p}), \mathbf{y}_{i}(\cdot, \mathbf{p}), \dot{\mathbf{x}}_{i}(\cdot, \mathbf{p})\right), \forall i \in \mathcal{I}$ be the unique solution of (3.4.1). Let $\mathbf{z}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \mathcal{P}:(t, \mathbf{p}) \mapsto \mathbf{p}, \mathbf{v}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \mathcal{P} \times \mathcal{X}:(t, \mathbf{p}) \mapsto\left(\left(\mathbf{z}_{i}(t, \mathbf{p})\right), \mathbf{x}_{i}(t, \mathbf{p})\right)$ and $\mathbf{u}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}:(t, \mathbf{p}) \mapsto\left(\mathbf{v}_{i}(t, \mathbf{p}), \mathbf{y}_{i}(t, \mathbf{p}), \dot{\mathbf{x}}_{i}(t, \mathbf{p})\right)$. Let $\mathbf{u}: T \times \mathcal{P} \rightarrow$ $\mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}$ be such that $\mathbf{u}(t, \mathbf{p})=\mathbf{u}_{i}(t, \mathbf{p})$ for all $t \in\left[\alpha_{i}, \beta_{i}\right)$ and $\mathbf{u}\left(\beta_{n_{e}}, \mathbf{p}\right)=\mathbf{u}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)$.

Corollary 3.4.6. Let Assumptions 3.4.1 and 3.4.4 hold. Let the assumptions of Lemma 3.3.3 hold for all $\mathbf{F}_{i}, i \in \mathcal{I}$. Let $\left(\mathbf{x}_{i}(\cdot, \mathbf{p}), \mathbf{y}_{i}(\cdot, \mathbf{p}), \dot{\mathbf{x}}_{i}(\cdot, \mathbf{p})\right), \forall i \in \mathcal{I}$ be the solution of (3.4.1). Then $\mathbf{u}(t, \cdot)$ is locally Lipschitz continuous at $\mathbf{p}$ for all $t \in T$.

Proof. Let $n_{e}=1$. Then $\mathbf{u}_{1}(t, \cdot)$ is a locally Lipschitz continuous function at $\mathbf{p}$ for $t \in\left[\alpha_{1}, \beta_{1}\right]$ per Corollary 3.3.4. Since the composition of locally Lipschitz continuous functions is locally Lipschitz continuous and $\mathbf{F}_{2}^{0}$ is a locally Lipschitz continuous function, $\mathbf{u}_{2}\left(\alpha_{2}, \cdot\right)$ is locally Lipschitz continuous at $\mathbf{p}$ if $n_{e}=2$. Then $\mathbf{u}_{2}(t, \cdot)$ for all $t \in\left[\alpha_{2}, \beta_{2}\right]$ is locally Lipschitz continuous at $\mathbf{p}$ per Corollary 3.3.4. The final result follows from the repeated application of Corollary 3.3.4 and composition rule for locally Lipschitz continuous functions for $n_{e}>2$ as has been done for the case $n_{e} \leq 2$.

Theorem 3.4.7. Let Assumptions 3.4.1 and 3.4.4 hold. Let the assumptions of Lemma 3.3 .3 hold for for all $i \in \mathcal{I}$. Let $S$ be a measure zero subset of $T$. Let $\partial_{\mathbf{u}} \mathbf{F}_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)$ be a singleton for all $t \in\left[\alpha_{i}, \beta_{i}\right] \backslash S$ and for all $i \in \mathcal{I}$. Let $\partial_{\mathbf{v}} \mathbf{F}_{i}^{0}\left(\mathbf{v}_{i}\left(\alpha_{i}, \mathbf{p}\right)\right)$ be a singleton for all $i \in \mathcal{I} \backslash\{1\}$ and $\partial_{\mathbf{p}} \mathbf{F}_{1}^{0}(\mathbf{p})$ be a singleton.

Then $\mathbf{x}(t, \cdot)$ is locally Lipschitz continuous and strictly differentiable at $\mathbf{p}$ for all $t \in T$. $\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$, the single element of $\partial_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$, is the unique function that satisfies

$$
\begin{align*}
\partial_{\mathbf{u}} \mathbf{F}_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right) & =\left\{\left[\boldsymbol{\pi}_{\mathbf{v}} \mathbf{J}_{\mathbf{u}} \mathbf{F}_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right) \boldsymbol{\pi}_{\mathbf{q}} \mathbf{J}_{\mathbf{u}} \mathbf{F}_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)\right]\right\}, \forall t \in\left[\alpha_{i}, \beta_{i}\right] \backslash S, \\
-\mathbf{J}_{i}(t, \mathbf{p}) & =\boldsymbol{\pi}_{\mathbf{q}} \mathbf{J}_{\mathbf{u}} \mathbf{F}_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)^{-1} \boldsymbol{\pi}_{\mathbf{v}} \mathbf{J}_{\mathbf{u}} \mathbf{F}_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right), \forall t \in\left[\alpha_{i}, \beta_{i}\right] \backslash S,  \tag{3.4.3}\\
\mathbf{J}_{i}(t, \mathbf{p}) & =\left[\begin{array}{ll}
\mathbf{J}_{\mathbf{p}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) & \mathbf{J}_{\mathbf{x}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) \\
\mathbf{J}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) & \mathbf{J}_{\mathbf{x}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)
\end{array}\right], \forall t \in\left[\alpha_{i}, \beta_{i}\right] \backslash S,
\end{align*}
$$

$$
\begin{align*}
\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})= & \hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) \mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})+ \\
& \hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right), \forall t \in\left(\alpha_{i}, \beta_{i}\right],  \tag{3.4.4}\\
\mathbf{J}_{\mathbf{p}} \mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)= & \mathbf{J}_{\mathbf{p}} \mathbf{F}_{1}^{0}(\mathbf{p}), \\
\mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}\left(\alpha_{i}, \mathbf{p}\right)= & \mathbf{J}_{\mathbf{x}} \mathbf{F}_{i}^{0}\left(\mathbf{v}_{i-1}\left(\beta_{i-1}, \mathbf{p}\right)\right) \mathbf{J}_{\mathbf{p}} \mathbf{x}_{i-1}\left(\beta_{i-1}, \mathbf{p}\right)+ \\
& \mathbf{J}_{\mathbf{p}} \mathbf{F}_{i}^{0}\left(\mathbf{v}_{i-1}\left(\beta_{i-1}, \mathbf{p}\right)\right), \forall i \in \mathcal{I} \backslash\{1\},  \tag{3.4.5}\\
\mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})= & \mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p}), \forall t \in\left[\alpha_{i}, \beta_{i}\right), \mathbf{J}_{\mathbf{p}} \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right)=\mathbf{J}_{\mathbf{p}} \mathbf{x}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)
\end{align*}
$$

where $\boldsymbol{\pi}_{\mathbf{v}} \mathbf{J}_{\mathbf{u}} \mathbf{F}_{i}(t, \mathbf{u}(t, \mathbf{p})) \in \mathbb{R}^{\left(n_{x}+n_{y}\right) \times\left(n_{p}+n_{x}\right)}, \quad \boldsymbol{\pi}_{\mathbf{q}} \mathbf{J}_{\mathbf{u}} \mathbf{F}_{i}(t, \mathbf{u}(t, \mathbf{p})) \in \mathbb{R}^{\left(n_{x}+n_{y}\right) \times\left(n_{y}+n_{x}\right)}$, $\mathbf{J}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) \in \mathbb{R}^{n_{x} \times n_{p}}, \mathbf{J}_{\mathbf{x}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) \in \mathbb{R}^{n_{x} \times n_{x}}, \mathbf{J}_{\mathbf{p}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) \in \mathbb{R}^{n_{y} \times n_{p}}$ and $\mathbf{J}_{\mathbf{x}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) \in \mathbb{R}^{n_{y} \times n_{x}}, \forall i \in \mathcal{I} . \mathbf{f}_{i}$ and $\mathbf{r}_{i}$ are the locally Lipschitz continuous implicit functions that satisfy $\mathbf{F}_{i}\left(t, \mathbf{p}, \mathbf{x}_{i}(t, \mathbf{p}), \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right), \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)\right)$ for all $i \in \mathcal{I}$. Finally, $\mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}(\cdot, \mathbf{p})$ are absolutely continuous functions on $\left[\alpha_{i}, \beta_{i}\right]$

Proof. Let $n_{e}=1$. Then the result holds per Theorem 3.3.6. If $n_{e}=2$, then the strict derivative of the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}_{2}\left(\alpha_{2}, \boldsymbol{\eta}\right)$ at $\mathbf{p}$ is obtained after applying Theorem 2.6.7 to (3.4.2) and is (3.4.5). Equations (3.4.3), (3.4.4) hold for $i=2$ per Theorem 3.3.6 because $\partial_{\mathbf{u}} \mathbf{F}_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)$ is a singleton for all $t \in\left[\alpha_{i}, \beta_{i}\right] \backslash S$ and $\boldsymbol{\eta} \mapsto \mathbf{x}_{2}\left(\alpha_{2}, \boldsymbol{\eta}\right)$ is strictly differentiable at $\mathbf{p}$. Hence the result holds for the case $n_{e}=2$. The case for $n_{e}>2$ can be proven similarly by repeatedly applying Theorem 3.3.6 and noting that the mappings $\boldsymbol{\eta} \mapsto \mathbf{x}_{i}\left(\alpha_{i}, \boldsymbol{\eta}\right)$ are strictly differentiable at $\mathbf{p}$ for all $i \in \mathcal{I}$.

Remark 3.4.8. $\mathbf{J}_{\mathbf{p}} \mathbf{x}(\cdot, \mathbf{p})$ might be discontinuous at $t=\alpha_{i}$ with $i \in \mathcal{I} \backslash\{1\}$.
Corollary 3.4.9. Let the hypotheses of Theorem 3.4.7 hold. Then $\mathbf{y}(t, \cdot)$ and $\dot{\mathbf{x}}(t, \cdot)$ are strictly differentiable at $\mathbf{p}$ for all $t \in T \backslash S$ and the derivatives are

$$
\mathbf{J}_{\mathbf{p}} \mathbf{y}(t, \mathbf{p})=\mathbf{J}_{\mathbf{x}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\mathbf{J}_{\mathbf{p}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right), \forall t \in\left[\alpha_{i}, \beta_{i}\right) \backslash S, \forall i \in \mathcal{I}
$$

$$
\mathbf{J}_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p})=\mathbf{J}_{\mathbf{x}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) \mathbf{J}_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})+\mathbf{J}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right), \forall t \in\left[\alpha_{i}, \beta_{i}\right) \backslash S, \forall i \in \mathcal{I}
$$

where $\mathbf{J}_{\mathbf{x}} \mathbf{r}_{i}, \mathbf{J}_{\mathbf{p}} \mathbf{r}_{i}, \mathbf{J}_{\mathbf{x}} \mathbf{f}_{i}, \mathbf{J}_{\mathbf{p}} \mathbf{f}_{i}$ and $\mathbf{J}_{\mathbf{p}} \mathbf{x}$ are as defined in Theorem 3.4.7. In addition, if $\beta_{n_{e}} \notin S$, then $\mathbf{y}\left(\beta_{n_{e}}, \cdot\right)$ and $\dot{\mathbf{x}}\left(\beta_{n_{e}}, \cdot\right)$ are strictly differentiable at $\mathbf{p}$ and the derivatives are

$$
\begin{aligned}
& \mathbf{J}_{\mathbf{p}} \mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right)=\mathbf{J}_{\mathbf{x}} \mathbf{r}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{v}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right) \mathbf{J}_{\mathbf{p}} \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right)+\mathbf{J}_{\mathbf{p}} \mathbf{r}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{v}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right), \\
& \mathbf{J}_{\mathbf{p}} \dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right)=\mathbf{J}_{\mathbf{x}} \mathbf{f}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{v}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right) \mathbf{J}_{\mathbf{p}} \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right)+\mathbf{J}_{\mathbf{p}} \mathbf{f}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{v}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right)
\end{aligned}
$$

Proof. The result follows from Corollary 3.3.7.

Remark 3.4.10. Theorem 3.4.7 can be extended to the case where $\mathbf{F}_{i}^{0}$ are functions of $\mathbf{u}_{i-1}$ for $i \in \mathcal{I} \backslash\{1\}$ with slight modifications. In order to guarantee the strict differentiability of $\mathbf{x}_{i}\left(\alpha_{i}, \cdot\right)$ at $\mathbf{p}, \mathbf{y}_{i-1}\left(\beta_{i}, \cdot\right)$ and $\dot{\mathbf{x}}_{i-1}\left(\beta_{i}, \cdot\right)$ need to be strictly differentiable at $\mathbf{p}$. Hence, $\beta_{i} \notin S$ for all $i \in \mathcal{I} \backslash\{1\}$ needs to hold.

The extensions of Theorems 3.3.9 and 3.3.10 follow next. The extensions require the introduction of additional variables in order to relate the adjoint equations for each separate time interval.

Theorem 3.4.11. Let the hypotheses of Theorem 3.4.7 hold. Define $G: \mathcal{P} \rightarrow \mathbb{R}$ as

$$
G(\mathbf{p})=\sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}} g_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right) d t
$$

where $g_{i}: \mathcal{T}_{i} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}$ are locally Lipschitz continuous functions for all $i \in \mathcal{I}$. Let $Q$ be a measure zero subset of $T$. Let $\partial_{\mathbf{u}} g_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)$ be a singleton for all $t \in\left[\alpha_{i}, \beta_{i}\right] \backslash Q$ for all $i \in \mathcal{I}$.

Define for each $i \in \mathcal{I}$ :

$$
\mathbf{B}_{\mathbf{x}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)=\hat{\boldsymbol{\nabla}}_{\mathbf{x}} g_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)+\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\mathbf{y}} g_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)+
$$

$$
\begin{aligned}
& \hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\dot{\mathbf{x}}} g_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right), \forall t \in\left[\alpha_{i}, \beta_{i}\right] \\
\mathbf{B}_{\mathbf{p}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)= & \hat{\boldsymbol{\nabla}}_{\mathbf{p}} g_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\mathbf{y}} g_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)+ \\
& \hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \hat{\boldsymbol{\nabla}}_{\dot{\mathbf{x}}} g_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right), \forall t \in\left[\alpha_{i}, \beta_{i}\right]
\end{aligned}
$$

Let $\boldsymbol{\lambda}_{i}:\left[\alpha_{i}, \beta_{i}\right] \rightarrow \mathbb{R}^{n_{x}}$ be solutions of

$$
\begin{align*}
\dot{\boldsymbol{\lambda}}_{i}(t) & =-\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i}(t)+\mathbf{B}_{\mathbf{x}, i}, \forall t \in\left[\alpha_{i}, \beta_{i}\right), \forall i \in \mathcal{I},  \tag{3.4.6}\\
\boldsymbol{\lambda}_{i}\left(\beta_{i}\right) & =\mathbf{J}_{\mathbf{x}} \mathbf{F}_{i+1}^{0}\left(\mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i+1}\left(\beta_{i}\right), \forall i \in \mathcal{I} \backslash\left\{n_{e}\right\}, \boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right)=\mathbf{0}
\end{align*}
$$

where $\mathbf{J}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right), \mathbf{J}_{\mathbf{x}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right), \mathbf{J}_{\mathbf{p}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)$, and $\mathbf{J}_{\mathbf{x}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)$ are computed using (3.4.3). Then, $\boldsymbol{\lambda}_{i}$ are unique and absolutely continuous.

In addition, $G$ is locally Lipschitz continuous and strictly differentiable at $\mathbf{p}$ and the derivative is

$$
\begin{align*}
\boldsymbol{\nabla} G(\mathbf{p})= & \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}} \mathbf{B}_{\mathbf{p}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i}(t) d t-  \tag{3.4.7}\\
& \sum_{i=1}^{n_{e}-1} \boldsymbol{\lambda}_{i+1}\left(\beta_{i}\right)^{\mathrm{T}} \mathbf{J}_{\mathbf{p}} \mathbf{F}_{i+1}^{0}\left(\mathbf{v}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)+ \\
& \mathbf{J}_{\mathbf{p}} \mathbf{x}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right)-\mathbf{J}_{\mathbf{p}} \mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\lambda}_{1}\left(\alpha_{1}\right) .
\end{align*}
$$

Proof. Consider the equivalent definition of $G$,

$$
\begin{aligned}
G(\mathbf{p})= & \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}} g_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)-\boldsymbol{\lambda}_{i}(t)^{\mathrm{T}}\left(\mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)-\dot{\mathbf{x}}_{i}(t, \mathbf{p})\right) d t+ \\
& \sum_{i=1}^{n_{e}-1} \boldsymbol{\mu}_{i}^{\mathrm{T}}\left(\mathbf{x}_{i+1}\left(\beta_{i}, \mathbf{p}\right)-\mathbf{F}_{i+1}^{0}\left(\mathbf{v}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)\right)
\end{aligned}
$$

where $\boldsymbol{\mu}_{i} \in \mathbb{R}^{n_{x}}$ for all $i \in \mathcal{I} \backslash\left\{n_{e}\right\}$. Using Theorem 3.3.9, the relation

$$
\begin{aligned}
\boldsymbol{\nabla} G(\mathbf{p})= & \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}} \mathbf{B}_{\mathbf{p}}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i}(t) d t+ \\
& \left.\sum_{i=1}^{n_{e}} \mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})^{\mathrm{T}} \boldsymbol{\lambda}_{i}(t)\right|_{\alpha_{i}} ^{\beta_{i}}+ \\
& \sum_{i=1}^{n_{e}-1}\left(\mathbf{J}_{\mathbf{p}} \mathbf{x}_{i+1}\left(\beta_{i}, \mathbf{p}\right)-\mathbf{J}_{\mathbf{p}} \mathbf{F}_{i+1}^{0}\left(\mathbf{v}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)\right)^{\mathrm{T}} \boldsymbol{\mu}_{i}- \\
& \sum_{i=1}^{n_{e}-1}\left(\mathbf{J}_{\mathbf{x}} \mathbf{F}_{i+1}^{0}\left(\mathbf{v}_{i}\left(\beta_{i}, \mathbf{p}\right)\right) \mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\mu}_{i}
\end{aligned}
$$

is obtained. The results (3.4.7) and (3.4.6) follow after relating $\boldsymbol{\lambda}_{i}$ to $\boldsymbol{\lambda}_{i+1}$ by setting $\boldsymbol{\lambda}_{i}\left(\beta_{i}\right)=$ $\mathbf{J}_{\mathbf{x}} \mathbf{F}_{i+1}^{0}\left(\mathbf{v}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\mu}_{i}$ and $\boldsymbol{\mu}_{i}=\boldsymbol{\lambda}_{i+1}\left(\beta_{i}\right)$ for $i \in \mathcal{I} \backslash\left\{n_{e}\right\}$ and $\boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right)=\mathbf{0}$.

Theorem 3.4.12. Let the hypotheses of Theorem 3.4.7 hold. Let $h: \mathcal{T}_{0} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}$ be a locally Lipschitz continuous function where $\mathcal{T}_{0}$ is an open subset of $\mathcal{T}$ such that $t_{f} \in \mathcal{T}_{0}$. Assume $t_{f} \notin S$ (if $h: \mathcal{T}_{0} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{R}$, this assumption is not necessary).

Let $G: \mathcal{P} \rightarrow \mathbb{R}: \boldsymbol{\eta} \mapsto h\left(t_{f}, \mathbf{u}\left(t_{f}, \boldsymbol{\eta}\right)\right)$ and assume $\partial_{\mathbf{u}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)$ is a singleton with element $\left(\boldsymbol{\nabla}_{\mathbf{p}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right), \boldsymbol{\nabla}_{\mathbf{x}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right), \boldsymbol{\nabla}_{\mathbf{y}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right), \boldsymbol{\nabla}_{\dot{\mathbf{x}}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)\right.\right.\right.\right.$ where $\boldsymbol{\nabla}_{\mathbf{p}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right) \in \mathbb{R}^{n_{p}}, \quad \boldsymbol{\nabla}_{\mathbf{x}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right) \in \mathbb{R}^{n_{x}}, \quad \boldsymbol{\nabla}_{\mathbf{y}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right) \in \mathbb{R}^{n_{y}}\right.$ and $\boldsymbol{\nabla}_{\dot{\mathbf{x}}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right) \in \mathbb{R}^{n_{x}}$.

Let

$$
\begin{aligned}
\mathbf{C}_{\mathbf{x}}= & \mathbf{J}_{\mathbf{x}} \mathbf{f}_{n_{e}}\left(t_{f}, \mathbf{v}_{n_{e}}\left(t_{f}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\dot{\mathbf{x}}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+ \\
& \mathbf{J}_{\mathbf{x}} \mathbf{r}_{n_{e}}\left(t_{f}, \mathbf{v}_{n_{e}}\left(t_{f}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\mathbf{y}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+\boldsymbol{\nabla}_{\mathbf{x}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right), \\
\mathbf{C}_{\mathbf{p}}= & \mathbf{J}_{\mathbf{p}} \mathbf{f}_{n_{e}}\left(t_{f}, \mathbf{v}_{n_{e}}\left(t_{f}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\dot{\mathbf{x}}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+ \\
& \mathbf{J}_{\mathbf{p}} \mathbf{r}_{n_{e}}\left(t_{f}, \mathbf{v}_{n_{e}}\left(t_{f}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\mathbf{y}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+\boldsymbol{\nabla}_{\mathbf{p}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right) .
\end{aligned}
$$

Let $\boldsymbol{\lambda}_{i}:\left[\alpha_{i}, \beta_{i}\right] \rightarrow \mathbb{R}^{n_{x}}$ be solutions of the initial value problems:

$$
\begin{align*}
\dot{\boldsymbol{\lambda}}_{i}(t) & =-\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i}(t), \forall t \in\left(\alpha_{i}, \beta_{i}\right],  \tag{3.4.8}\\
\boldsymbol{\lambda}_{i}\left(\beta_{i}\right) & =\mathbf{J}_{\mathbf{x}} \mathbf{F}_{i+1}^{0}\left(\mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i+1}\left(\alpha_{i+1}\right), \forall i \in \mathcal{I} \backslash\left\{n_{e}\right\}, \boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right)=-\mathbf{C}_{\mathbf{x}} .
\end{align*}
$$

where $\mathbf{J}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right), \mathbf{J}_{\mathbf{x}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right), \mathbf{J}_{\mathbf{p}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)$, and $\mathbf{J}_{\mathbf{x}} \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)$ are computed using (3.4.3). Then $\boldsymbol{\lambda}_{i}$ are unique and absolutely continuous.

In addition, $G$ is locally Lipschitz continuous and strictly differentiable at $\mathbf{p}$ and the derivative is

$$
\begin{aligned}
\boldsymbol{\nabla} G(\mathbf{p})= & \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}}-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i}(t) d t- \\
& \sum_{i=1}^{n_{e}-1} \mathbf{J}_{\mathbf{p}} \mathbf{F}_{i+1}^{0}\left(\mathbf{v}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i+1}\left(\beta_{i}\right)-\mathbf{J}_{\mathbf{p}} \mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\lambda}_{1}\left(\alpha_{1}\right)+\mathbf{C}_{\mathbf{p}}
\end{aligned}
$$

Proof. As in Theorem 3.3.10, $G$ is locally Lipschitz continuous at $\mathbf{p}$ because it is the composition of locally Lipschitz continuous functions $h\left(t_{f}, \cdot\right)$ and the locally Lipschitz continuous function $\mathbf{u}\left(t_{f}, \cdot\right)$. Strict differentiability follows from the fact that $\partial_{\mathbf{u}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)$ is a singleton and $\mathbf{u}\left(t_{f}, \cdot\right)$ is strictly differentiable at $\mathbf{p}$. The strict derivative is

$$
\begin{aligned}
\boldsymbol{\nabla} G(\mathbf{p})= & \dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\dot{\mathbf{x}}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+\mathbf{J}_{\mathbf{p}} \mathbf{y}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\mathbf{y}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+ \\
& \mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\nabla}_{\mathbf{x}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)+\boldsymbol{\nabla}_{\mathbf{p}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)
\end{aligned}
$$

Replacing $\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ and $\mathbf{J}_{\mathbf{p}} \mathbf{y}\left(t_{f}, \mathbf{p}\right)$ with the results in Corollary 3.4 .9 produces

$$
\boldsymbol{\nabla} G(\mathbf{p})=\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}+\mathbf{C}_{\mathbf{p}}
$$

Observe that $\mathbf{J}_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}$ is the derivative of $\mathbf{x}\left(t_{f}, \cdot\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}$ treating $\mathbf{C}_{\mathbf{x}}$ as a constant at $\mathbf{p}$
and

$$
\begin{aligned}
\mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}= & \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}} d t+ \\
& \sum_{i=1}^{n_{e}-1}\left(\mathbf{x}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)-\mathbf{x}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}+\mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}} \\
\mathbf{x}\left(t_{f}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}= & \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}} \mathrm{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}-\boldsymbol{\lambda}_{i}(t)^{\mathrm{T}}\left(\mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)-\dot{\mathbf{x}}_{i}(t, \mathbf{p})\right) d t+ \\
& \sum_{i=1}^{n_{e}-1}\left(\mathbf{x}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)-\mathbf{x}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}+\mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}
\end{aligned}
$$

hold. Let $H: \mathcal{P} \rightarrow \mathbb{R}: \boldsymbol{\eta} \mapsto \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}$. Then

$$
\begin{aligned}
\nabla H(\mathbf{p})=\sum_{i=1}^{n_{e}} & \int_{\alpha_{i}}^{\beta_{i}} \dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}- \\
& \left(\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) \mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})+\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)-\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i}(t) d t+ \\
& \sum_{i=1}^{n_{e}-1}\left(\mathbf{J}_{\mathbf{p}} \mathbf{x}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)-\mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}+\mathbf{J}_{\mathbf{p}} \mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}
\end{aligned}
$$

Collecting terms containing $\dot{\mathbf{J}}_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})$ and using integration by parts as in Theorem 3.3.10 results in

$$
\begin{aligned}
& \boldsymbol{\nabla} H(\mathbf{p})= \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}} \mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})^{\mathrm{T}}\left(-\hat{\mathbf{J}}_{\mathbf{x}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i}(t)-\dot{\boldsymbol{\lambda}}_{i}(t)\right)- \\
& \hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i}(t) d t+\left.\mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})^{\mathrm{T}}\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}_{i}(t)\right)\right|_{\alpha_{i}} ^{\beta_{i}}+ \\
& \boldsymbol{\nabla} H(\mathbf{p})=\left.\sum_{i=1}^{n_{e}} \int_{\alpha_{i=1}}^{\beta_{i}-1}\left(\mathbf{J}_{\mathbf{p}} \mathbf{x}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i}(t) d t\right)\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}+\mathbf{J}_{\mathbf{p}} \mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}} \\
& \sum_{i=1}^{\left.n_{\mathbf{e}} \mathbf{x}_{i}(t, \mathbf{p})^{\mathrm{T}}\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}_{i}(t)\right)\right|_{\alpha_{i}} ^{\beta_{i}}+}\left(\mathbf{J}_{\mathbf{p}} \mathbf{x}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)-\mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}+\mathbf{J}_{\mathbf{p}} \mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)^{\mathrm{T}} \mathbf{C}_{\mathbf{x}}
\end{aligned}
$$

$$
\begin{aligned}
\boldsymbol{\nabla} H(\mathbf{p})= & \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}}-\hat{\mathbf{J}}_{\mathbf{p}} \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i}(t) d t+ \\
& \sum_{i=1}^{n_{e}-1}\left(-\mathbf{J}_{\mathbf{p}} \mathbf{x}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i+1}\left(\alpha_{i+1}\right)+\mathbf{J}_{\mathbf{p}} \mathbf{x}_{i}\left(\beta_{i}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i}\left(\beta_{i}\right)\right)+ \\
& \mathbf{J}_{\mathbf{p}} \mathbf{x}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)^{\mathrm{T}}\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right)\right)-\mathbf{J}_{\mathbf{p}} \mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)^{\mathrm{T}} \boldsymbol{\lambda}_{1}\left(\alpha_{1}\right) .
\end{aligned}
$$

Setting $\boldsymbol{\lambda}_{i}\left(\beta_{i}\right)=\mathbf{J}_{\mathbf{x}} \mathbf{F}_{i+1}^{0}\left(\mathbf{v}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)^{\mathrm{T}} \boldsymbol{\lambda}_{i+1}\left(\alpha_{i+1}\right)$ for all $i \in \mathcal{I} \backslash\left\{n_{e}\right\}, \boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right)=-\mathbf{C}_{\mathbf{x}}$ and using (3.4.5) provides the desired result.

### 3.5 Comments on the Numerical Computation of Forward and Adjoint Sensitivities

In this section, the discussion focuses on computational issues for the adjoint and forward sensitivities of solutions to the initial value problems (3.2.1) and (3.3.1).

In order to solve (3.3.1) where $\mathbf{F}$ is an arbitrary locally Lipschitz continuous function requires a method to solve nonsmooth equations (see [35] for examples of nonsmooth equation solvers) coupled with a numerical integration algorithm. Although, this is an interesting avenue of research, it is not pursued here because many systems of interest have special structures that allow the use of existing algorithms. Usually the right-hand side of (3.3.1) is continuously differentiable on open subsets whose closures partition the domain and the solution can be obtained using integration algorithms coupled with state event location algorithms [83].

The computation of the forward and adjoint sensitivities require the set $S=\{t \in T$ : $\partial_{\mathbf{u}} \mathbf{F}(t, \mathbf{u}(t, \mathbf{p}))$ is not a singleton $\}$ to be determined. In general, when solutions of (3.3.1) are obtained numerically, it is not possible to determine whether $S$ is a set of measure zero because the numerical solution comprises values computed at finitely many elements of $T$
which may or may not be elements of $S$. Another major issue is that the computation of the generalized Jacobian of an arbitrary locally Lipschitz continuous function using definition (2.6.5) is not computationally practical.

The initial value problem (3.2.1) has a continuous right-hand side; however, the corresponding adjoint and forward sensitivity initial value problems are equations with discontinuous right-hand sides (See Example 3.6.2). These discontinuities need to be detected and located using, for example, state event location [83], for the efficient and accurate computation of the adjoint and forward sensitivity trajectories. Similar observations apply to the adjoint and forward sensitivities of (3.3.1).

Finally, the adjoint and sensitivity initial value problems (3.3.4, 3.3.6,3.3.8) and the integrals (3.3.7, 3.3.9) require the computation of the derivatives of the implicit functions $\mathbf{f}$ and $\mathbf{r}$. This computation is achieved by solving (3.3.2) at each function evaluation, which is computationally very costly. Ideally, auxiliary DAE systems analogous to those in [24] should be solved.

In order to overcome these computational issues, additional assumptions on the structure of $\mathbf{F}$ need to be imposed. For example, F can be continuously differentiable on open sets whose closures partition the domain of $\mathbf{F}$. The boundaries of these open sets can be the zero-level sets of certain functions. These assumptions and their numerical implications are discussed in the following chapters.

### 3.6 Examples

The first example is a case where the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right)$ is strictly but not continuously differentiable at $\mathbf{p}$.

Example 3.6.1. Let $n_{x}=1, n_{p}=2$. Let $T=\left[t_{0}, t_{f}\right], \mathcal{P}=\mathbb{R}^{2}$ and $\mathcal{X}=\mathbb{R}$ and $\Delta t=t_{f}-t_{0}$,

Table 3.1: Solution and Generalized Gradients of Example 3.6.1

| Case | $x(t, \mathbf{p})$ | $\partial_{\mathbf{p}} x(t, \mathbf{p})$ |
| :---: | :---: | :---: |
| $p_{1}>0, p_{2}>0$ | $p_{1} \cdot e^{p_{2} \Delta t}$ | $\left\{\left(e^{p_{2} \Delta t}, p_{1} \cdot \Delta t \cdot e^{p_{2} \Delta t}\right)\right\}$ |
| $p_{1}>0, p_{2}<0$ | $p_{1} \cdot e^{-p_{2} \Delta t}$ | $\left\{\left(e^{-p_{2} \Delta t},-p_{1} \cdot \Delta t \cdot e^{-p_{2} \Delta t}\right)\right\}$ |
| $p_{1}<0, p_{2}>0$ | $p_{1} \cdot e^{-p_{2} \Delta t}$ | $\left\{\left(e^{-p_{2} \Delta t},-p_{1} \cdot \Delta t \cdot e^{-p_{2} \Delta t}\right)\right\}$ |
| $p_{1}<0, p_{2}<0$ | $p_{1} \cdot e^{p_{2} \Delta t}$ | $\left\{\left(e^{p_{2} \Delta t}, p_{1} \cdot \Delta t \cdot e^{p_{2} \Delta t}\right)\right\}$ |
| $p_{1}=0$ | 0 | $\operatorname{conv}\left(\left\{\left(e^{p_{2} \Delta t}, 0\right),\left(e^{-p_{2} \Delta t}, 0\right)\right\}\right)$ |
| $p_{2}=0$ | $p_{1}$ | $\operatorname{conv}\left(\left\{\left(1, p_{1} \cdot \Delta t\right),\left(1,-p_{1} \cdot \Delta t\right)\right\}\right)$ |
| $p_{1}=0, p_{2}=0$ | 0 | $\{(1,0)\}$ |

$x: T \times \mathcal{P} \rightarrow \mathcal{X}, f: T \times \mathcal{P} \times \mathcal{X}:(t, \boldsymbol{\eta}, \mu) \mapsto\left|\eta_{2} \cdot \mu\right|$. Consider the initial value problem

$$
\dot{x}(t, \mathbf{p})=f(t, \mathbf{p}, x(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right], x\left(t_{0}, \mathbf{p}\right)=p_{1}
$$

Table 3.1 contains the solutions and generalized gradients as a function of the parameter values. Note that at $\mathbf{p}=(0,0), x(t, \cdot)$ is a strictly differentiable function. Gronwall's result [44] cannot be applied to conclude differentiability because the partial derivatives of $f$ are not continuous in any open set containing $\left\{(t, x(t, \mathbf{p}), \mathbf{p}): t \in\left[t_{0}, t_{f}\right]\right\}=\{(t, 0,0,0):$ $\left.t \in\left[t_{0}, t_{f}\right]\right\}$. The results in [94], [95] and [39] are also not applicable in this case. In the neighborhood of $\mathbf{p}=(0,0)$, the state evolves according to $\dot{x}(0, \mathbf{p})=-p_{2} x(0, \mathbf{p})$ or $\dot{x}(0, \mathbf{p})=$ $p_{2} x(0, \mathbf{p})$ depending on the parameters. Hence the sequence of vector fields encountered is not invariant. Theorem 3.2 .3 can be applied to deduce strict differentiability in this case.

The next example demonstrates the discontinuous nature of the sensitivity equations.

Example 3.6.2. Let $T=\left[0, t_{f}\right], n_{p}=2, n_{x}=1, \mathcal{P}=\mathbb{R}^{2}, \mathcal{X}=\mathbb{R}$. Consider the dynamic
system

$$
\begin{aligned}
& \dot{x}(t, \mathbf{p})=\max \left(p_{1}-x(t, \mathbf{p}), 0\right)-\max \left(x(t, \mathbf{p})-p_{2}, 0\right), \forall t \in\left(0, t_{f}\right] \\
& x(0, \mathbf{p})=0, p_{1}>p_{2}>0, \mathbf{p} \in \mathcal{P}
\end{aligned}
$$

where $x: T \times \mathcal{P} \rightarrow \mathcal{X}$. Let $t^{*}$ be such that $x\left(t^{*}, \mathbf{p}\right)-p_{2}=0$. If $t^{*} \geq t_{f}$ then $x(t, \mathbf{p})=$ $p_{1} \cdot\left(1-e^{-t}\right)$ for all $t \in\left[0, t_{f}\right]$. Let $\mathbf{p}$ be such that $0<\ln \frac{p_{1}}{p_{1}-p_{2}} \leq t_{f}$. Then $t^{*}=\ln \frac{p_{1}}{p_{1}-p_{2}}$ and $x\left(t^{*}, \mathbf{p}\right)=p_{2}=p_{1} \cdot\left(1-e^{-t^{*}}\right)$.

In this case, $\hat{J}_{\mathbf{x}} f$ and $\hat{\mathbf{J}}_{\mathbf{p}} f$ in (3.2.2) are

$$
\hat{J}_{\mathbf{x}} f(t, \mathbf{v}(t, \mathbf{p}))=\left\{\begin{array}{rl}
-1 & \text { if } t \in\left(t_{0}, t^{*}\right) \\
0 & \text { if } t=t^{*}, \\
-2 & \text { if } t \in\left(t^{*}, t_{f}\right]
\end{array}, \quad \hat{\mathbf{J}}_{\mathbf{p}} f(t, \mathbf{v}(t, \mathbf{p}))= \begin{cases}(1,0) & \text { if } t \in\left(t_{0}, t^{*}\right) \\
(0,0) & \text { if } t=t^{*} \\
(1,1) & \text { if } t \in\left(t^{*}, t_{f}\right]\end{cases}\right.
$$

Hence the sensitivity equations have a discontinuity at $t^{*}$. The time of discontinuity depends on the parameter. Note that, in this case, $S$ is a singleton set.

The next example involves piecewise continuously differentiable functions. These are locally Lipschitz continuous functions that are almost everywhere continuously differentiable and that have their own specific implicit function theorem [91, 98].

Example 3.6.3. Let $\mathcal{Y}=\left\{\mathbf{y} \in \mathbb{R}^{n_{y}}: y_{i} \geq 0, \forall i \in\left\{1, \ldots, n_{y}\right\}\right\}$ and $\mathcal{W}=\mathcal{Y}$. Let $\mathbf{x}$ : $T \times \mathcal{P} \rightarrow \mathcal{X}, \dot{\mathbf{x}}: T \times \mathcal{P} \rightarrow \dot{\mathcal{X}}, \mathbf{y}: T \times \mathcal{P} \rightarrow \mathcal{Y}, \mathbf{w}: T \times \mathcal{P} \rightarrow \mathcal{W}, \mathbf{p} \in \mathcal{P}$ and $t \in \mathcal{T}$. Let $\mathbf{V}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \mathcal{W} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}^{n_{x}}, \mathbf{Q}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{R}^{n_{y}}$ and $\mathbf{V}_{0}: \mathcal{P} \rightarrow \mathcal{X}$ be continuously differentiable functions. Let $\mathbf{M} \in \mathbb{R}^{n_{y} \times n_{y}}$ be a P-matrix, i.e., the determinant of every principal minor is positive. Let $\boldsymbol{\eta}_{\mathbf{p}} \in \mathcal{P}, \boldsymbol{\eta}_{\mathbf{x}} \in \mathcal{X}, \boldsymbol{\eta}_{\mathbf{y}} \in \mathcal{Y}, \boldsymbol{\eta}_{\dot{\mathbf{x}}} \in \dot{\mathcal{X}}, \boldsymbol{\eta}_{\mathbf{w}} \in \mathcal{W}$ and $\boldsymbol{\eta}=\left(\boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}, \boldsymbol{\eta}_{\mathbf{y}}, \boldsymbol{\eta}_{\mathbf{w}}, \boldsymbol{\eta}_{\dot{\mathbf{x}}}\right)$ Let $\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{V}(t, \boldsymbol{\eta})$ be invertible for all $(t, \boldsymbol{\eta}) \in \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \mathcal{W} \times \dot{\mathcal{X}}$.

Consider the initial value problem

$$
\begin{align*}
& \mathbf{0}=\mathbf{V}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \mathbf{w}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})), \forall t \in\left[t_{0}, t_{f}\right]  \tag{3.6.1}\\
& \mathbf{0}=\mathbf{w}(t, \mathbf{p})-\mathbf{M y}(t, \mathbf{p}))-\mathbf{Q}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})), \forall t \in\left[t_{0}, t_{f}\right]  \tag{3.6.2}\\
& 0 \leq w_{i}(t, \mathbf{p}), 0 \leq y_{i}(t, \mathbf{p}), w_{i}(t, \mathbf{p}) y_{i}(t, \mathbf{p})=0, \forall i \in \mathcal{I}, \forall t \in\left[t_{0}, t_{f}\right]  \tag{3.6.3}\\
& \mathbf{0}=\mathbf{x}\left(t_{0}, \mathbf{p}\right)-\mathbf{V}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P}  \tag{3.6.4}\\
& \mathcal{I}=\left\{1, \ldots, n_{y}\right\}
\end{align*}
$$

Let $\boldsymbol{\mu}_{\mathbf{y}} \in \mathbb{R}^{n_{y}}$. The linear complementarity problem [27],

$$
\begin{equation*}
\boldsymbol{\eta}_{\mathbf{w}}=\mathbf{M} \eta_{\mathbf{y}}+\boldsymbol{\mu}_{\mathbf{y}}, \eta_{\mathbf{w}, i} \geq 0, \eta_{\mathbf{y}, i} \geq 0, \eta_{\mathbf{w}, i} \eta_{\mathbf{y}, i}=0, \forall i \in \mathcal{I} \tag{3.6.5}
\end{equation*}
$$

has exactly one solution for each $\boldsymbol{\mu}_{\mathbf{y}} \in \mathbb{R}^{n_{y}}$ because $\mathbf{M}$ is a P-matrix. Define the functions $\mathbf{W}: \mathbb{R}^{n_{y}} \times \mathcal{Y} \rightarrow \mathbb{R}^{n_{y}}$ and $g_{i}: \mathcal{W} \times \mathcal{Y} \rightarrow \mathbb{R}$ as

$$
\begin{aligned}
W_{i}\left(\boldsymbol{\mu}_{\mathbf{y}}, \boldsymbol{\eta}_{\mathbf{y}}\right) & =\min \left(\left\langle\mathbf{m}_{i}, \boldsymbol{\eta}_{\mathbf{y}}\right\rangle+\mu_{\mathbf{y}, i}, \eta_{\mathbf{y}, i}\right), \forall i \in \mathcal{I} \\
g_{i}\left(\boldsymbol{\eta}_{\mathbf{w}}, \boldsymbol{\eta}_{\mathbf{y}}\right) & =\eta_{\mathbf{w}, i}-\eta_{\mathbf{y}, i}, \forall i \in \mathcal{I}
\end{aligned}
$$

where $\mathbf{m}_{i}$ is the $i$ th row of $\mathbf{M}$. Then the linear complementarity problem (3.6.5) is equivalent to the equations:

$$
0=\mathbf{W}\left(\mu_{\mathbf{y}}, \boldsymbol{\eta}_{\mathbf{y}}\right), \boldsymbol{\eta}_{\mathbf{w}}=\mathbf{M} \boldsymbol{\eta}_{\mathbf{y}}+\boldsymbol{\mu}_{\mathbf{y}}
$$

Note that $\mathbf{W}$ is a piecewise continuously differentiable function. If $\mathbf{W}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}, \overline{\boldsymbol{\eta}}_{\mathbf{y}}\right)=\mathbf{0}$, then there exists a piecewise continuously differentiable function $\mathbf{H}: \mathbb{R}^{n_{y}} \rightarrow \mathcal{Y}$, such that $\mathbf{W}\left(\boldsymbol{\mu}_{\mathbf{y}}, \mathbf{H}\left(\boldsymbol{\mu}_{\mathbf{y}}\right)\right)=\mathbf{0}, \forall \boldsymbol{\mu}_{\mathbf{y}} \in \mathbb{R}^{n_{\mathbf{y}}}$ (See Example 17 in [91]). Let $\overline{\boldsymbol{\eta}}_{\mathbf{w}}=\mathbf{M} \overline{\boldsymbol{\eta}}_{\mathbf{y}}+\overline{\boldsymbol{\mu}}_{\mathbf{y}}$. De-
fine the sets

$$
\begin{aligned}
& \mathcal{I}_{1}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)=\left\{i \in \mathcal{I}: g_{i}\left(\overline{\boldsymbol{\eta}}_{\mathbf{w}}, \overline{\boldsymbol{\eta}}_{\mathbf{y}}\right)>0\right\} \\
& \mathcal{I}_{2}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)=\left\{i \in \mathcal{I}: g_{i}\left(\overline{\boldsymbol{\eta}}_{\mathbf{w}}, \overline{\boldsymbol{\eta}}_{\mathbf{y}}\right)<0\right\} \\
& \mathcal{I}_{3}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)=\left\{i \in \mathcal{I}: g_{i}\left(\overline{\boldsymbol{\eta}}_{\mathbf{w}}, \overline{\boldsymbol{\eta}}_{\mathbf{y}}\right)=0\right\}
\end{aligned}
$$

Then (3.6.5) can be written in the form

$$
\begin{aligned}
\mathbf{0} & =\mathbf{R}\left(\mathcal{I}_{1}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{2}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{3}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)\right) \overline{\boldsymbol{\eta}}_{\mathbf{y}}+\mathbf{K}\left(\mathcal{I}_{1}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{2}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right) \mathcal{I}_{3}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)\right) \overline{\boldsymbol{\mu}}_{\mathbf{y}} \\
\bar{\eta}_{\mathbf{w}} & =\mathbf{M} \overline{\boldsymbol{\eta}}_{\mathbf{y}}+\overline{\boldsymbol{\mu}}_{\mathbf{y}}
\end{aligned}
$$

where

$$
\begin{aligned}
& \mathbf{R}_{i}\left(\mathcal{I}_{1}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{2}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{3}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)\right)= \begin{cases}\mathbf{e}_{i}^{\mathrm{T}} & \text { if } i \in \mathcal{I}_{1}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \\
\mathbf{m}_{i} & \text { if } i \in \mathcal{I}_{2}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \\
\mathbf{e}_{i}^{\mathrm{T}} \text { or } \mathbf{m}_{i} & \text { if } i \in \mathcal{I}_{3}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right),\end{cases} \\
& \mathbf{K}_{i}\left(\mathcal{I}_{1}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{2}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{3}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)\right)= \begin{cases}\mathbf{0} & \text { if } i \in \mathcal{I}_{1}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \\
\mathbf{e}_{i}^{\mathrm{T}} & \text { if } i \in \mathcal{I}_{2}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \\
\mathbf{e}_{i}^{\mathrm{T}} \text { or } \mathbf{0} & \text { if } i \in \mathcal{I}_{3}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right),\end{cases}
\end{aligned}
$$

$\mathbf{R}_{i}$ and $\mathbf{K}_{i}$ are the $i$ th rows of $\mathbf{R}$ and $\mathbf{K}$, respectively. Observe that $\mathbf{R}\left(\mathcal{I}_{1}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{2}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)\right.$, $\left.\mathcal{I}_{3}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)\right)$ is invertible because $\mathbf{M}$ is a P-Matrix. If $\mathcal{I}_{3}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)$ is empty, then for $\left(\boldsymbol{\mu}_{\mathbf{y}}, \boldsymbol{\eta}_{\mathbf{y}}\right)$ in a neighborhood of $\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}, \overline{\boldsymbol{\eta}}_{\mathbf{y}}\right)$

$$
\mathbf{0}=\mathbf{R}\left(\mathcal{I}_{1}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{2}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{3}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)\right) \boldsymbol{\eta}_{\mathbf{y}}+\mathbf{K}\left(\mathcal{I}_{1}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{2}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right), \mathcal{I}_{3}\left(\overline{\boldsymbol{\mu}}_{\mathbf{y}}\right)\right) \boldsymbol{\mu}_{\mathbf{y}}
$$

holds due to the continuity of $\mathbf{W}$ and $g_{i}$. In this case, if $\overline{\boldsymbol{\mu}}_{\mathbf{y}}=\mathbf{Q}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})), \overline{\boldsymbol{\eta}}_{\mathbf{y}}=\mathbf{y}(t, \mathbf{p})$, $\overline{\boldsymbol{\eta}}_{\mathbf{w}}=\mathbf{w}(t, \mathbf{p})$, then the system of equations (3.6.1) to (3.6.4) are a set of continuously differentiable hence strictly differentiable equations.

In the remainder, if $i \in \mathcal{I}_{3}\left(\boldsymbol{\mu}_{\mathbf{y}}\right)$, then it is treated as if $i \in \mathcal{I}_{2}\left(\boldsymbol{\mu}_{\mathbf{y}}\right)$ holds. Then $\mathcal{I}_{1}\left(\boldsymbol{\mu}_{\mathbf{y}}\right) \cup$ $\mathcal{I}_{2}\left(\boldsymbol{\mu}_{\mathbf{y}}\right)=\mathcal{I}$. As a result, $\mathbf{R}$ and $\mathbf{K}$ can be written as $\mathbf{R}\left(\boldsymbol{\mu}_{\mathbf{y}}\right)$ and $\mathbf{K}\left(\boldsymbol{\mu}_{\mathbf{y}}\right)$. If $\boldsymbol{\mu}_{\mathbf{y}}$ depends on other variables, those variables are substituted for $\boldsymbol{\mu}_{\mathbf{y}}$.

Using the fact that the composition of locally Lipschitz continuous functions is locally Lipschitz continuous, the existence of $\mathbf{H}$ and the invertibility of $\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{V}$, it can be shown that there exist locally Lipschitz continuous functions, $\mathbf{f}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \dot{\mathcal{X}}$ and $\mathbf{r}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow$ $\mathcal{Y}$, such that $\mathbf{0}=\mathbf{V}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}, \mathbf{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right), \mathbf{M r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)+\mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right), \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)\right)$. Then existence and uniqueness of solutions to equations (3.6.1) to (3.6.4) can be analyzed using results for ordinary differential equations to show that $(\mathbf{x}(\cdot, \mathbf{p}), \mathbf{y}(\cdot, \mathbf{p}), \mathbf{w}(\cdot, \mathbf{p}), \dot{\mathbf{x}}(\cdot, \mathbf{p}))$ is a continuous function on $T$.

Let $\mathbf{F}: T \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \mathcal{W} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}^{n_{y}} \times \mathbb{R}^{n_{y}} \times \mathbb{R}^{n_{x}}$ be

$$
\mathbf{F}(t, \boldsymbol{\eta})=\left[\begin{array}{c}
\mathbf{V}(t, \boldsymbol{\eta}) \\
\boldsymbol{\eta}_{\mathbf{w}}-\mathbf{M} \boldsymbol{\eta}_{\mathbf{y}}-\mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \\
\mathbf{R}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \boldsymbol{\eta}_{\mathbf{y}}+\mathbf{K}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)
\end{array}\right]
$$

Let the mapping $\boldsymbol{\zeta} \mapsto \mathbf{F}(t, \boldsymbol{\zeta})$ be differentiable at $\boldsymbol{\eta}$, let the derivative be $\mathbf{J}_{\mathbf{u}} \mathbf{F}(t, \boldsymbol{\eta})=$ $[\mathbf{A}(t, \boldsymbol{\eta}) \mathbf{B}(t, \boldsymbol{\eta})]$ (the notation is modified here and the subscript $\mathbf{u}$ is associated with the space $\mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \mathcal{W} \times \dot{\mathcal{X}})$ where

$$
\mathbf{B}(t, \boldsymbol{\eta})=\left[\begin{array}{ccc}
\mathbf{J}_{\mathbf{y}} \mathbf{V}(t, \boldsymbol{\eta}) & \mathbf{J}_{\mathbf{w}} \mathbf{V}(t, \boldsymbol{\eta}) & \mathbf{J}_{\dot{\mathbf{x}}} \mathbf{V}(t, \boldsymbol{\eta})  \tag{3.6.6}\\
-\mathbf{M} & \mathbf{I}_{n_{y}} & \mathbf{0} \\
\mathbf{R}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

$$
\mathbf{A}(t, \boldsymbol{\eta})=\left[\begin{array}{cc}
\mathbf{J}_{\mathbf{p}} \mathbf{V}(t, \boldsymbol{\eta}) & \mathbf{J}_{\mathbf{x}} \mathbf{V}(t, \boldsymbol{\eta}) \\
-\mathbf{J}_{\mathbf{p}} \mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & -\mathbf{J}_{\mathbf{x}} \mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \\
\mathbf{K}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \mathbf{J}_{\mathbf{p}} \mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & \mathbf{K}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \mathbf{J}_{\mathbf{x}} \mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)
\end{array}\right] .
$$

Let the solution of the system of equations (3.6.1) to (3.6.4) be ( $\mathbf{x}(\cdot, \mathbf{p}), \mathbf{y}(\cdot, \mathbf{p}), \mathbf{w}(\cdot, \mathbf{p})$, $\dot{\mathbf{x}}(\cdot, \mathbf{p}))$. Let $\mathbf{u}(t, \mathbf{p})=(\mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \mathbf{w}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))$. Let $S$ be the set $\{t: t \in$ $T, g_{i}(\mathbf{w}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}))=0$, for some $\left.i \in \mathcal{I}\right\}$. If $S$ is a measure zero subset of $T$ and $\mathbf{B}(t, \mathbf{u}(t, \mathbf{p}))$ is invertible for all $t \in T \backslash S$, then Theorem 3.3.6 can be used to obtain forward sensitivities. Finally observe that $\mathbf{K}$ and $\mathbf{R}$ are constant as long as $\mathcal{I}_{1}(t, \mathbf{v}(t, \mathbf{p}))$ and $\mathcal{I}_{2}(t, \mathbf{v}(t, \mathbf{p}))$ remain constant. If $S$ is a set of measure zero, $a \in S$ and $b \in S$ and $t \notin S$ if $t \in(a, b)$, then due to the continuity of $\mathbf{u}(\cdot, \mathbf{p}), \mathbf{K}$ and $\mathbf{R}$ are constant for $t \in(a, b)$.

## Chapter 4

## Parametric Sensitivity Analysis of Dynamic Systems using Linear Newton Approximations

In Chapter 3, sufficient conditions for the existence of the strict derivative were analyzed for the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right)$ at $\mathbf{p} \in \mathcal{P}$, where $\mathbf{x}:\left[t_{0}, t_{f}\right] \times \mathcal{P} \rightarrow \mathcal{X}$ was the solution of the initial value problem:

$$
\begin{equation*}
\dot{\mathbf{x}}(t, \mathbf{p})=\mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{f}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P} \subset \mathbb{R}^{n_{p}} \tag{4.0.1}
\end{equation*}
$$

where $\mathbf{f}$ and $\mathbf{f}_{0}$ were locally Lipschitz functions on their respective domains. Forward and adjoint sensitivity initial value problems were derived. The results were extended to DAEs that can be transformed into ODEs using the implicit function theorem for locally Lipschitz continuous functions (Theorem 2.6.13). Finally, the results were extended to multistage systems where at each stage the evolution of the states was governed by such a DAE.

The results in Chapter 3 required that the state trajectory visit points of nondifferen-
tiability in the domain of $\mathbf{f}$ only at times that constitute a measure zero subset of the time horizon, $\left[t_{0}, t_{f}\right]$. In this chapter, the case where this requirement is not met is analyzed. In this case, Theorem 3.1.3 states that $\partial_{2} \mathbf{x}\left(t, \mathbf{x}_{2}\right) \subset R\left(t_{f}, \mathbf{x}_{2}\right)$, but provides no efficient means to calculate an element of $\partial_{2} \mathbf{x}\left(t, \mathbf{x}_{2}\right)$. The theorem does not state whether $\Phi\left(t_{f}, \mathbf{x}_{2}\right)$, the set whose elements can be easily computed, contains $\partial_{2} \mathbf{x}\left(t, \mathbf{x}_{2}\right)$ and it is not clear whether $R\left(t_{f}, \mathbf{x}_{2}\right)$ can be used as a surrogate for the generalized Jacobian.

In order to arrive at sharper results than Theorem 3.1.3 can provide, additional conditions on the functions involved in (4.0.1) are imposed. The functions are assumed to be semismooth in the restricted sense in addition to being locally Lipschitz continuous. As a consequence of this assumption, linear Newton approximations that contain the generalized Jacobian of the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right)$ can be derived and equations can be formulated to calculate an element of these linear Newton approximations.

The results in this chapter depend on results in [42] and [81]. In §4.1, these results are summarized. In $\S 4.2$, results are derived for (4.0.1) assuming $\mathbf{f}$ and $\mathbf{f}_{0}$ are semismooth in the restricted sense. The results are extended to a set of DAEs using an implicit function theorem for semismooth functions derived from results in [42]. Then, multistage DAEs are considered. Finally, Example 3.6.3 is revisited.

### 4.1 Preliminaries

### 4.1.1 Note on Notation and Assumptions

In the remainder of this chapter, $n_{x}, n_{p}$ and $n_{y}$ represent finite positive integers, $t_{0} \in \mathbb{R}, t_{f} \in$ $\mathbb{R}$ and $t_{0} \leq t_{f}$.
$X_{1}, X_{2}, X_{3}, X_{4}, X_{5}$ and $X_{6}$ are open connected subsets of $\mathbb{R}, \mathbb{R}^{n_{p}}, \mathbb{R}^{n_{x}}, \mathbb{R}^{n_{y}}, \mathbb{R}^{n_{x}}$ and $\mathbb{R}^{n_{y}}$, respectively. $X_{7}=X_{2} \times X_{3}, X_{8}=X_{2} \times X_{3} \times X_{4} \times X_{5}, X_{9}=X_{4} \times X_{5}, X_{10}=X_{7} \times \mathbb{R}$ and $X_{11}=X_{3} \times \mathbb{R} . T=\left[t_{0}, t_{f}\right] \subset X_{1}$.

In order to make the exposition more intuitive, the labels $\mathcal{T}, \mathcal{P}, \mathcal{X}, \mathcal{Y}, \dot{\mathcal{X}}, \mathcal{W}$ and $\mathcal{Q}$ will be used instead of $X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}$ and $X_{9}$. If the symbols $t, \mathbf{p}, \mathbf{x}, \mathbf{y}, \dot{\mathbf{x}}, \mathbf{w}, \mathbf{v}, \mathbf{u}, \mathbf{q}$, $\overline{\mathbf{v}}$ and $\overline{\mathbf{x}}$ appear as subscripts, they represent the indices $1,2,3,4,5,6,7,8,9,10$ and 11 .

In the remainder of this chapter, semismoothness means semismoothness in the restricted sense and if $F$ is a scalar function, $\partial F$ denotes its generalized Jacobian and not its generalized gradient to make the exposition simpler. The topological degree and related concepts are used to formulate conditions for the existence of implicit nonsmooth functions. Here, relevant properties of the topological degree are summarized (see [35] for a more detailed treatment of degree theory).

Definition 4.1.1 (Topological Degree). Let $\mathbf{F}: \operatorname{cl}(\Omega) \rightarrow \mathbb{R}^{n}$ be a continuous function where $\Omega$ is a nonempty bounded open subset of $\mathbb{R}^{n}$. Let $\operatorname{bd}(\Omega)=\operatorname{cl}(\Omega) \backslash \Omega$. Let $\mathbf{y} \in \mathbb{R}^{n} \backslash \mathbf{F}(\mathrm{bd}(\Omega))$. The degree of $\mathbf{F}$ on $\Omega$ at $\mathbf{y}$ is denoted by $\operatorname{deg}(\mathbf{F}, \Omega, \mathbf{y})$, takes integer values and satisfies the following properties:

1. Let $\mathbf{y} \in \mathbb{R}^{n} \backslash \mathbf{F}(\operatorname{bd}(\Omega))$. If $\operatorname{deg}(\mathbf{F}, \Omega, \mathbf{y}) \neq 0$, then there exists, $\mathbf{u}^{*} \in \Omega$, a solution to the equation $\mathbf{F}(\mathbf{u})=\mathbf{y}$.
2. If $\mathbf{y} \notin \operatorname{cl}(\mathbf{F}(\Omega)), \operatorname{deg}(\mathbf{F}, \Omega, \mathbf{y})=0$.
3. $\operatorname{deg}(\mathbf{I}, \Omega, \mathbf{y})=1$ if $\mathbf{y} \in \Omega$ where $\mathbf{I}$ is the identity map.
4. $\operatorname{deg}(\mathbf{F}, \Omega, \mathbf{y})=\operatorname{deg}\left(\mathbf{F}, \Omega_{1}, \mathbf{y}\right)+\operatorname{deg}\left(\mathbf{F}, \Omega_{2}, \mathbf{y}\right)$ if $\Omega_{1}$ and $\Omega_{2}$ are two disjoint open subsets of $\Omega$ and $\mathbf{y} \notin \mathbf{F}\left(\operatorname{cl}(\Omega) \backslash\left(\Omega_{1} \cup \Omega_{2}\right)\right)$.
5. Let $\mathbf{H}:[0,1] \times \mathrm{bd}(\Omega) \rightarrow \mathbb{R}^{n}$ be a continuous function. Let $\mathbf{H}(0, \mathbf{x})=\mathbf{F}(\mathbf{x})$ and $\mathbf{H}(1, \mathbf{x})=\mathbf{G}(\mathbf{x})$ for all $\mathbf{x} \in \operatorname{bd}(\Omega)$. If $\mathbf{y} \notin \mathbf{H}(t, \operatorname{bd}(\Omega))$ for all $t \in[0,1]$, then $\operatorname{deg}(\mathbf{F}, \Omega, \mathbf{y})=\operatorname{deg}(\mathbf{G}, \Omega, \mathbf{y})$.
6. Let $\mathbf{G}$ be a continuous function on $\operatorname{cl}(\Omega) \cdot \operatorname{deg}(\mathbf{F}, \Omega, \mathbf{y})=\operatorname{deg}(\mathbf{G}, \Omega, \mathbf{y})$ if

$$
\max _{\mathbf{x} \in \mathrm{cl}(\Omega)}\|\mathbf{F}(\mathbf{x})-\mathbf{G}(\mathbf{x})\|_{\infty} \leq \operatorname{dist}_{\infty}(\mathbf{y}, \mathbf{F}(\operatorname{bd}(\Omega)))
$$

where $\|\cdot\|_{\infty}$ is the max norm and

$$
\operatorname{dist}_{\infty}\left(\mathbf{y}, \mathbf{F}(\operatorname{bd}(\Omega))=\inf _{\mathbf{z} \in \mathbf{F}(\operatorname{bd}(\Omega))}\|\mathbf{z}-\mathbf{y}\|_{\infty}\right.
$$

7. Let $\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right) \in \mathbb{R}^{n} \backslash \mathbf{F}(\operatorname{bd}(\Omega)) \times \mathbb{R}^{n} \backslash \mathbf{F}(\operatorname{bd}(\Omega))$. Then, $\operatorname{deg}\left(\mathbf{F}, \Omega, \mathbf{y}_{1}\right)=\operatorname{deg}\left(\mathbf{F}, \Omega, \mathbf{y}_{2}\right)$ if

$$
\left\|\mathbf{y}_{1}-\mathbf{y}_{2}\right\|_{\infty} \leq \operatorname{dist}_{\infty}\left(\mathbf{y}_{1}, \mathbf{F}(\operatorname{bd}(\Omega))\right)
$$

8. $\operatorname{deg}(\mathbf{F}, \Omega, \mathbf{y})=\operatorname{deg}\left(\mathbf{F}, \Omega_{1}, \mathbf{y}\right)$ for every open subset $\Omega_{1}$ of $\Omega$ such that $\mathbf{y} \notin \mathbf{F}\left(\Omega \backslash \Omega_{1}\right)$.
9. Let $\mathbf{y} \in \mathbb{R}^{n} \backslash \mathbf{F}(b d(\Omega))$. If $\Omega_{1}$ and $\Omega_{2}$ are two disjoint open sets whose union is $\Omega$, then $\operatorname{deg}(\mathbf{F}, \Omega, \mathbf{y})=\operatorname{deg}\left(\mathbf{F}, \Omega_{1}, \mathbf{y}\right)+\operatorname{deg}\left(\mathbf{F}, \Omega_{2}, \mathbf{y}\right)$.
10. Let $\mathbf{y}_{1} \in \mathbb{R}^{n} \backslash \mathbf{F}(\operatorname{bd}(\Omega))$. Let $\Omega^{\prime}$ be a nonempty bounded open subset of $\mathbb{R}^{m}$. Let $\mathbf{G}$ : $\operatorname{cl}\left(\Omega^{\prime}\right) \rightarrow \mathbb{R}^{m}$ be a continuous function and $\mathbf{y}_{2} \in \mathbb{R}^{m} \backslash \mathbf{G}\left(\operatorname{bd}\left(\Omega^{\prime}\right)\right)$, then

$$
\operatorname{deg}\left(\mathbf{F} \times \mathbf{G}, \Omega \times \Omega^{\prime},\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)=\operatorname{deg}\left(\mathbf{F}, \Omega, \mathbf{y}_{1}\right) \operatorname{deg}\left(\mathbf{G}, \Omega^{\prime}, \mathbf{y}_{2}\right)
$$

Definition 4.1.2 (Index of a function). Let $\mathbf{F}: \operatorname{cl}(\Omega) \rightarrow \mathbb{R}^{n}$ be a continuous function where $\Omega$ is a nonempty bounded open subset of $\mathbb{R}^{n}$. Let $\mathbf{y}^{*} \in \mathbb{R}^{n} \backslash \mathbf{F}(\operatorname{bd}(\Omega))$. Let $\mathbf{x}^{*}$ be an isolated solution of the equation $\mathbf{F}(\mathbf{x})=\mathbf{y}^{*}$, i.e., $\mathbf{F}^{-1}\left(\mathbf{y}^{*}\right) \cap \operatorname{cl}\left(\Omega_{1}\right)=\left\{\mathbf{x}^{*}\right\}$ where $\Omega_{1}$ is an open subset of $\Omega$ containing $\mathbf{x}^{*}$. Then

$$
\operatorname{deg}\left(\mathbf{F}, \Omega_{1}, \mathbf{y}^{*}\right)=\operatorname{deg}\left(\mathbf{F}, \Omega_{2}, \mathbf{y}^{*}\right)
$$

where $\Omega_{2}$ is a neighborhood of $\mathbf{x}^{*}$ such that $\Omega_{2} \subset \Omega_{1}$. In this case, the index of $\mathbf{F}$ at $\mathbf{x}^{*}$ denoted by $\operatorname{ind}\left(\mathbf{F}, \mathbf{x}^{*}\right)$ takes the value $\operatorname{deg}\left(\mathbf{F}, \Omega_{1}, \mathbf{y}^{*}\right)$ and satisfies the following properties

1. If $\mathbf{x}^{*}$ is a Fréchet differentiable point of $\mathbf{F}$, then $\operatorname{ind}\left(\mathbf{F}, \mathbf{x}^{*}\right)$ is equal to the signum of the determinant of $\mathbf{J F}\left(\mathbf{x}^{*}\right)$.
2. If the equation $\mathbf{F}(\mathbf{x})=\mathbf{y}^{*}$ has finitely many solutions $\left\{\mathbf{x}_{i}^{*}\right\}_{i=1}^{k}$ in $\Omega$, then $\operatorname{deg}\left(\mathbf{F}, \Omega, \mathbf{y}^{*}\right)=$ $\sum_{i=1}^{k} \operatorname{ind}\left(\mathbf{F}, \mathbf{x}_{i}^{*}\right)$.

Next, two extensions of the derivative similar to the generalized Jacobian are introduced. They appear as intermediate quantities when deriving the necessary relations to compute elements of the linear Newton approximations that contain the generalized Jacobian.

Definition 4.1.3 (B-Subdifferential). Let $\mathbf{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz continuous function. Then, the B-subdifferential at $\mathbf{x} \in \mathbb{R}$ is defined by

$$
\partial^{B} \mathbf{F}(\mathbf{x})=\bigcap_{\delta>0} \operatorname{JF}\left(\operatorname{cl}((\mathbf{x}+\delta \mathbb{B}(0,1))) \cap \Omega_{\mathbf{F}}\right)
$$

where $\Omega_{\mathbf{F}}$ is the set of points where $\mathbf{F}$ is differentiable and $\mathbb{B}(0,1)$ the open unit ball in $\mathbb{R}^{n}$. Equivalently,

$$
\partial^{B} \mathbf{F}(\mathbf{x})=\left\{\lim _{i \rightarrow \infty} \mathbf{J F}\left(\mathbf{x}_{i}\right): \mathbf{x}_{i} \rightarrow \mathbf{x}, \mathbf{x}_{i} \in \Omega_{\mathbf{F}}\right\}
$$

Definition 4.1.4 (BN Generalized Jacobian). Let $\mathbf{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz continuous function. Then, the $B N$ generalized Jacobian at $\mathbf{x} \in \mathbb{R}$ is defined by

$$
\partial^{B N} \mathbf{F}(\mathbf{x})=\bigcap_{N:|N|=0} \bigcap_{\delta>0} \mathrm{JF}\left(\mathrm{cl}((\mathbf{x}+\delta \mathbb{B}(0,1))) \cap\left(\Omega_{\mathbf{F}} \backslash N\right)\right)
$$

where $|N|$ is the Lebesgue measure of set $N$ and $\Omega_{\mathbf{F}}$ is the set of points where $\mathbf{F}$ is differentiable.

The following Lemma summarizes the properties of the B-subdifferential and BN generalized Jacobian. The results are from Lemma 5 in [81] and [35].

Lemma 4.1.5. Let $\mathbf{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz continuous function. Let $\mathbf{x} \in \mathbb{R}^{n}$. Let $\Omega_{\mathbf{F}}$ be the set of points where $\mathbf{F}$ is differentiable. Then the following hold:

1. $\partial^{B N} \mathbf{F}(\mathbf{x}) \subset \partial^{B} \mathbf{F}(\mathbf{x}) \subset \partial \mathbf{F}(\mathbf{x})$.
2. $\operatorname{conv}\left(\partial^{B} \mathbf{F}(\mathbf{x})\right)=\partial \mathbf{F}(\mathbf{x})$.
3. $\operatorname{conv}\left(\partial^{B N} \mathbf{F}(\mathbf{x})\right)=\partial \mathbf{F}(\mathbf{x})$.
4. $\mathbf{J F}(\mathbf{y}) \in \partial^{B} \mathbf{F}(\mathbf{y})$ for all $\mathbf{y} \in \Omega_{\mathbf{F}}$.
5. $\mathbf{J F}(\mathbf{y}) \in \partial^{B N} \mathbf{F}(\mathbf{y})$ for all $\mathbf{y} \in \Omega_{\mathbf{F}} \backslash S$ where $S$ is a measure zero subset of $\mathbb{R}^{n}$.
6. $\partial^{B} \mathbf{F}$ and $\partial^{B N} \mathbf{F}$ are uppersemicontinuous, nonempty and compact-valued set-valued maps from $\mathbb{R}^{n}$ to $\mathbb{R}^{m \times n}$.
7. If $\mathbf{F} \in P^{1}(O)$ where $O$ is an open subset of $\mathbb{R}^{n}$, then $\partial^{B} \mathbf{F}(\mathbf{x})=\left\{\mathbf{J F}_{i}(\mathbf{x}): i \in \mathcal{I}(\mathbf{F}, \mathbf{x})\right\}$ for all $\mathbf{x} \in O$ where $\mathcal{I}(\mathbf{F}, \mathbf{x})$ is the set of essentially active function indices at $\mathbf{x}$ defined in §2.7.

Definition 4.1.6 (The Projection of the B-Subdifferential and BN Generalized Jacobian). Let $\mathbf{F}: X_{1} \times X_{2} \rightarrow \mathbb{R}^{p}$ where $X_{1}$ and $X_{2}$ are open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. Let $\mathbf{F}$ be locally Lipschitz continuous at $\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ where $\mathbf{x}_{1} \in X_{1}$ and $\mathbf{x}_{2} \in X_{2}$. Then $\pi_{2} \partial^{B} \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is the set $\left\{\mathbf{M} \in \mathbb{R}^{p \times m}: \exists \mathbf{N} \in \mathbb{R}^{p \times n}\right.$ such that $\left.[\mathbf{N} \mathbf{M}] \in \partial^{B} \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\}$. Analogously, $\pi_{1} \partial^{B} \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is the set $\left\{\mathbf{M} \in \mathbb{R}^{p \times n}: \exists \mathbf{N} \in \mathbb{R}^{p \times m}\right.$ such that $\left.[\mathbf{M} \mathbf{N}] \in \partial^{B} \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\}$.

The projection of the BN Generalized Jacobian is similarly defined with the B-subdifferential replaced with the BN Generalized Jacobian.

The following is an implicit function theorem derived from Theorem 4 in [42] using Corollary 4 in [42].

Theorem 4.1.7. Let $X_{1}$ be an open subset of $\mathbb{R}^{m}$ and $X_{2}$ be an open subset of $\mathbb{R}^{n}$. Let $\mathbf{F}: X_{1} \times X_{2} \rightarrow \mathbb{R}^{n}$ be a semismooth function. Let $\mathbf{x}^{*} \in X_{1}, \mathbf{y}^{*} \in X_{2}$ and $\mathbf{z}^{*}=\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$. Let $\mathbf{F}\left(\mathbf{z}^{*}\right)=0$. Assume the following hold:

1. $\pi_{2} \partial^{B} \mathbf{F}\left(\mathbf{z}^{*}\right)$ is coherently oriented, i.e, the determinants of all the matrices in $\pi_{2} \partial^{B} \mathbf{F}\left(\mathbf{z}^{*}\right)$ have the same nonzero sign $\alpha$.
2. $\operatorname{ind}\left(\mathbf{h}, \mathbf{y}^{*}\right)=\alpha$ where $\mathbf{h}: X_{2} \rightarrow \mathbb{R}^{n}: \mathbf{y} \mapsto \mathbf{F}\left(\mathbf{x}^{*}, \mathbf{y}\right)$.

Then, there exists, $U$, an open subset of $X_{1} \times X_{2}, W$, an open subset of $X_{1}$ and a semismooth function $\mathbf{G}: W \rightarrow X_{2}$ such that $\mathbf{z}^{*} \in U$ and $\mathbf{x}^{*} \in W, \mathbf{F}(\mathbf{x}, \mathbf{G}(\mathbf{x}))=\mathbf{0},(\mathbf{x}, \mathbf{G}(\mathbf{x})) \in U$ for all $\mathbf{x} \in W$.

The set-valued mapping $\Gamma \mathrm{G}: W \rightrightarrows \mathbb{R}^{n \times m}$ defined by
$\Gamma \mathbf{G}(\mathbf{x})=\operatorname{conv}\left(\left\{-\boldsymbol{\pi}_{2} \mathbf{M}^{-1} \boldsymbol{\pi}_{1} \mathbf{M}:\left[\boldsymbol{\pi}_{1} \mathbf{M} \boldsymbol{\pi}_{2} \mathbf{M}\right] \in \partial^{B} \mathbf{F}(\mathbf{x}, \mathbf{y}), \boldsymbol{\pi}_{1} \mathbf{M} \in \mathbb{R}^{n \times m}, \boldsymbol{\pi}_{2} \mathbf{M} \in \mathbb{R}^{n \times n}\right\}\right)$
is a linear Newton approximation of $\mathbf{G}$ at $\mathbf{x}$ such that $\partial \mathbf{G}(\overline{\mathbf{x}}) \subset \operatorname{conv}(\Gamma \mathbf{G}(\overline{\mathbf{x}}))$ holds for all $\overline{\mathbf{x}} \in W$.

Proof. The first part of the Theorem follows from Theorem 4 in [42]. Note that Theorem 4 provides an implicit function that is semismooth in the original sense (Definition 2.8.7). Semismoothness in the restricted sense follows from the fact that on an open neighborhood $W$ containing $\mathbf{x}^{*}, G$, the implicit function is semismooth in the original sense which implies that the implicit function is B-differentiable on that set per the properties of semismooth functions.

In order to derive the linear Newton approximation $\boldsymbol{\Gamma} \mathbf{G}$, the result in Corollary 4 in [42] is used as follows: Let $\mathbf{H}: X_{1} \times X_{2} \rightarrow X_{1} \times X_{2}:(\mathbf{x}, \mathbf{y}) \mapsto(\mathbf{x}, \mathbf{F}(\mathbf{x}, \mathbf{y}))$. Then $\mathbf{H}$ is a semismooth function on $U$ as a composition of semismooth functions and

$$
\partial^{B} \mathbf{H}(\mathbf{x}, \mathbf{y})=\left\{\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\boldsymbol{\pi}_{1} \mathbf{M} & \boldsymbol{\pi}_{2} \mathbf{M}
\end{array}\right]:\left[\boldsymbol{\pi}_{1} \mathbf{M} \boldsymbol{\pi}_{2} \mathbf{M}\right] \in \partial^{B} \mathbf{F}(\mathbf{x}, \mathbf{y}), \boldsymbol{\pi}_{1} \mathbf{M} \in \mathbb{R}^{n \times m}, \boldsymbol{\pi}_{2} \mathbf{M} \in \mathbb{R}^{n \times n}\right\}
$$

is obtained using the definition of the B-subdifferential. In addition, $\mathbf{H}$ has a semismooth inverse, $\mathbf{H}^{-1}: W \times V \rightarrow U$ where $V$ is an open subset of $\mathbb{R}^{n}$ such that $\mathbf{0} \in V$. This can be
shown as in the proof of Theorem 4. Furthermore,
$\partial^{B} \mathbf{H}^{-1}(\mathbf{x}, \mathbf{0})=\left\{\left[\begin{array}{cc}\mathbf{I}_{m} & \mathbf{0} \\ \boldsymbol{\pi}_{1} \mathbf{M} & \boldsymbol{\pi}_{2} \mathbf{M}\end{array}\right]^{-1}:\left[\boldsymbol{\pi}_{1} \mathbf{M} \boldsymbol{\pi}_{2} \mathbf{M}\right] \in \partial^{B} \mathbf{F}(\mathbf{x}, \mathbf{G}(\mathbf{x})), \boldsymbol{\pi}_{1} \mathbf{M} \in \mathbb{R}^{n \times m}, \boldsymbol{\pi}_{2} \mathbf{M} \in \mathbb{R}^{n \times n}\right\}$
holds for all $\mathbf{x} \in W$ per Corollary 4 in [42]. Observe that

$$
\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\boldsymbol{\pi}_{1} \mathbf{M} & \boldsymbol{\pi}_{2} \mathbf{M}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
-\boldsymbol{\pi}_{2} \mathbf{M}^{-1} \boldsymbol{\pi}_{1} \mathbf{M} & \boldsymbol{\pi}_{2} \mathbf{M}^{-1}
\end{array}\right]
$$

and $\partial \mathbf{H}^{-1}(\mathbf{x}, \mathbf{0})=\operatorname{conv}\left(\partial^{B} \mathbf{H}^{-1}(\mathbf{x}, \mathbf{0})\right)$.
The mapping $\boldsymbol{\eta} \mapsto \mathbf{G}(\boldsymbol{\eta})$ is equal to $\boldsymbol{\eta} \mapsto(\boldsymbol{\eta}, \mathbf{0}) \mapsto \mathbf{H}^{-\mathbf{1}}(\boldsymbol{\eta}, \mathbf{0}) \mapsto \mathbf{G}(\boldsymbol{\eta})$. Then, using Theorem 2.6.7,

$$
\partial \mathbf{G}(\mathbf{x}) \subset \operatorname{conv}\left(\left\{\left[\begin{array}{ll}
\mathbf{0} & \mathbf{I}_{n}
\end{array}\right] \mathbf{N}\left[\begin{array}{c}
\mathbf{I}_{m} \\
\mathbf{0}
\end{array}\right]: \mathbf{N} \in \partial \mathbf{H}^{-1}(\mathbf{x}, \mathbf{0})\right\}\right)
$$

is obtained. Since $\partial \mathbf{H}^{-1}(\mathbf{x}, \mathbf{0})$ is a linear Newton approximation of the mapping $(\mathbf{x}, \mathbf{0}) \mapsto$ $(\mathbf{x}, \mathbf{G}(\mathbf{x}))$, the set $\Gamma \mathbf{G}: W \rightrightarrows \mathbb{R}^{n \times m}$ defined by

$$
\Gamma \mathbf{G}(\mathbf{x})=\left\{\left[\begin{array}{ll}
\mathbf{0} & \mathbf{I}_{n}
\end{array}\right] \mathbf{N}\left[\begin{array}{c}
\mathbf{I}_{m} \\
\mathbf{0}
\end{array}\right]: \mathbf{N} \in \partial \mathbf{H}^{-1}(\mathbf{x}, \mathbf{0})\right\}
$$

is a linear Newton approximation of $\mathbf{G}$ at $\mathbf{x}$ per Theorem 2.8.12 such that $\partial \mathbf{G}(\mathbf{x}) \subset$ $\operatorname{conv}(\Gamma \mathbf{G}(\mathbf{x}))$ holds for all $\mathbf{x} \in W$. The result
$\Gamma \mathbf{G}(\mathbf{x})=\operatorname{conv}\left(\left\{-\boldsymbol{\pi}_{2} \mathbf{M}^{-1} \boldsymbol{\pi}_{1} \mathbf{M}:\left[\boldsymbol{\pi}_{1} \mathbf{M} \boldsymbol{\pi}_{2} \mathbf{M}\right] \in \partial^{B} \mathbf{F}(\mathbf{x}, \mathbf{G}(\mathbf{x})), \boldsymbol{\pi}_{1} \mathbf{M} \in \mathbb{R}^{n \times m}, \boldsymbol{\pi}_{2} \mathbf{M} \in \mathbb{R}^{n \times n}\right\}\right)$
can be obtained using the fact that $\partial \mathbf{H}^{-1}(\mathbf{x}, \mathbf{0})=\operatorname{conv}\left(\partial^{B} \mathbf{H}^{-1}(\mathbf{x}, \mathbf{0})\right)$ and the definition of
$\partial^{B} \mathbf{H}^{-1}(\mathbf{x}, \mathbf{0})$.

The following theorems are used to derive linear Newton approximations to the map $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$.

Theorem 4.1.8. Let $X_{1}$ and $X_{2}$ be open connected subsets of $\mathbb{R}$ and $\mathbb{R}^{n}$, respectively. Let $\tilde{X}_{2}$ be an open connected subset of $X_{2}$. Let $T=\left[t_{0}, t_{f}\right] \subset X_{1}$. Let $\mathbf{f}: X_{2} \rightarrow \mathbb{R}^{n}$ be semismooth.

Let $\mathbf{x}:\left[t_{0}, t_{f}\right] \times \tilde{X}_{2} \rightarrow X_{2}$ be such that $\mathbf{x}\left(\cdot, \mathbf{x}_{2}\right)$ is the only function that satisfies

$$
\dot{\mathbf{x}}\left(t, \mathbf{x}_{2}\right)=\mathbf{f}\left(\mathbf{x}\left(t, \mathbf{x}_{2}\right)\right), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{x}\left(t_{0}, \mathbf{x}_{2}\right)=\mathbf{x}_{2}, \forall \mathbf{x}_{2} \in \tilde{X}_{2}
$$

Then $\mathbf{x}(t, \cdot)$ is semismooth at $\mathbf{x}_{2} \in \tilde{X}_{2}$ for all $t \in T$ (Theorem 8 in [81]).

Theorem 4.1.9. Let the assumptions of Theorem 4.1.8 hold. Assume Гf : $X_{2} \rightrightarrows \mathbb{R}^{n \times n}$ is a linear Newton approximation of $\mathbf{f}$ on $X_{2}$. Then, there exists a neighborhood $O \subset \tilde{X}_{2}$ such that, the set-valued map, $\Gamma_{2}: T \times O \rightrightarrows \mathbb{R}^{n \times n}$ defined by

$$
\Gamma_{2}(t, \boldsymbol{\eta})=\left\{\mathbf{Y}(t, \boldsymbol{\eta}): \dot{\mathbf{Y}}(t, \boldsymbol{\eta}) \in \operatorname{conv}(\Gamma \mathbf{f}(\mathbf{x}(t, \boldsymbol{\eta}))) \mathbf{Y}(t, \boldsymbol{\eta}), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{Y}\left(t_{0}, \boldsymbol{\eta}\right)=\mathbf{I}_{n}\right\}
$$

is a linear Newton approximation of $\mathbf{x}(t, \cdot)$ at $\mathbf{x}_{2} \in O$ for all $t \in T$ (Theorem 11 in [81]).

Corollary 4.1.10. Let assumptions and definitions of Theorem 4.1.9 hold. In addition, let $\Gamma \mathbf{f}(\mathbf{y})=\partial \mathbf{f}(\mathbf{y}), \forall \mathbf{y} \in X_{2}$. Then, the result of Theorem 4.1.9 holds. Let $\Gamma_{2}\left(t, \mathbf{x}_{2}\right), \mathbf{x}_{2} \in O$ be computed as in Theorem 4.1.9 with $\Gamma \mathbf{f}\left(\mathbf{x}\left(t, \mathbf{x}_{2}\right)\right)=\partial \mathbf{f}\left(\mathbf{x}\left(t, \mathbf{x}_{2}\right)\right)$. Then $\partial_{2}^{B N} \mathbf{x}\left(t, \mathbf{x}_{2}\right) \subset$ $\Gamma_{2}\left(t, \mathbf{x}_{2}\right)$ where $\partial_{2}^{B N} \mathbf{x}\left(t, \mathbf{x}_{2}\right)$ is the $B N$ generalized Jacobian of the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ at $\mathbf{x}_{2}$ (Corollary 12 in [81]). In addition, $\partial_{2} \mathbf{x}\left(t, \mathbf{x}_{2}\right) \subset \operatorname{conv}\left(\Gamma_{2}\left(t, \mathbf{x}_{2}\right)\right)$ holds per Lemma 4.1.5.

Remark 4.1.11. The results of Corollary 4.1.10 still hold if $\Gamma \mathbf{f}(\mathbf{x}(t, \boldsymbol{\eta}))$ is replaced with $\operatorname{conv}(\bar{\Gamma} \mathbf{f}(\mathbf{x}(t, \boldsymbol{\eta})))$ where $\bar{\Gamma} \mathbf{f}$ is a linear Newton approximation of $\mathbf{f}$ that satisfies $\partial \mathbf{f}(\mathbf{y}) \subset$ $\operatorname{conv}\left(\bar{\Gamma} \mathbf{f}(\mathbf{x}(\mathbf{y}))\right.$ for all $\mathbf{y} \in X_{2}$.

Definition 4.1.12 (The Projection of a Linear Newton Approximation). Let $\mathbf{F}$ : $X_{1} \times X_{2} \rightarrow \mathbb{R}^{p}$ where $X_{1}$ and $X_{2}$ are open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. Let $\mathbf{F}$ be semismooth at $\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ where $\mathbf{x}_{1} \in X_{1}$ and $\mathbf{x}_{2} \in X_{2}$. Let $\Gamma \mathbf{F}$ be a linear Newton approximation of $\mathbf{F}$ in a neighborhood of $\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$. Then $\pi_{2} \Gamma \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is the set $\{\mathbf{M} \in$ $\mathbb{R}^{p \times m}: \exists \mathbf{N} \in \mathbb{R}^{p \times n}$ such that $\left.[\mathbf{N} \mathbf{M}] \in \Gamma \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\}$. Analogously, $\pi_{1} \Gamma \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is the set $\left\{\mathbf{M} \in \mathbb{R}^{p \times n}: \exists \mathbf{N} \in \mathbb{R}^{p \times m}\right.$ such that $\left.[\mathbf{M} \mathbf{N}] \in \Gamma \mathbf{F}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\}$.

The following extends the definition of a measurable selection in Definition 3.1.1 to arbitrary set-valued maps with nonempty and closed images.

Definition 4.1.13 (Measurable Selection of Set-Valued Map). Let $X$ be a closed or open subset of $\mathbb{R}^{n}$ and $\mathcal{S}: X \mapsto \mathbb{R}^{m}$ be set-valued map such that $\mathcal{S}(\mathbf{x})$ is a non-empty closed set for all $\mathbf{x} \in X$. Let $\mathbf{s}: X \mapsto \mathbb{R}^{m}$ be a Lebesgue measurable function on $X$ such that $\mathbf{s}(\mathbf{x}) \in \mathcal{S}(\mathbf{x}), \forall \mathbf{x} \in X$. Then $\mathbf{s}$ is a measurable selection of $\mathcal{S}$ on $X$. This is denoted by $\mathbf{s} \in \mathcal{L}(X, \mathcal{S})$.

The following result combines Theorem 8.1.3 and Proposition 8.2.1 in [5] and states sufficient conditions for the existence of a measurable selection.

## Theorem 4.1.14 (Existence of Measurable Selections of Upper Semicontinuous

 Set-Valued Maps). Let $X$ be a closed or open subset of $\mathbb{R}^{n}$ and $\mathcal{S}: X \Leftrightarrow \mathbb{R}^{m}$ be an upper semicontinuous set-valued map such that $\mathcal{S}(\mathbf{x})$ is a non-empty closed set for all $\mathbf{x} \in X$. Then there exists a measurable selection $\mathbf{s}: X \rightarrow \mathbb{R}^{m}$ of $\mathcal{S}$ on $X$.
### 4.2 Ordinary Differential Equations

This section develops results for ordinary differential equations that satisfy the following conditions.

Assumption 4.2.1. Let $\mathbf{f}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \dot{\mathcal{X}}$ and $\mathbf{f}_{0}: \mathcal{P} \rightarrow \tilde{\mathcal{X}}$ be semismooth where $\tilde{\mathcal{X}}$ is an open connected subset of $\mathcal{X}$. Let $\mathbf{x}: T \times \mathcal{P} \rightarrow \mathcal{X}$ be such that $\mathbf{x}(\cdot, \mathbf{p})$ is the unique solution of the initial value problem

$$
\begin{equation*}
\dot{\mathbf{x}}(t, \mathbf{p})=\mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{f}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P} \tag{4.2.1}
\end{equation*}
$$

Let $\Gamma \mathbf{f}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightrightarrows \mathbb{R}^{\left(n_{x}\right) \times\left(1+n_{p}+n_{x}\right)}$ be a linear Newton approximation of $\mathbf{f}$ satisfying $\partial \mathbf{f}(\boldsymbol{\mu}) \subset \operatorname{conv}(\Gamma \mathbf{f}(\boldsymbol{\mu}))$ for all $\boldsymbol{\mu} \in \mathcal{T} \times \mathcal{P} \times \mathcal{X}$. In addition, let $\Gamma \mathbf{f}_{0}: \mathcal{P} \rightrightarrows \mathbb{R}^{n_{x} \times n_{p}}$ be a linear Newton approximation of $\mathbf{f}_{0}$ such that $\partial \mathbf{f}_{0}(\boldsymbol{\eta}) \subset \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\boldsymbol{\eta})\right)$ for all $\boldsymbol{\eta} \in \mathcal{P}$.

Remark 4.2.2. Let $\mathbf{z}: T \times \mathcal{P} \rightarrow \mathcal{P}:(t, \mathbf{p}) \mapsto \mathbf{p}$ and $\mathbf{v}: T \times \mathcal{P} \rightarrow \mathcal{P} \times \mathcal{X}:(t, \mathbf{p}) \mapsto$ $(\mathbf{z}(t, \mathbf{p}), \mathbf{x}(t, \mathbf{p}))$ for the remainder of this chapter.

Theorem 4.2.3. Let Assumption 4.2.1 hold. Then, the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right)$ is semismooth at $\mathbf{p}$. Let $\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ be the set

$$
\begin{align*}
\left\{\mathbf{m}\left(t_{f}, \mathbf{p}\right): \dot{\mathbf{m}}(t, \mathbf{p})=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p})\right. & \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right],  \tag{4.2.2}\\
& \mathbf{G}_{f}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\mathbf{v}} \operatorname{conv}(\Gamma \mathbf{f}(\cdot, \mathbf{v}(\cdot, \mathbf{p}))),\right. \\
& \mathbf{G}_{f}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p})\right], \forall t \in T, \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{x}}, \forall t \in T, \\
& \left.\mathbf{m}\left(t_{0}, \mathbf{p}\right) \in \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\mathbf{p})\right)\right\} .
\end{align*}
$$

Then $\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ is a linear Newton approximation of the map $\boldsymbol{\eta} \mapsto \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right)$ at $\mathbf{p}$ and

$$
\partial_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right)
$$

holds.
Proof. Let $\Delta t=t_{f}-t_{0}$. Let $\tilde{\mathcal{T}}$ be a an open connected subset of $\mathcal{T}$ such that if $t \in \tilde{\mathcal{T}}$, then
$(t+\Delta t) \in \mathcal{T}$ and $t_{0} \in \tilde{\mathcal{T}}$. Let $\bar{t}_{0} \in \tilde{\mathcal{T}}, \overline{\mathbf{p}} \in \mathcal{P}, \overline{\mathbf{x}}_{0} \in \tilde{\mathcal{X}}$ and $\boldsymbol{\nu}_{0}=\left(\bar{t}_{0}, \overline{\mathbf{p}}, \overline{\mathbf{x}}_{0}\right)$.
Let $\boldsymbol{\nu}_{t}:[0, \Delta t] \times \tilde{\mathcal{T}} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathcal{T}, \boldsymbol{\nu}_{\mathbf{p}}:[0, \Delta t] \times \tilde{\mathcal{T}} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathcal{P}$ and $\boldsymbol{\nu}_{\mathbf{x}}:[0, \Delta t] \times \tilde{\mathcal{T}} \times$ $\mathcal{P} \times \mathcal{X} \rightarrow \mathcal{X}$ be continuous functions and let $\boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)=\left(\boldsymbol{\nu}_{t}\left(\tau, \boldsymbol{\nu}_{0}\right), \boldsymbol{\nu}_{\mathbf{p}}\left(\tau, \boldsymbol{\nu}_{0}\right), \boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \boldsymbol{\nu}_{0}\right)\right)$. Let $\boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right)=\left(\boldsymbol{\nu}_{\mathbf{p}}\left(\tau, \boldsymbol{\nu}_{0}\right), \boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \boldsymbol{\nu}_{0}\right)\right)$. Let $\mathbf{g}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{R} \times \mathbb{R}^{n_{p}} \times \dot{\mathcal{X}}: \boldsymbol{\mu} \mapsto(1, \mathbf{0}, \mathbf{f}(\boldsymbol{\mu}))$.

Consider the following augmented initial value problem:

$$
\begin{equation*}
\dot{\boldsymbol{\nu}}\left(\tau, \boldsymbol{\nu}_{0}\right)=\mathbf{g}\left(\boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)\right), \forall \tau \in(0, \Delta t], \boldsymbol{\nu}(0)=\boldsymbol{\nu}_{0} \tag{4.2.3}
\end{equation*}
$$

Note that:

$$
\begin{align*}
& \boldsymbol{\nu}_{t}\left(\tau, \boldsymbol{\nu}_{0}\right)=\bar{t}_{0}+\tau, \forall \bar{t}_{0} \in \tilde{\mathcal{T}}  \tag{4.2.4}\\
& \boldsymbol{\nu}_{\mathbf{p}}\left(\tau, \boldsymbol{\nu}_{0}\right)=\overline{\mathbf{p}}, \forall \overline{\mathbf{p}} \in \mathcal{P} \tag{4.2.5}
\end{align*}
$$

Observe that $\mathbf{g}$ is semismooth as a composition of functions that are semismooth. Therefore, the mapping $\boldsymbol{\nu}_{0} \mapsto \boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)$ is semismooth per Theorem 4.1.8 if a unique solution $\boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)$ exists. As a result, the mapping $\left(\overline{\mathbf{p}}, \overline{\mathbf{x}}_{0}\right) \mapsto \boldsymbol{\nu}_{\mathbf{x}}\left(\tau,\left(\overline{t_{0}}, \overline{\mathbf{p}}, \overline{\mathbf{x}}_{0}\right)\right)$ is semismooth for all $\bar{t}_{0} \in \tilde{\mathcal{T}}$ and for all $\tau \in[0, \Delta t]$.

Let $\overline{\boldsymbol{\nu}}_{0}=\left(t_{0}, \mathbf{p}, \mathbf{f}_{0}(\mathbf{p})\right)$. Then,

$$
\begin{equation*}
\boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \overline{\boldsymbol{\nu}}_{0}\right)=\mathbf{x}\left(\tau+t_{0}, \mathbf{p}\right) \tag{4.2.6}
\end{equation*}
$$

(4.2.4) and (4.2.5) satisfy (4.2.3) with $\bar{t}_{0}=t_{0}$ and $\overline{\mathbf{p}}=\mathbf{p}$. Observe that for any given $\mathbf{p} \in \mathcal{P}$ and $\bar{t}_{0}=t_{0}$, (4.2.6) holds.

The mapping $\boldsymbol{\eta} \mapsto \mathbf{f}_{0}(\boldsymbol{\eta})$ is semismooth per assumptions. Since the composition of semismooth functions is semismooth, the semismoothness of the mapping $\boldsymbol{\eta} \rightarrow \mathbf{x}(t, \boldsymbol{\eta})$ at $\mathbf{p}$ follows from the semismoothness of the mapping $\left(\overline{\mathbf{p}}, \overline{\mathbf{x}}_{0}\right) \mapsto\left(\boldsymbol{\nu}_{\mathbf{x}}\left(\tau,\left(t_{0}, \overline{\mathbf{p}}, \overline{\mathbf{x}}_{0}\right)\right)\right.$ and the equivalence in (4.2.6).

The generalized Jacobian of $\mathbf{g}$ at $\boldsymbol{\nu}\left(t, \boldsymbol{\nu}_{0}\right)$ is

$$
\partial \mathbf{g}\left(\boldsymbol{\nu}\left(t, \boldsymbol{\nu}_{0}\right)\right)=\left\{\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{0} \\
\mathbf{M}
\end{array}\right], \mathbf{M} \in \partial \mathbf{f}\left(\boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)\right)\right\}
$$

per Theorem 2.6.7. Define the set-valued mapping $\Gamma \mathbf{g}: \tilde{\mathcal{T}} \times \mathcal{P} \times \mathcal{X} \rightrightarrows \mathbb{R}^{\left(1+n_{p}+n_{x}\right) \times\left(1+n_{p}+n_{x}\right)}$ by

$$
\operatorname{\Gamma g}\left(\boldsymbol{\nu}\left(t, \boldsymbol{\nu}_{0}\right)\right)=\left\{\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{0} \\
\mathbf{M}
\end{array}\right], \mathbf{M} \in \operatorname{conv}\left(\Gamma \mathbf{f}\left(\boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)\right)\right)\right\}
$$

Note that $\Gamma \mathbf{g}$ is a linear Newton approximation of $\mathbf{g}$ per Theorem 2.8.12 and $\partial \mathbf{g}\left(\boldsymbol{\nu}\left(t, \boldsymbol{\nu}_{0}\right)\right) \subset$ $\Gamma \boldsymbol{g}\left(\boldsymbol{\nu}\left(t, \boldsymbol{\nu}_{0}\right)\right)$ holds because of the assumptions.

Then, the set-valued $\operatorname{map} \Gamma_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}:[0, \Delta t] \times \tilde{\mathcal{T}} \times \mathcal{P} \times \mathcal{X} \rightrightarrows \mathbb{R}^{\left(1+n_{p}+n_{x}\right) \times\left(1+n_{p}+n_{x}\right)}$ defined by

$$
\begin{equation*}
\Gamma_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)=\left\{\mathbf{Y}\left(\tau, \boldsymbol{\nu}_{0}\right): \dot{\mathbf{Y}}\left(\epsilon, \boldsymbol{\nu}_{0}\right) \in \Gamma \mathbf{g}\left(\boldsymbol{\nu}\left(\epsilon, \boldsymbol{\nu}_{0}\right)\right) \mathbf{Y}\left(\epsilon, \boldsymbol{\nu}_{0}\right), \forall \epsilon \in(0, \tau], \mathbf{Y}\left(0, \boldsymbol{\nu}_{0}\right)=\mathbf{I}_{1+n_{p}+n_{x}}\right\} \tag{4.2.7}
\end{equation*}
$$

is a linear Newton approximation of the map $\boldsymbol{\mu} \mapsto \boldsymbol{\nu}(\tau, \boldsymbol{\mu})$ at $\boldsymbol{\nu}_{0}$ for all $\tau \in[0, \Delta t]$ and $\partial_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right) \subset \operatorname{conv}\left(\Gamma_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)\right)$ per Corollary 4.1.10.

In order to derive a linear Newton approximation for the mapping $\left(\overline{\mathbf{p}}, \overline{\mathbf{x}}_{0}\right) \mapsto\left(\boldsymbol{\nu}_{\mathbf{p}}\left(\tau, \boldsymbol{\nu}_{0}\right), \boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \boldsymbol{\nu}_{0}\right)\right)$ for the case $\bar{t}_{0}=t_{0}$, the composition of the following three maps is considered:

1. $\left(\overline{\mathbf{p}}, \overline{\mathbf{x}}_{0}\right) \mapsto\left(t_{0}, \overline{\mathbf{p}}, \overline{\mathbf{x}}_{0}\right)$. The generalized Jacobian of this map is a singleton and the single
element is

$$
\mathbf{A}=\left[\begin{array}{c}
0 \\
\mathbf{I}_{n_{p}+n_{x}}
\end{array}\right]
$$

The generalized Jacobian also defines a linear Newton approximation for this map because the map is semismooth.
2. $\boldsymbol{\nu}_{0} \mapsto \boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right) . \Gamma_{\nu_{0}} \boldsymbol{\nu}\left(\tau, \nu_{0}\right)$ is the linear Newton approximation of this map.
3. $\left(\boldsymbol{\nu}_{t}\left(\tau, \boldsymbol{\nu}_{0}\right), \boldsymbol{\nu}_{\mathbf{p}}\left(\tau, \boldsymbol{\nu}_{0}\right), \boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \boldsymbol{\nu}_{0}\right)\right) \mapsto\left(\boldsymbol{\nu}_{\mathbf{p}}\left(\tau, \boldsymbol{\nu}_{0}\right), \boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \boldsymbol{\nu}_{0}\right)\right)$. The generalized Jacobian of this map is a singleton set with the following element

$$
\mathbf{B}=\left[\begin{array}{ll}
\mathbf{0} & \mathbf{I}_{n_{p}+n_{x}}
\end{array}\right] .
$$

The generalized Jacobian also defines a linear Newton approximation for this map. Per the chain rule for linear Newton approximations (Theorem 2.8.12), the set

$$
\left\{\mathbf{B M A}: \mathbf{M} \in \Gamma_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)\right\}
$$

is a linear Newton approximation of the map $\left(\overline{\mathbf{p}}, \overline{\mathbf{x}}_{0}\right) \mapsto\left(\boldsymbol{\nu}_{\mathbf{p}}\left(\tau, \boldsymbol{\nu}_{0}\right), \boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \boldsymbol{\nu}_{0}\right)\right)$ (Note that $\mathbf{v}_{0}$ is used as an index instead of $\mathbf{v}$ here). Per the chain rule for the generalized Jacobian (Theorem 2.6.7) and the fact that $\partial_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right) \subset \operatorname{conv}\left(\Gamma_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)\right)$,

$$
\begin{equation*}
\partial_{\mathbf{v}_{0}} \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right) \subset \operatorname{conv}\left(\left\{\mathbf{B M A}: \mathbf{M} \in \partial_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)\right\}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{v}_{0}} \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right)\right) \tag{4.2.8}
\end{equation*}
$$

holds.
In order to compute an element of $\Gamma_{\mathbf{v}_{0}} \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right)$ one can solve a reduced system of equations instead of (4.2.7). Let $\mathbf{Z}:[0, \Delta t] \rightarrow \mathbb{R}^{\left(1+n_{p}+n_{x}\right) \times\left(1+n_{p}+n_{x}\right)}$ be a measurable selection of $\Gamma \mathbf{g}\left(\boldsymbol{\nu}\left(\cdot, \boldsymbol{\nu}_{0}\right)\right)$ on $[0, \Delta t]$. Then, $\mathbf{Y}\left(\tau, \boldsymbol{\nu}_{0}\right)$, an element of $\Gamma_{\boldsymbol{\nu}_{0}} \boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)$, can be computed by
solving

$$
\begin{equation*}
\dot{\mathbf{Y}}\left(\epsilon, \boldsymbol{\nu}_{0}\right)=\mathbf{Z}(\epsilon) \mathbf{Y}\left(\epsilon, \boldsymbol{\nu}_{0}\right), \forall \epsilon \in(0, \tau], \mathbf{Y}\left(0, \boldsymbol{\nu}_{0}\right)=\mathbf{I}_{1+n_{p}+n_{x}} . \tag{4.2.9}
\end{equation*}
$$

The linear differential equation (4.2.9) admits a matrix-valued function $\Gamma(\tau, \epsilon)$ such that $\mathbf{Y}\left(\tau, \boldsymbol{\nu}_{0}\right)=\boldsymbol{\Gamma}(\tau, 0) \mathbf{I}_{1+n_{p}+n_{x}}$. This implies that $\mathbf{Y}\left(\tau, \boldsymbol{\nu}_{0}\right) \mathbf{A}=\boldsymbol{\Gamma}(\tau, 0) \mathbf{A}$. This in turn implies that the product $\mathbf{Y}\left(\tau, \boldsymbol{\nu}_{0}\right) \mathbf{A}$ can be computed by solving

$$
\begin{equation*}
\dot{\mathbf{W}}\left(\epsilon, \boldsymbol{\nu}_{0}\right)=\mathbf{Z}(\epsilon) \mathbf{W}\left(\epsilon, \boldsymbol{\nu}_{0}\right), \forall \epsilon \in(0, \tau], \mathbf{W}\left(0, \boldsymbol{\nu}_{0}\right)=\mathbf{A} . \tag{4.2.10}
\end{equation*}
$$

The product of $\mathbf{Z}\left(0^{+}\right) \mathbf{A}$ has zero first row because the first row of $\mathbf{Z}(\epsilon)$ is zero for all $\epsilon \in(0, \Delta t]$ and $\mathbf{A}$ has zero first row. As a result $\dot{\mathbf{W}}\left(0^{+}\right)$has a zero first row. Since $\mathbf{W}(0)$ and $\dot{\mathbf{W}}\left(0^{+}\right)$ have zero first rows, $\mathbf{W}(\epsilon)$ has zero first row for any $\epsilon \in(0, \tau]$. As a result, the first column of $\mathbf{Z}(\epsilon)$ has no effect on the evolution of $\mathbf{W}$. In addition, the first row of $\mathbf{Z}(\epsilon)$ has no effect on the evolution of $\mathbf{W}$.

The pre-multiplication with $\mathbf{B}$ removes the zero first row from $\mathbf{W}(\tau)$ to produce an $\left(n_{p}+n_{x}\right) \times\left(n_{p}+n_{x}\right)$ matrix, $\mathbf{M}\left(\tau, \boldsymbol{\nu}_{0}\right)$, which can be computed by solving the differential equation

$$
\begin{equation*}
\dot{\mathbf{M}}\left(\epsilon, \boldsymbol{\nu}_{0}\right)=\tilde{\mathbf{Z}}(\epsilon) \mathbf{M}\left(\epsilon, \boldsymbol{\nu}_{0}\right), \forall \epsilon \in(0, \tau], \mathbf{M}\left(0, \boldsymbol{\nu}_{0}\right)=\mathbf{I}_{n_{p}+n_{x}} \tag{4.2.11}
\end{equation*}
$$

where

$$
\tilde{\mathbf{Z}}(\epsilon)=\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{H}(\epsilon)
\end{array}\right]
$$

and $\mathbf{H}:[0, \Delta t] \rightarrow \mathbb{R}^{n_{x} \times\left(n_{p}+n_{x}\right)}$ is a measurable selection of $\operatorname{conv}\left(\pi_{\mathbf{v}} \Gamma \mathbf{f}\left(\boldsymbol{\nu}\left(\cdot, \boldsymbol{\nu}_{0}\right)\right)\right)$. Hence

$$
\begin{equation*}
\Gamma_{\mathbf{v}_{0}} \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right)=\left\{\mathbf{M}\left(\tau, \boldsymbol{\nu}_{0}\right): \dot{\mathbf{M}}\left(\epsilon, \boldsymbol{\nu}_{0}\right) \in Z\left(\epsilon, \boldsymbol{\nu}_{0}\right) \mathbf{M}\left(\epsilon, \boldsymbol{\nu}_{0}\right), \forall \epsilon \in(0, \tau], \mathbf{M}\left(0, \boldsymbol{\nu}_{0}\right)=\mathbf{I}_{n_{p}+n_{x}}\right\} \tag{4.2.12}
\end{equation*}
$$

where

$$
Z\left(\epsilon, \boldsymbol{\nu}_{0}\right)=\left\{\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{N}
\end{array}\right]: \mathbf{N} \in \pi_{\mathbf{v}} \operatorname{conv}\left(\Gamma \mathbf{f}\left(\boldsymbol{\nu}\left(\epsilon, \boldsymbol{\nu}_{0}\right)\right)\right)\right\}
$$

In order to derive a linear Newton approximation for the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$, the composition of the following functions is considered:

1. $\overline{\mathbf{p}} \mapsto\left(\overline{\mathbf{p}}, \mathrm{f}_{0}(\overline{\mathbf{p}})\right)$. A linear Newton approximation of this map is the set:

$$
C=\left\{\left[\begin{array}{c}
\mathbf{I}_{n_{p}} \\
\mathbf{N}
\end{array}\right]: \mathbf{N} \in \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\overline{\mathbf{p}})\right)\right\}
$$

per Theorem 2.8.12.
2. $\left(\overline{\mathbf{p}}, \overline{\mathbf{x}}_{0}\right) \mapsto \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right)$. The linear Newton approximation for this map is $\Gamma_{\mathbf{v}_{0}} \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right)$.
3. $\boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right) \mapsto \boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \boldsymbol{\nu}_{0}\right)$. A linear Newton approximation of this mapping is the singleton set whose single element is

$$
\mathbf{D}=\left[\begin{array}{ll}
\mathbf{0} & \mathbf{I}_{n_{x}}
\end{array}\right]
$$

which is also the element of the singleton generalized Jacobian.
It can be shown that

$$
\partial_{\mathbf{p}} \boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \boldsymbol{\nu}_{0}\right) \subset \operatorname{conv}\left(\left\{\mathbf{D M N}: \mathbf{M} \in \partial_{\mathbf{v}_{0}} \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right), \mathbf{N} \in C\right\}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \boldsymbol{\nu}_{0}\right)\right)
$$

where

$$
\Gamma_{\mathbf{p}} \boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \boldsymbol{\nu}_{0}\right)=\left\{\mathbf{D M N}: \mathbf{M} \in \Gamma_{\mathbf{v}_{0}} \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right), \mathbf{N} \in C\right\}
$$

using the relation (4.2.8), Theorem 2.6.7 and Theorem 2.8.12. Setting the initial condition to $\mathbf{N} \in C$ in (4.2.12) results in the set

$$
\Gamma_{\mathbf{p}} \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right)=\left\{\mathbf{M}\left(\tau, \boldsymbol{\nu}_{0}\right): \dot{\mathbf{M}}\left(\epsilon, \boldsymbol{\nu}_{0}\right) \in Z\left(\epsilon, \boldsymbol{\nu}_{0}\right) \mathbf{M}\left(\epsilon, \boldsymbol{\nu}_{0}\right), \forall \epsilon \in(0, \tau], \mathbf{M}\left(0, \boldsymbol{\nu}_{0}\right)=\mathbf{N}, \mathbf{N} \in C\right\}
$$

which is a linear Newton approximation of the map $\mathbf{p} \mapsto \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right)$ per arguments similar to those used in the derivation of (4.2.10). Let $\mathbf{M}\left(\tau, \boldsymbol{\nu}_{0}\right)$ be an element of $\Gamma_{\mathbf{p}} \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right)$. Pre-multiplication with $\mathbf{D}$ produces an $n_{x} \times n_{p}$ matrix that contains the last $n_{x}$ rows of $\mathbf{M}\left(\tau, \boldsymbol{\nu}_{0}\right)$.

Note that the elements in the first $n_{p}$ rows of $\mathbf{M}\left(\epsilon, \boldsymbol{\nu}_{0}\right)$ are constant for all $\epsilon \in(0, \tau]$ because the first $n_{p}$ rows of any element of $Z\left(\epsilon, \boldsymbol{\nu}_{0}\right)$ constitute a zero matrix. Therefore, given $\mathbf{G}_{f}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\mathbf{v}} \operatorname{conv}\left(\Gamma \mathbf{f}\left(\boldsymbol{\nu}\left(\cdot, \boldsymbol{\nu}_{0}\right)\right)\right)\right)$, and $\mathbf{N} \in C$, an element of $\Gamma_{\mathbf{p}} \boldsymbol{\nu}_{\mathbf{v}}\left(\tau, \boldsymbol{\nu}_{0}\right)$ can be computed by

$$
\left[\begin{array}{c}
\dot{\mathbf{n}}\left(\epsilon, \boldsymbol{\nu}_{0}\right) \\
\dot{\mathbf{m}}\left(\epsilon, \boldsymbol{\nu}_{0}\right)
\end{array}\right]=\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}})
\end{array}\right]\left[\begin{array}{l}
\mathbf{n}\left(\epsilon, \boldsymbol{\nu}_{0}\right) \\
\mathbf{m}\left(\epsilon, \boldsymbol{\nu}_{0}\right)
\end{array}\right], \forall \epsilon \in(0, \Delta t], \mathbf{m}\left(0, \boldsymbol{\nu}_{0}\right) \in \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\overline{\mathbf{p}})\right), \mathbf{n}\left(0, \boldsymbol{\nu}_{0}\right)=\mathbf{I}_{n_{p}},
$$

where $\mathbf{n}\left(\epsilon, \boldsymbol{\nu}_{0}\right) \in \mathbb{R}^{n_{p} \times n_{p}}$ and $\mathbf{m}\left(\epsilon, \boldsymbol{\nu}_{0}\right) \in \mathbb{R}^{n_{x} \times n_{p}}$. Let $\mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}})\right]$ where $\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}}) \in \mathbb{R}^{n_{x} \times n_{p}}$ and $\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}}) \in \mathbb{R}^{n_{x} \times n_{x}}$, then the evolution of $\mathbf{m}\left(\epsilon, \boldsymbol{\nu}_{0}\right)$ is governed by

$$
\dot{\mathbf{m}}\left(\epsilon, \boldsymbol{\nu}_{0}\right)=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}}) \mathbf{m}\left(\epsilon, \boldsymbol{\nu}_{0}\right)+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}}), \forall \epsilon \in(0, \Delta t], \mathbf{m}\left(\epsilon, \boldsymbol{\nu}_{0}\right) \in \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\overline{\mathbf{p}})\right)
$$

Hence

$$
\begin{aligned}
\Gamma_{\mathbf{p}} \boldsymbol{\nu}_{\mathbf{x}}\left(\tau, \boldsymbol{\nu}_{0}\right)=\left\{\mathbf{m}\left(\tau, \boldsymbol{\nu}_{0}\right): \dot{\mathbf{m}}\left(\epsilon, \boldsymbol{\nu}_{0}\right)\right. & =\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}}) \mathbf{m}\left(\epsilon, \boldsymbol{\nu}_{0}\right)+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}}), \forall \epsilon \in(0, \Delta t], \\
& \mathbf{G}_{f}(\cdot, \overline{\mathbf{p}}) \in \mathcal{L}\left(T, \pi_{\mathbf{v}} \operatorname{conv}\left(\Gamma \mathbf{f}\left(\boldsymbol{\nu}\left(\cdot, \boldsymbol{\nu}_{0}\right)\right)\right),\right. \\
& \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}})\right], \forall \epsilon \in[0, \Delta t], \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}}) \in \mathbb{R}^{n_{x} \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(\epsilon, \overline{\mathbf{p}}) \in \mathbb{R}^{n_{x} \times n_{p}}, \forall \epsilon \in[0, \Delta t], \\
& \left.\mathbf{m}\left(0, \boldsymbol{\nu}_{0}\right) \in \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\overline{\mathbf{p}})\right)\right\} .
\end{aligned}
$$

If $\boldsymbol{\nu}_{0}=\left(t_{0}, \mathbf{p}, \mathbf{f}_{0}(\mathbf{p})\right)$, then $\boldsymbol{\nu}\left(\tau, \boldsymbol{\nu}_{0}\right)=(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$ where $t=\tau+t_{0}$. Note that $\boldsymbol{\nu}_{0}$ is a function of $\mathbf{p}$ only. Renaming the quantities appropriately, the desired result (4.2.2) is obtained.

Corollary 4.2.4. The set

$$
\begin{aligned}
H=\left\{\mathbf{m}\left(t_{f}, \mathbf{p}\right): \dot{\mathbf{m}}(t, \mathbf{p})\right. & =\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}), \forall t \in\left(t_{0}, t\right] \\
& \mathbf{G}_{f}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \partial_{\mathbf{v}} \mathbf{f}(\cdot, \mathbf{v}(\cdot, \mathbf{p}))\right), \\
& \mathbf{G}_{f}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p})\right], \forall t \in T \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{x}}, \forall t \in T, \\
& \left.\mathbf{m}\left(t_{0}, \mathbf{p}\right) \in \partial \mathbf{f}_{0}(\overline{\mathbf{p}})\right\}
\end{aligned}
$$

is a subset of $\operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right)$.

Proof. The result follows from the fact that $\partial_{\mathbf{v}} \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) \subset \pi_{\mathbf{v}} \partial \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) \subset$ $\pi_{\mathbf{v}} \operatorname{conv}(\Gamma \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})))$ for all $t \in\left[t_{0}, t_{f}\right]$ per Theorem 2.6.10.

Remark 4.2.5. Let $S$ be some measure zero subset of $\left[t_{0}, t_{f}\right]$. Note that if $\pi_{\mathbf{v}} \partial \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$ is a singleton for all $t \in\left[t_{0}, t_{f}\right] \backslash S$, then it can be deduced that $\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$ is a singleton and therefore $\partial_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$ is a singleton. This differs from the result in Theorem 3.2.3 which states $\partial_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$ is a singleton if $\partial_{\mathbf{v}} \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$ is a singleton for all $t \in\left[t_{0}, t_{f}\right] \backslash S$. In order to
recover the result in Theorem 3.2 .3 in case $\partial_{\mathbf{v}} \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$ is a singleton for all $t \in\left[t_{0}, t_{f}\right] \backslash S$, the result in Corollary 4.2 .4 will be applied and $\partial_{\mathbf{v}} \mathbf{f}(\cdot, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$ will be used to compute an element of $\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$.

Theorem 4.2.6. Let the assumptions of Theorem 4.2.3 hold. Let $g: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{R}$ be a semismooth function. Let $G: \mathcal{P} \rightarrow \mathbb{R}$ be defined by

$$
G(\boldsymbol{\eta})=\int_{t_{0}}^{t_{f}} g(t, \boldsymbol{\eta}, \mathbf{x}(t, \boldsymbol{\eta})) d t
$$

Then, the mapping $\boldsymbol{\eta} \mapsto G(\boldsymbol{\eta})$ is semismooth at $\mathbf{p}$.
Let $\Gamma g: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightrightarrows \mathbb{R}^{1 \times\left(1+n_{x}+n_{p}\right)}$ be a linear Newton approximation of $g$ such that $\partial g(\boldsymbol{\mu}) \subset \operatorname{conv}(\Gamma g(\boldsymbol{\mu}))$ for all $\boldsymbol{\mu} \in \mathcal{T} \times \mathcal{P} \times \mathcal{X}$. Let $\Gamma G: \mathcal{P} \rightrightarrows \mathbb{R}^{1 \times n_{p}}$ be the set

$$
\begin{aligned}
\left\{\mathbf{n}\left(t_{f}, \mathbf{p}\right) \in \mathbb{R}^{1 \times n_{p}}:\right. & \dot{\mathbf{n}}(t, \mathbf{p})=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{n}\left(t_{0}, \mathbf{p}\right)=\mathbf{0} \\
& \mathbf{G}_{g}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\mathbf{v}} \operatorname{conv}(\Gamma g(\cdot, \mathbf{v}(\cdot, \mathbf{p})))\right. \\
& \mathbf{G}_{g}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g}(t, \mathbf{p})\right], \forall t \in T \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p}) \in \mathbb{R}^{1 \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{1 \times n_{x}}, \forall t \in T \\
& \dot{\mathbf{m}}(t, \mathbf{p})=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right] \\
& \mathbf{G}_{f}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\mathbf{v}} \operatorname{conv}(\Gamma \mathbf{f}(\cdot, \mathbf{v}(\cdot, \mathbf{p}))), \forall t \in T\right. \\
& \mathbf{G}_{f}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p})\right], \forall t \in T \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{x}}, \forall t \in T \\
& \left.\mathbf{m}\left(t_{0}, \mathbf{p}\right) \in \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\mathbf{p})\right)\right\}
\end{aligned}
$$

Then $\Gamma G$ is a linear Newton approximation of $G$ at $\mathbf{p}$ and $\partial G(\mathbf{p}) \subset \operatorname{conv}(\Gamma G(\mathbf{p}))$ holds.

Proof. Let $x_{g}: T \times \mathcal{P} \mapsto \mathbb{R}$ be a continuous function. Let $\boldsymbol{\nu}(t, \mathbf{p})=\left(\mathbf{x}(t, \mathbf{p}), x_{g}(t, \mathbf{p})\right)$. Let $\mathbf{h}$ : $\mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathbb{R} \mapsto \dot{\mathcal{X}} \times \mathbb{R}:\left(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}, \bar{x}_{g}\right) \mapsto(\mathbf{f}(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}), g(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}))$. Note that $\mathbf{h}$ is semismooth as a
composition of semismooth functions $g$ and $\mathbf{f}$. Define $\tilde{\Gamma} \mathbf{f}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathbb{R} \rightrightarrows \mathbb{R}^{\left(n_{x}\right) \times\left(1+n_{p}+n_{x}+1\right)}$ by

$$
\tilde{\Gamma} \mathbf{f}\left(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}, \bar{x}_{g}\right)=\{[\mathbf{N} \mathbf{0}]: \mathbf{N} \in \Gamma \mathbf{f}(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}})\}
$$

Then, $\tilde{\Gamma} \mathbf{f}$ is a linear Newton approximation of the mapping $\left(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}, \bar{x}_{g}\right) \mapsto \mathbf{f}(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}})$ per Theorem 2.8.12. Define $\tilde{\Gamma} g: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathbb{R} \rightrightarrows \mathbb{R}^{1 \times\left(1+n_{p}+n_{x}+1\right)}$ by

$$
\tilde{\Gamma} g\left(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}, \bar{x}_{g}\right)=\{[\mathbf{N} 0]: \mathbf{N} \in \Gamma g(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}})\}
$$

Then, $\tilde{\Gamma} g$ is a linear Newton approximation of the mapping $\left(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}, \bar{x}_{g}\right) \mapsto g(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}})$ per Theorem 2.8.12. Let $\Gamma \mathbf{h}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathbb{R} \rightrightarrows \mathbb{R}^{\left(n_{x}+1\right) \times\left(1+n_{p}+n_{x}+1\right)}$ be

$$
\Gamma \mathbf{h}\left(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}, \bar{x}_{g}\right)=\operatorname{conv}\left(\left\{\left[\begin{array}{l}
\mathbf{M} \\
\mathbf{N}
\end{array}\right]: \mathbf{M} \in \tilde{\Gamma} \mathbf{f}\left(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}, \bar{x}_{g}\right), \mathbf{N} \in \tilde{\Gamma} g\left(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}, \bar{x}_{g}\right)\right\}\right)
$$

Then $\Gamma \mathbf{h}$ is a linear Newton approximation of $\mathbf{h}$ per Theorem 2.8.12 considering the chain of mappings $(\boldsymbol{\mu}) \mapsto(\mathbf{f}(\boldsymbol{\mu}), \boldsymbol{\mu}) \mapsto(\mathbf{f}(\boldsymbol{\mu}), g(\boldsymbol{\mu}))$. Note that in this case

$$
\Gamma \mathbf{h}\left(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}, \bar{x}_{g}\right)=\left\{\left[\begin{array}{l}
\mathbf{M} \\
\mathbf{N}
\end{array}\right]: \mathbf{M} \in \operatorname{conv}\left(\tilde{\Gamma} \mathbf{f}\left(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}, \bar{x}_{g}\right)\right), \mathbf{N} \in \operatorname{conv}\left(\tilde{\Gamma} g\left(\bar{t}, \overline{\mathbf{p}}, \overline{\mathbf{x}}, \bar{x}_{g}\right)\right)\right\}
$$

holds.

Consider the augmented ordinary differential equation:

$$
\dot{\boldsymbol{\nu}}(t, \mathbf{p})=\mathbf{h}(t, \mathbf{p}, \boldsymbol{\nu}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right], \boldsymbol{\nu}\left(t_{0}, \mathbf{p}\right)=\left(\mathbf{f}_{0}(\mathbf{p}), 0\right)
$$

The mapping $\boldsymbol{\eta} \mapsto \boldsymbol{\nu}(t, \boldsymbol{\eta})$ is semismooth for all $t \in\left[t_{0}, t_{f}\right]$ per Theorem 4.2.3. As a conse-
quence, the mapping $\boldsymbol{\eta} \mapsto G(\boldsymbol{\eta})$ is semismooth at $\mathbf{p}$ because $G(\boldsymbol{\eta})=x_{g}\left(t_{f}, \boldsymbol{\eta}\right)$.

Let $\mathbf{G}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\overline{\mathbf{v}}} \Gamma \mathbf{h}(\cdot, \mathbf{p}, \boldsymbol{\nu}(\cdot, \mathbf{p}))\right), \mathbf{G}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}(t, \mathbf{p}) \boldsymbol{\pi}_{\overline{\mathbf{x}}} \mathbf{G}(t, \mathbf{p})\right], \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}(t, \mathbf{p}) \in$ $\mathbb{R}^{\left(n_{x}+1\right) \times n_{p}}, \boldsymbol{\pi}_{\overline{\mathbf{x}}} \mathbf{G}(t, \mathbf{p}) \in \mathbb{R}^{\left(n_{x}+1\right) \times\left(n_{x}+1\right)}$ for all $t \in T$. Then, $\tilde{\mathbf{M}}(t, \mathbf{p})$, an element of $\Gamma_{\mathbf{p}} \boldsymbol{\nu}\left(t_{f}, \mathbf{p}\right)$, can be computed by
$\dot{\tilde{\mathbf{M}}}(t, \mathbf{p})=\boldsymbol{\pi}_{\overline{\mathbf{x}}} \mathbf{G}(t, \mathbf{p}) \tilde{\mathbf{M}}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right], \tilde{\mathbf{M}}\left(t_{0}, \mathbf{p}\right)=\left[\begin{array}{l}\mathbf{N} \\ \mathbf{0}\end{array}\right], \mathbf{N} \in \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\mathbf{p})\right)$
per Theorem 4.2.3. This equation can be written as

$$
\begin{aligned}
{\left[\begin{array}{c}
\dot{\mathbf{m}}(t, \mathbf{p}) \\
\dot{\mathbf{n}}(t, \mathbf{p})
\end{array}\right] } & =\left[\begin{array}{ll}
\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) & \mathbf{0} \\
\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g}(t, \mathbf{p}) & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{m}(t, \mathbf{p}) \\
\mathbf{n}(t, \mathbf{p})
\end{array}\right]+\left[\begin{array}{l}
\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \\
\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p})
\end{array}\right], \forall t \in\left(t_{0}, t_{f}\right], \\
\mathbf{m}\left(t_{0}, \mathbf{p}\right) & =\mathbf{N}, \mathbf{n}\left(t_{0}, \mathbf{p}\right)=\mathbf{0}, \mathbf{N} \in \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\mathbf{p})\right)
\end{aligned}
$$

where $\mathbf{G}_{f}$ and $\mathbf{G}_{g}$ represent measurable selections of $\pi_{\overline{\mathbf{x}}} \operatorname{conv}(\Gamma \mathbf{f}(\cdot, \mathbf{p}, \mathbf{x}(\cdot, \mathbf{p})))$ and $\pi_{\mathbf{v}} \operatorname{conv}(\Gamma g(\cdot, \mathbf{p}, \mathbf{x}(\cdot, \mathbf{p})))$, respectively, on $\left[t_{0}, t_{f}\right]$. Due to the zero column in $\boldsymbol{\pi}_{\overline{\mathbf{v}}} \mathbf{G}(t, \mathbf{p})$, $\mathbf{n}(t, \mathbf{p})$ does not enter the computation of $\dot{\mathbf{m}}(\epsilon, \mathbf{p})$ and $\dot{\mathbf{n}}(\epsilon, \mathbf{p})$. Therefore, this equation can be rewritten as

$$
\begin{align*}
\dot{\mathbf{m}}(t, \mathbf{p}) & =\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{m}\left(t_{0}, \mathbf{p}\right) \in \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\mathbf{p})\right),  \tag{4.2.13}\\
\dot{\mathbf{n}}(t, \mathbf{p}) & =\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{n}\left(t_{0}, \mathbf{p}\right)=\mathbf{0} \tag{4.2.14}
\end{align*}
$$

Note that $\partial_{\mathbf{p}} \boldsymbol{\nu}(t, \mathbf{p}) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \boldsymbol{\nu}(t, \mathbf{p})\right)$ per Theorem 4.2.3. Let $\mathbf{B} \in \mathbb{R}^{1 \times\left(n_{x}+1\right)}$ and let $B_{i j}=0$ for $i=1$ for all $j \in\left\{1, \ldots, n_{x}\right\}$. Let $B_{i j}=1$ if $j=n_{x}+1$ and $i=1$. Then

$$
\begin{equation*}
\partial_{\mathbf{p}} x_{g}(t, \mathbf{p}) \subset \operatorname{conv}\left(\left\{\mathbf{B N}: \mathbf{N} \in \partial_{\mathbf{p}} \boldsymbol{\nu}(t, \mathbf{p})\right\}\right) \subset \operatorname{conv}\left(\left\{\mathbf{B N}: \mathbf{N} \in \Gamma_{\mathbf{p}} \boldsymbol{\nu}(t, \mathbf{p})\right\}\right) \tag{4.2.15}
\end{equation*}
$$

The set $\left\{\mathbf{B N}: \mathbf{N} \in \Gamma_{\mathbf{p}} \boldsymbol{\nu}(t, \mathbf{p})\right\}$ corresponds to the set of all $\mathbf{n}(t, \mathbf{p})$ computed using (4.2.14) which corresponds to the set $\Gamma_{\mathbf{p}} x_{g}\left(t_{f}, \mathbf{p}\right)$, a linear Newton approximation of the mapping $\boldsymbol{\eta} \mapsto x_{g}\left(t_{f}, \boldsymbol{\eta}\right)$. Hence $\partial_{\mathbf{p}} x_{g}\left(t_{f}, \mathbf{p}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} x_{g}\left(t_{f}, \mathbf{p}\right)\right)$ and $\partial_{\mathbf{p}} x_{g}\left(t_{f}, \mathbf{p}\right) \subset \operatorname{conv}(\Gamma G(\mathbf{p}))$ follows since $x_{g}\left(t_{f}, \mathbf{p}\right)=G(\mathbf{p})$.

The next two theorems contain results analogous to Theorems 3.2.4 and 3.2.5.

Theorem 4.2.7. Let the hypotheses and definitions of Theorem 4.2.3 and Theorem 4.2.6 hold. Let $\boldsymbol{\lambda}: T \rightarrow \mathbb{R}^{1 \times n_{x}}$ be a solution of the initial value problem,

$$
\begin{equation*}
\dot{\boldsymbol{\lambda}}(t)=-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g}(t, \mathbf{p}), \forall t \in\left[t_{0}, t_{f}\right), \boldsymbol{\lambda}\left(t_{f}\right)=\mathbf{0} \tag{4.2.16}
\end{equation*}
$$

Then, $\boldsymbol{\lambda}$ is unique and absolutely continuous. Let $\mathbf{J} \in \mathbb{R}^{1 \times n_{p}}$ be defined by

$$
\begin{equation*}
\mathbf{J}=\int_{t_{0}}^{t_{f}} \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p})-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) d t+\left.\boldsymbol{\lambda}(t) \mathbf{m}(t, \mathbf{p})\right|_{t_{0}} ^{t_{f}} \tag{4.2.17}
\end{equation*}
$$

where $\mathbf{m}(t, \mathbf{p})$ is computed using (4.2.2). Then $\mathbf{J} \in \Gamma G(\mathbf{p})$.

Proof. The measurability of $\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(\cdot, \mathbf{p})$ and $\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g}(\cdot, \mathbf{p})$ on $\left[t_{0}, t_{f}\right]$ follows from assumptions. Their boundedness follows from the fact that $\Gamma \mathbf{f}$ and $\Gamma \mathbf{g}$ are bounded and upper semicontinuous set-valued mappings. Then $\boldsymbol{\lambda}:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{1 \times n_{x}}$ is the unique and absolutely continuous solution of (4.2.16) in the sense of Carathéodory per Theorem 3 in [37].

Redefine $\dot{\mathbf{n}}(t, \mathbf{p})$ in (4.2.14) by appending (4.2.13) to (4.2.14) using $\boldsymbol{\lambda}(t)$ to obtain

$$
\begin{align*}
\dot{\mathbf{n}}(t, \mathbf{p})= & \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p})-  \tag{4.2.18}\\
& \boldsymbol{\lambda}(t)\left(\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p})-\dot{\mathbf{m}}(t, \mathbf{p})\right), \forall t \in\left(t_{0}, t_{f}\right] \\
& \mathbf{n}\left(t_{0}, \mathbf{p}\right)=\mathbf{0}
\end{align*}
$$

Equation (4.2.18) can be written in integral form as

$$
\begin{align*}
\mathbf{n}\left(t_{f}, \mathbf{p}\right)=\int_{t_{0}}^{t_{f}} & \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p})-  \tag{4.2.19}\\
& \boldsymbol{\lambda}(t)\left(\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p})-\dot{\mathbf{m}}(t, \mathbf{p})\right) d t
\end{align*}
$$

Since $\boldsymbol{\lambda}$ and $\mathbf{m}(\cdot, \mathbf{p})$ are measurable functions on $\left[t_{0}, t_{f}\right]$, the application of integration by parts provides the relation

$$
\begin{equation*}
\int_{t_{0}}^{t_{f}} \boldsymbol{\lambda}(t) \dot{\mathbf{m}}(t, \mathbf{p}) d t=\left.\boldsymbol{\lambda}(t) \mathbf{m}(t, \mathbf{p})\right|_{t_{0}} ^{t_{f}}-\int_{t_{0}}^{t_{f}} \dot{\boldsymbol{\lambda}}(t) \mathbf{m}(t, \mathbf{p}) d t \tag{4.2.20}
\end{equation*}
$$

Using the relation (4.2.20) in (4.2.19) and collecting terms multiplying $\mathbf{m}(t, \mathbf{p})$ results in

$$
\begin{align*}
\mathbf{n}\left(t_{f}, \mathbf{p}\right)=\int_{t_{0}}^{t_{f}} & \left(\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g}(t, \mathbf{p})-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p})-\dot{\boldsymbol{\lambda}}(t)\right) \mathbf{m}(t, \mathbf{p})+  \tag{4.2.21}\\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p})-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) d t+\left.\boldsymbol{\lambda}(t) \mathbf{m}(t, \mathbf{p})\right|_{t_{0}} ^{t_{f}}
\end{align*}
$$

The desired result is obtained after substituting the expression for $\dot{\boldsymbol{\lambda}}$ in (4.2.16) into (4.2.21).

Theorem 4.2.8. Let the hypotheses and definitions of Theorem 4.2.3 hold. Let $h: \mathcal{T}_{0} \times \mathcal{P} \times$ $\mathcal{X} \rightarrow \mathbb{R}$ be a semismooth function where $\mathcal{T}_{0}$ is an open subset of $\mathcal{T}$ such that $t_{f} \in \mathcal{T}_{0}$. Let $G: \mathcal{P} \rightarrow \mathbb{R}: \boldsymbol{\eta} \mapsto h\left(t_{f}, \boldsymbol{\eta}, \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right)\right)$. Then $G$ is semismooth at $\mathbf{p}$.

Let $\Gamma_{\mathbf{v}} h: \mathcal{P} \times \mathcal{X} \rightrightarrows \mathbb{R}^{1 \times\left(n_{p}+n_{x}\right)}$ be a linear Newton approximation of the map $(\overline{\mathbf{p}}, \overline{\mathbf{x}}) \mapsto$ $h\left(t_{f}, \overline{\mathbf{p}}, \overline{\mathbf{x}}\right)$ such that $\partial_{\mathbf{v}} h\left(t_{f}, \overline{\mathbf{p}}, \overline{\mathbf{x}}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{v}} h\left(t_{f}, \overline{\mathbf{p}}, \overline{\mathbf{x}}\right)\right)$ in a neighborhood of $\left(\mathbf{p}, \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right)$.

Let $\Gamma G: \mathbf{p} \rightrightarrows \mathbb{R}^{1+n_{p}}$ be the set

$$
\begin{array}{r}
\left\{\mathbf{C}_{\mathbf{x}} \mathbf{N}+\mathbf{C}_{\mathbf{p}}:\left[\mathbf{C}_{\mathbf{p}}, \mathbf{C}_{\mathbf{x}}\right] \in \operatorname{conv}\left(\Gamma_{\mathbf{v}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)\right), \mathbf{C}_{\mathbf{p}} \in \mathbb{R}^{1 \times n_{p}}\right. \\
\left.\mathbf{C}_{\mathbf{x}} \in \mathbb{R}^{1 \times n_{x}}, \mathbf{N} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right)\right\}
\end{array}
$$

Then, $\Gamma G$ is a linear Newton approximation of $G$ at $\mathbf{p}$ per Theorem 2.8.12 such that $\partial G(\mathbf{p}) \subset$ $\operatorname{conv}(\Gamma G(\mathbf{p}))$ holds. Let $\left[\mathbf{C}_{\mathbf{p}}, \mathbf{C}_{\mathbf{x}}\right] \in \operatorname{conv}\left(\Gamma_{\mathbf{v}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)\right), \mathbf{C}_{\mathbf{p}} \in \mathbb{R}^{1 \times n_{p}}, \mathbf{C}_{\mathbf{x}} \in \mathbb{R}^{1 \times n_{x}}$. Let $\boldsymbol{\lambda}: T \rightarrow \mathbb{R}^{1 \times n_{x}}$ be a solution of the initial value problem,

$$
\begin{equation*}
\dot{\boldsymbol{\lambda}}(t)=-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}), \forall t \in\left[t_{0}, t_{f}\right), \boldsymbol{\lambda}\left(t_{f}\right)=-\mathbf{C}_{\mathbf{x}} \tag{4.2.22}
\end{equation*}
$$

Then, $\boldsymbol{\lambda}$ is unique and absolutely continuous. Let $\mathbf{J} \in \mathbb{R}^{1 \times n_{p}}$ be defined by

$$
\begin{equation*}
\mathbf{J}=\int_{t_{0}}^{t_{f}}-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) d t-\boldsymbol{\lambda}\left(t_{0}\right) \mathbf{m}\left(t_{0}, \mathbf{p}\right)+\mathbf{C}_{\mathbf{p}} \tag{4.2.23}
\end{equation*}
$$

where $\mathbf{m}(t, \mathbf{p})$ is computed using (4.2.2). Then $\mathbf{J} \in \Gamma G(\mathbf{p})$.

Proof. The semismoothness of $G$ follows from the fact that the composition of semismooth functions is semismooth.

The measurability of $\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(\cdot, \mathbf{p})$ on $\left[t_{0}, t_{f}\right]$ follows from assumptions. Its boundedness follows from the fact that $\Gamma \mathbf{f}$ is a bounded and upper semicontinuous set-valued mapping. Then, $\boldsymbol{\lambda}:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{1 \times n_{x}}$ is the unique and absolutely continuous solution of (4.2.22) in the sense of Carathéodory per Theorem 3 in [37].

The generalized Jacobian of $G$ at $\mathbf{p}$ satisfies $\partial G(\mathbf{p}) \subset \operatorname{conv}(S)$ where $S$ is the set

$$
\left\{\mathbf{A}_{\mathbf{x}} \mathbf{B}+\mathbf{A}_{\mathbf{p}}:\left[\mathbf{A}_{\mathbf{p}}, \mathbf{A}_{\mathbf{x}}\right] \in \partial_{\mathbf{v}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right), \mathbf{A}_{\mathbf{p}} \in \mathbb{R}^{1 \times n_{p}}, \mathbf{A}_{\mathbf{x}} \in \mathbb{R}^{1 \times n_{x}}, \mathbf{B} \in \partial_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right\}
$$

due to Theorem 2.6.7. Note that, $\partial G(\mathbf{p}) \subset \operatorname{conv}(S) \subset \operatorname{conv}(\Gamma G(\mathbf{p}))$ because $\partial_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right) \subset$ $\operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right)$ and $\partial_{\mathbf{v}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{v}} h\left(t_{f}, \mathbf{v}\left(t_{f}, \mathbf{p}\right)\right)\right)$.

The product $\mathbf{C}_{\mathbf{x}} \mathbf{N}$ can be written as

$$
\int_{t_{0}}^{t_{f}} \mathbf{C}_{\mathbf{x}} \dot{\mathbf{m}}(t, \mathbf{p}) d t+\mathbf{C}_{\mathbf{x}} \mathbf{m}\left(t_{0}, \mathbf{p}\right)
$$

where $\mathbf{m}(t, \mathbf{p})$ is computed using (4.2.2). Appending (4.2.13) to the integrand of this integral produces

$$
\begin{array}{r}
\int_{t_{0}}^{t_{f}} \mathbf{C}_{\mathbf{x}} \dot{\mathbf{m}}(t, \mathbf{p})-\boldsymbol{\lambda}(t)\left(\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p})-\dot{\mathbf{m}}(t, \mathbf{p})\right) d t+  \tag{4.2.24}\\
\mathbf{C}_{\mathbf{x}} \mathbf{m}\left(t_{0}, \mathbf{p}\right)
\end{array}
$$

Since $\boldsymbol{\lambda}$ and $\mathbf{m}(\cdot, \mathbf{p})$ are measurable functions on $\left[t_{0}, t_{f}\right]$, the application of integration by parts provides the relation

$$
\begin{equation*}
\int_{t_{0}}^{t_{f}}\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}(t)\right) \dot{\mathbf{m}}(t, \mathbf{p}) d t=\left.\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}(t)\right) \mathbf{m}(t, \mathbf{p})\right|_{t_{0}} ^{t_{f}}-\int_{t_{0}}^{t_{f}} \dot{\boldsymbol{\lambda}}(t) \mathbf{m}(t, \mathbf{p}) d t \tag{4.2.25}
\end{equation*}
$$

Using the relation (4.2.25) in (4.2.24) and collecting terms multiplying $\mathbf{m}(t, \mathbf{p})$ results in

$$
\begin{array}{r}
\int_{t_{0}}^{t_{f}}\left(-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p})-\dot{\boldsymbol{\lambda}}(t)\right) \mathbf{m}(t, \mathbf{p})-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) d t+ \\
\mathbf{C}_{\mathbf{x}} \mathbf{m}\left(t_{0}, \mathbf{p}\right)+\left.\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}(t)\right) \mathbf{m}(t, \mathbf{p})\right|_{t_{0}} ^{t_{f}}
\end{array}
$$

Substituting the expression for $\dot{\boldsymbol{\lambda}}$ provides the desired result.

### 4.3 Differential-Algebraic Equations

The differential-algebraic equations considered in this section satisfy the following assumptions.

Assumption 4.3.1. Let $\mathbf{F}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}^{n_{x}+n_{y}}$ and $\mathbf{F}_{0}: \mathcal{P} \rightarrow \mathcal{X}$ be semismooth functions. Let $\mathbf{x}: T \times \mathcal{P} \rightarrow \mathcal{X}, \mathbf{y}: T \times \mathcal{P} \rightarrow \mathcal{Y}$ and $\dot{\mathbf{x}}: T \times \mathcal{P} \rightarrow \dot{\mathcal{X}}$ be such that they uniquely
satisfy the initial value problem

$$
\begin{equation*}
\mathbf{0}=\mathbf{F}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})), \forall t \in\left[t_{0}, t_{f}\right], \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{F}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P} \tag{4.3.1}
\end{equation*}
$$

Let $\Gamma \mathbf{F}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightrightarrows \mathbb{R}^{\left(n_{x}+n_{y}\right) \times\left(1+n_{p}+n_{x}+n_{y}+n_{x}\right)}$ be a linear Newton approximation of $\mathbf{F}$ such that $\partial \mathbf{F}(\boldsymbol{\mu}) \subset \operatorname{conv}(\Gamma \mathbf{F}(\boldsymbol{\mu}))$ holds for all $\boldsymbol{\mu} \in \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}$. Let $\Gamma \mathbf{F}_{0}: \mathcal{P} \rightrightarrows \mathbb{R}^{n_{x}}$ be a linear Newton approximation of $\mathbf{F}_{0}$ such that $\partial \mathbf{F}_{0}(\boldsymbol{\eta}) \subset \operatorname{conv}\left(\Gamma \mathbf{F}_{0}(\boldsymbol{\eta})\right)$ holds for all $\boldsymbol{\eta} \in \mathcal{P}$.

Let $\dot{\mathbf{x}}\left(t_{0}, \overline{\mathbf{p}}\right)=\dot{\overline{\mathbf{x}}}$ and $\mathbf{y}\left(t_{0}, \overline{\mathbf{p}}\right)=\overline{\mathbf{y}}$ for some $\overline{\mathbf{p}} \in \mathcal{P}$ where $\dot{\overline{\mathbf{x}}}$ and $\overline{\mathbf{y}}$ are constants and satisfy $\mathbf{F}\left(t_{0}, \overline{\mathbf{p}}, \mathbf{x}\left(t_{0}, \overline{\mathbf{p}}\right), \mathbf{y}\left(t_{0}, \overline{\mathbf{p}}\right), \dot{\mathbf{x}}\left(t_{0}, \overline{\mathbf{p}}\right)\right)=\mathbf{0}$. Assume that this condition uniquely determines $\mathbf{y}\left(t_{0}, \mathbf{p}\right)$ and $\dot{\mathbf{x}}\left(t_{0}, \mathbf{p}\right)$ for all $\mathbf{p} \in \mathcal{P}$.

In order to derive implicit functions for $\dot{\mathbf{x}}$ and $\mathbf{y}$, the following additional assumptions are made.

Assumption 4.3.2. In addition to Assumption 4.3.1, let the following hold

1. $\pi_{\mathbf{q}} \partial^{B} \mathbf{F}(\boldsymbol{\mu})$ is coherently oriented, i.e., the determinants of all matrices in $\pi_{\mathbf{q}} \partial^{B} \mathbf{F}(\boldsymbol{\mu})$ have the same nonzero sign, $\alpha$, for all $\boldsymbol{\mu} \in \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}$.
2. Let $\boldsymbol{\mu}^{*}=\left(t^{*}, \mathbf{v}^{*}, \mathbf{q}^{*}\right)$ where $t^{*} \in \mathcal{T}$, $\mathbf{v}^{*} \in \mathcal{P} \times \mathcal{X}$ and $\mathbf{q}^{*} \in \mathcal{Y} \times \dot{\mathcal{X}}$. Let $\mathbf{h}_{\boldsymbol{\mu}}: \dot{\mathcal{X}} \times \mathcal{Y} \rightarrow$ $\mathbb{R}^{n_{x}+n_{y}}: \mathbf{q} \mapsto \mathbf{F}\left(t^{*}, \mathbf{v}^{*}, \mathbf{q}\right)$. If $\mathbf{F}\left(\boldsymbol{\mu}^{*}\right)=\mathbf{0}$, then $\operatorname{index}\left(\mathbf{h}_{\boldsymbol{\mu}}, \mathbf{q}^{*}\right)=\alpha$.

Remark 4.3.3. Let $\mathbf{u}: T \times \mathcal{P} \rightarrow \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}:(t, \mathbf{p}) \mapsto(\mathbf{v}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))$ for the remainder of this chapter.

Lemma 4.3.4. Let $\boldsymbol{\eta}_{\mathbf{p}} \in \mathcal{P}, \boldsymbol{\eta}_{\mathbf{x}} \in \mathcal{X}, \boldsymbol{\eta}_{\mathbf{y}} \in \mathcal{Y}, \boldsymbol{\eta}_{\dot{\mathbf{x}}} \in \dot{\mathcal{X}}$ and $\boldsymbol{\eta}=\left(\boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}, \boldsymbol{\eta}_{\mathbf{y}}, \boldsymbol{\eta}_{\dot{\mathbf{x}}}\right)$. Let Assumptions 4.3.1 and 4.3.2 hold. Then, there exist semismooth functions $\mathbf{f}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \dot{\mathcal{X}}$ and $\mathbf{r}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathcal{Y}$ such that $\mathbf{0}=\mathbf{F}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}, \mathbf{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right), \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)\right)$ holds. Let

$$
M=\operatorname{conv}\left(\left\{-\mathbf{B}^{-1} \mathbf{A},[\mathbf{A} \mathbf{B}] \in \partial^{B} \mathbf{F}(t, \boldsymbol{\eta}), \mathbf{A} \in \mathbb{R}^{\left(n_{y}+n_{x}\right) \times\left(1+n_{p}+n_{x}\right)}, \mathbf{B} \in \mathbb{R}^{\left(n_{y}+n_{x}\right) \times\left(n_{y}+n_{x}\right)}\right\}\right)
$$

Then,

$$
\begin{aligned}
& \Gamma \mathbf{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)=\operatorname{conv}\left(\left\{\left[\begin{array}{ll}
\mathbf{I}_{n_{y}} & \mathbf{0}
\end{array}\right] \mathbf{M}: \mathbf{M} \in M\right\}\right) \\
& \Gamma \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)=\operatorname{conv}\left(\left\{\left[\begin{array}{ll}
\mathbf{0} & \mathbf{I}_{n_{x}}
\end{array}\right] \mathbf{M}: \mathbf{M} \in M\right\}\right)
\end{aligned}
$$

are linear Newton approximations of $\mathbf{f}$ and $\mathbf{r}$ such that $\partial \mathbf{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \subset \operatorname{conv}\left(\Gamma \mathbf{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)\right)$ and $\partial \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \subset \operatorname{conv}\left(\Gamma \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)\right)$ hold for all $\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \in \mathcal{T} \times \mathcal{P} \times \mathcal{X}$.

Proof. The set $M$ is a linear Newton approximation of the mapping $\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \mapsto\left(\mathbf{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)\right.$, $\left.\mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)\right)$ per Theorem 4.1.7 such that the generalized Jacobian of this map is a subset of $M$. Then, the results follow from the application of Theorem 2.8.12 to $M$ and Theorem 2.6.7 to the generalized Jacobian of the mapping $\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \mapsto\left(\mathbf{r}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right), \mathbf{f}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)\right)$

Corollary 4.3.5. Let Assumptions 4.3.1 and 4.3.2 hold. Let $\mathbf{u}(\cdot, \overline{\mathbf{p}})$ be formed from the unique solution of (4.3.1). Then $\mathbf{u}(t, \cdot)$ is a semismooth function at $\overline{\mathbf{p}} \in \mathcal{P}$ for all $t \in\left[t_{0}, t_{f}\right]$.

Proof. Since the implicit function, $\mathbf{f}$ as defined in Lemma 4.3.4 is a semismooth function, $\mathbf{v}(t, \cdot)$ is a semismooth function at $\overline{\mathbf{p}}$ for all $t \in T$ per Theorem 4.2.3. The semismoothness of $\mathbf{y}(t, \cdot)$ at $\overline{\mathbf{p}}$ follows from the semismoothness of the implicit function $\mathbf{r}(t, \cdot)$ at $\mathbf{v}(t, \overline{\mathbf{p}})$ for all $t \in T$ and the semismoothness of $\mathbf{v}(t, \cdot)$ at $\overline{\mathbf{p}}$ for all $t \in T$. The semismoothness of $\dot{\mathbf{x}}(t, \cdot)$ at $\mathbf{p}$ follows from the same reasoning using $\mathbf{f}$ instead of $\mathbf{r}$. Since all elements of $\mathbf{u}(t, \cdot)$ are semismooth at $\overline{\mathbf{p}}$ so is $\mathbf{u}(t, \cdot)$ for all $t \in T$.

Theorem 4.3.6. Let Assumptions 4.3.1 and 4.3.2 hold. Let $\Gamma \mathbf{f}: T \times \mathcal{P} \times \mathcal{X} \rightrightarrows \mathbb{R}^{n_{x} \times\left(1+n_{p}+n_{x}\right)}$ be as defined in Lemma 4.3.4. Let $\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ be the set

$$
\begin{align*}
&\left\{\mathbf{m}\left(t_{f}, \mathbf{p}\right): \dot{\mathbf{m}}(t, \mathbf{p})=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right]\right.  \tag{4.3.2}\\
& \mathbf{G}_{f}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\mathbf{v}} \operatorname{conv}(\Gamma \mathbf{f}(\cdot, \mathbf{v}(\cdot, \mathbf{p})))\right. \\
& \mathbf{G}_{f}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p})\right], \forall t \in T
\end{align*}
$$

$$
\begin{aligned}
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{x}}, \forall t \in T \\
& \left.\mathbf{m}\left(t_{0}, \mathbf{p}\right) \in \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\mathbf{p})\right)\right\}
\end{aligned}
$$

where $\Gamma \mathbf{f}$ is defined in Lemma 4.3.4. Then $\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ is a linear Newton approximation of the map $\boldsymbol{\eta} \mapsto \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right)$ at $\mathbf{p}$ and

$$
\partial_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right)
$$

holds.
Proof. Result follows from Theorem 4.2.3, Lemma 4.3.4.
Corollary 4.3.7. Let Assumptions 4.3 .1 and 4.3.2 hold.

1. Let $\Gamma_{\mathbf{p}} \mathbf{y}: \mathcal{T} \times \mathcal{P} \rightrightarrows \mathbb{R}^{n_{y} \times n_{p}}$ be defined by

$$
\begin{aligned}
\Gamma_{\mathbf{p}} \mathbf{y}(t, \mathbf{p})=\left\{\mathbf{n}(t, \mathbf{p}): \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r}(t, \mathbf{p})\right. & \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r}(t, \mathbf{p}), \\
& \mathbf{G}_{r}(t, \mathbf{p}) \in \operatorname{conv}\left(\pi_{\mathbf{v}} \Gamma \mathbf{r}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))\right) \\
& \mathbf{G}_{r}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r}(t, \mathbf{p})\right] \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r}(t, \mathbf{p}) \in \mathbb{R}^{n_{y} \times n_{p}} \\
& \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r}(t, \mathbf{p}) \in \mathbb{R}^{n_{y} \times n_{x}}, \\
& \left.\mathbf{m}(t, \mathbf{p}) \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})\right)\right\}, \forall t \in\left[t_{0}, t_{f}\right]
\end{aligned}
$$

where $\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$ is computed using (4.3.2) and $\operatorname{\Gamma r}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$ is defined in Lemma 4.3.4. Then, $\Gamma_{\mathbf{p}} \mathbf{y}(t, \mathbf{p})$ is a linear Newton approximation of the map $\boldsymbol{\eta} \mapsto \mathbf{y}(t, \boldsymbol{\eta})$ at $\mathbf{p} \in \mathcal{P}$ and $\partial_{\mathbf{p}} \mathbf{y}(t, \mathbf{p}) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{y}(t, \mathbf{p})\right)$ holds.
2. Let $\Gamma_{\mathbf{p}} \dot{\mathbf{x}}: \mathcal{T} \times \mathcal{P} \rightrightarrows \mathbb{R}^{n_{y} \times n_{p}}$ be defined by

$$
\Gamma_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p})=\left\{\mathbf{n}(t, \mathbf{p}): \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}),\right.
$$

$$
\begin{aligned}
& \mathbf{G}_{f}(t, \mathbf{p}) \in \operatorname{conv}\left(\pi_{\mathbf{v}} \Gamma \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))\right) \\
& \mathbf{G}_{f}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p})\right] \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{p}} \\
& \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{x}} \\
& \left.\mathbf{m}(t, \mathbf{p}) \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})\right)\right\}, \forall t \in\left[t_{0}, t_{f}\right]
\end{aligned}
$$

where $\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$ is computed using (4.3.2) and $\Gamma \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$ is defined in Lemma 4.3.4. Then, $\Gamma_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p})$ is a linear Newton approximation of the map $\boldsymbol{\eta} \mapsto \dot{\mathbf{x}}(t, \boldsymbol{\eta})$ at $\mathbf{p} \in \mathcal{P}$ and $\partial_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p}) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p})\right)$ holds.

Proof. The first part of the results follow from applying Theorem 2.8.12 to the chain of mappings $\mathbf{p} \mapsto(\mathbf{p}, \mathbf{x}(t, \mathbf{p})) \mapsto \mathbf{r}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$. The set

$$
M=\left\{\left[\begin{array}{l}
\mathbf{I}_{n_{p}} \\
\mathbf{N}
\end{array}\right]: \mathbf{N} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})\right)\right\}
$$

is a linear Newton approximation for the mapping $\mathbf{p} \mapsto(\mathbf{p}, \mathbf{x}(t, \mathbf{p}))$. Using $\operatorname{conv}(\Gamma \mathbf{r}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})))$ as the linear Newton approximation for the map $(\mathbf{p}, \mathbf{x}(t, \mathbf{p})) \mapsto \mathbf{r}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$ provides the desired result. The second part of the results can be derived using the same reasoning.

Remark 4.3.8. The results in Theorems 4.2.6, 4.2.7 and 4.2.8 directly apply to the DAE in (4.3.1) with $\mathbf{G}_{f}(\cdot, \mathbf{p})$ a measurable selection of $\operatorname{conv}(\Gamma \mathbf{f}(\cdot, \mathbf{p}, \mathbf{x}(\cdot, \mathbf{p})))$ defined in Lemma 4.3.4.

The next three theorems extend the results in Theorems 3.3.9 and 3.3.10.
Theorem 4.3.9. Let the hypotheses of Theorem 4.3.6 hold. Let $g: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}$ be a semismooth function. Let $\Gamma g: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}^{1 \times\left(1+n_{p}+n_{x}+n_{y}+n_{x}\right)}$ be a linear Newton approximation of $g$ such that $\partial g(\boldsymbol{\mu}) \subset \operatorname{conv}(\Gamma \mathbf{g}(\boldsymbol{\mu}))$ for all $\boldsymbol{\mu} \in \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}$.

Let $G: \mathcal{P} \rightarrow \mathbb{R}$ be defined by

$$
G(\mathbf{p})=\int_{t_{0}}^{t_{f}} g(t, \mathbf{u}(t, \mathbf{p})) d t
$$

Then, $G$ is a semismooth function at $\mathbf{p}$.

Let $\Gamma G: \mathcal{P} \rightrightarrows \mathbb{R}^{1 \times n_{p}}$ be the set

$$
\left\{\mathbf{n}\left(t_{f}, \mathbf{p}\right) \in \mathbb{R}^{1 \times n_{p}}: \dot{\mathbf{n}}(t, \mathbf{p})=\mathbf{B}_{\mathbf{x}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{m}(t, \mathbf{p})+\mathbf{B}_{\mathbf{p}}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{n}\left(t_{0}, \mathbf{p}\right)=\mathbf{0}\right.
$$

$$
\mathbf{G}_{g}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\mathbf{u}} \operatorname{conv}(\Gamma g(\cdot, \mathbf{u}(\cdot, \mathbf{p})))\right.
$$

$$
\mathbf{G}_{g}(t, \mathbf{p})=\left[\pi_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p}) \pi_{\mathbf{x}} \mathbf{G}_{g}(t, \mathbf{p}) \pi_{\mathbf{y}} \mathbf{G}_{g}(t, \mathbf{p}) \pi_{\dot{\mathbf{x}}} \mathbf{G}_{g}(t, \mathbf{p})\right], \forall t \in T
$$

$$
\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p}) \in \mathbb{R}^{1 \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{1 \times n_{x}}, \forall t \in T
$$

$$
\boldsymbol{\pi}_{\mathbf{y}} \mathbf{G}_{g}(t, \mathbf{p}) \in \mathbb{R}^{1 \times n_{y}}, \boldsymbol{\pi}_{\dot{\mathbf{x}}} \mathbf{G}_{g}(t, \mathbf{p}) \in \mathbb{R}^{1 \times n_{x}}, \forall t \in T
$$

$$
\dot{\mathbf{m}}(t, \mathbf{p})=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right]
$$

$$
\mathbf{G}_{f}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\mathbf{v}} \operatorname{conv}(\Gamma \mathbf{f}(\cdot, \mathbf{v}(\cdot, \mathbf{p})))\right.
$$

$$
\mathbf{G}_{f}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p})\right], \forall t \in T
$$

$$
\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{x}}, \forall t \in T
$$

$$
\mathbf{m}\left(t_{0}, \mathbf{p}\right) \in \operatorname{conv}\left(\Gamma \mathbf{f}_{0}(\mathbf{p})\right)
$$

$$
\mathbf{G}_{r}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\mathbf{v}} \operatorname{conv}(\Gamma \mathbf{r}(\cdot, \mathbf{v}(\cdot, \mathbf{p}))), \forall t \in T\right.
$$

$$
\mathbf{G}_{r}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r}(t, \mathbf{p})\right], \forall t \in T
$$

$$
\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r}(t, \mathbf{p}) \in \mathbb{R}^{n_{y} \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r}(t, \mathbf{p}) \in \mathbb{R}^{n_{y} \times n_{x}}, \forall t \in T
$$

$$
\mathbf{B}_{\mathbf{x}}(t, \mathbf{u}(t, \mathbf{p}))=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g}(t, \mathbf{p})+
$$

$$
\begin{equation*}
\boldsymbol{\pi}_{\mathbf{y}} \mathbf{G}_{g}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r}(t, \mathbf{p})+\boldsymbol{\pi}_{\dot{\mathbf{x}}} \mathbf{G}_{g}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}), \forall t \in T \tag{4.3.3}
\end{equation*}
$$

$$
\mathbf{B}_{\mathbf{p}}(t, \mathbf{u}(t, \mathbf{p}))=\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p})+
$$

$$
\begin{equation*}
\left.\boldsymbol{\pi}_{\mathbf{y}} \mathbf{G}_{g}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r}(t, \mathbf{p})+\boldsymbol{\pi}_{\dot{\mathbf{x}}} \mathbf{G}_{g}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}), \forall t \in T\right\} \tag{4.3.4}
\end{equation*}
$$

where $\Gamma \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$ and $\Gamma \mathbf{r}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))$ is defined in Corollary 4.3.4. Then $\Gamma G$ is a linear Newton approximation of $G$ at $\mathbf{p}$ and $\partial G(\mathbf{p}) \subset \operatorname{conv}(\Gamma G(\mathbf{p}))$ holds.

Proof. Let $g(t, \mathbf{u}(t, \mathbf{p}))=g(t, \mathbf{v}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))$. Then, the result follows from the application of Corollary 4.3 .7 with Theorem 2.8.12, collecting terms multiplying $\mathbf{m}(t, \mathbf{p})$ and the application of Theorem 4.2.6.

Theorem 4.3.10. Let the hypotheses of Theorem 4.3.6 and Theorem 4.3.9 hold. Let $\boldsymbol{\lambda}$ : $T \rightarrow \mathbb{R}^{1 \times n_{x}}$ be a solution of the initial value problem,

$$
\dot{\boldsymbol{\lambda}}(t)=-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p})+\mathbf{B}_{\mathbf{x}}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in\left[t_{0}, t_{f}\right), \boldsymbol{\lambda}\left(t_{f}\right)=\mathbf{0}
$$

Then, $\boldsymbol{\lambda}$ is unique and absolutely continuous. Let $\mathbf{J} \in \mathbb{R}^{1 \times n_{p}}$ be defined by

$$
\mathbf{J}=\int_{t_{0}}^{t_{f}} \mathbf{B}_{\mathbf{p}}(t, \mathbf{u}(t, \mathbf{p}))-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) d t+\left.\boldsymbol{\lambda}(t) \mathbf{m}(t, \mathbf{p})\right|_{t_{0}} ^{t_{f}}
$$

where $\mathbf{m}(t, \mathbf{p})$ is computed using (4.3.2), $\mathbf{B}_{\mathbf{x}}(t, \mathbf{u}(t, \mathbf{p}))$ and $\mathbf{B}_{\mathbf{p}}(t, \mathbf{u}(t, \mathbf{p}))$ are computed using (4.3.3) and (4.3.4), respectively. Then $\mathbf{J} \in \Gamma G(\mathbf{p})$.

Proof. The proof is similar to the proof of Theorem 4.2 .7 where $\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g}(t, \mathbf{p})$ and $\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g}(t, \mathbf{p})$ are replaced with $\mathbf{B}_{\mathbf{x}}(t, \mathbf{u}(t, \mathbf{p}))$ and $\mathbf{B}_{\mathbf{p}}(t, \mathbf{u}(t, \mathbf{p}))$, respectively.

Theorem 4.3.11. Let the hypotheses of Theorem 4.3.6 hold. Let $h: \mathcal{T}_{0} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}$ be a semismooth function where $\mathcal{T}_{0}$ is an open subset of $\mathcal{T}$ such that $t_{f} \in \mathcal{T}_{0}$. Let $G: \mathcal{P} \rightarrow$ $\mathbb{R}: \boldsymbol{\eta} \mapsto h\left(t_{f}, \mathbf{u}\left(t_{f}, \boldsymbol{\eta}\right)\right)$. Then $G$ is semismooth at $\mathbf{p}$.

Let $\Gamma_{\mathbf{u}} h: \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightrightarrows \mathbb{R}^{1 \times\left(n_{p}+n_{x}+n_{y}+n_{x}\right)}$ be a linear Newton approximation of the map $\overline{\mathbf{u}} \mapsto h\left(t_{f}, \overline{\mathbf{u}}\right)$ such that $\partial_{\mathbf{u}} h\left(t_{f}, \overline{\mathbf{u}}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{u}} h\left(t_{f}, \overline{\mathbf{u}}\right)\right)$ in a neighborhood of $\mathbf{u}\left(t_{f}, \mathbf{p}\right)$.

Let $\Gamma G: \mathbf{p} \rightrightarrows \mathbb{R}^{1+n_{p}}$ be the set
$\left\{\mathbf{M}_{\mathbf{x}} \mathbf{N}_{\mathbf{x}}+\mathbf{M}_{\mathbf{y}} \mathbf{N}_{\mathbf{y}}+\mathbf{M}_{\dot{\mathbf{x}}} \mathbf{N}_{\dot{\mathbf{x}}}+\mathbf{M}_{\mathbf{p}}:\left[\mathbf{M}_{\mathbf{p}} \mathbf{M}_{\mathbf{x}} \mathbf{M}_{\mathbf{y}} \mathbf{M}_{\dot{\mathbf{x}}}\right] \in \operatorname{conv}\left(\Gamma_{\mathbf{u}} h\left(t_{f}, \mathbf{u}\left(t_{f}, \mathbf{p}\right)\right)\right)\right.$,

$$
\begin{aligned}
& \mathbf{M}_{\mathbf{p}} \in \mathbb{R}^{1 \times n_{p}}, \mathbf{M}_{\mathbf{x}} \in \mathbb{R}^{1 \times n_{x}}, \mathbf{M}_{\mathbf{y}} \in \mathbb{R}^{1 \times n_{y}}, \mathbf{M}_{\dot{\mathbf{x}}} \in \mathbb{R}^{1 \times n_{x}}, \\
& \mathbf{N}_{\mathbf{x}} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right), \mathbf{N}_{\mathbf{y}} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{y}\left(t_{f}, \mathbf{p}\right)\right), \\
& \left.\mathbf{N}_{\dot{\mathbf{x}}} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \dot{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right)\right\} .
\end{aligned}
$$

Then, $\Gamma G$ is a linear Newton approximation of $G$ at $\mathbf{p} \in \mathcal{P}$ per Theorem 2.8.12 such that $\partial G(\mathbf{p}) \subset \operatorname{conv}(\Gamma G(\mathbf{p}))$ holds.

$$
\begin{aligned}
& \quad \operatorname{Let} \mathbf{N}_{\mathbf{x}}=\mathbf{m}\left(t_{f}, \mathbf{p}\right), \mathbf{N}_{\mathbf{y}}=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r}\left(t_{f}, \mathbf{p}\right) \mathbf{m}\left(t_{f}, \mathbf{p}\right)+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r}\left(t_{f}, \mathbf{p}\right), \mathbf{N}_{\dot{\mathbf{x}}}=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}\left(t_{f}, \mathbf{p}\right) \mathbf{m}\left(t_{f}, \mathbf{p}\right)+ \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}\left(t_{f}, \mathbf{p}\right), \mathbf{C}_{\mathbf{x}}=\mathbf{M}_{\mathbf{x}}+\mathbf{M}_{\mathbf{y}} \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r}\left(t_{f}, \mathbf{p}\right)+\mathbf{M}_{\dot{\mathbf{x}}} \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}\left(t_{f}, \mathbf{p}\right), \mathbf{C}_{\mathbf{p}}=\mathbf{M}_{\mathbf{p}}+\mathbf{M}_{\mathbf{y}} \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r}\left(t_{f}, \mathbf{p}\right)+ \\
& \mathbf{M}_{\dot{\mathbf{x}}} \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}\left(t_{f}, \mathbf{p}\right) \text { where } \mathbf{m}(t, \mathbf{p}) \text { is computed using (4.3.2), } \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r}\left(t_{f}, \mathbf{p}\right), \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r}\left(t_{f}, \mathbf{p}\right), \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}\left(t_{f}, \mathbf{p}\right) \\
& \text { and } \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}\left(t_{f}, \mathbf{p}\right) \text { are defined in Corollary 4.3.7. }
\end{aligned}
$$

Let $\boldsymbol{\lambda}: T \rightarrow \mathbb{R}^{1 \times n_{x}}$ be a solution of the initial value problem,

$$
\dot{\boldsymbol{\lambda}}(t)=-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}), \forall t \in\left[t_{0}, t_{f}\right), \boldsymbol{\lambda}\left(t_{f}\right)=-\mathbf{C}_{\mathbf{x}}
$$

Then, $\boldsymbol{\lambda}$ is unique and absolutely continuous. Let $\mathbf{J} \in \mathbb{R}^{1 \times n_{p}}$ be defined by

$$
\mathbf{J}=\int_{t_{0}}^{t_{f}}-\boldsymbol{\lambda}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p}) d t-\boldsymbol{\lambda}\left(t_{0}\right) \mathbf{m}\left(t_{0}, \mathbf{p}\right)+\mathbf{C}_{\mathbf{p}}
$$

where $\mathbf{m}(t, \mathbf{p})$ is computed as in Theorem 4.3.6. Then $\mathbf{J} \in \Gamma G(\mathbf{p})$.

Proof. The proof is the same as the proof of Theorem 4.2.8 except the redefined quantities $\mathbf{C}_{\mathbf{x}}$ and $\mathbf{C}_{\mathbf{p}}$.

### 4.4 Multistage Systems

The previous results are extended to dynamic systems whose evolutions are described by disparate differential-algebraic equations in consecutive intervals of time.

Assumption 4.4.1. Let $n_{e}$ be a finite positive integer and $\mathcal{I}=\left\{1, \ldots, n_{e}\right\}$. Let $\alpha_{i} \in$ $\mathbb{R}, \beta_{i} \in \mathbb{R}, \alpha_{i}<\beta_{i}, \forall i \in \mathcal{I}, \alpha_{i+1}=\beta_{i}, \forall i \in \mathcal{I} \backslash\left\{n_{e}\right\},-\infty<\alpha_{1}<\beta_{n_{e}}<+\infty$. Let $T=\cup_{i=1}^{n_{e}}\left[\alpha_{i}, \beta_{i}\right]$ and $T \subset \mathcal{T}$. Let $\mathcal{T}_{i}$ be an open subset of $\mathcal{T}$ such that $\left[\alpha_{i}, \beta_{i}\right] \subset \mathcal{T}_{i}$ for all $i \in \mathcal{I}$. Let $\mathbf{x}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \mathcal{X}, \mathbf{y}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \mathcal{Y}, \dot{\mathbf{x}}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \dot{\mathcal{X}}$ for all $i \in \mathcal{I}$, $\mathbf{x}: T \times \mathcal{P} \rightarrow \mathcal{X}, \mathbf{y}: T \times \mathcal{P} \rightarrow \mathcal{Y}$ and $\dot{\mathbf{x}}: T \times \mathcal{P} \rightarrow \dot{\mathcal{X}}$. Assume $\mathbf{F}_{i}: \mathcal{T}_{i} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}^{n_{x}+n_{y}}$ are semismooth functions for all $i \in \mathcal{I}$. Assume $\mathbf{F}_{i}^{0}: \mathcal{P} \times \mathcal{X} \rightarrow \mathcal{X}$ for all $i \in \mathcal{I} \backslash\{1\}$ and $\mathbf{F}_{1}^{0}: \mathcal{P} \rightarrow \mathcal{X}$ are semismooth functions. Assume there exists a linear Newton approximation $\Gamma \mathbf{F}_{i}: \mathcal{T}_{i} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightrightarrows \mathbb{R}^{\left(n_{x}+n_{y}\right) \times\left(1+n_{p}+n_{x}+n_{y}+n_{x}\right)}$ such that $\partial \mathbf{F}_{i}(\boldsymbol{\mu}) \subset \operatorname{conv}\left(\Gamma \mathbf{F}_{i}(\boldsymbol{\mu})\right)$ holds for all $\boldsymbol{\mu} \in \mathcal{T}_{i} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}$ for each $i \in \mathcal{I}$. Assume there exists a linear Newton approximation $\Gamma \mathbf{F}_{i}^{0}: \mathcal{P} \times \mathcal{X} \rightrightarrows \mathbb{R}^{n_{x} \times\left(n_{p}+n_{x}\right)}$ such that $\partial \mathbf{F}_{i}^{0}(\boldsymbol{\mu}) \subset \operatorname{conv}\left(\Gamma \mathbf{F}_{i}^{0}(\boldsymbol{\mu})\right)$ holds for all $\boldsymbol{\mu} \in \mathcal{P} \times \mathcal{X}$ for all $\mathcal{I} \backslash\{1\}$. Finally, assume there exists $\Gamma \mathrm{F}_{1}^{0}: \mathcal{P} \rightrightarrows \mathbb{R}^{n_{x} \times n_{p}}$ such that $\partial \mathbf{F}_{1}^{0}(\boldsymbol{\eta}) \subset \operatorname{conv}\left(\Gamma \mathbf{F}_{1}^{0}(\boldsymbol{\eta})\right)$ holds for all $\boldsymbol{\eta} \in \mathcal{P}$.

The linear Newton approximations associated with the solutions of the initial value problem,

$$
\begin{align*}
& \mathbf{0}=\mathbf{F}_{i}\left(t, \mathbf{p}, \mathbf{x}_{i}(t, \mathbf{p}), \mathbf{y}_{i}(t, \mathbf{p}), \dot{\mathbf{x}}_{i}(t, \mathbf{p})\right), \forall t \in\left[\alpha_{i}, \beta_{i}\right], \forall i \in \mathcal{I},  \tag{4.4.1}\\
& \mathbf{0}=\mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)-\mathbf{F}_{1}^{0}(\mathbf{p}), \\
& \mathbf{0}=\mathbf{x}_{i}\left(\alpha_{i}, \mathbf{p}\right)-\mathbf{F}_{i}^{0}\left(\mathbf{p}, \mathbf{x}_{i-1}\left(\beta_{i-1}, \mathbf{p}\right)\right), \forall i \in \mathcal{I} \backslash\{1\},  \tag{4.4.2}\\
& \mathbf{0}=\mathbf{x}(t, \mathbf{p})-\mathbf{x}_{i}(t, \mathbf{p}), \forall t \in\left[\alpha_{i}, \beta_{i}\right), \forall i \in \mathcal{I} \\
& \mathbf{0}=\mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right)-\mathbf{x}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \\
& \mathbf{0}=\mathbf{y}(t, \mathbf{p})-\mathbf{y}_{i}(t, \mathbf{p}), \forall t \in\left[\alpha_{i}, \beta_{i}\right), \forall i \in \mathcal{I} \\
& \mathbf{0}=\mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right)-\mathbf{y}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \\
& \mathbf{0}=\dot{\mathbf{x}}(t, \mathbf{p})-\dot{\mathbf{x}}_{i}(t, \mathbf{p}), \forall t \in\left[\alpha_{i}, \beta_{i}\right), \forall i \in \mathcal{I} \\
& \mathbf{0}=\dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right)-\dot{\mathbf{x}}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)
\end{align*}
$$

are derived in this section.

Remark 4.4.2. $\mathbf{x}(\cdot, \mathbf{p}), \mathbf{y}(\cdot, \mathbf{p})$ and $\dot{\mathbf{x}}(\cdot, \mathbf{p})$ might be discontinuous at $t=\alpha_{i}$ with $i>1$.
Remark 4.4.3. The results derived in this section are applicable with slight modifications to the case where the number of states, number of algebraic variables as well as the domains of the functions $\mathbf{F}_{i}$ and $\mathbf{F}_{i}^{0}$ differ for each $i \in \mathcal{I}$.

Assumption 4.4.4. Let $\dot{\mathbf{x}}\left(\alpha_{i}, \overline{\mathbf{p}}\right)=\dot{\overline{\mathbf{x}}}_{i}$ and $\mathbf{y}\left(\alpha_{i}, \overline{\mathbf{p}}\right)=\overline{\mathbf{y}}_{i}$ for all $i \in \mathcal{I}$ where $\dot{\overline{\mathbf{x}}}_{i}$ and $\overline{\mathbf{y}}_{i}$ are constants. Assume that this condition is sufficient to uniquely determine $\dot{\mathbf{x}}\left(\alpha_{i}, \mathbf{p}\right)$ and $\mathbf{y}\left(\alpha_{i}, \mathbf{p}\right)$ uniquely for all $i \in \mathcal{I}$ and for all $\mathbf{p} \in \mathcal{P}$.

Assumption 4.4.5. Let $\left(\mathbf{x}_{i}(\cdot, \mathbf{p}), \mathbf{y}_{i}(\cdot, \mathbf{p}), \dot{\mathbf{x}}_{i}(\cdot, \mathbf{p})\right), \forall i \in \mathcal{I}$ be the unique solution of (4.4.1). Let $\mathbf{z}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \mathcal{P}:(t, \mathbf{p}) \mapsto \mathbf{p}, \mathbf{v}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \mathcal{P} \times \mathcal{X}:(t, \mathbf{p}) \mapsto\left(\left(\mathbf{z}_{i}(t, \mathbf{p})\right), \mathbf{x}_{i}(t, \mathbf{p})\right)$ and $\mathbf{u}_{i}:\left[\alpha_{i}, \beta_{i}\right] \times \mathcal{P} \rightarrow \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}:(t, \mathbf{p}) \mapsto\left(\mathbf{v}_{i}(t, \mathbf{p}), \mathbf{y}_{i}(t, \mathbf{p}), \dot{\mathbf{x}}_{i}(t, \mathbf{p})\right)$. Let $\mathbf{u}: T \times \mathcal{P} \rightarrow$ $\mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}$ be such that $\mathbf{u}(t, \mathbf{p})=\mathbf{u}_{i}(t, \mathbf{p})$ for all $t \in\left[\alpha_{i}, \beta_{i}\right)$ and $\mathbf{u}\left(\beta_{n_{e}}, \mathbf{p}\right)=\mathbf{u}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)$.

Corollary 4.4.6. Let Assumptions 4.4.1 and 4.4.4 hold. Let the assumptions of Lemma 4.3.4 hold for all $i \in \mathcal{I}$. Let $\left(\mathbf{x}_{i}(\cdot, \mathbf{p}), \mathbf{y}_{i}(\cdot, \mathbf{p}), \quad \dot{\mathbf{x}}_{i}(\cdot, \mathbf{p})\right), \forall i \in \mathcal{I}$ be the solution of (4.4.1). Then, $\mathbf{u}(t, \cdot)$ is semismooth at $\mathbf{p}$ for all $t \in T$.

Proof. Let $n_{e}=1$. Then, $\mathbf{u}_{1}(t, \cdot)$ is a semismooth function at $\mathbf{p}$ for $t \in\left[\alpha_{1}, \beta_{1}\right]$ per Corollary 4.3.5. Since the composition of semismooth functions is semismooth and $\mathbf{F}_{2}^{0}$ is a semismooth function, $\mathbf{u}_{2}\left(\alpha_{2}, \cdot\right)$ is semismooth at $\mathbf{p}$ if $n_{e}=2$. Then, $\mathbf{u}_{2}(t, \cdot)$ for all $t \in\left[\alpha_{2}, \beta_{2}\right]$ is semismooth at $\mathbf{p}$ per Corollary 4.3.5. The final result follows from the repeated application of Corollary 4.3 .5 and the composition rule for semismooth functions as has been done for the case $n_{e} \leq 2$.

Theorem 4.4.7. Let Assumptions 4.4 .1 and 4.4.4 hold. Let the hypotheses of Lemma 4.3.4 hold for all $i \in \mathcal{I}$. Let $\mathbf{f}_{i}$ and $\mathbf{r}_{i}$ be the semismooth implicit functions that satisfy $\mathbf{F}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right.$, $\left.\mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right), \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)\right)=\mathbf{0}$ for all $t \in\left[\alpha_{i}, \beta_{i}\right]$ and for all $i \in \mathcal{I}$.

Let $\Gamma_{\mathbf{p}} \mathbf{x}_{0,1}(\mathbf{p})=\Gamma \mathbf{F}_{1}^{0}(\mathbf{p})$. Let $\Gamma_{\mathbf{p}} \mathbf{x}_{0, i}(\mathbf{p})$ be the set

$$
\begin{align*}
& \left\{\mathbf{M}_{\mathbf{x}, i} \mathbf{N}_{i-1}+\mathbf{M}_{\mathbf{p}, i}:\left[\mathbf{M}_{\mathbf{x}, i} \mathbf{M}_{\mathbf{p}, i}\right] \in \operatorname{conv}\left(\Gamma \mathbf{F}_{i}^{0}\left(\mathbf{p}, \mathbf{x}_{i-1}\left(\mathbf{p}, \beta_{i-1}\right)\right)\right)\right.  \tag{4.4.3}\\
& \left.\mathbf{M}_{\mathbf{x}, i} \in \mathbb{R}^{n_{x} \times n_{x}}, \mathbf{M}_{\mathbf{p}, i} \in \mathbb{R}^{n_{x} \times n_{p}}, \mathbf{N}_{i-1} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}_{i-1}\left(\mathbf{p}, \beta_{i-1}\right)\right)\right\}
\end{align*}
$$

for all $i \in \mathcal{I} \backslash\{1\}$.
Let $\Gamma_{\mathbf{p}} \mathbf{x}_{i}\left(\beta_{i}, \mathbf{p}\right)$ be the set

$$
\begin{align*}
\left\{\mathbf{m}_{i}\left(\beta_{i}, \mathbf{p}\right): \dot{\mathbf{m}}_{i}(t, \mathbf{p})=\right. & \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p}) \mathbf{m}_{i}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}), \forall t \in\left(\alpha_{i}, \beta_{i}\right]  \tag{4.4.4}\\
& \mathbf{G}_{f, i}(\cdot, \mathbf{p}) \in \mathcal{L}\left(\left[\alpha_{i}, \beta_{i}\right], \pi_{\mathbf{v}} \operatorname{conv}\left(\Gamma \mathbf{f}_{i}\left(\cdot, \mathbf{v}_{i}(\cdot, \mathbf{p})\right)\right)\right. \\
& \mathbf{G}_{f, i}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p})\right], \forall t \in\left[\alpha_{i}, \beta_{i}\right] \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{x}}, \forall t \in\left[\alpha_{i}, \beta_{i}\right] \\
& \left.\mathbf{m}_{i}\left(\alpha_{i}, \mathbf{p}\right) \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}_{0, i}(\mathbf{p})\right)\right\} .
\end{align*}
$$

where $\Gamma \mathbf{f}_{i}$ is defined in Lemma 4.3.4 for all $i \in \mathcal{I}$.
Let $\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})=\Gamma_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})$ for all $t \in\left[\alpha_{i}, \beta_{i}\right)$ for all $i \in \mathcal{I}$ and $\Gamma_{\mathbf{p}} \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right)=\Gamma_{\mathbf{p}} \mathbf{x}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)$. Then, $\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$ is a linear Newton approximation of the map $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ at $\mathbf{p} \in \mathcal{P}$ for all $t \in\left[\alpha_{i}, \beta_{i}\right)$ and $\partial_{\mathbf{p}} \mathbf{x}(t, \mathbf{p}) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})\right)$ holds for all $t \in\left[\alpha_{i}, \beta_{i}\right)$.

Proof. If $n_{e}=1$, then, the result follows from Theorem 4.3.6 by letting $t_{f}$ in that theorem take values in $\left[\alpha_{i}, \beta_{i}\right)$ and setting $t_{0}=\alpha_{i}$. In this case, $\partial_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})=\partial_{\mathbf{p}} \mathbf{x}_{1}(t, \mathbf{p}) \subset$ $\operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}_{1}(t, \mathbf{p})\right)$ holds for all $t \in\left[\alpha_{1}, \beta_{1}\right]$. Per Theorem 2.8.12, $\Gamma_{\mathbf{p}} \mathbf{x}_{0,2}(\mathbf{p})$ is a linear Newton approximation of the map $\boldsymbol{\eta} \mapsto \mathbf{x}_{2}\left(\alpha_{2}, \boldsymbol{\eta}\right)$ at $\mathbf{p}$. Per Theorem 2.6.7:

$$
\partial_{\mathbf{p}} \mathbf{x}_{2}\left(\alpha_{2}, \mathbf{p}\right) \subset \operatorname{conv}\left(\left\{\mathbf{M}_{\mathbf{x}} \mathbf{N}+\mathbf{M}_{\mathbf{p}}: \mathbf{N} \in \partial_{\mathbf{p}} \mathbf{x}_{1}\left(\beta_{1}, \mathbf{p}\right),\left[\mathbf{M}_{\mathbf{x}} \mathbf{M}_{\mathbf{p}}\right] \in \partial \mathbf{F}_{2}^{0}\left(\mathbf{p}, \mathbf{x}_{1}\left(\beta_{1}, \mathbf{p}\right)\right)\right\}\right)
$$

holds where $\mathbf{M}_{\mathbf{p}} \in \mathbb{R}^{n_{p} \times n_{x}}$ and $\mathbf{M}_{\mathbf{x}} \in \mathbb{R}^{n_{x} \times n_{x}}$. Then, $\partial_{\mathbf{p}} \mathbf{x}_{2}\left(\alpha_{2}, \mathbf{p}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}_{0,2}(\mathbf{p})\right)$ follows
from the fact that $\partial_{\mathbf{p}} \mathbf{x}_{1}\left(\beta_{1}, \mathbf{p}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}_{1}\left(\beta_{1}, \mathbf{p}\right)\right)$ and $\partial \mathbf{F}_{2}^{0}\left(\mathbf{p}, \mathbf{x}_{1}\left(\mathbf{p}, \beta_{1}\right)\right)$ $\subset \operatorname{conv}\left(\Gamma \mathbf{F}_{2}^{0}\left(\beta_{1}, \mathbf{x}_{1}\left(\mathbf{p}, \beta_{1}\right)\right)\right)$. Application of Theorem 4.3.6 after setting $\mathbf{F}=\mathbf{F}_{2}$ and $\Gamma \mathbf{F}^{0}(\mathbf{p})=$ $\operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}_{0,2}(\mathbf{p})\right)$ proves the result for $n_{e}=2$. The case for larger $n_{e}$ is proven by the repeated application of Theorem 4.3.6 and Theorem 2.8.12 as has been done for the case $n_{e}=2$.

Theorem 4.4.8. Let the hypotheses of Theorem 4.4.7 hold. Define $G_{i}: \mathcal{P} \rightarrow \mathbb{R}$ as

$$
G_{i}(\mathbf{p})=\int_{\alpha_{i}}^{\beta_{i}} g_{i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right) d t
$$

where $g_{i}: \mathcal{T}_{i} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \mapsto \mathbb{R}$ are semismooth functions for all $i \in \mathcal{I}$. Then, $G_{i}$ are semismooth functions at $\mathbf{p}$ per Theorem 4.3.9.

Let $G: \mathcal{P} \rightarrow \mathbb{R}$ be defined by

$$
G(\boldsymbol{\eta})=\sum_{i=1}^{n_{e}} G_{i}(\boldsymbol{\eta})
$$

Then, $G$ is a semismooth function at $\mathbf{p} \in \mathcal{P}$ since the sum of semismooth functions is semismooth.

Let $\Gamma G_{i}: \mathcal{P} \rightrightarrows \mathbb{R}^{1 \times n_{p}}$ be the set

$$
\begin{aligned}
\left\{\mathbf{n}_{i}\left(\beta_{i}, \mathbf{p}\right) \in \mathbb{R}^{1 \times n_{p}}:\right. & \dot{\mathbf{n}}_{i}(t, \mathbf{p})=\mathbf{B}_{\mathbf{x}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right) \mathbf{m}_{i}(t, \mathbf{p})+\mathbf{B}_{\mathbf{p}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right), \forall t \in\left(\alpha_{i}, \beta_{i}\right], \mathbf{n}\left(\alpha_{i}, \mathbf{p}\right)=\mathbf{0} \\
& \mathbf{G}_{g, i}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\mathbf{u}} \operatorname{conv}\left(\Gamma g_{i}\left(\cdot, \mathbf{u}_{i}(\cdot, \mathbf{p})\right)\right)\right. \\
& \mathbf{G}_{g, i}(t, \mathbf{p})=\left[\pi_{\mathbf{p}} \mathbf{G}_{g, i}(t, \mathbf{p}) \pi_{\mathbf{x}} \mathbf{G}_{g, i}(t, \mathbf{p}) \pi_{\mathbf{y}} \mathbf{G}_{g, i}(t, \mathbf{p}) \pi_{\dot{\mathbf{x}}} \mathbf{G}_{g, i}(t, \mathbf{p})\right], \forall t \in\left[\alpha_{i}, \beta_{i}\right] \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g, i}(t, \mathbf{p}) \in \mathbb{R}^{1 \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g, i}(t, \mathbf{p}) \in \mathbb{R}^{1 \times n_{x}}, \forall t \in\left[\alpha_{i}, \beta_{i}\right] \\
& \boldsymbol{\pi}_{\mathbf{y}} \mathbf{G}_{g, i}(t, \mathbf{p}) \in \mathbb{R}^{1 \times n_{y}}, \boldsymbol{\pi}_{\dot{\mathbf{x}}} \mathbf{G}_{g, i}(t, \mathbf{p}) \in \mathbb{R}^{1 \times n_{x}}, \forall t \in\left[\alpha_{i}, \beta_{i}\right] \\
& \dot{\mathbf{m}}_{i}(t, \mathbf{p})=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p}) \mathbf{m}_{i}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}), \forall t \in\left(\alpha_{i}, \beta_{i}\right] \\
& \mathbf{G}_{f, i}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\mathbf{v}} \operatorname{conv}\left(\Gamma \mathbf{f}_{i}(\cdot, \mathbf{v}(\cdot, \mathbf{p}))\right),\right. \\
& \mathbf{G}_{f, i}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p})\right], \forall t \in\left[\alpha_{i}, \beta_{i}\right]
\end{aligned}
$$

$$
\begin{align*}
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{x}}, \forall t \in\left[\alpha_{i}, \beta_{i}\right], \\
& \mathbf{m}_{i}\left(\alpha_{i}, \mathbf{p}\right) \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}_{0, i}(\mathbf{p})\right), \\
& \mathbf{G}_{r, i}(\cdot, \mathbf{p}) \in \mathcal{L}\left(T, \pi_{\mathbf{v}} \operatorname{conv}\left(\Gamma \mathbf{r}_{i}(\cdot, \mathbf{v}(\cdot, \mathbf{p}))\right), \forall t \in\left[\alpha_{i}, \beta_{i}\right],\right. \\
& \mathbf{G}_{r, i}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, i}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, i}(t, \mathbf{p})\right], \forall t \in\left[\alpha_{i}, \beta_{i}\right], \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, i}(t, \mathbf{p}) \in \mathbb{R}^{n_{y} \times n_{p}}, \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, i}(t, \mathbf{p}) \in \mathbb{R}^{n_{y} \times n_{x}}, \forall t \in\left[\alpha_{i}, \beta_{i}\right], \\
& \mathbf{B}_{\mathbf{x}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{g, i}(t, \mathbf{p})+ \\
& \quad \boldsymbol{\pi}_{\mathbf{y}} \mathbf{G}_{g, i}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, i}(t, \mathbf{p})+\boldsymbol{\pi}_{\dot{\mathbf{x}}} \mathbf{G}_{g, i}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p}), \forall t \in\left[\alpha_{i}, \beta_{i}\right]  \tag{4.4.5}\\
& \\
& \mathbf{B}_{\mathbf{p}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)=\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{g, i}(t, \mathbf{p})+  \tag{4.4.6}\\
& \left.\boldsymbol{\pi}_{\mathbf{y}} \mathbf{G}_{g, i}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, i}(t, \mathbf{p})+\boldsymbol{\pi}_{\dot{\mathbf{x}}} \mathbf{G}_{g, i}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}), \forall t \in\left[\alpha_{i}, \beta_{i}\right]\right\}
\end{align*}
$$

where $\Gamma \mathbf{f}_{i}$ and $\Gamma \mathbf{r}_{i}$ are defined in Lemma 4.3.4. Then $\Gamma G_{i}$ is a linear Newton approximation of $G_{i}$ at $\mathbf{p}$ and $\partial G_{i}(\mathbf{p}) \subset \operatorname{conv}\left(\Gamma G_{i}(\mathbf{p})\right)$ holds for all $i \in \mathcal{I}$ per Theorem 4.3.9 and Theorem 4.4.7.

Let $\Gamma G(\mathbf{p})$ be

$$
\Gamma G(\mathbf{p})=\sum_{i=1}^{n_{e}} \operatorname{conv}\left(\Gamma G_{i}(\mathbf{p})\right)
$$

Then, $\Gamma G$ is a linear Newton approximation of $G$ and $\partial G(\mathbf{p}) \subset \operatorname{conv}(\Gamma G(\mathbf{p}))$ holds since

$$
\partial G(\mathbf{p}) \subset \sum_{i=1}^{n_{e}} \partial G_{i}(\mathbf{p})
$$

For all $i \in \mathcal{I}$, let $\boldsymbol{\lambda}_{i}:\left[\alpha_{i}, \beta_{i}\right] \rightarrow \mathbb{R}^{1 \times n_{x}}$ be a solution of the initial value problem

$$
\dot{\boldsymbol{\lambda}}_{i}(t)=-\boldsymbol{\lambda}_{i}(t) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p})+\mathbf{B}_{\mathbf{x}, i}\left(t, \mathbf{u}(t, \mathbf{p}), \forall t \in\left(\alpha_{i}, \beta_{i}\right], \forall i \in \mathcal{I}\right.
$$

$$
\boldsymbol{\lambda}_{i}\left(\beta_{i}\right)=\boldsymbol{\lambda}_{i+1}\left(\beta_{i}\right) \mathbf{M}_{\mathbf{x}, i+1}, \forall i \in \mathcal{I} \backslash\left\{n_{e}\right\}, \boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right)=\mathbf{0}
$$

Then, $\boldsymbol{\lambda}_{i}$ is absolutely continuous and unique. Let $\mathbf{J}$ be

$$
\begin{aligned}
& \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\boldsymbol{\beta}_{i}} \mathbf{B}_{\mathbf{p}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)-\boldsymbol{\lambda}_{i}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) d t- \\
& \sum_{i=1}^{n_{e}-1} \boldsymbol{\lambda}_{i+1}\left(\beta_{i}\right) \mathbf{M}_{\mathbf{p}, i+1}+\boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right) \mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)-\boldsymbol{\lambda}_{1}\left(\alpha_{1}\right) \mathbf{m}_{1}\left(\alpha_{1}, \mathbf{p}\right)
\end{aligned}
$$

where $\mathbf{M}_{\mathbf{p}, i+1}, \mathbf{M}_{\mathbf{x}, i+1}$ and $\mathbf{m}_{1}\left(\alpha_{1}, \mathbf{p}\right)$ are defined in Theorem 4.4.7. Then, $\mathbf{J} \in \Gamma G(\mathbf{p})$.

Proof. Applying Theorem 4.3.10 for each $i \in \mathcal{I}$ :

$$
\begin{equation*}
\mathbf{J}_{i}=\int_{\alpha_{i}}^{\beta_{i}} \mathbf{B}_{\mathbf{p}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)-\boldsymbol{\lambda}_{i}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) d t+\left.\boldsymbol{\lambda}_{i}(t) \mathbf{m}_{i}(t, \mathbf{p})\right|_{\alpha_{i}} ^{\beta_{i}} \tag{4.4.7}
\end{equation*}
$$

is obtained with $\mathbf{J}_{i} \in \Gamma G_{i}(\mathbf{p})$ where

$$
\dot{\boldsymbol{\lambda}}_{i}(t)=-\boldsymbol{\lambda}_{i}(t) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p})+\mathbf{B}_{\mathbf{x}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right), \forall t \in\left[\alpha_{i}, \beta_{i}\right), \boldsymbol{\lambda}_{i}\left(\beta_{i}\right)=\mathbf{0}
$$

It can be seen from its derivation that (4.4.7) holds for any $\boldsymbol{\lambda}_{0} \in \mathbb{R}^{1 \times n_{x}}$ and $\boldsymbol{\lambda}_{i}\left(\beta_{i}\right)=\boldsymbol{\lambda}_{0}$. $\boldsymbol{\lambda}_{0}$ is set to the zero vector in order to avoid the computation of $\mathbf{m}_{i}\left(\beta_{i}, \mathbf{p}\right)$.

Let $\mathbf{J}=\sum_{i=1}^{n_{e}} \mathbf{J}_{i}$. Clearly, $\mathbf{J} \in \Gamma G(\mathbf{p})$ because $\mathbf{J}_{i} \in \Gamma G_{i}(\mathbf{p})$. Then, $\mathbf{J}$ is equal to

$$
\begin{equation*}
\sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}} \mathbf{B}_{\mathbf{p}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)-\boldsymbol{\lambda}_{i}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) d t+\left.\boldsymbol{\lambda}_{i}(t) \mathbf{m}_{i}(t, \mathbf{p})\right|_{\alpha_{i}} ^{\beta_{i}} \tag{4.4.8}
\end{equation*}
$$

Note that $\mathbf{m}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)$ is $\mathbf{M}_{\mathbf{x}, i+1} \mathbf{m}_{i}\left(\beta_{i}\right)+\mathbf{M}_{\mathbf{p}, i+1}$ in view of (4.4.3) for some $\mathbf{M}_{\mathbf{x}, i+1}$ and $\mathbf{M}_{\mathbf{p}, i+1}$ where $\mathbf{M}_{\mathbf{x}, i+1}$ and $\mathbf{M}_{\mathbf{p}, i+1}$ are defined in Theorem 4.4.7. Hence

$$
-\boldsymbol{\lambda}_{i+1}\left(\alpha_{i+1}\right) \mathbf{m}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)=-\boldsymbol{\lambda}_{i+1}\left(\alpha_{i+1}\right)\left(\mathbf{M}_{\mathbf{x}, i+1} \mathbf{m}_{i}\left(\beta_{i}\right)+\mathbf{M}_{\mathbf{p}, i+1}\right)
$$

Then, setting

$$
\boldsymbol{\lambda}_{i+1}\left(\alpha_{i+1}\right) \mathbf{M}_{\mathbf{x}, i+1}=\boldsymbol{\lambda}_{i}\left(\beta_{i}\right)
$$

allows the cancellation of terms in (4.4.8) and results in

$$
\begin{aligned}
& \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}} \mathbf{B}_{\mathbf{p}, i}\left(t, \mathbf{u}_{i}(t, \mathbf{p})\right)-\boldsymbol{\lambda}_{i}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) d t- \\
& \sum_{i=1}^{n_{e}-1} \boldsymbol{\lambda}_{i+1}\left(\beta_{i}\right) \mathbf{M}_{\mathbf{p}, i+1}+\boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right) \mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)-\boldsymbol{\lambda}_{1}\left(\alpha_{1}\right) \mathbf{m}_{1}\left(\alpha_{1}, \mathbf{p}\right)
\end{aligned}
$$

Setting $\boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right)=\mathbf{0}$ provides the desired result.

Corollary 4.4.9. Let the hypotheses of Theorem 4.4.7 hold.

1. Let $\Gamma_{\mathbf{p}} \mathbf{y}: \mathcal{T} \times \mathcal{P} \rightrightarrows \mathbb{R}^{n_{y} \times n_{p}}$ be defined by

$$
\begin{aligned}
\Gamma_{\mathbf{p}} \mathbf{y}(t, \mathbf{p})=\{\mathbf{n}(t, \mathbf{p}): & \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, i}(t, \mathbf{p}) \mathbf{m}_{i}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, i}(t, \mathbf{p}), \\
& \mathbf{G}_{r, i}(t, \mathbf{p}) \in \operatorname{conv}\left(\pi_{\mathbf{v}} \Gamma \mathbf{r}_{i}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))\right), \\
& \mathbf{G}_{r, i}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, i}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, i}(t, \mathbf{p})\right], \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, i}(t, \mathbf{p}) \in \mathbb{R}^{n_{y} \times n_{p}}, \\
& \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, i}(t, \mathbf{p}) \in \mathbb{R}^{n_{y} \times n_{x}}, \\
& \left.\mathbf{m}_{i}(t, \mathbf{p}) \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}_{i}\left(\beta_{n_{e}}, \mathbf{p}\right)\right)\right\}, \forall t \in\left[\alpha_{i}, \beta_{i}\right), \forall i \in \mathcal{I}, \\
\Gamma_{\mathbf{p}} \mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right)=\left\{\mathbf{n}\left(\beta_{n_{e}}, \mathbf{p}\right):\right. & \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \\
& \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \in \operatorname{conv}\left(\pi_{\mathbf{v}} \Gamma \mathbf{r}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}, \mathbf{x}(t, \mathbf{p})\right)\right), \\
& \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right], \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \in \mathbb{R}^{n_{y} \times n_{p}}, \\
& \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \in \mathbb{R}^{n_{y} \times n_{x}},
\end{aligned}
$$

$$
\left.\mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right)\right\}
$$

where $\Gamma_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})$ is defined as in Theorem 4.4.7 and $\Gamma \mathbf{r}_{i}$ is defined using Lemma 4.3.4 for all $i \in \mathcal{I}$. Then, $\Gamma_{\mathbf{p}} \mathbf{y}(t, \mathbf{p})$ is a linear Newton approximation of the map $\boldsymbol{\eta} \mapsto \mathbf{y}(t, \boldsymbol{\eta})$ at $\mathbf{p} \in \mathcal{P}$ and $\partial_{\mathbf{p}} \mathbf{y}(t, \mathbf{p}) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{y}(t, \mathbf{p})\right)$ holds.
2. Let $\Gamma_{\mathbf{p}} \dot{\mathbf{x}}: \mathcal{T} \times \mathcal{P} \rightrightarrows \mathbb{R}^{n_{y} \times n_{p}}$ be defined by

$$
\begin{aligned}
\Gamma_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p})=\{\mathbf{n}(t, \mathbf{p}): & \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p}) \mathbf{m}_{i}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}), \\
& \mathbf{G}_{f, i}(t, \mathbf{p}) \in \operatorname{conv}\left(\pi_{\mathbf{v}} \Gamma \mathbf{f}_{i}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))\right), \\
& \mathbf{G}_{f, i}(t, \mathbf{p})=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p})\right], \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{p}}, \\
& \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p}) \in \mathbb{R}^{n_{x} \times n_{x}}, \\
& \left.\mathbf{m}_{i}(t, \mathbf{p}) \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})\right)\right\}, \forall t \in\left[\alpha_{i}, \beta_{i}\right), \forall i \in \mathcal{I}, \\
\Gamma_{\mathbf{p}} \dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right)=\left\{\mathbf{n}\left(\beta_{n_{e}}, \mathbf{p}\right):\right. & \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \\
& \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \in \operatorname{conv}\left(\pi_{\mathbf{v}} \Gamma \mathbf{f}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}, \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right)\right)\right), \\
& \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)=\left[\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right], \\
& \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \in \mathbb{R}^{n_{x} \times n_{p}}, \\
& \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \in \mathbb{R}^{n_{x} \times n_{x}}, \\
& \left.\mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right)\right\}
\end{aligned}
$$

where $\Gamma_{\mathbf{p}} \mathbf{x}_{i}(t, \mathbf{p})$ is defined as in Theorem 4.4.7 and $\Gamma \mathbf{f}_{i}$ is defined using Lemma 4.3.4 for all $i \in \mathcal{I}$. Then, $\Gamma_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p})$ is a linear Newton approximation of the map $\boldsymbol{\eta} \mapsto \dot{\mathbf{x}}(t, \boldsymbol{\eta})$ at $\mathbf{p} \in \mathcal{P}$ and $\partial_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p}) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p})\right)$ holds.

Proof. Application of Theorem 2.8.12 to the implicit functions $\mathbf{r}_{i}$ and $\mathbf{f}_{i}$ produces $\Gamma_{\mathbf{p}} \mathbf{y}$ and $\Gamma_{\mathbf{p}} \dot{\mathbf{x}}$, respectively. Application of Theorem 2.6 .7 to $\mathbf{r}_{i}$ and $\mathbf{f}_{i}$ provides sets $M_{r}$ and $M_{f}$
such that $\partial_{\mathbf{p}} \mathbf{y}(t, \mathbf{p}) \subset \operatorname{conv}\left(M_{r}\right)$ and $\partial_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p}) \subset \operatorname{conv}\left(M_{f}\right)$ hold. Then, it can be shown that $\operatorname{conv}\left(M_{r}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{y}(t, \mathbf{p})\right)$ and $\operatorname{conv}\left(M_{f}\right) \subset \operatorname{conv}(\Gamma \mathbf{p} \dot{\mathbf{x}}(t, \mathbf{p}))$ using the fact that $\partial \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) \subset \operatorname{conv}\left(\Gamma \mathbf{f}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)\right), \partial \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right) \subset \operatorname{conv}\left(\Gamma \mathbf{r}_{i}\left(t, \mathbf{v}_{i}(t, \mathbf{p})\right)\right)$ and $\partial_{\mathbf{p}} \mathbf{x}(t, \mathbf{p}) \subset$ $\operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})\right)$.

Theorem 4.4.10. Let the hypotheses of Theorem 4.4.7 hold. Let $h: \mathcal{T}_{0} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}$ be a semismooth function where $\mathcal{T}_{0}$ is an open subset of $\mathcal{T}$ such that $\beta_{n_{e}} \in \mathcal{T}_{0}$. Let $G: \mathcal{P} \rightarrow$ $\mathbb{R}: \boldsymbol{\eta} \mapsto h\left(\beta_{n_{e}}, \mathbf{u}\left(\beta_{n_{e}}, \boldsymbol{\eta}\right)\right)$. Then, $G$ is semismooth at $\mathbf{p}$.

Let $\Gamma_{\mathbf{u}} h: \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightrightarrows \mathbb{R}^{1 \times\left(n_{p}+n_{x}+n_{y}+n_{x}\right)}$ be a linear Newton approximation of the $\operatorname{map} \overline{\mathbf{u}} \mapsto h\left(\beta_{n_{e}}, \overline{\mathbf{u}}\right)$ such that $\partial_{\mathbf{u}} h\left(\beta_{n_{e}}, \overline{\mathbf{u}}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{u}} h\left(t_{f}, \overline{\mathbf{u}}\right)\right)$ in a neighborhood of $\mathbf{u}\left(\beta_{n_{e}}, \mathbf{p}\right)$.

Let $\Gamma G: \mathbf{p} \rightrightarrows \mathbb{R}^{1+n_{p}}$ be the set

$$
\begin{aligned}
\left\{\mathbf{A}_{\mathbf{x}} \mathbf{N}_{\mathbf{x}}+\mathbf{A}_{\mathbf{y}} \mathbf{N}_{\mathbf{y}}+\mathbf{A}_{\dot{\mathbf{x}}} \mathbf{N}_{\dot{\mathbf{x}}}+\mathbf{A}_{\mathbf{p}}:\right. & {\left[\mathbf{A}_{\mathbf{p}} \mathbf{A}_{\mathbf{x}} \mathbf{A}_{\mathbf{y}} \mathbf{A}_{\dot{\mathbf{x}}}\right] \in \operatorname{conv}\left(\Gamma_{\mathbf{u}} h\left(\beta_{n_{e}}, \mathbf{u}\left(\beta_{n_{e}}, \mathbf{p}\right)\right)\right) } \\
& \mathbf{A}_{\mathbf{p}} \in \mathbb{R}^{1 \times n_{p}}, \mathbf{A}_{\mathbf{x}} \in \mathbb{R}^{1 \times n_{x}}, \mathbf{A}_{\mathbf{y}} \in \mathbb{R}^{1 \times n_{y}}, \mathbf{A}_{\dot{\mathbf{x}}} \in \mathbb{R}^{1 \times n_{x}} \\
& \mathbf{N}_{\mathbf{x}} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right)\right), \mathbf{N}_{\mathbf{y}} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right)\right) \\
& \left.\mathbf{N}_{\dot{\mathbf{x}}} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right)\right\}
\end{aligned}
$$

where $\Gamma_{\mathbf{p}} \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right)$ is defined in Theorem 4.4.7, $\Gamma_{\mathbf{p}} \mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right)$ and $\Gamma_{\mathbf{p}} \dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right)$ are defined in Corollary 4.4.9. Then, $\Gamma G$ is a linear Newton approximation of $G$ at $\mathbf{p} \in \mathcal{P}$ per Theorem 2.8.12 such that $\partial G(\mathbf{p}) \subset \operatorname{conv}(\Gamma G(\mathbf{p}))$ holds.
$\operatorname{Let} \mathbf{N}_{\mathbf{x}}=\mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \mathbf{N}_{\mathbf{y}}=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right) \mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \mathbf{N}_{\dot{\mathbf{x}}}=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)$ $\mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \mathbf{C}_{\mathbf{x}}=\mathbf{A}_{\mathbf{x}}+\mathbf{A}_{\mathbf{y}} \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)+\mathbf{A}_{\dot{\mathbf{x}}} \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \mathbf{C}_{\mathbf{p}}=$ $\mathbf{A}_{\mathbf{p}}+\mathbf{A}_{\mathbf{y}} \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)+\mathbf{A}_{\dot{\mathbf{x}}} \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)$ where $\mathbf{m}_{n_{e}}(t, \mathbf{p})$ is computed using Theorem 4.4.7, $\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)$ and $\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)$ are defined in Corollary 4.4.9.

Let $\boldsymbol{\lambda}_{i}:\left[\alpha_{i}, \beta_{i}\right] \rightarrow \mathbb{R}^{1 \times n_{x}}$ be a solution of the initial value problem,

$$
\begin{aligned}
\dot{\boldsymbol{\lambda}}_{i}(t) & =-\boldsymbol{\lambda}_{i}(t) \boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p}), \forall t \in\left[\alpha_{i}, \beta_{i}\right), \forall i \in \mathcal{I} \\
\boldsymbol{\lambda}_{i}\left(\beta_{i}\right) & =\boldsymbol{\lambda}_{i+1}\left(\alpha_{i+1}\right) \mathbf{M}_{\mathbf{x}, i+1}, \forall i \in \mathcal{I} \backslash\left\{n_{e}\right\}, \boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right)=-\mathbf{C}_{\mathbf{x}}
\end{aligned}
$$

Then, $\boldsymbol{\lambda}$ is unique and absolutely continuous. Let $\mathbf{J} \in \mathbb{R}^{1 \times n_{p}}$ be defined by

$$
\mathbf{J}=\sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}}-\boldsymbol{\lambda}_{i}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) d t+\sum_{i=1}^{n_{e}-1}\left(-\boldsymbol{\lambda}_{i+1}\left(\alpha_{i+1}\right) \mathbf{M}_{\mathbf{p}, i+1}\right)-\boldsymbol{\lambda}_{1}\left(\alpha_{1}\right) \mathbf{m}_{1}\left(\alpha_{1}, \mathbf{p}\right)+\mathbf{C}_{\mathbf{p}}
$$

where $\mathbf{m}_{1}\left(\alpha_{1}, \mathbf{p}\right), \mathbf{M}_{\mathbf{p}, i+1}$ and $\mathbf{M}_{\mathbf{x}, i+1}$ are defined in Theorem 4.4.7. Then, $\mathbf{J} \in \Gamma G(\mathbf{p})$.

Proof. Let $N$ be the set

$$
\begin{aligned}
\left\{\mathbf{A}_{\mathbf{x}} \mathbf{N}_{\mathbf{x}}+\mathbf{A}_{\mathbf{y}} \mathbf{N}_{\mathbf{y}}+\mathbf{A}_{\dot{\mathbf{x}}} \mathbf{N}_{\dot{\mathbf{x}}}+\mathbf{A}_{\mathbf{p}}:\right. & {\left[\mathbf{A}_{\mathbf{p}} \mathbf{A}_{\mathbf{x}} \mathbf{A}_{\mathbf{y}} \mathbf{A}_{\dot{\mathbf{x}}}\right] \in \partial_{\mathbf{u}} h\left(\beta_{n_{e}}, \mathbf{u}\left(\beta_{n_{e}}, \mathbf{p}\right)\right) } \\
& \mathbf{A}_{\mathbf{p}} \in \mathbb{R}^{1 \times n_{p}}, \mathbf{A}_{\mathbf{x}} \in \mathbb{R}^{1 \times n_{x}}, \mathbf{A}_{\mathbf{y}} \in \mathbb{R}^{1 \times n_{y}}, \mathbf{A}_{\dot{\mathbf{x}}} \in \mathbb{R}^{1 \times n_{x}}, \\
& \mathbf{N}_{\mathbf{x}} \in \partial_{\mathbf{p}} \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right), \mathbf{N}_{\mathbf{y}} \in \partial_{\mathbf{p}} \mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right) \\
& \left.\mathbf{N}_{\dot{\mathbf{x}}} \in \partial_{\mathbf{p}} \dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right\}
\end{aligned}
$$

Then, using Theorem 2.6.7, it can be shown that $\partial G(\mathbf{p}) \subset \operatorname{conv}(N) \subset \operatorname{conv}(\Gamma G(\mathbf{p}))$ since $\partial_{\mathbf{p}} \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right)\right), \partial_{\mathbf{p}} \mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right)\right), \partial_{\mathbf{p}} \dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right) \subset$ $\operatorname{conv}\left(\Gamma_{\mathbf{p}} \dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right)$ and $\partial_{\mathbf{u}} h\left(\beta_{n_{e}}, \mathbf{u}\left(\beta_{n_{e}}, \mathbf{p}\right)\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{u}} h\left(\beta_{n_{e}}, \mathbf{u}\left(\beta_{n_{e}}, \mathbf{p}\right)\right)\right)$ holds.

Let $\mathbf{J}=\mathbf{C}_{\mathbf{x}} \mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)+\mathbf{C}_{\mathbf{p}}$. Then, $\mathbf{J} \in \Gamma G(\mathbf{p})$ by the definition of $\Gamma G(\mathbf{p})$.
Note that $\mathbf{C}_{\mathbf{x}} \mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)$ is equal to

$$
\sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}} \mathbf{C}_{\mathbf{x}} \dot{\mathbf{m}}_{i}(t, \mathbf{p}) d t+\sum_{i=1}^{n_{e}-1}\left(\mathbf{C}_{\mathbf{x}} \mathbf{m}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)-\mathbf{C}_{\mathbf{x}} \mathbf{m}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)+\mathbf{C}_{\mathbf{x}} \mathbf{m}_{1}\left(\alpha_{1}, \mathbf{p}\right)
$$

This can be written as

$$
\begin{aligned}
& \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}} \mathbf{C}_{\mathbf{x}} \dot{\mathbf{m}}_{i}(t, \mathbf{p})-\boldsymbol{\lambda}_{i}(t)\left(\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f, i}(t, \mathbf{p}) \mathbf{m}_{i}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p})-\dot{\mathbf{m}}_{i}(t, \mathbf{p})\right) d t+ \\
& \sum_{i=1}^{n_{e}-1}\left(\mathbf{C}_{\mathbf{x}} \mathbf{m}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)-\mathbf{C}_{\mathbf{x}} \mathbf{m}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)+\mathbf{C}_{\mathbf{x}} \mathbf{m}_{1}\left(\alpha_{1}, \mathbf{p}\right)
\end{aligned}
$$

Applying integration by parts and collecting terms as done in Theorem 4.2.8 results in

$$
\begin{aligned}
& \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}}-\boldsymbol{\lambda}_{i}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) d t+\left.\left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}_{i}(t)\right) \mathbf{m}_{i}(t, \mathbf{p})\right|_{\alpha_{i}} ^{\beta_{i}}+ \\
& \sum_{i=1}^{n_{e}-1}\left(\mathbf{C}_{\mathbf{x}} \mathbf{m}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)-\mathbf{C}_{\mathbf{x}} \mathbf{m}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)+\mathbf{C}_{\mathbf{x}} \mathbf{m}_{1}\left(\alpha_{1}, \mathbf{p}\right)
\end{aligned}
$$

This expression can be simplified to

$$
\begin{aligned}
& \sum_{i=1}^{n_{e}} \int_{\alpha_{i}}^{\beta_{i}}-\boldsymbol{\lambda}_{i}(t) \boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f, i}(t, \mathbf{p}) d t+ \\
& \sum_{i=1}^{n_{e}-1}\left(-\boldsymbol{\lambda}_{i+1}\left(\alpha_{i+1}\right) \mathbf{m}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)+\boldsymbol{\lambda}_{i}\left(\beta_{i}\right) \mathbf{m}_{i}\left(\beta_{i}, \mathbf{p}\right)\right)+ \\
& \left(\mathbf{C}_{\mathbf{x}}+\boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right)\right) \mathbf{m}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)-\boldsymbol{\lambda}_{1}\left(\alpha_{1}\right) \mathbf{m}_{1}\left(\alpha_{1}, \mathbf{p}\right)
\end{aligned}
$$

Note that $\mathbf{m}_{i+1}\left(\alpha_{i+1}, \mathbf{p}\right)=\mathbf{M}_{\mathbf{x}, i+1} \mathbf{m}_{i}\left(\beta_{i}, \mathbf{p}\right)+\mathbf{M}_{\mathbf{p}, i+1}$ where $\mathbf{M}_{\mathbf{x}, i+1}$ and $\mathbf{M}_{\mathbf{p}, i+1}$ are as defined in Theorem 4.4.7. Setting $\boldsymbol{\lambda}_{i}\left(\beta_{i}\right)=\boldsymbol{\lambda}_{i+1}\left(\alpha_{i+1}\right) \mathbf{M}_{\mathbf{x}, i+1}$, and $\boldsymbol{\lambda}_{n_{e}}\left(\beta_{n_{e}}\right)=-\mathbf{C}_{\mathbf{x}}$, provides the desired result.

### 4.5 Example

In this section, Example 3.6 .3 is revisited. In order to analyze that example, the following corollary to Theorem 2.7.3 is required.

Corollary 4.5.1. Let $Y_{1}$ and $Y_{2}$ be open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. Let $\mathbf{y}_{1} \in Y_{1}$ and $\mathbf{y}_{2} \in Y_{2}$. Let $\mathbf{H}: Y_{1} \times Y_{2} \rightarrow \mathbb{R}^{m}$ be a $P \mathcal{C}^{1}$ function that is completely coherently oriented with respect to $Y_{2}$ at $\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)$. Suppose $\mathbf{H}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)=\mathbf{0}$. Let $\overline{\mathbf{H}}: Y_{2} \rightarrow \mathbb{R}^{m}: \mathbf{y} \mapsto \mathbf{H}\left(\mathbf{y}_{1}, \mathbf{y}\right)$. Let $\alpha$ be the sign of the determinants in $\pi_{2} \partial^{B} \mathbf{H}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)=\left\{\mathbf{J}_{2} \mathbf{H}_{i}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right): i \in \mathcal{I}\left(\mathbf{H},\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)\right\}$. Then $\operatorname{ind}\left(\overline{\mathbf{H}}, \mathbf{y}_{2}\right)=\alpha$ and the conditions of Theorem 4.1.7 are satisfied.

Proof. Let $\mathbf{F}: Y_{1} \times Y_{2} \rightarrow \mathbb{R}^{n+m}:(\mathbf{x}, \mathbf{y}) \mapsto(\mathbf{x}, \mathbf{H}(\mathbf{x}, \mathbf{y})) . \quad \mathbf{F}$ is a $P \mathcal{C}^{1}$ function in the neighborhood of ( $\mathbf{y}_{1}, \mathbf{y}_{2}$ ) with essentially active selection functions $\mathbf{F}_{i}: Y_{1} \times Y_{2} \rightarrow \mathbb{R}^{n+m}$ : $(\mathbf{x}, \mathbf{y}) \mapsto\left(\mathbf{x}, \mathbf{H}_{i}(\mathbf{x}, \mathbf{y})\right), i \in \mathcal{I}\left(\mathbf{H},\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)$ and

$$
\partial^{B} \mathbf{F}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)=\left\{\left[\begin{array}{cc}
\mathbf{I}_{m} & \mathbf{0} \\
\mathbf{J}_{1} \mathbf{H}_{i}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right) & \mathbf{J}_{2} \mathbf{H}_{i}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)
\end{array}\right]: i \in \mathcal{I}\left(\mathbf{H},\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)\right\}
$$

Note that the elements of $\partial^{B} \mathbf{F}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)$ are coherently oriented because the determinant of each element is equal to $\operatorname{det}\left(\mathbf{I}_{m}\right) \times \operatorname{det}\left(\mathbf{J}_{2} \mathbf{H}_{i}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)$ due to the special structure of the elements. Let the sign of $\operatorname{det}\left(\mathbf{J}_{2} \mathbf{H}_{i}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)$ be $\alpha$ which is constant and nonzero for all $i \in \mathcal{I}$ by the complete coherent orientation of $\mathbf{H}$ with respect to $Y_{2}$. Since $\mathbf{H}$ is completely coherently oriented with respect to $Y_{2}, \mathbf{F}$ is completely coherently oriented with respect to $Y_{1} \times Y_{2}$.

The B-derivative $\mathbf{F}^{\prime}\left(\mathbf{y}_{1}, \mathbf{y}_{2} ; \cdot\right)$ is a continuous piecewise linear function such that

$$
\partial^{B} \mathbf{F}^{\prime}\left(\mathbf{y}_{1}, \mathbf{y}_{2} ; \mathbf{0}\right) \subset \partial^{B} \mathbf{F}\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)
$$

holds per Lemma 2 in [79]. Therefore, $\mathbf{F}^{\prime}(\mathbf{y} 1, \mathbf{y} 2 ; \cdot)$ is completely coherently oriented at $\mathbf{0}$ with respect to $\mathbb{R}^{n+m}$. Per Corollary 19 in [91], $\mathbf{F}^{\prime}(\mathbf{y} 1, \mathbf{y} 2 ; \cdot)$ is invertible at $\mathbf{0}$. Per the equivalence of Conditions (ii) and (iii) in Theorem 5 in [91], $\mathbf{F}$ is invertible at $\mathbf{y}$ and $\operatorname{ind}\left(\mathbf{F},\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)= \pm 1$. It can be shown as in the proof of Theorem 2 in [42], that the $\operatorname{sign}$ of $\operatorname{ind}\left(\mathbf{F},\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)$ is $\alpha$. Finally, it can be shown that $\operatorname{ind}\left(\mathbf{F},\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)=\operatorname{ind}\left(\overline{\mathbf{H}}, \mathbf{y}_{2}\right)$ as in the proof of Theorem 4 in

Example 4.5.2. Consider the dynamic system introduced in Example 3.6.3 where the computation of the strict derivative of the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ is discussed. Here, however, the computation of an element of $\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$ is discussed.

First note that the matrix $\mathbf{B}(t, \boldsymbol{\eta})$ defined in (3.6.6) has nonzero determinant because of the triangular structure of the matrix and the invertibility of $\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{V}(t, \boldsymbol{\eta}), \mathbf{I}_{n_{y}}$ and $\mathbf{R}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)$. The sign of $\operatorname{det}(\mathbf{B}(t, \boldsymbol{\eta}))$ is equal to the sign of $\operatorname{det}\left(\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{V}(t, \boldsymbol{\eta})\right)$ because the determinant of $\mathbf{I}_{n_{y}}$ and the sign of the determinant of any possible $\mathbf{R}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)$ are both one. Assume that the sign of the determinant of $\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{V}(t, \boldsymbol{\eta})$ is nonzero and constant on it domain.

Let
$\mathbf{C}(t, \boldsymbol{\eta})=\left[\begin{array}{ccc}\mathbf{J}_{t} \mathbf{V}(t, \boldsymbol{\eta}) & \mathbf{J}_{\mathbf{p}} \mathbf{V}(t, \boldsymbol{\eta}) & \mathbf{J}_{\mathbf{x}} \mathbf{V}(t, \boldsymbol{\eta}) \\ -\mathbf{J}_{t} \mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & -\mathbf{J}_{\mathbf{p}} \mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & -\mathbf{J}_{\mathbf{x}} \mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \\ \mathbf{K}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \mathbf{J}_{t} \mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & \mathbf{K}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \mathbf{J}_{\mathbf{p}} \mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) & \mathbf{K}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right) \mathbf{J}_{\mathbf{x}} \mathbf{Q}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)\end{array}\right]$
at points where $\mathbf{F}$ is differentiable.
Every element of $\partial^{B} \mathbf{F}(t, \boldsymbol{\eta})$ has the same structure as $[\mathbf{C}(t, \boldsymbol{\eta}) \mathbf{B}(t, \boldsymbol{\eta})]$ but with different $\mathbf{R}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)$ and $\mathbf{K}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)$ matrices due to the $P \mathcal{C}^{1}$ nature of $\mathbf{F}$. It can be shown that $\mathbf{F}$ is completely coherently oriented at $(t, \boldsymbol{\eta})$ with respect to $\mathcal{Y} \times \mathcal{W} \times \dot{\mathcal{X}}$ using the fact that any matrices in the set $\Lambda\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)$ defined in Definition 2.7.2 differ only in the $\mathbf{R}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)$ matrices they contain. Since all possible $\mathbf{R}\left(t, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)$ have positive determinantal sign, complete coherent orientation follows from the structure of $\mathbf{B}(t, \boldsymbol{\eta})$.

Per Corollary 4.5.1, the conditions for Lemma 4.3.4 hold. As a result, Theorem 4.3.6 can be used to compute an element of $\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p})$.

## Chapter 5

## Numerical Computation of the

## Generalized Jacobians and Linear

## Newton Approximations

In this chapter, the numerical computation of elements of the linear Newton approximations and generalized Jacobians derived for the mapping $\boldsymbol{\eta} \mapsto\left(\mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right), \mathbf{y}\left(t_{f}, \boldsymbol{\eta}\right), \dot{\mathbf{x}}\left(t_{f}, \boldsymbol{\eta}\right)\right)$ in Chapters 3 and 4 is discussed. Two main issues need to be addressed in order to obtain accurate numerical values. The first one is the computation of an element of the generalized Jacobians or the linear Newton approximations of the functions in the right-hand sides of (4.2.1), (4.3.1) and (4.4.1). The second one is the accurate numerical integration of the auxiliary equations that define the generalized Jacobians and linear Newton approximations of the mapping $\boldsymbol{\eta} \mapsto\left(\mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right), \mathbf{y}\left(t_{f}, \mathbf{p}\right), \dot{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right)$. As shown in Example 3.6.2, these auxiliary equations have discontinuous right-hand sides. ODE/DAE solvers that do not take into account the discontinuous nature of these equations either cannot integrate these equations correctly or become inefficient because they have to take too many time steps to satisfy integration tolerances when discontinuities are encountered.

An assumption on the structure of the right-hand side functions is made in the rest of this thesis. The right-hand side functions become $P \mathcal{C}^{1}$ functions as a result and an element of the generalized Jacobian of these functions can be readily computed using the properties of $P \mathcal{C}^{1}$ functions (§2.7.1). The structural assumption divides the domain of the right-hand side functions into subsets. The right-hand side functions are continuously differentiable on the interior of these subsets and possibly nondifferentiable on the boundaries of these subsets. This regularity in the placement of the nondifferentiable points allows the detection of the discontinuities in the auxiliary equations using state event location algorithms [83].

The first section introduces the aforementioned structural assumption and discusses the computation of the elements of the linear Newton approximations and generalized Jacobians of the right-hand side functions. The second section discusses modifications to the auxiliary equations in case the underlying dynamics is of the form (4.3.1) and (4.4.1) to improve the efficiency of computation. In this case, the inversion of matrices is required to compute an element of the linear Newton approximation or the strict derivative. This is undesirable because it is computationally very inefficient. The structural assumption allows the use of more efficient techniques that do not explicitly invert the matrices. The final section reviews relevant aspects of state event location. Results in Chapter 3 require that the time points at which the state trajectory visits nondifferentiable points in the domains of the right-hand side functions constitute a set of measure zero. A numerical method to check this condition is introduced.

### 5.1 Linear Newton Approximations of the Right-Hand Side

Assumption 5.1.1. (Property M) Let $X$ be a connected open subset of $\mathbb{R}^{n}$. A locally Lipschitz continuous function $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ satisfies property $M$ if the following hold:

1. $n_{D}(\mathbf{F})$ is a finite positive integer, $\mathcal{D}(\mathbf{F})=\left\{1, \ldots, n_{D}(\mathbf{F})\right\}$.
2. $\operatorname{cl}(X)=\cup_{i=1}^{n_{D}(\mathbf{F})} \operatorname{cl}\left(U_{i}\right)$ where $U_{i}$ are open subsets of $\mathbb{R}^{n}$ such that if $i^{\prime} \neq i^{\prime \prime}$, then $U_{i^{\prime}} \cap$ $U_{i^{\prime \prime}}=\emptyset$ for all $i^{\prime}, i^{\prime \prime} \in \mathcal{D}(\mathbf{F})$.
3. $O_{i}$ are open subsets of $\mathbb{R}^{n}$ such that $\operatorname{cl}\left(U_{i}\right) \subset O_{i}$ for all $i \in \mathcal{D}(\mathbf{F})$.
4. $\operatorname{int}\left(\operatorname{cl}\left(U_{i}\right)\right)=U_{i}, \forall i \in \mathcal{D}(\mathbf{F})$.
5. $\mathcal{J}_{i}(\mathbf{F})=\left\{1, \ldots, n_{i}(\mathbf{F})\right\}$ where $n_{i}(\mathbf{F})$ is a finite positive integer for all $i \in \mathcal{D}(\mathbf{F})$.
6. $g_{i, j}: O_{i} \rightarrow \mathbb{R} \in \mathcal{C}^{1}\left(O_{i}\right)$ for all $i \in \mathcal{D}(\mathbf{F})$ and for all $j \in \mathcal{J}_{i}(\mathbf{F})$.
7. $g_{i}: O_{i} \rightarrow \mathbb{R}: \boldsymbol{\eta} \mapsto \max \left\{g_{i, j}(\boldsymbol{\eta}), j \in \mathcal{J}_{i}(\mathbf{F})\right\}$ for all $i \in \mathcal{D}(\mathbf{F})$.
8. For all $i \in \mathcal{D}(\mathbf{F}), g_{i}(\boldsymbol{\eta})<0, \forall \boldsymbol{\eta} \in U_{i}, g_{i}(\boldsymbol{\eta})=0, \forall \boldsymbol{\eta} \in \operatorname{cl}\left(U_{i}\right) \backslash U_{i}$ and $g_{i}(\boldsymbol{\eta})>0, \forall \boldsymbol{\eta} \in$ $O_{i} \backslash \operatorname{cl}\left(U_{i}\right)$.
9. The set $\left\{\boldsymbol{\eta} \in O_{i}: g_{i}(\boldsymbol{\eta})=0\right\}$ constitutes a piecewise continuously differentiable manifold of dimension $n-1$ for all $i \in \mathcal{D}(\mathbf{F})$.
10. For each $i \in \mathcal{D}(\mathbf{F})$, there exists a function, $\mathbf{F}_{i}: O_{i} \rightarrow \mathbb{R}^{m}$ such that $\mathbf{F}_{i} \in \mathcal{C}^{1}\left(O_{i}\right)$ and $\mathbf{F}(\boldsymbol{\eta})=\mathbf{F}_{i}(\boldsymbol{\eta})$ for all $\boldsymbol{\eta} \in \operatorname{cl}\left(U_{i}\right)$.

Remark 5.1.2. The functions $g_{i, j}$ defined in Assumption 5.1.1 are called discontinuity or zero-crossing functions.

Remark 5.1.3. Item 4 is necessary to exclude any point, $\boldsymbol{\eta} \in \operatorname{cl}\left(U_{i}\right) \backslash U_{i}$ that has no neighborhood containing points not in $U_{i}$.

Corollary 5.1.4. Suppose that $\mathbf{F}: X \rightarrow \mathbb{R}^{m}$ satisfies property $M$. Then $\mathbf{F}$ is a $P \mathcal{C}^{1}$ function on $X$. Let $\boldsymbol{\eta} \in X$. If $g_{j}(\boldsymbol{\eta})<0$ for some $j \in \mathcal{D}(\mathbf{F})$, then, the essentially active function indices at $\boldsymbol{\eta}, \mathcal{I}(\mathbf{F}, \boldsymbol{\eta})$, is $\{j\}$ and $\partial \mathbf{F}(\boldsymbol{\eta})=\left\{\mathbf{J F}_{j}(\boldsymbol{\eta})\right\}$. If $g_{j}(\boldsymbol{\eta})=0$, for some $j \in \mathcal{D}(\mathbf{F})$, then, there exists at least one more index $k \neq j$ such that $g_{k}(\boldsymbol{\eta})=0$. Let $\mathcal{K} \subset \mathcal{D}(\mathbf{F})$ be the set containing all indices $i \in \mathcal{K}$ such that $g_{i}(\boldsymbol{\eta})=0$ holds. Then $\mathcal{I}(\mathbf{F}, \boldsymbol{\eta})=\mathcal{K}$ and $\partial \mathbf{F}(\boldsymbol{\eta})=\operatorname{conv}\left(\left\{\mathbf{J F}_{i}(\boldsymbol{\eta}), i \in \mathcal{K}\right\}\right)$.

Proof. If $g_{j}(\boldsymbol{\eta})<0$ for some $j \in \mathcal{D}(\mathbf{F})$, then $\boldsymbol{\eta} \in U_{j}$. Since $U_{j}$ is open, there exists $O$, a
neighborhood of $\boldsymbol{\eta}$ such that $O \subset U_{j}$. Hence $\mathcal{I}(\mathbf{F}, \boldsymbol{\eta})=\{j\}$ and $\partial \mathbf{F}(\boldsymbol{\eta})=\left\{\mathbf{J F}_{j}(\boldsymbol{\eta})\right\}$. If $\mathbf{g}_{j}(\boldsymbol{\eta})=0$, let $O$ be any neighborhood of $\boldsymbol{\eta}$ such that $O \subset X \subset \cup_{i=1}^{n_{D}(\mathbf{F})} \operatorname{cl}\left(U_{i}\right) . O \cap U_{j}$ is nonempty because $\boldsymbol{\eta} \in \operatorname{cl}\left(U_{j}\right)$. Therefore, there exists no $O$ which is a subset of any $U_{i}$ for $i \in \mathcal{D}(\mathbf{F}) \backslash\{j\}$. Otherwise, $U_{j} \cap U_{i}$ would be nonempty. This also implies that there is at least one more index, $k \in \mathcal{D}(\mathbf{F})$ such that $k \neq j$ and $g_{k}(\boldsymbol{\eta})=0$. Assume otherwise. Note that $\boldsymbol{\eta} \in X$ and $X$ is open. Since $g_{j}(\boldsymbol{\eta})=0, \boldsymbol{\eta} \in \operatorname{cl}\left(U_{j}\right) \backslash U_{j}$ per property M. Per property 4, every neighborhood of $\boldsymbol{\eta}$ contains points not in $U_{j}$. Therefore, there exists no $O$, a neighborhood of $\boldsymbol{\eta}$, such that $O \subset U_{j}$. Hence $\boldsymbol{\eta} \notin X$ because $X$ is open but $\boldsymbol{\eta}$ is not an interior point of $X$.

Let $\mathcal{K} \subset \mathcal{D}(\mathbf{F})$ contain all indices such that $g_{i}(\boldsymbol{\eta})=0$ if $i \in \mathcal{K}$. Note that $O \cap U_{i}$ is a nonempty open set for any neighborhood, $O$, of $\boldsymbol{\eta}$ for all $i \in \mathcal{K}$ because both sets are open. Let $X_{i}=\left\{\mathbf{u} \in O: \mathbf{F}_{i}(\mathbf{u})=\mathbf{F}(\mathbf{u})\right\}$ for each $i \in \mathcal{K}$. Then, $O \cap U_{i} \subset \operatorname{int}\left(X_{i}\right)$. Note that $\boldsymbol{\eta} \in \operatorname{cl}\left(U_{i}\right)$, and therefore $\boldsymbol{\eta}$ is a limit point of $O \cap U_{i}$. Hence $\boldsymbol{\eta} \in \operatorname{cl}\left(O \cap U_{i}\right)$. Since $\operatorname{cl}\left(O \cap U_{i}\right) \subset \operatorname{cl}\left(\operatorname{int}\left(X_{i}\right)\right)$ holds, $\boldsymbol{\eta} \in \operatorname{cl}\left(\operatorname{int}\left(X_{i}\right)\right)$. Therefore, $\mathcal{I}(\mathbf{F}, \boldsymbol{\eta})=\mathcal{K}$ and $\partial \mathbf{F}(\boldsymbol{\eta})=$ $\operatorname{conv}\left(\left\{\mathbf{J F}_{i}(\boldsymbol{\eta}), i \in \mathcal{K}\right\}\right)$ per the definition of essentially active function indices.

Remark 5.1.5. In the remainder of this thesis, let $\Omega_{m}(\mathbf{F})=\left(\cup_{i=1}^{n_{D}(\mathbf{F})}\left(\operatorname{cl}\left(U_{i}\right) \backslash U_{i}\right)\right) \cap X=$ $X \backslash \cup_{i=1}^{n_{D}(\mathbf{F})} U_{i}$.

Consider (4.2.1). Assume $\mathbf{f}$ and $\mathbf{f}_{0}$ satisfy property M . Then $\mathbf{f}$ and $\mathbf{f}_{0}$ are $P \mathcal{C}^{1}$ functions on their respective domains. Therefore,

$$
\begin{aligned}
\partial \mathbf{f}(\boldsymbol{\eta}) & =\operatorname{conv}\left(\left\{\mathbf{J} \mathbf{f}_{i}(\boldsymbol{\eta}), i \in \mathcal{I}(\mathbf{f}, \boldsymbol{\eta})\right\}\right), \forall \boldsymbol{\eta} \in \mathcal{T} \times \mathcal{P} \times \mathcal{X} \\
\partial \mathbf{f}_{0}(\mathbf{p}) & =\operatorname{conv}\left(\left\{\mathbf{J f}_{0, i}(\mathbf{p}), i \in \mathcal{I}\left(\mathbf{f}_{0}, \mathbf{p}\right)\right\}\right), \forall \mathbf{p} \in \mathcal{P}
\end{aligned}
$$

where $\mathbf{f}_{i}$ and $\mathbf{f}_{0, i}$ correspond to the functions $\mathbf{F}_{i}$ defined in Assumption 5.1.1. In this case, Assumption 4.2.1 holds with $\Gamma \mathbf{f}=\partial \mathbf{f}$ and $\Gamma \mathbf{f}_{0}=\partial \mathbf{f}_{0}$ since $\mathbf{f}$ and $\mathbf{f}_{0}$ are semismooth functions (§2.8.5).

Note that $\partial_{\mathbf{v}} \mathbf{f}(\boldsymbol{\eta}) \subset \pi_{\mathbf{v}} \partial \mathbf{f}(\boldsymbol{\eta})$ per Theorem 2.6.10. The assumptions of Theorem 3.2.3
hold if $S=\left\{t \in\left[t_{0}, t_{f}\right]:(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) \in \Omega_{m}(\mathbf{f})\right\}$ is a measure zero subset of $\left[t_{0}, t_{f}\right]$ and $\mathbf{p} \in \mathcal{P} \backslash \Omega_{m}\left(\mathbf{f}_{0}\right)$. If $t \in T \backslash S$, then $(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) \in U_{i}$ for some $i \in \mathcal{I}(\mathbf{f},(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})))$ and $\partial_{\mathbf{v}} \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))=\pi_{\mathbf{v}} \partial \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))=\left\{\mathbf{J}_{\mathbf{v}} \mathbf{f}_{i}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}))\right\}$ holds because $\mathbf{f}$ is continuously hence strictly differentiable in this case.

Consider (4.3.1). Assume $\mathbf{F}$ and $\mathbf{F}_{0}$ satisfy property M. Then, $\mathbf{F}$ and $\mathbf{F}_{0}$ are $P \mathcal{C}^{1}$ functions on their respective domains as in the ODE case and

$$
\begin{aligned}
\partial \mathbf{F}(\boldsymbol{\eta}) & =\operatorname{conv}\left(\left\{\mathbf{J F}_{i}(\boldsymbol{\eta}), i \in \mathcal{I}(\mathbf{F}, \boldsymbol{\eta})\right\}\right), \forall \boldsymbol{\eta} \in \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \\
\partial \mathbf{F}_{0}(\mathbf{p}) & =\operatorname{conv}\left(\left\{\mathbf{J F}_{0, i}(\mathbf{p}), i \in \mathcal{I}\left(\mathbf{F}_{0}, \mathbf{p}\right)\right\}\right), \forall \mathbf{p} \in \mathcal{P}
\end{aligned}
$$

Then, Assumption 4.3.1 holds with $\Gamma \mathbf{F}=\partial \mathbf{F}$ and $\Gamma \mathbf{F}_{0}=\partial \mathbf{F}_{0}$ since $\mathbf{F}$ and $\mathbf{F}_{0}$ are semismooth functions (§2.8.5). In this case

$$
\partial^{B} \mathbf{F}(\boldsymbol{\eta})=\left\{\mathbf{J F}_{i}(\boldsymbol{\eta}), i \in \mathcal{I}(\mathbf{F}, \boldsymbol{\eta})\right\}
$$

because $\mathbf{F}$ is a $P \mathcal{C}^{1}$ function. The assumptions of Theorem 3.3.6 hold if $S=\left\{t \in\left[t_{0}, t_{f}\right]\right.$ : $\left.(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})) \in \Omega_{m}(\mathbf{F})\right\}$ is a measure zero subset of $\left[t_{0}, t_{f}\right]$ and $\mathbf{p} \in \mathcal{P} \backslash \Omega_{m}\left(\mathbf{F}_{0}\right)$. As in the ODE case, if $t \in T \backslash S$, then $\partial_{\mathbf{u}} \mathbf{F}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))=$ $\pi_{\mathbf{u}} \partial \mathbf{F}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))=\left\{\mathbf{J}_{\mathbf{u}} \mathbf{F}_{i}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))\right\}$ holds for some $i \in$ $\mathcal{I}(\mathbf{F},(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})))$.

Assume $g$ as defined in Theorem 4.3.10 satisfies property M. Then

$$
\partial g(\boldsymbol{\eta})=\operatorname{conv}\left(\left\{J g_{i}(\boldsymbol{\eta}), i \in \mathcal{I}(g, \boldsymbol{\eta})\right\}\right), \forall \boldsymbol{\eta} \in \mathcal{T} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}
$$

where the functions $g_{i}$ correspond to the functions $\mathbf{F}_{i}$ in the statement of Assumption 5.1.1 and the assumptions of Theorem 4.3.10 hold with $\Gamma g=\partial g$. The assumptions of Theorem 3.3.9 hold if $S=\left\{t \in\left[t_{0}, t_{f}\right]:(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})) \in \Omega_{m}(g) \cup \Omega_{m}(\mathbf{F})\right\}$ is a measure
zero subset of $\left[t_{0}, t_{f}\right]$ and $\mathbf{p} \in \mathcal{P} \backslash \Omega_{m}\left(\mathbf{F}_{0}\right)$. If $t \in T \backslash S$, then $\partial_{\mathrm{u}} g(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))=$ $\pi_{\mathbf{u}} \partial g(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))=\left\{J_{\mathrm{u}} g_{i}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))\right\}$ for some $i \in \mathcal{I}(g,(t, \mathbf{p}$, $\mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))$ ).

Let $h$ as defined in Theorem 4.3 .11 satisfy property M. The assumptions of Theorem 4.3.11 hold if $\Gamma_{\mathbf{u}} h=\pi_{\mathbf{u}} \partial h$ where

$$
\partial h(\boldsymbol{\eta})=\operatorname{conv}\left(\left\{J h_{i}(\boldsymbol{\eta}), i \in \mathcal{I}(h, \boldsymbol{\eta})\right\}\right), \forall \boldsymbol{\eta} \in \mathcal{T}_{0} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}}
$$

and the $h_{i}$ correspond to the functions $\mathbf{F}_{i}$ in the statement of Assumption 5.1.1. Note that $\partial h$ is a linear Newton approximation of $h$. Then using Theorem 2.8.12, it can be shown that $\pi_{\mathbf{u}} \partial h$ is a linear Newton approximation of the mapping $\boldsymbol{\eta} \mapsto h\left(t_{f}, \boldsymbol{\eta}\right)$.

The discussion for the multistage systems in (4.4.1) is similar to the DAE case and therefore it is omitted.

### 5.2 Singleton and Non-Singleton Trajectories

Assume $\mathbf{f}$ and $\mathbf{f}_{0}$ in (4.2.1) satisfy property M . Let $\mathbf{p} \in \mathcal{P}$. Let $\mathbf{x}(t, \mathbf{p})$ be the solution of (4.2.1). Let $S=\left\{t \in\left[t_{0}, t_{f}\right]:(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) \in \Omega_{m}(\mathbf{f})\right\}$. If $S$ is a set of measure zero and $\mathbf{p} \in \mathcal{P} \backslash \Omega_{m}\left(\mathbf{f}_{0}\right)$, then the solution is called a singleton trajectory otherwise it is called a non-singleton trajectory. If the solution is a singleton trajectory, then the assumptions of Theorem 3.2.3 are satisfied and $\partial_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ is a singleton set.

Figure 5-1 depicts examples of singleton trajectories and a non-singleton trajectory. For clarity, the solutions of an ordinary differential equation of the form $\dot{x}=f(t, x), x(0)=p$ are shown where $f$ satisfies property M . Different shaded areas represent the sets, $\left\{U_{i}\right\}_{i=1}^{5}$ as described in the statement of Assumption 5.1.1. The functions $\left\{g_{i}\right\}_{i=1}^{5}$ are as defined in Assumption 5.1.1. The functions $\left\{f_{i}\right\}_{i=1}^{5}$ correspond to the functions $\left\{\mathbf{F}_{i}\right\}_{i=1}^{n_{D}(\mathbf{F})}$.

Trajectory A is a non-singleton trajectory because it tracks the boundary of $U_{5}$ defined by $g_{5}$. Trajectory B and C are singleton trajectories. Trajectory C crosses one boundary at a time whereas B crosses multiple boundaries at a time. In addition, trajectory B has a point where the trajectory is tangent to the boundary of $U_{5}$ at a point. Solutions of (4.2.1) display


Figure 5-1: Examples of singleton and non-singleton trajectories.
the same behavior as shown in Figure 5-1. The forward sensitivity equations in Theorem 3.2.3 and the differential equations in Theorem 4.2 .3 are possibly discontinuous when the trajectory crosses boundaries (Trajectory B and C). These equations have continuous righthand sides when $\mathbf{x}(t, \mathbf{p}) \in U_{i}$ for some $i \in \mathcal{D}(\mathbf{f})$ per property M. If the trajectory tracks the boundary of $U_{i}$, using $\mathbf{J}_{\mathbf{v}} \mathbf{f}_{i}(\cdot, \mathbf{p}, \mathbf{x}(\cdot, \mathbf{p}))$ as $\mathbf{G}_{f}(\cdot, \mathbf{p})$ satisfies the requirements of Theorem 4.2.3. Since $\mathbf{J}_{\mathbf{v}} \mathbf{f}_{i}$ is continuous, the right-hand sides of the differential equations defined by 4.2.2 are continuous as long as the trajectory tracks the boundary of a $U_{i}$ under this choice.

In order to integrate these equations accurately, the time points at which $(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) \in$ $\Omega_{m}(\mathbf{f})$ hold need to be determined. At these time points, $g_{i}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})=0$ holds for some $i$. State event location algorithms can be used to detect these time points of discontinuity using the discontinuity functions. At the end of this chapter, a state event location algorithm is reviewed that is used in the remainder of this thesis.

In the remainder of this thesis, following assumption holds.

Assumption 5.2.1. Let $(\mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p}))$ be the solution of (4.3.1). Then, $\left(t_{0}, t_{f}\right]=$ $\bigcup_{k=1}^{n(\mathbf{p})} T_{k}$ where $n(\mathbf{p})$ is an integer and depends on $\mathbf{p} ; T_{k}=\left(\alpha_{k}, \beta_{k}\right]$ and $\alpha_{k}<\beta_{k}$ for all $k \in\{1, \ldots, n(\mathbf{p})\} ; \alpha_{1}=t_{0}, \beta_{n(\mathbf{p})}=t_{f} ; \alpha_{k}=\beta_{k-1}$ for all $k \in\{2, \ldots, n(\mathbf{p})\}$ and $m(t, \mathbf{p})=$ $s_{k}, \forall t \in T_{k}, s_{k} \in \mathcal{D}(\mathbf{F})$ holds and the solution of (4.3.1) satisfies

$$
\begin{equation*}
\mathbf{0}=\mathbf{F}_{m\left(t_{k}, \mathbf{p}\right)}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})), \forall t \in T_{k}, \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{F}_{0}(\mathbf{p}) \tag{5.2.1}
\end{equation*}
$$

for each $\mathbf{p} \in \mathcal{P}$.

This assumption is not unreasonable for the systems considered in this thesis. Furthermore, solutions of (4.2.1) and (4.3.1) exist for a parameter value irrespective of Assumption 5.2.1 because the right-hand sides of these equations are locally Lipschitz continuous. Issues that arise with discontinuous systems such as Zeno or chattering behavior [10] do not arise in these systems.

Remark 5.2.2. The quantities $n(\mathbf{p}),\left\{T_{k}\right\}_{k=1}^{n(\mathbf{p})}$ and $\left\{s_{k}\right\}_{k=1}^{n(\mathbf{p})}$ are not known a priori. They are determined by the state event location and non-singleton trajectory detection algorithm, which is discussed later in this chapter, during the integration of (4.3.1).

In the next section, computational improvements made possible by this assumption are discussed and then the state event location and non-singleton trajectory detection algorithm is presented.

### 5.3 Computational Improvements

In this section, computational improvements to the integration of an equation defined in (4.3.2) are discussed. The improvements apply to (3.3.4) as well. In the remainder of this
thesis, Assumption 5.2.1 is assumed to hold and all functions satisfy property M. In addition, Assumptions 4.3.1 and 4.3.2 hold.

Let $k, s_{k}$ and $m(\cdot, \mathbf{p})$ be as defined in Assumption 5.2.1. Let $\left\{s_{k}^{\prime}\right\}_{k=1}^{n(\mathbf{p})}$ be such that $s_{k}^{\prime} \in \mathcal{D}(g)$ for all $k \in\{1, \ldots, n(\mathbf{p})\}$. Let $\mathbf{u}(t, \mathbf{p})$ be as defined in Remark 4.3.3. Then

$$
\begin{equation*}
\mathbf{J F}_{m(t, \mathbf{p})}(t, \mathbf{u}(t, \mathbf{p})) \in \partial^{B} \mathbf{F}(t, \mathbf{u}(t, \mathbf{p})) \tag{5.3.1}
\end{equation*}
$$

holds per property M . Note that on $T_{k}, \mathbf{J F}_{s_{k}}(\cdot, \mathbf{u}(\cdot, \mathbf{p}))$ is a continuous function of time because $\mathbf{x}(\cdot, \mathbf{p}), \dot{\mathbf{x}}(\cdot, \mathbf{p})$ and $\mathbf{y}(\cdot, \mathbf{p})$ are continuous functions of time and $\mathbf{J F}_{s_{k}}$ is continuous. Let $M: T \times \mathcal{P} \Leftrightarrow \mathbb{R}^{\left(n_{y}+n_{x}\right) \times\left(1+n_{p}+n_{x}\right)}$ be defined by
$M(t, \mathbf{p})=\operatorname{conv}\left(\left\{-\mathbf{B}^{-1} \mathbf{A},[\mathbf{A} \mathbf{B}] \in \partial^{B} \mathbf{F}(t, \mathbf{u}(t, \mathbf{p})), \mathbf{A} \in \mathbb{R}^{\left(n_{y}+n_{x}\right) \times\left(1+n_{p}+n_{x}\right)}, \mathbf{B} \in \mathbb{R}^{\left(n_{y}+n_{x}\right) \times\left(n_{y}+n_{x}\right)}\right\}\right)$.

Let the subscript $\tilde{\mathbf{v}}$ be associated with the host space of $\mathcal{T} \times \mathcal{P} \times \mathcal{X}$. If $t \in T_{k}$,

$$
\begin{align*}
&-\mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))^{-1} \mathbf{J}_{\tilde{\mathbf{v}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \in M(t, \mathbf{p}), \\
&-\left[\mathbf{0} \mathbf{I}_{n_{x}}\right] \mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))^{-1} \mathbf{J}_{\tilde{\mathbf{v}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \in \Gamma \mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})),  \tag{5.3.2}\\
&-\left[\mathbf{I}_{n_{y}} \mathbf{0}\right] \mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))^{-1} \mathbf{J}_{\tilde{\mathbf{v}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \in \Gamma \mathbf{r}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) \tag{5.3.3}
\end{align*}
$$

hold where $\Gamma \mathbf{f}, \Gamma \mathbf{r}$ are as defined in Lemma 4.3.4, $\mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \in \mathbb{R}^{\left(n_{y}+n_{x}\right) \times\left(n_{y}+n_{x}\right)}$ and $\mathbf{J}_{\tilde{\mathbf{v}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \in \mathbb{R}^{\left(n_{y}+n_{x}\right) \times\left(1+n_{p}+n_{x}\right)}$. Note that $\mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(\cdot, \mathbf{u}(\cdot, \mathbf{p}))^{-1} \mathbf{J}_{\tilde{\mathbf{v}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(\cdot, \mathbf{p}))$ is a continuous function on $T_{k}$. The inverse of $\mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))^{-1}$ exists per Assumption 4.3.2. $\mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(\cdot, \mathbf{u}(\cdot, \mathbf{p}))^{-1}$ is a continuous function of $t$ because $\mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(\cdot, \mathbf{u}(\cdot, \mathbf{p}))$ is continuous on $T_{k}$ (Theorem 9.8 in [96]). Hence, it is a measurable selection on $T_{k}$. Consider the set of equations

$$
\dot{\mathbf{m}}(t, \mathbf{p})=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{f}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{f}(t, \mathbf{p})
$$

$$
\mathbf{n}(t, \mathbf{p})=\boldsymbol{\pi}_{\mathbf{x}} \mathbf{G}_{r}(t, \mathbf{p}) \mathbf{m}(t, \mathbf{p})+\boldsymbol{\pi}_{\mathbf{p}} \mathbf{G}_{r}(t, \mathbf{p})
$$

where the elements of these equations are defined in Theorem 4.2.3 and Corollary 4.3.7. Using the left-hand sides of (5.3.2) and (5.3.3) to define $\mathbf{G}_{f}$ and $\mathbf{G}_{r}$, the following is obtained

$$
\left[\begin{array}{c}
\dot{\mathbf{m}}(t, \mathbf{p})  \tag{5.3.4}\\
\mathbf{n}(t, \mathbf{p})
\end{array}\right]=\boldsymbol{\pi}_{\mathbf{v}} \mathbf{H}(t, \mathbf{p})\left[\begin{array}{c}
\mathbf{m}(t, \mathbf{p}) \\
\mathbf{I}_{n_{p}}
\end{array}\right]
$$

where $\mathbf{H}(t, \mathbf{p})=-\mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))^{-1} \mathbf{J}_{\tilde{\mathbf{v}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))$ and $\boldsymbol{\pi}_{\mathbf{v}} \mathbf{H}(t, \mathbf{p})$ represents the last $n_{p}+$ $n_{x}$ columns of $\mathbf{H}(t, \mathbf{p})$. Pre-multiplying both sides with $\mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))$, the following is obtained

$$
\mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))\left[\begin{array}{c}
\dot{\mathbf{m}}(t, \mathbf{p}) \\
\mathbf{n}(t, \mathbf{p})
\end{array}\right]=-\boldsymbol{\pi}_{\mathbf{v}} \mathbf{J}_{\tilde{\mathbf{v}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))\left[\begin{array}{c}
\mathbf{m}(t, \mathbf{p}) \\
\mathbf{I}_{n_{p}}
\end{array}\right]
$$

where $\boldsymbol{\pi}_{\mathbf{v}} \mathbf{J}_{\tilde{\mathbf{v}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))$ is the last $n_{p}+n_{x}$ columns of $\mathbf{J}_{\tilde{\mathbf{v}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))$. The final form of the equations is

$$
\begin{align*}
& \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{n}(t, \mathbf{p})+\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \dot{\mathbf{m}}(t, \mathbf{p})+  \tag{5.3.5}\\
& \mathbf{J}_{\mathbf{x}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{m}(t, \mathbf{p})+\mathbf{J}_{\mathbf{p}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))=\mathbf{0}
\end{align*}
$$

Equation (5.3.5) can be solved efficiently for the unknowns $\mathbf{n}(t, \mathbf{p})$ and $\dot{\mathbf{m}}(t, \mathbf{p})$ without explicitly inverting $\mathbf{J}_{\mathbf{q}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))$ using the numerical method described in [36].

Reverse integration of the quantities in Theorems 4.3.10 and 4.3.11 can be achieved without explicitly inverting matrices as well.

Consider the integral in Theorem 4.3.9. An element of $\Gamma G$ defined in Theorem 4.3.9 can
be computed using the equation

$$
\begin{aligned}
\dot{\mathbf{z}}(t, \mathbf{p})= & \mathbf{J}_{\mathbf{x}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{m}(t, \mathbf{p})+\mathbf{J}_{\mathbf{y}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{n}(t, \mathbf{p})+ \\
& \mathbf{J}_{\dot{\mathbf{x}}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})) \dot{\mathbf{m}}(t, \mathbf{p})+\mathbf{J}_{\mathbf{p}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in T_{k}, \forall k \in\{1, \ldots, n(\mathbf{p})\} \\
\mathbf{z}\left(t_{0}, \mathbf{p}\right)= & \mathbf{0}
\end{aligned}
$$

where $\mathbf{m}, \mathbf{n}$ and $\dot{\mathbf{m}}$ are computed using (5.3.5). Note that substituting the expressions for $\mathbf{n}$ and $\dot{\mathbf{m}}$, equations of the form in Theorem 4.3.9 are obtained.

Consider the following integral

$$
\begin{align*}
& \int_{\alpha_{k}}^{\beta_{k}}\left[\mathbf { J } _ { \mathbf { x } } g _ { s _ { k } ^ { \prime } } \left(t, \mathbf{u}(t, \mathbf{p}) \mathbf{J}_{\mathbf{y}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})]\right.\right. {\left[\begin{array}{c}
\mathbf{m}(t, \mathbf{p}) \\
\mathbf{n}(t, \mathbf{p})
\end{array}\right]+}  \tag{5.3.7}\\
& {\left[\mathbf { J } _ { \dot { \mathbf { x } } } g _ { s _ { k } ^ { \prime } } \left(t, \mathbf{u}(t, \mathbf{p}) \mathbf{J}_{\dot{\mathbf{y}}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})]\left[\begin{array}{l}
\dot{\mathbf{m}}(t, \mathbf{p}) \\
\dot{\mathbf{n}}(t, \mathbf{p})
\end{array}\right]+\mathbf{J}_{\mathbf{p}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})) d t\right.\right.}
\end{align*}
$$

where the integrand is obtained by the application of Theorem 2.8.12 to $g_{s_{k}^{\prime}}$ and $\mathbf{m}, \dot{\mathbf{m}}$ and $\mathbf{n}$ are computed using (5.3.5). Note that $\dot{\mathbf{n}}: T \times \mathcal{P} \rightarrow \mathbb{R}^{n_{y} \times n_{p}}$ and $\mathbf{J}_{\dot{\mathbf{y}}} g_{s_{k}^{\prime}}: T \rightarrow \mathbb{R}^{1 \times n_{y}}$ are used as place holders. In addition $\mathbf{J}_{\dot{\mathbf{y}}} g_{s_{k}^{\prime}}(t)=\mathbf{0}, \forall t \in T_{k}$ since $g$ does not depend on $\dot{\mathbf{y}}$. Let $\boldsymbol{\lambda}_{k}:\left[\alpha_{k}, \beta_{k}\right] \rightarrow \mathbb{R}^{1 \times\left(n_{x}+n_{y}\right)}$ be an absolutely continuous function. Let $\boldsymbol{\lambda}_{k}(t)=\left(\boldsymbol{\lambda}_{k, x}(t), \boldsymbol{\lambda}_{k, y}(t)\right)$ where $\boldsymbol{\lambda}_{k, x}(t) \in \mathbb{R}^{1 \times n_{x}}$ and $\boldsymbol{\lambda}_{k, y}(t) \in \mathbb{R}^{1 \times n_{y}}$. Appending (5.3.5) to (5.3.7) using $\boldsymbol{\lambda}_{k}$, the following is obtained:

$$
\begin{align*}
\int_{\alpha_{k}}^{\beta_{k}}\left[\mathbf{J}_{\mathbf{x}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{J}_{\mathbf{y}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p}))\right]\left[\begin{array}{l}
\mathbf{m}(t, \mathbf{p}) \\
\mathbf{n}(t, \mathbf{p})
\end{array}\right]+  \tag{5.3.8}\\
\quad\left[\mathbf{J}_{\dot{\mathbf{x}}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{J}_{\dot{\mathbf{y}}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p}))\right]\left[\begin{array}{c}
\dot{\mathbf{m}}(t, \mathbf{p}) \\
\dot{\mathbf{n}}(t, \mathbf{p})
\end{array}\right]+\mathbf{J}_{\mathbf{p}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p}))-
\end{align*}
$$

$$
\begin{aligned}
& \boldsymbol{\lambda}_{k}(t)\left[\mathbf{J}_{\mathbf{x}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))\right]\left[\begin{array}{l}
\mathbf{m}(t, \mathbf{p}) \\
\mathbf{n}(t, \mathbf{p})
\end{array}\right]- \\
& \boldsymbol{\lambda}_{k}(t)\left[\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{J}_{\dot{\mathbf{y}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))\right]\left[\begin{array}{c}
\dot{\mathbf{m}}(t, \mathbf{p}) \\
\dot{\mathbf{n}}(t, \mathbf{p})
\end{array}\right]- \\
& \boldsymbol{\lambda}_{k}(t) \mathbf{J}_{\mathbf{p}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) d t .
\end{aligned}
$$

Note that $\mathbf{J}_{\dot{\mathbf{y}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))=\mathbf{0}$ because $\mathbf{F}_{s_{k}}$ is not a function of $\dot{\mathbf{y}}$. Using integration by parts (the arguments of the functions are omitted for clarity) results in

$$
\begin{align*}
& \int_{\alpha_{k}}^{\beta_{k}}\left[\mathbf{J}_{\dot{\mathbf{x}}} g_{s_{k}^{\prime}} \mathbf{J}_{\dot{\mathbf{y}}} g_{s_{k}^{\prime}}\right]\left[\begin{array}{c}
\dot{\mathbf{m}} \\
\dot{\mathbf{n}}
\end{array}\right]-\boldsymbol{\lambda}_{k}\left[\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}} \mathbf{J}_{\dot{\mathbf{y}}} \mathbf{F}_{s_{k}}\right]\left[\begin{array}{c}
\dot{\mathbf{m}} \\
\dot{\mathbf{n}}
\end{array}\right] d t=  \tag{5.3.9}\\
& \int_{\alpha_{k}}^{\beta_{k}}\left(\left[\mathbf{J}_{\dot{\mathbf{x}}} g_{s_{k}^{\prime}} \mathbf{J}_{\dot{\mathbf{y}}} g_{s_{k}^{\prime}}\right]-\boldsymbol{\lambda}_{k}\left[\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}} \mathbf{J}_{\dot{\mathbf{y}}} \mathbf{F}_{s_{k}}\right]\right)\left[\begin{array}{c}
\dot{\mathbf{m}} \\
\dot{\mathbf{n}}
\end{array}\right] d t=\left.\tilde{\boldsymbol{\lambda}}_{k}\left[\begin{array}{l}
\mathbf{m} \\
\mathbf{n}
\end{array}\right]\right|_{\alpha_{k}} ^{\beta_{k}}-\int_{\alpha_{k}}^{\beta_{k}} \dot{\tilde{\boldsymbol{\lambda}}}_{k}\left[\begin{array}{l}
\mathbf{m} \\
\mathbf{n}
\end{array}\right] d t . \tag{5.3.10}
\end{align*}
$$

where $\tilde{\boldsymbol{\lambda}}_{k}=\left(\left[\mathbf{J}_{\dot{\mathbf{x}}} g_{s_{k}^{\prime}} \mathbf{J}_{\dot{\mathbf{y}}} g_{s_{k}^{\prime}}\right]-\boldsymbol{\lambda}_{k}\left[\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}} \mathbf{J}_{\dot{\mathbf{y}}} \mathbf{F}_{s_{k}}\right]\right)$. Let $\tilde{\boldsymbol{\lambda}}_{k}(t)=\left(\tilde{\boldsymbol{\lambda}}_{k, x}(t), \tilde{\boldsymbol{\lambda}}_{k, y}(t)\right)$ where $\tilde{\boldsymbol{\lambda}}_{k, x}(t) \in$ $\mathbb{R}^{1 \times n_{x}}$ and $\tilde{\boldsymbol{\lambda}}_{k, y}(t) \in \mathbb{R}^{1 \times n_{y}}$. Substituting the expression in (5.3.10) into (5.3.8) produces

$$
\int_{\alpha_{k}}^{\beta_{k}}\left(\left[\mathbf{J}_{\mathbf{x}} g_{s_{k}^{\prime}} \mathbf{J}_{\mathbf{y}} g_{s_{k}^{\prime}}\right]-\boldsymbol{\lambda}_{k}\left[\mathbf{J}_{\mathbf{x}} \mathbf{F}_{s_{k}} \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}\right]-\dot{\tilde{\boldsymbol{\lambda}}}_{k}\right)\left[\begin{array}{l}
\mathbf{m} \\
\mathbf{n}
\end{array}\right]+\mathbf{J}_{\mathbf{p}} g_{s_{k}^{\prime}}-\boldsymbol{\lambda}_{k} \mathbf{J}_{\mathbf{p}} \mathbf{F}_{s_{k}} d t+\left.\tilde{\boldsymbol{\lambda}}_{k}\left[\begin{array}{l}
\mathbf{m} \\
\mathbf{n}
\end{array}\right]\right|_{\alpha_{k}} ^{\beta_{k}} .
$$

This expression is simplified by setting

$$
\begin{align*}
& \dot{\tilde{\boldsymbol{\lambda}}}_{k}=-\boldsymbol{\lambda}_{k}\left[\mathbf{J}_{\mathbf{x}} \mathbf{F}_{s_{k}} \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}\right]+\left[\mathbf{J}_{\mathbf{x}} g_{s_{k}^{\prime}} \mathbf{J}_{\mathbf{y}} g_{s_{k}^{\prime}}\right], \forall t \in\left[\alpha_{k}, \beta_{k}\right)  \tag{5.3.11}\\
& \dot{\tilde{\boldsymbol{\lambda}}}_{k, x}=-\boldsymbol{\lambda}_{k, x} \mathbf{J}_{\mathbf{x}} \mathbf{F}_{s_{k}}+\mathbf{J}_{\mathbf{x}} g_{s_{k}^{\prime}}, \forall t \in\left[\alpha_{k}, \beta_{k}\right) \\
& \dot{\tilde{\boldsymbol{\lambda}}}_{k, y}=-\boldsymbol{\lambda}_{k, y} \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}+\mathbf{J}_{\mathbf{y}} g_{s_{k}^{\prime}}=\mathbf{0}, \forall t \in\left[\alpha_{k}, \beta_{k}\right)
\end{align*}
$$

As a result, the equations

$$
\begin{aligned}
\tilde{\boldsymbol{\lambda}}_{k, x}-\mathbf{J}_{\dot{\mathbf{x}}} g_{s_{k}^{\prime}} & =\boldsymbol{\lambda}_{k, x} \mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}} \\
\mathbf{J}_{\mathbf{y}} g_{s_{k}^{\prime}} & =\boldsymbol{\lambda}_{k, y} \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}
\end{aligned}
$$

are solved to determine $\boldsymbol{\lambda}_{k}$. Since $\left[\mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}} \mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}}\right]$ is nonsingular per Assumption 5.1.1, the above equations have a unique solution which is

$$
\boldsymbol{\lambda}_{k}=\left[\tilde{\boldsymbol{\lambda}}_{k, x}-\mathbf{J}_{\dot{\mathbf{x}}} g_{s_{k}^{\prime}} \mathbf{J}_{\mathbf{y}} g_{s_{k}^{\prime}}\right]\left[\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}} \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}\right]^{-1}
$$

Substituting the solution into (5.3.11), the equation

$$
\dot{\tilde{\boldsymbol{\lambda}}_{k}}=\left[\tilde{\boldsymbol{\lambda}}_{k, x}-\mathbf{J}_{\dot{\mathbf{x}}} g_{s_{k}^{\prime}} \mathbf{J}_{\mathbf{y}} g_{s_{k}}\right]\left[\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}} \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}\right]^{-1}\left[\mathbf{J}_{\mathbf{x}} \mathbf{F}_{s_{k}} \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}\right]+\left[\mathbf{J}_{\mathbf{x}} g_{s_{k}^{\prime}} \mathbf{J}_{\mathbf{y}} g_{s_{k}^{\prime}}\right]
$$

is obtained. Multiplying out the terms, a linear ordinary differential equation for $\tilde{\boldsymbol{\lambda}}_{k, x}$ is obtained with continuous right-hand side. Hence $\tilde{\boldsymbol{\lambda}}_{k, x}$ is an absolutely continuous function. Therefore $\tilde{\boldsymbol{\lambda}}_{k}$ is an absolutely continuous function. As a result, $\boldsymbol{\lambda}_{k}$ is absolutely continuous as defined.

If $k=n(\mathbf{p})$, let $\tilde{\boldsymbol{\lambda}}_{k}\left(\beta_{k}\right)=\mathbf{0}$, otherwise let $\tilde{\boldsymbol{\lambda}}_{k}\left(\beta_{k}\right)=\tilde{\boldsymbol{\lambda}}_{k+1}\left(\alpha_{k+1}\right)$. Then (5.3.6) can be written as

$$
\begin{align*}
& \dot{\mathbf{z}}(t, \mathbf{p})=\mathbf{J}_{\mathbf{p}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p}))-  \tag{5.3.12}\\
& \quad \boldsymbol{\lambda}_{k}(t) \mathbf{J}_{\mathbf{p}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in\left(\alpha_{k}, \beta_{k}\right], \forall k \in\{1, \ldots, n(\mathbf{p})\}, \mathbf{z}\left(t_{0}, \mathbf{p}\right)=\mathbf{0}, \\
& \dot{\tilde{\boldsymbol{\lambda}}}_{k}(t)=-\boldsymbol{\lambda}_{k}(t)\left[\mathbf{J}_{\mathbf{x}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))\right]+ \\
& \quad\left[\mathbf{J}_{\mathbf{x}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{J}_{\mathbf{y}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p}))\right], \forall t \in\left[\alpha_{k}, \beta_{k}\right), \forall k \in\{1, \ldots, n(\mathbf{p})\},
\end{align*}
$$

$$
\begin{aligned}
\tilde{\boldsymbol{\lambda}}_{k}\left(\beta_{k}\right) & =\tilde{\boldsymbol{\lambda}}_{k+1}\left(\alpha_{k+1}\right), \forall k \in\{1, \ldots, n(\mathbf{p})-1\}, \tilde{\boldsymbol{\lambda}}_{n(\mathbf{p})}\left(\beta_{n(\mathbf{p})}\right)=\mathbf{0} \\
\tilde{\boldsymbol{\lambda}}_{k, x}(t) & =\boldsymbol{\lambda}_{k, x}(t) \mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))+\mathbf{J}_{\dot{\mathbf{x}}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in\left[\alpha_{k}, \beta_{k}\right), \forall k \in\{1, \ldots, n(\mathbf{p})\}, \\
\mathbf{0} & =\boldsymbol{\lambda}_{k, y}(t) \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))-\mathbf{J}_{\mathbf{y}} g_{s_{k}^{\prime}}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in\left[\alpha_{k}, \beta_{k}\right), \forall k \in\{1, \ldots, n(\mathbf{p})\} .
\end{aligned}
$$

Consider the case in Theorem 4.3.11. Let $\mathbf{M}_{\mathbf{p}}, \mathbf{M}_{\mathbf{x}}, \mathbf{M}_{\mathbf{y}}$ and $\mathbf{M}_{\dot{\mathbf{x}}}$ be constants as defined in Theorem 4.3.11. Consider the integral

$$
\mathbf{z}\left(t_{f}, \mathbf{p}\right)=\int_{t_{0}}^{t_{f}} \mathbf{M}_{\mathbf{x}} \mathbf{m}(t, \mathbf{p})+\mathbf{M}_{\mathbf{y}} \mathbf{n}(t, \mathbf{p})+\mathbf{M}_{\dot{\mathbf{x}}} \dot{\mathbf{m}}(t, \mathbf{p})+\mathbf{M}_{\mathbf{p}} d t
$$

where $\mathbf{m}, \mathbf{n}$ and $\dot{\mathbf{m}}$ are computed using (5.3.5). Note that $\dot{\mathbf{z}}\left(t_{f}, \mathbf{p}\right)$ is the quantity of interest which is an element of $\Gamma G$ defined in Theorem 4.3.11. Converting the integral to the form in (5.3.8), the following integral on $T_{k}$ is obtained

$$
\begin{aligned}
& \int_{\alpha_{k}}^{\beta_{k}}\left[\mathbf{M}_{\mathbf{x}} \mathbf{M}_{\mathbf{y}}\right]\left[\begin{array}{l}
\mathbf{m}(t, \mathbf{p}) \\
\mathbf{n}(t, \mathbf{p})
\end{array}\right]+\left[\mathbf{M}_{\dot{\mathbf{x}}} \mathbf{M}_{\dot{\mathbf{y}}}\right]\left[\begin{array}{c}
\dot{\mathbf{m}}(t, \mathbf{p}) \\
\dot{\mathbf{n}}(t, \mathbf{p})
\end{array}\right]+\mathbf{M}_{\mathbf{p}}- \\
& \boldsymbol{\lambda}_{k}(t)\left[\mathbf{J}_{\mathbf{x}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))\right]\left[\begin{array}{l}
\mathbf{m}(t, \mathbf{p}) \\
\mathbf{n}(t, \mathbf{p})
\end{array}\right]- \\
& \boldsymbol{\lambda}_{k}(t)\left[\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{J}_{\dot{\mathbf{y}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))\right]\left[\begin{array}{c}
\dot{\mathbf{m}}(t, \mathbf{p}) \\
\dot{\mathbf{n}}(t, \mathbf{p})
\end{array}\right]- \\
& \boldsymbol{\lambda}_{k}(t) \mathbf{J}_{\mathbf{p}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) d t,
\end{aligned}
$$

where $\mathbf{M}_{\dot{\mathbf{y}}} \in \mathbb{R}^{1 \times n_{y}}, \mathbf{M}_{\dot{\mathbf{y}}}=\mathbf{0}$ and $\mathbf{J}_{\dot{\mathbf{y}}} \mathbf{F}_{s_{k}}(\cdot, \mathbf{u}(\cdot, \mathbf{p}))=\mathbf{0}$ for all $t \in T_{k}$. Following the same procedure as before, the following equations are obtained:

$$
\begin{equation*}
\dot{\mathbf{z}}(t, \mathbf{p})=\mathbf{M}_{\mathbf{p}}-\boldsymbol{\lambda}_{k}(t) \mathbf{J}_{\mathbf{p}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in\left(\alpha_{k}, \beta_{k}\right], \forall k \in\{1, \ldots, n(\mathbf{p})\} \tag{5.3.14}
\end{equation*}
$$

$$
\begin{aligned}
& \mathbf{z}\left(t_{0}, \mathbf{p}\right)= \mathbf{0} \\
& \dot{\tilde{\boldsymbol{\lambda}}}_{k}(t)=-\boldsymbol{\lambda}_{k}(t)\left[\mathbf{J}_{\mathbf{x}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))\right]+ \\
& \qquad \quad\left[\mathbf{M}_{\mathbf{x}} \mathbf{M}_{\mathbf{y}}\right], \forall t \in\left[\alpha_{k}, \beta_{k}\right), \forall k \in\{1, \ldots, n(\mathbf{p})\} \\
& \tilde{\boldsymbol{\lambda}}_{k}\left(\beta_{k}\right)= \tilde{\boldsymbol{\lambda}}_{k+1}\left(\alpha_{k+1}\right), \forall k \in\{1, \ldots, n(\mathbf{p})-1\}, \tilde{\boldsymbol{\lambda}}_{n(\mathbf{p})}\left(\beta_{n(\mathbf{p})}\right)=\mathbf{0} \\
& \tilde{\boldsymbol{\lambda}}_{k, x}(t)= \boldsymbol{\lambda}_{k, x}(t) \mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p}))+\mathbf{M}_{\dot{\mathbf{x}}}, \forall t \in\left[\alpha_{k}, \beta_{k}\right), \forall k \in\{1, \ldots, n(\mathbf{p})\}, \\
& \mathbf{M}_{\mathbf{y}}= \boldsymbol{\lambda}_{k, y}(t) \mathbf{J}_{\mathbf{y}} \mathbf{F}_{s_{k}}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in\left[\alpha_{k}, \beta_{k}\right), \forall k \in\{1, \ldots, n(\mathbf{p})\}
\end{aligned}
$$

### 5.4 State Event Location and Detection of Non-singleton Trajectories

The governing equations for systems with varying structure are implemented in a programming language using logical expressions and if-then-else statements in order to compute numerical values. Each logical condition corresponds to a discontinuity function. If the value of the discontinuity function is less than or equal to zero, the logical condition is assumed to be true and false otherwise. In order to determine $m\left(t_{k}, \mathbf{p}\right)$, the state of these logical conditions need to be determined.

The set of active discontinuity functions is the set of discontinuity functions corresponding to the logical expressions that need to be checked in order to evaluate the right-hand sides of (3.3.1) or (4.3.1) given $(t, \mathbf{u}(t, \mathbf{p}))$. The set of active discontinuity function indices is the set of pairs corresponding to the indices of these functions and is denoted by $\mathcal{A}$. The set of active discontinuity function indices is constant for all $t \in T_{k}$. Therefore, the set of active function indices corresponding to $T_{k}$ is denoted by $\mathcal{A}_{k}$.

Let $T_{k}=\left(t_{k}, t_{k+1}\right]$. When $t=t_{k}, \mathcal{A}_{k}$ can be determined. However, at this point in time,
$t_{k+1}$ is not known. $t_{k+1}$ is the time at which $\mathcal{A}_{k}$ changes and it is not known a priori. In order to determine $t_{k+1}$, the dynamics of the system are integrated for a time step assuming $\mathcal{A}_{k}$ is constant. The integration of the dynamics assuming $\mathcal{A}_{k}$ is constant is called discontinuitylocked integration [83]. Then, the discontinuity functions are analyzed in order to determine whether the state of any of the logical conditions determining $\mathcal{A}_{k}$ changed during this time step. The state of a logical condition changes if the corresponding discontinuity function crosses zero. If any of these discontinuity functions crosses zero, the infimum of the times at which such a crossing occurs is determined. The infimum corresponds to one of the roots of the active discontinuity functions. This infimum is the value of $t_{k+1}$. The process of determining this infimum value is called state event location.

Consider the time interval, $\left[t_{k}, t_{k+1}\right]$, during the integration of the dynamics. After appending (5.3.5) and the active discontinuity functions to the system dynamics,

$$
\begin{align*}
& \mathbf{0}=\mathbf{F}_{m\left(t_{k}, \mathbf{p}\right)}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in\left(t_{k}, t_{k+1}\right]  \tag{5.4.1}\\
& z_{v, w}(t, \mathbf{p})=g_{v, w}(t, \mathbf{u}(t, \mathbf{p})), \forall(v, w) \in \mathcal{A}_{k} \\
& \mathbf{0}= \mathbf{J}_{\mathbf{y}} \mathbf{F}_{m\left(t_{k}, \mathbf{p}\right)}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{n}(t, \mathbf{p})+\mathbf{J}_{\dot{\mathbf{x}}} \mathbf{F}_{m\left(t_{k}, \mathbf{p}\right)}(t, \mathbf{u}(t, \mathbf{p})) \dot{\mathbf{m}}\left(t_{k}, \mathbf{p}\right)+ \\
& \quad \mathbf{J}_{\mathbf{x}} \mathbf{F}_{m\left(t_{k}, \mathbf{p}\right)}(t, \mathbf{u}(t, \mathbf{p})) \mathbf{m}(t, \mathbf{p})+\mathbf{J}_{\mathbf{p}} \mathbf{F}_{m\left(t_{k}, \mathbf{p}\right)}(t, \mathbf{u}(t, \mathbf{p})), \forall t \in\left(t_{k}, t_{k+1}\right]
\end{align*}
$$

is obtained. This set of equations is used for discontinuity-locked integration.
A variant of the state event location algorithm in [83] is used in this thesis to detect zero crossings. The only difference is the root finding algorithm used. Note that, the righthand sides of the equations defining the elements of the linear Newton approximations and generalized Jacobians are discontinuous at these zero crossings.

The state event location algorithm in [83] makes use of the properties of the integration algorithms for differential-algebraic systems. In this thesis, the backward differentiation formula (BDF) ([4]) family of numerical integration algorithms is used. This family of inte-
grators use polynomials to interpolate the state trajectories and all $z_{v, w}(\cdot, \mathbf{p})$. Let $q$ be the order of the polynomials used. Let $\tilde{z}_{v, w}$ be the polynomial that approximates $z_{v, w}(\cdot, \mathbf{p})$, on the time interval $\left[t_{k}, t_{k+1}\right]$. This polynomial is ([83])

$$
\begin{equation*}
\tilde{z}_{v, w}(t)=\sum_{l=0}^{q} \frac{h_{k}^{l} \nabla^{l} \tilde{z}_{v, w}\left(t_{k+1}\right)}{l!}\left(\frac{t-t_{k+1}}{h_{k}}\right)^{l}, \forall(v, w) \in \mathcal{A}_{k} \tag{5.4.2}
\end{equation*}
$$

where $h_{k}=t_{k+1}-t_{k}$ is the integration time step which is determined by the integration algorithm, $\nabla^{l}$ is the backward difference operator defined recursively such that $\nabla^{0} z_{v, w}\left(t_{k+1}\right)=$ $z_{v, w}\left(t_{k+1}\right), \nabla z_{v, w}\left(t_{k+1}\right)=z_{v, w}\left(t_{k+1}\right)-z_{v, w}\left(t_{k}\right)$ and $\nabla^{l} z_{v, w}\left(t_{k+1}\right)=\nabla^{l-1} z_{v, w}\left(t_{k+1}\right)-\nabla^{l-1} z_{v, w}\left(t_{k}\right)$. The state event location algorithm uses the roots of these interpolating polynomials to determine zero crossing times. The algorithm is discussed in detail in the following subsection.

The detection of non-singleton trajectories depends on the analysis of discontinuity functions on the interval $\left[t_{k}, t_{k+1}\right]$. If there exists an interval of time in $\left[t_{k}, t_{k+1}\right]$ such that one of the active discontinuity functions is zero for all $t$ in that interval, then the solution is a non-singleton trajectory. Since the discontinuity functions are approximated by the interpolating polynomials defined in (5.4.2) on $\left[t_{k}, t_{k+1}\right]$, these polynomials are used instead of the discontinuity functions. A relaxed criterion introduced next is used to determine nonsingleton trajectories because these polynomials are only approximations to the discontinuity functions.

## Definition 5.4.1 (Numerically Non-singleton Trajectory). The solution of (4.3.1) is

 a numerically non-singleton trajectory if there exists a $k \in\{1, \ldots, n(\mathbf{p})-1\}$ and interval $\Delta \subset \operatorname{cl}\left(T_{k}\right)$, such that for some $(v, w) \in \mathcal{A}_{k},\left|\tilde{z}_{v, w}(t, \mathbf{p})\right| \leq \epsilon_{a}$ and $\left|\dot{\tilde{z}}_{v, w}(t, \mathbf{p})\right| \leq \epsilon_{a}$ hold for all $t \in \Delta$ where $\epsilon_{a}$ is the absolute error tolerance used in the BDF algorithm.The non-singleton trajectory detection algorithm is used to determine if the solution is a numerically non-singleton trajectory. The algorithm is discussed in Step 4 of the main algorithm presented in the next section.

### 5.4.1 The State Event Location and Non-singleton Trajectory Detection Algorithm

Step 1: Determine $m\left(t_{k}, \mathbf{p}\right), \mathcal{A}_{k}$ and $t_{k+1}$ using the BDF algorithm and execute discontinuity locked integration of (5.4.1) to form the interpolating polynomials defined by (5.4.2).

Step 2: In order to determine if $m\left(t_{k}, \mathbf{p}\right)$ needs to change at some $t \in\left[t_{k}, t_{k+1}\right]$, the real roots of the polynomials $\left\{\tilde{z}_{v, w}:(v, w) \in \mathcal{A}_{k}\right\}$ are used. The minimum of the real roots of these polynomials is used as a candidate time at which $m\left(t_{k}, \mathbf{p}\right)$ changes on $\left[t_{k}, t_{k+1}\right]$. There are two classes of polynomials to consider:
(a) $\mathcal{A}_{k}^{0}=\left\{(v, w) \in \mathcal{A}_{k}: \quad \tilde{z}_{v, w}\right.$ is a zero polynomial $\}$.
(b) $\mathcal{A}_{k}^{1}=\left\{(v, w) \in \mathcal{A}_{k}: \tilde{z}_{v, w}\right.$ is not a zero polynomial $\}$.

Let $\tau_{i n d\left((v, w), \mathcal{A}_{k}\right)}$ represent the minimum of the roots of the polynomial $\tilde{z}_{v, w}$. Let $\tau_{\text {ind }\left((v, w), \mathcal{A}_{k}\right)}=+\infty$ for all $(v, w) \in \mathcal{A}_{k}^{0}$. These discontinuity functions imply that $(t, \mathbf{u}(t, \mathbf{p}))$ lies on the boundary of an open set $U_{i}$ as defined in Assumption 5.1.1 for $t \in\left[t_{k}, t_{k+1}\right]$ and therefore are ignored. If $\mathcal{A}_{k}^{1}$ is empty, then go to Step 4.

Determining $\tau_{i n d\left((v, w), \mathcal{A}_{k}\right)}$ for $(v, w) \in \mathcal{A}_{k}^{1}$ is more complicated. In theory, one can use the Jenkins-Traub algorithm $[51,50]$ to compute all the roots of $\tilde{z}_{v, w},(v, w) \in \mathcal{A}_{k}^{1}$. However, most of the time $\tilde{z}_{v, w}$ does not have any real roots or it has a unique zero and the application of the Jenkins-Traub algorithm incurs unnecessary computational cost. The algorithm described in this section uses elements from interval arithmetic [1] to reduce the number of times the Jenkins-Traub algorithm is applied. Note that the degree of $\tilde{z}_{v, w}$ can be at most 5 in this thesis because the BDF algorithm uses polynomials whose degree is at most 5 .

The algorithm scales the polynomials so that their domains are $[0,1]$ instead of $\left[t_{k}, t_{k+1}\right]$. Let the corresponding scaled polynomials be $s_{v, w}:[0,1] \rightarrow \mathbb{R},(v, w) \in \mathcal{A}_{k}^{1}$. Let $q$ be the order of the polynomials and $\left\{C_{n}\right\}_{n=0}^{q}$ be their coefficients.

The root-finding algorithm applied to all $(v, w) \in \mathcal{A}_{k}^{1}$ is:
R.1. Let $0<\Delta<1$. Let $l=1, a_{l}=0, b_{l}=1, D_{l}=\left[a_{l}, b_{l}\right]$ and $S=\left\{D_{l}\right\}$.
R.2. If $l>n(S)$, then stop. All intervals in $S$ are analyzed.
R.3. Let

$$
\mathbf{s}_{v, w}\left(D_{l}\right)=\sum_{n=0}^{q} C_{n} D_{l}^{n}
$$

be the enclosure of $s_{v, w}$. The enclosure contains the range of $s_{v, w}$ for the domain $D_{l}$. If $0 \notin \mathbf{s}_{v, w}\left(D_{l}\right)$, then there is no root of $s_{v, w}$ on $D_{l}$. In this case, go to Step R.9. Otherwise, go to Step R.4.

## R.4. Let

$$
\dot{\mathbf{s}}_{v, w}\left(D_{l}\right)=\sum_{n=1}^{q} n \cdot C_{n} \cdot D_{l}^{n-1}
$$

be the enclosure of $\dot{s}_{v, w}$. If $0 \in \dot{\mathbf{s}}_{v, w}\left(D_{l}\right)$, then the zeros of $s_{v, w}$ may not be regular i.e. they may have multiplicity greater than one. In this case, if $b_{l}-a_{l} \leq \Delta$, go to Step R. 7 and if $b_{l}-a_{l} \geq \Delta$, go to Step R.8. If $0 \notin \dot{\mathbf{s}}_{v, w}\left(D_{l}\right)$, then go to Step R.5.
R.5. Consider the Krawcyk operator [72];

$$
\mathbf{K}\left(D_{l}\right)=\operatorname{mid}\left(D_{l}\right)-\frac{s_{v, w}\left(\operatorname{mid}\left(D_{l}\right)\right)}{\operatorname{mid}\left(\dot{\mathbf{s}}_{v, w}\left(D_{l}\right)\right)}+\left(1-\frac{\dot{\mathbf{s}}_{v, w}\left(D_{l}\right)}{\operatorname{mid}\left(\dot{\mathbf{v}}_{v, w}\left(D_{l}\right)\right)}\right)\left(D_{l}-\operatorname{mid}\left(D_{l}\right)\right)
$$

where mid is the midpoint operator to an interval. If $\mathbf{K}\left(D_{l}\right) \cap D_{l}=\emptyset$, then there exists no zero of the polynomial $s_{v, w}$ in $D_{l}$. In this case, go to Step R.9. If $\mathbf{K}\left(D_{l}\right) \subset \operatorname{int}\left(D_{l}\right)$, then there exists a unique zero of $s_{v, w}$ in $D_{l}$. In this case, go to Step R. 6.
R.6. Apply Newton's method to determine the unique zero in $D_{l}$. Go to Step R.9.
R.7. Apply the Jenkins-Traub algorithm to find all zeros of $s_{v, w}$ in $D_{l}$. Go to Step R.9.
R.8. Let $D_{n(S)+1}=\left[a_{l},\left(a_{l}+b_{l}\right) / 2\right], D_{n(S)+2}=\left[\left(a_{l}+b_{l}\right) / 2, b_{l}\right]$ and set $S=S \cup$ $\left\{D_{n(S)+1}, D_{n(S)+2}\right\}$. Go to Step R.9.
R.9. Let $l=l+1$ and go to Step R.2.

Set $\tau_{\text {ind }\left((v, w), \mathcal{A}_{k}\right)}$ to the minimum of the roots with odd multiplicity. If there are no such real roots, set $\tau_{\left.\text {ind }(v, w), \mathcal{A}_{k}\right)}=+\infty$. Roots with even multiplicity imply that $(t, \mathbf{u}(t, \mathbf{p}))$ touches but does not cross the boundary of some $U_{i}$ where $U_{i}$ is as defined in Assumption 5.1.1.

Step 3: Let $\bar{\tau}=\min _{(v, w) \in \mathcal{A}_{k}}\left\{\tau_{\text {ind }\left((v, w), \mathcal{A}_{k}\right)}\right\}$. If $\bar{\tau}=+\infty$, set the event time, $\tau^{*}$ to $t_{k+1}$ and go to Step 4. Otherwise, let $(\bar{v}, \bar{w})$ be such that $\tau_{\text {ind }\left((\bar{v}, \bar{w}), \mathcal{A}_{k}\right)}=\bar{\tau}$. Compute a consistent event time, $\tau^{*}$ and $\boldsymbol{\eta}=\left(\tau^{*}, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}, \boldsymbol{\eta}_{\mathbf{y}}, \boldsymbol{\eta}_{\dot{\mathbf{x}}}\right)$ that satisfy

$$
\begin{aligned}
\mathbf{0} & =\mathbf{F}_{m\left(t_{k}, \mathbf{p}\right)}(\boldsymbol{\eta}) \\
\boldsymbol{\eta}_{\mathbf{p}} & =\mathbf{p} \\
\boldsymbol{\eta}_{\dot{\mathbf{x}}} & =\frac{\alpha_{0} \boldsymbol{\eta}_{\mathbf{x}}}{\tau^{*}-t_{k}}+\sum_{i=1}^{q} \frac{\alpha_{i} \mathbf{x}\left(t_{k+1-i}, \mathbf{p}\right)}{\tau^{*}-t_{k}} \\
\pm \epsilon_{g} & =g_{\bar{v}, \bar{w}}(\boldsymbol{\eta})
\end{aligned}
$$

as in [83] where $\boldsymbol{\eta}_{\mathbf{p}} \in \mathbb{R}^{n_{p}}, \boldsymbol{\eta}_{\mathbf{x}} \in \mathbb{R}^{n_{x}}, \boldsymbol{\eta}_{\mathbf{y}} \in \mathbb{R}^{n_{y}}, \boldsymbol{\eta}_{\dot{\mathbf{x}}} \in \mathbb{R}^{n_{x}},\left\{\alpha_{i}\right\}_{i=1}^{q}$ are the coefficients of the BDF method, $\epsilon_{g}$ and its sign are determined as in [83]. Set $t_{k+1}=\tau^{*}$. Update the polynomials $\tilde{z}_{v, w}$ for all $(v, w) \in \mathcal{A}_{k}$ using $\boldsymbol{\eta}$. Go to Step 2.

Step 4: If $\mathcal{A}_{k}^{0}$ is nonempty, then the trajectory is labeled as numerically non-singleton. Otherwise, the active discontinuity functions are analyzed to determine if the conditions of Definition 5.4.1 are satisfied for any of the active discontinuity functions.

The algorithm to check the conditions of Definition 5.4.1 employs interval arithmetic,
bisection and the Jenkins-Traub algorithm. The algorithm scales the polynomials so that their domains are $[0,1]$ instead of $\left[t_{k}, t_{k+1}\right]$. Let the corresponding scaled polynomials be $s_{v, w}:[0,1] \rightarrow \mathbb{R},(v, w) \in \mathcal{A}_{k}^{1}$. Let $q$ be the order of the polynomials and $\left\{C_{n}\right\}_{n=0}^{q}$ be their coefficients. The following algorithm is applied to all elements of $\left\{\tilde{z}_{v, w}:(v, w) \in \mathcal{A}_{k}^{1}\right\}$ to determine whether the solution is numerically non-singleton.
N. 1 Let $0<\Delta<1$. Let $l=1, a_{l}=0, b_{l}=1, D_{l}=\left[a_{l}, b_{l}\right]$ and $S=\left\{D_{l}\right\}$.
N. 2 If $l>n(S)$, then stop. All intervals in $S$ are analyzed.
N. 3 Let

$$
\mathbf{s}_{v, w}\left(D_{l}\right)=\sum_{n=0}^{q} C_{n} D_{l}^{n}
$$

be the enclosure of $s_{v, w}$. There are three cases to consider

- $\mathbf{s}_{v, w}\left(D_{l}\right) \subset\left[-\epsilon_{a}, \epsilon_{a}\right]$. In this case, the condition on $s_{v, w}$ holds. Go to Step N. 5 to check if the condition on the derivative holds.
- $\left[-\epsilon_{a}, \epsilon_{a}\right] \cap \mathbf{s}_{v, w}\left(D_{l}\right)=\emptyset$. In this case, the range of the polynomial corresponding to the domain $D_{l}$ does not intersect $\left[-\epsilon_{a}, \epsilon_{a}\right]$. Go to Step N.7.
- $\left[-\epsilon_{a}, \epsilon_{a}\right] \cap \mathbf{s}_{v, w}\left(D_{l}\right) \neq \emptyset$ and $\mathbf{s}_{v, w}\left(D_{l}\right) \backslash\left[-\epsilon_{a}, \epsilon_{a}\right] \neq \emptyset$. In this case, the enclosure does not furnish enough information. If $b_{l}-a_{l}>\Delta$, go to Step N.6, otherwise go to go to Step N.4.
N. 4 In this step, the maximum and minimum values attained by $s_{v, w}$ on $D_{l}$ are analyzed. The extremal values are attained at $t=a_{l}, t=b_{l}$ and/or at $t \in D_{l}$ such that the necessary condition of optimality, $\dot{s}_{v, w}(t)=0$ holds. In order to determine such $t$, the Jenkins-Traub algorithm is used to find the real roots of $\dot{s}_{v, w}$. Let $\bar{s}_{v, w}$ be the maximum and $\underline{s}_{v, w}$ denote the minimum values attained on the interval $D_{l}$.

If $\left[-\epsilon_{a}, \epsilon_{a}\right] \cap\left[\underline{s}_{v, w}, \bar{s}_{v, w}\right] \neq \emptyset$ go to Step N.5. Note that, this conditions is more
relaxed than the condition in Definition 5.4.1 for $z_{v, w}$. Otherwise, go to Step N.7.
N. 5 The actions taken for $s_{v, w}$ are repeated in this step for $\dot{s}_{v, w}$.
N.5.1 Let $m=1, c_{m}=a_{l}, d_{m}=b_{l}, D_{l, m}=\left[c_{m}, d_{m}\right]$ and $S_{l}=\left\{D_{l, m}\right\}$.
N.5.2 If $m>n\left(S_{l}\right)$, then stop. All intervals in $S_{l}$ are analyzed.
N.5.3 Let

$$
\dot{\mathbf{s}}_{v, w}\left(D_{l, m}\right)=\sum_{n=1}^{q} n \cdot C_{n} \cdot D_{l, m}^{n-1}
$$

be the enclosure of $\dot{s}_{v, w}$. There are three cases to consider

- If $\dot{\mathbf{s}}_{v, w}\left(D_{l, m}\right) \subset\left[-\epsilon_{a}, \epsilon_{a}\right]$, the trajectory is numerically non-singleton.
- If $\left[-\epsilon_{a}, \epsilon_{a}\right] \cap \dot{\mathbf{s}}_{v, w}\left(D_{l, m}\right)=\emptyset$, go to N.5.6.
- If $\left[-\epsilon_{a}, \epsilon_{a}\right] \cap \dot{\mathbf{s}}_{v, w}\left(D_{l}\right) \neq \emptyset$ and $\dot{\mathbf{s}}_{v, w}\left(D_{l, m}\right) \backslash\left[-\epsilon_{a}, \epsilon_{a}\right] \neq \emptyset$, then there are two options. If $d_{m}-c_{m}>\Delta$, Go to Step N.5.5, otherwise go to N.5.4.
N.5.4 In this step, the maximum and minimum values attained by $\dot{s}_{v, w}$ on $D_{l, m}$ are analyzed. The extremal values are attained at $t=c_{m}, t=d_{m}$ and/or at $t \in D_{l, m}$ such that the necessary condition of optimality, $\ddot{s}_{v, w}(t)=0$ holds. In order to determine such $t$, the Jenkins-Traub algorithm is used to find the real roots of $\ddot{s}_{v, w}$. Let $\overline{\dot{s}}_{v, w}$ be the maximum and $\underline{\dot{s}}_{v, w}$ denote the minimum values attained on the interval $D_{l, m}$.

If $\left[-\epsilon_{a}, \epsilon_{a}\right] \cap\left[\underline{\dot{s}}_{v, w}, \overline{\dot{s}}_{v, w}\right] \neq \emptyset$, then label the solution as numerically nonsingleton. Note that, this conditions is more relaxed than the condition in Definition 5.4.1 for $\dot{z}_{v, w}$. Otherwise, go to Step N.7.
N.5.5 Let $D_{l, n(S)+1}=\left[c_{m},\left(c_{m}+d_{m}\right) / 2\right], D_{l, n(S)+2}=\left[\left(c_{m}+d_{m}\right) / 2, d_{m}\right]$ and set $S=S \cup\left\{D_{l, n(S)+1}, D_{l, n(S)+2}\right\}$. Go to Step N.5.6.
N.5.6 Let $m=m+1$. Go to Step N.5.2.
N. 6 Let $D_{n(S)+1}=\left[a_{l},\left(a_{l}+b_{l}\right) / 2\right], D_{n(S)+2}=\left[\left(a_{l}+b_{l}\right) / 2, b_{l}\right]$ and set $S=S \cup$

$$
\left\{D_{n(S)+1}, D_{n(S)+2}\right\} \text {. Go to Step N.7. }
$$

N. 7 Let $l=l+1$. Go to Step N.2.

Go to Step 5.
Step 5: Let $k=k+1$. Go to Step 1.
The discussion on state event location and non-singleton trajectory detection directly applies to the multistage case in (4.4.1). It also directly applies to the integral in Theorem 4.3.9. This integral can be computed by appending the integrand to (4.3.1) and considering the augmented system.

### 5.5 Computational Methods Used in this Thesis

In the remainder of this thesis, the algorithm described in the previous section based on the algorithm in [83] is used for state event location. The dynamics in (5.2.1) and the auxiliary equations in (5.3.5) are integrated using the integration code DSL48SE ([36, 107, 108]). The quantities in (5.3.5) are derived from (4.3.1) using automatic differentiation [43] code DAEPACK [107]. The FORTRAN 77 code implementation of the equations in (4.3.1) is processed by DAEPACK to generate the FORTRAN 77 code representing the equations in (5.3.5) as well as the additional code to keep track of the states of the logical conditions in the code discussed in $\S 5.4$. The implementation of the infrastructure to solve (5.3.12) and (5.3.14) by reverse integration is a topic for future research. Implementations exist when the data of the problem is sufficiently smooth [24]; however, there are no software implementations that combine state event location and reverse integration.

## Chapter 6

## Bundle Method using Linear Newton Approximations

This chapter contains the development of a bundle-type nonsmooth optimization algorithm to numerically solve the mathematical program

$$
\begin{equation*}
J(\mathbf{p})=\min _{\mathbf{p} \in \mathcal{P}} f(\mathbf{p}), \text { s.t. } g_{i}(\mathbf{p}) \leq 0, i=1, \ldots, n_{c} \tag{6.0.1}
\end{equation*}
$$

The bundle method developed in this chapter takes into account the fact that the generalized gradient of $f$ and $g_{i}$ cannot be computed at all $\mathbf{p} \in \mathcal{P}$. The algorithm uses linear Newton approximations (Definition 2.8.11) where the generalized gradient is not available.

In the remainder of this chapter, first, the necessary conditions of optimality for the Lipschitzian optimization problem (6.0.1) are summarized. Then, a bundle method using linear Newton approximations is developed.

### 6.1 Necessary Conditions of Optimality for Lipschitzian Optimization

Assumption 6.1.1. In the remainder of this chapter, program (6.0.1) satisfies the following:

1. $n_{c}$ and $n_{p}$ are finite positive integers;
2. $\mathcal{P}$ is an open convex subset of $\mathbb{R}^{n}$;
3. $f: \mathcal{P} \rightarrow \mathbb{R}$, and $g_{i}: \mathcal{P} \rightarrow \mathbb{R}, i=1, \ldots, n_{c}$ are locally Lipschitz continuous and semismooth functions.

Definition 6.1.2 (Unconstrained Local and Global Minima). The point $\mathbf{p}^{*} \in \mathcal{P}$ is an unconstrained local minimum of the program

$$
\min _{\mathbf{p} \in \mathcal{P}} f(\mathbf{p})
$$

if there exists an $\epsilon>0$ such that $f\left(\mathbf{p}^{*}\right) \leq f(\mathbf{p})$ holds for all $\mathbf{p} \in \mathcal{P}$ satisfying $\left\|\mathbf{p}-\mathbf{p}^{*}\right\|<\epsilon$. $\mathbf{p}^{*} \in \mathcal{P}$ is an unconstrained global minimum if $f\left(\mathbf{p}^{*}\right) \leq f(\mathbf{p})$ holds for all $\mathbf{p} \in \mathcal{P}$.

Theorem 6.1.3 (Necessary Conditions of Optimality for Unconstrained Optimization Problems). Let Assumption 6.1 .1 hold. If $\mathbf{p}^{*}$ is an unconstrained local minimum of

$$
\min _{\mathbf{p} \in \mathcal{P}} f(\mathbf{p})
$$

then $\mathbf{0} \in \partial f\left(\mathbf{p}^{*}\right)$ holds (Proposition 2.3.2 in [25]).
Theorem 6.1.4 (Direction of Descent for Unconstrained Optimization Problems). Let Assumption 6.1 .1 hold. Let $\{\mathbf{v}\}=\arg \min \{\|\boldsymbol{\zeta}\|: \boldsymbol{\zeta} \in \partial f(\mathbf{p})\} .{ }^{1}$ Assume $\mathbf{v} \neq \mathbf{0}$. Let $\mathbf{d}=-\mathbf{v}$. Then $f(\mathbf{p}+t \mathbf{d})<f(\mathbf{p})$ holds for small enough positive $t$ (Lemmas 2.10, 2.11 and 2.12 in [54]).

[^4]Definition 6.1.5 (Feasible Set). The set of feasible points, $S$, is

$$
S=\left\{\mathbf{p} \in \mathcal{P}: g_{i}(\mathbf{p}) \leq 0, \forall i \in\left\{1, \ldots, n_{c}\right\}\right\}
$$

Assumption 6.1.6. The feasible set, $S$, is nonempty.

Definition 6.1.7 (Set of Active Constraints). Let $\mathbf{p} \in S$. Then $\mathcal{I}(\mathbf{p})$, the set of active constraints at $\mathbf{p}$, is $\left\{i: g_{i}(\mathbf{p})=0, i \in\left\{i, \ldots, n_{c}\right\}\right\}$.

Definition 6.1.8 (Constrained Local and Global Minima). A point $\mathbf{p}^{*} \in S$ is a constrained local minimum of (6.0.1) if there exists an $\epsilon>0$ such that $f\left(\mathbf{p}^{*}\right) \leq f(\mathbf{p})$ for all $\mathbf{p} \in S$ satisfying $\left\|\mathbf{p}-\mathbf{p}^{*}\right\|<\epsilon$ holds. $\mathbf{p}^{*} \in \mathcal{P}$ is a constrained global minimum if $f\left(\mathbf{p}^{*}\right) \leq f(\mathbf{p})$ holds for all $\mathbf{p} \in S$.

Theorem 6.1.9 (Necessary Conditions of Optimality for Constrained Optimization Problems). Let Assumption 6.1.1 hold. If $\mathbf{p}^{*}$ is a constrained local minimum of (6.0.1), then there exist numbers and $\mu_{i}, i=0, \ldots, n_{c}$ such that

$$
\begin{align*}
& \mathbf{0} \in \mu_{0} \partial f\left(\mathbf{p}^{*}\right)+\sum_{i=1}^{n_{c}} \mu_{i} \partial g_{i}\left(\mathbf{p}^{*}\right),  \tag{6.1.1}\\
& 0 \neq\left|\mu_{0}\right|+\sum_{i=1}^{n_{c}}\left|\mu_{i}\right|  \tag{6.1.2}\\
& 0=\mu_{i} g_{i}\left(\mathbf{p}^{*}\right), \forall i \in\left\{1, \ldots, n_{c}\right\},  \tag{6.1.3}\\
& 0 \leq \mu_{i}, \forall i \in\left\{0, \ldots, n_{c}\right\} \tag{6.1.4}
\end{align*}
$$

hold (Theorem 6.1.1 in [25]).
Since (6.1.2) holds, the additional condition

$$
\sum_{i=0}^{n_{c}} \mu_{i}=1
$$

can be imposed. This condition, (6.1.1) and (6.1.4) clearly show that the zero vector is an element of the convex combinations of the elements of the generalized gradients of the constraints and the objective at a local minimum of (6.0.1).

In order to exclude cases where $\mu_{0}=0$ in Theorem 6.1.9, constraint qualifications need to be imposed on problem (6.0.1). If $\mu_{0}=0$, then the necessary conditions in Theorem 6.1.9 furnish no information about $f$. Two constraint qualifications relevant to the work in this thesis are as follows.

Definition 6.1.10 (Cottle Constraint Qualification). Let $\overline{\mathbf{p}} \in S$. Then the Cottle con-" straint qualification holds at $\overline{\mathbf{p}}$ if either $g_{i}(\overline{\mathbf{p}})<0, \forall i \in\left\{1, \ldots, n_{c}\right\}$ or $\mathbf{0} \notin$ $\operatorname{conv}\left(\bigcup_{i \in \mathcal{I}(\overline{\mathbf{p}})} \partial g_{i}(\overline{\mathbf{p}})\right)$.

Definition 6.1.11 (Slater Constraint Qualification). Let $\overline{\mathbf{p}} \in S$. Then the Slater constraint qualification holds for (6.0.1) at $\overline{\mathbf{p}}$ if $g_{i}$ are convex functions for all $i \in \mathcal{I}(\overline{\mathbf{p}})$ and there exists a $\tilde{\mathbf{p}} \in S$ such that $g_{i}(\tilde{\mathbf{p}})<0$ for all $i \in \mathcal{I}(\overline{\mathbf{p}})$.

The constrained optimization program (6.0.1) is transformed locally into an unconstrained optimization program using the total constraint function and the improvement function.

Definition 6.1.12 (Total Constraint Function). The total constraint function, $G: \mathcal{P} \rightarrow$ $\mathbb{R}$, is defined by

$$
G(\mathbf{p})=\max \left\{g_{i}(\mathbf{p}), \ldots, g_{n_{c}}(\mathbf{p})\right\}
$$

It is a locally Lipschitz continuous function and its generalized gradient at $\mathbf{p}$ satisfies

$$
\partial G(\mathbf{p}) \subset \partial \tilde{G}(\mathbf{p})
$$

where $\partial \tilde{G}(\mathbf{p})=\operatorname{conv}\left(\bigcup_{i \in \mathcal{I}(\mathbf{p})} \partial g_{i}(\mathbf{p})\right) \operatorname{per}(2.6 .3)$.

Definition 6.1.13 (Improvement Function). Let $\overline{\mathbf{p}} \in S$. Let the improvement function at $\overline{\mathbf{p}}, H: \mathcal{P} \rightarrow \mathbb{R}$, be defined by

$$
\begin{equation*}
H(\mathbf{p} ; \overline{\mathbf{p}})=\max \{f(\mathbf{p})-f(\overline{\mathbf{p}}), G(\mathbf{p})\} . \tag{6.1.5}
\end{equation*}
$$

Then, $H$ is a locally Lipschitz continuous function and

$$
\partial H(\overline{\mathbf{p}} ; \overline{\mathbf{p}}) \subset \tilde{M}(\overline{\mathbf{p}})
$$

holds [54] where

$$
\tilde{M}(\overline{\mathbf{p}})= \begin{cases}\partial f(\overline{\mathbf{p}}) & \text { if } G(\overline{\mathbf{p}})<0 \\ \operatorname{conv}(\partial f(\overline{\mathbf{p}}) \cup \partial \tilde{G}(\overline{\mathbf{p}})) & \text { if } G(\overline{\mathbf{p}})=0 \\ \partial \tilde{G}(\overline{\mathbf{p}}) & \text { if } G(\overline{\mathbf{p}})>0\end{cases}
$$

Definition 6.1.14 (Stationary Point). A point $\overline{\mathbf{p}} \in S$ that satisfies (6.1.1), (6.1.2), (6.1.3) and (6.1.4) or equivalently satisfies $\mathbf{0} \in \tilde{M}(\overline{\mathbf{p}})$ is called a stationary point of problem (6.0.1) [54].

Theorem 6.1.15. Let $\mathbf{p}^{*}$ be a constrained local minimum of (6.0.1). Then $\mathbf{0} \in \partial H\left(\mathbf{p}^{*} ; \mathbf{p}^{*}\right)$ and $\mathbf{0} \in \tilde{M}\left(\mathbf{p}^{*}\right)$ hold. In addition, there exist scalars $\mu_{i}, i=0, \ldots, n_{c}$ such that (6.1.1), (6.1.2), (6.1.3) and (6.1.4) hold (Lemma 2.15 in [54]).

Corollary 6.1.16 (Descent Direction for the Improvement Function). Let $\{\mathbf{v}\}=$ $\arg \min \{\|\boldsymbol{\zeta}\|: \boldsymbol{\zeta} \in \partial H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})\}^{2}$. Assume $\mathbf{v} \neq \mathbf{0}$. Let $\mathbf{d}=-\mathbf{v}$. Then for small enough positive $t, H(\overline{\mathbf{p}}+t \mathbf{d} ; \overline{\mathbf{p}})<H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ holds.

The following is a restatement of Lemma 2.16 in [54].

[^5]Theorem 6.1.17 (Necessary and Sufficient Conditions of Optimality for Convex Programs). Let problem (6.0.1) be a convex program, i.e., $f$ and $g_{i}$ for $i=1, \ldots, n_{c}$ are convex functions. Assume that the Slater constraint qualification (6.1.11) holds at $\overline{\mathbf{p}} \in S$. Then, the following are equivalent:

1. $\overline{\mathbf{p}}$ is a constrained global minimum of (6.0.1);
2. $\mathbf{0} \in \partial H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})=\tilde{M}(\overline{\mathbf{p}})$ holds;
3. $\overline{\mathbf{p}}$ is a stationary point of (6.0.1);
4. the necessary conditions of optimality in Theorem (6.1.9) hold with $\mu_{0} \neq 0$.

### 6.2 Necessary Conditions of Optimality using Linear Newton Approximations

In this section, necessary conditions of optimality using linear Newton approximations are presented. In addition, a descent direction is obtained using linear Newton approximations.

Assumption 6.2.1. Assume program (6.0.1) satisfies the following:

1. $f$ and each $g_{i}$ for $i=1, \ldots, n_{c}$ are semismooth functions in the restricted sense as defined in Section 2.8.4.
2. There exists $\Gamma f$, a linear Newton approximation of $f$, such that $\partial f(\mathbf{p}) \subset \Gamma f(\mathbf{p})$ holds for all $\mathbf{p} \in \mathcal{P}$. In addition, $\Gamma f(\mathbf{p})$ is a convex set for all $\mathbf{p} \in \mathcal{P}$.
3. For each $g_{i}$, there exists $\Gamma g_{i}$, a linear Newton approximation of $g_{i}$ such that $\partial g_{i}(\mathbf{p}) \subset$ $\Gamma g_{i}(\mathbf{p})$ holds for all $\mathbf{p} \in \mathcal{P}$. In addition, $\Gamma g_{i}(\mathbf{p})$ is a convex set for all $\mathbf{p} \in \mathcal{P}$.

Theorem 6.2.2 (Necessary Conditions of Optimality for Unconstrained Optimization Problems using Linear Newton Approximations). Let Assumptions 6.1 .1 and
6.2.1 hold. If $\mathbf{p}^{*}$ is a local minimum of the unconstrained optimization problem

$$
\min _{\mathbf{p} \in \mathcal{P}} f(\mathbf{p})
$$

then $\mathbf{0} \in \Gamma f\left(\mathbf{p}^{*}\right)$ holds.

Proof. The result follows from Theorem 6.1.3 and Assumption 6.2.1 noting that $\partial f\left(\mathbf{p}^{*}\right) \subset$ $\Gamma f\left(\mathbf{p}^{*}\right)$.

Theorem 6.2.3 (Direction of Descent for Unconstrained Optimization Problems using Linear Newton Approximations). Let Assumptions 6.1.1 and 6.2.1 hold. Let $\{\mathbf{v}\}=\arg \min \{\|\boldsymbol{\zeta}\|: \boldsymbol{\zeta} \in \Gamma f(\mathbf{p})\}$. Assume $\mathbf{v} \neq \mathbf{0}$. Let $\mathbf{d}=-\mathbf{v}$. Then for small enough positive $t, f(\mathbf{p}+t \mathbf{d})<f(\mathbf{p})$ holds.

Proof. $\Gamma f(\mathbf{p})$ is a convex and compact set therefore the element of minimum norm, $\mathbf{v}$, is well-defined, unique and satisfies the following per Theorem 2.4.6

$$
\begin{align*}
& \mathbf{v}^{\mathrm{T}} \mathbf{u} \geq \mathbf{v}^{\mathrm{T}} \mathbf{v}, \forall \mathbf{u} \in \Gamma f(\mathbf{p}), \\
& \mathbf{d}^{\mathrm{T}} \mathbf{u} \leq \mathbf{d}^{\mathrm{T}} \mathbf{v}=-\|\mathbf{d}\|^{2}, \forall \mathbf{u} \in \Gamma f(\mathbf{p}) . \tag{6.2.1}
\end{align*}
$$

Let $t>0$. Then

$$
\begin{equation*}
f(\mathbf{p}+t \mathbf{d})-f(\mathbf{p})=t \zeta^{* \mathrm{~T}} \mathbf{d} \tag{6.2.2}
\end{equation*}
$$

holds for some $\boldsymbol{\zeta}^{*} \in \partial f\left(\mathbf{p}^{*}\right)$ where $\mathbf{p}^{*}=\mathbf{p}+\alpha \mathbf{d}$ and $0<\alpha<t$ per the Mean Value Theorem for locally Lipschitz functions (Theorem 2.6.4).

Note that (6.2.2) implies

$$
\begin{equation*}
f(\mathbf{p}+t \mathbf{d})-f(\mathbf{p}) \in\left\{t \boldsymbol{\zeta}^{\mathrm{T}} \mathbf{d}: \zeta \in \partial f\left(\mathbf{p}^{*}\right)\right\} \tag{6.2.3}
\end{equation*}
$$

Since $\Gamma f$ is compact-valued and upper semicontinuous, for small enough $t$,

$$
\begin{equation*}
\Gamma f\left(\mathbf{p}^{*}\right) \subset \Gamma f(\mathbf{p})+\frac{\|\mathbf{d}\|_{\mathbb{B}}^{2}(0,1)}{} \tag{6.2.4}
\end{equation*}
$$

holds where $\mathbb{B}(0,1)$ is the unit ball in $\mathbb{R}^{n}$.
Let $\boldsymbol{\zeta} \in \partial f\left(\mathbf{p}^{*}\right) \subset \Gamma f\left(\mathbf{p}^{*}\right)$ and consider $\boldsymbol{\zeta}^{\mathrm{T}} \mathbf{d}$. For any such $\boldsymbol{\zeta}$, there exist a $\mathbf{u} \in \Gamma f(\mathbf{p})$ per (6.2.4) such that

$$
\boldsymbol{\zeta}^{\mathrm{T}} \mathbf{d} \leq \mathbf{u}^{\mathrm{T}} \mathbf{d}+\|\mathbf{d}\|^{2} / 2
$$

holds. Using (6.2.1),

$$
\boldsymbol{\zeta}^{\mathrm{T}} \mathbf{d} \leq-\|\mathbf{d}\|^{2}+\|\mathbf{d}\|^{2} / 2, \forall \boldsymbol{\zeta} \in \partial f\left(\mathbf{p}^{*}\right)
$$

is obtained. Combining with (6.2.3), the desired result;

$$
f(\mathbf{p}+t \mathbf{d})-f(\mathbf{p}) \leq-t \frac{\|\mathbf{d}\|^{2}}{2}
$$

is obtained for small enough $t$. Hence $\mathbf{d}$ is a descent direction.
Remark 6.2.4. The above proof can be carried out using $\tilde{M}(\mathbf{p})$ as defined in Definition 6.1.13 to show that the element of minimum norm of $\tilde{M}(\mathbf{p})$ defines a descent direction.

The following is a technical lemma related to the compactness of the convex hull of a compact set. It will be used repeatedly in the remainder of this chapter.

Lemma 6.2.5 (Convex Hull of a Compact Set). Let $A \in \mathbb{R}^{n}$ be a compact set. Then $\operatorname{conv}(A)$ is a compact set.

Proof. The result holds trivially if $A$ is empty or a singleton set. The boundedness of conv $(A)$ follows from the definition of the convex hull and the boundedness of $A$. In the
remainder of the proof, it is shown that conv $(A)$ is a closed set. Assume $A$ is not empty. Let $\overline{\mathbf{x}}$ be a limit point of $A$. Let $\left\{\mathbf{x}_{k}: \mathbf{x}_{k} \in \operatorname{conv}(A)\right\}_{k=1}^{\infty}$ be a sequence such that $\lim _{k \rightarrow \infty} \mathbf{x}_{k}=\overline{\mathbf{x}}$. Per Carathéodory's Theorem (Theorem 2.4.5), for all $k, \mathbf{x}_{k}=\sum_{i=1}^{n+1} \alpha_{k, i} \mathbf{y}_{k, i}, \sum_{i=1}^{n+1} \alpha_{k, i}=$ 1, $\alpha_{k, i} \geq 0, \forall i \in\{1, \ldots, n+1\}, \mathbf{y}_{k, i} \in A, \forall i \in\{1, \ldots, n+1\}$ holds. Since $\left\{\alpha_{k, i}\right\}_{k=1}^{\infty}$ and $\left\{\mathbf{y}_{k, i}\right\}_{k=1}^{\infty}$ are bounded sequences in $\mathbb{R}$ and $\mathbb{R}^{n}$, there exists an infinite set $\mathcal{J} \subset\{1, \ldots, \infty\}$ such that for all $i \in\{1, \ldots, n+1\}, \lim _{j \rightarrow \infty} \alpha_{j, i}=\bar{\alpha}_{i}, j \in \mathcal{J}$ and $\lim _{j \rightarrow \infty} \mathbf{y}_{j, i}=\overline{\mathbf{y}}_{i}, j \in \mathcal{J}$ holds per the Bolzano-Weierstrass Theorem. Note that $\sum_{i=1}^{n+1} \bar{\alpha}_{i}=1$ since $\sum_{i=1}^{n+1} \alpha_{j, i}=1$ for all $j \in \mathcal{J}$. In addition, $\overline{\mathbf{y}}_{i} \in A$ for all $i \in\{1, \ldots, n+1\}$ because $A$ is compact. Then for $j \in \mathcal{J}$, $\overline{\mathbf{x}}=\lim _{j \rightarrow \infty} \mathbf{x}_{j}=\sum_{i=1}^{n+1} \bar{\alpha}_{i} \overline{\mathbf{y}}_{i}$ holds. This proves that $\overline{\mathbf{x}} \in \operatorname{conv}(A)$. Hence conv $(A)$ is compact.

Theorem 6.2.6 (Necessary Conditions of Optimality for Constrained Optimization Problems using Linear Newton Approximations). Let Assumptions 6.1.1 and 6.2.1 hold. If $\mathbf{p}^{*}$ is a constrained local solution of program (6.0.1), then there exist numbers $\mu_{0}$ and $\mu_{i}, i=1, \ldots, n_{c}$ such that

$$
\begin{align*}
& \mathbf{0} \in \mu_{0} \Gamma f\left(\mathbf{p}^{*}\right)+\sum_{i=1}^{n_{c}} \mu_{i} \Gamma g_{i}\left(\mathbf{p}^{*}\right),  \tag{6.2.5}\\
& 0 \neq\left|\mu_{0}\right|+\sum_{i=1}^{n_{c}}\left|\mu_{i}\right|  \tag{6.2.6}\\
& 0=\mu_{i} g_{i}\left(\mathbf{p}^{*}\right), \forall i \in\left\{1, \ldots, n_{c}\right\},  \tag{6.2.7}\\
& 0 \leq \mu_{i}, \forall i \in\left\{0, \ldots, n_{c}\right\} \tag{6.2.8}
\end{align*}
$$

hold.

Proof. The result follows from Theorem 6.1.9 and Assumption 6.2.1.

Definition 6.2.7 (Stationary Point in the Extended Sense). A point $\mathbf{p} \in S$ that satisfies (6.2.5), (6.2.6), (6.2.7) and (6.2.8) is called a stationary point in the extended sense of problem (6.0.1).

In the remainder, the following constraint qualification similar to the Cottle constraint qualification (Definition 6.1.10) is assumed to hold.

Definition 6.2.8 (Extended Cottle Constraint Qualification). Let $\overline{\mathbf{p}} \in S$. Then the extended Cottle constraint qualification holds at $\overline{\mathbf{p}}$ if either $g_{i}(\overline{\mathbf{p}})<0 \forall i \in\left\{1, \ldots, n_{c}\right\}$ or $\mathbf{0} \notin$ $\operatorname{conv}\left(\bigcup_{i \in \mathcal{I}(\overline{\mathbf{p}})} \Gamma g_{i}(\overline{\mathbf{p}})\right)$.

Remark 6.2.9. Since conv $\left(\bigcup_{i \in \mathcal{I}(\overline{\mathbf{p}})} \Gamma g_{i}(\overline{\mathbf{p}})\right)$ contains conv $\left(\bigcup_{i \in \mathcal{I}(\overline{\mathbf{p}})} \partial g_{i}(\overline{\mathbf{p}})\right)$, the extended Cottle constraint qualification implies the Cottle constraint qualification. If the constraint functions are convex, the Cottle constraint qualification implies the Slater constraint qualification [54].

In order to relate the improvement function to the necessary conditions of optimality, the linear Newton approximation of the improvement function needs to be derived.

## Corollary 6.2.10 (Linear Newton Approximation of the Total Constraint Func-

 tion). Let $G$ be as defined in Definition 6.1.12. Then $\Gamma G: \mathcal{P} \rightrightarrows \mathbb{R}^{n}$ defined by$$
\Gamma G(\mathbf{p})=\operatorname{conv}\left(\bigcup_{i \in \mathcal{I}(\mathbf{p})} \Gamma g_{i}(\mathbf{p})\right)
$$

is a linear Newton approximation of $G$.
Proof. The result follows from the repeated application of (2.8.5) and the properties of linear Newton approximations.

Corollary 6.2.11 (Linear Newton Approximation of the Improvement Function). Let $H$ be defined as in Definition 6.1.13. Then $\Gamma H: \mathcal{P} \rightrightarrows \mathbb{R}$ defined by

$$
\Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})= \begin{cases}\Gamma f(\overline{\mathbf{p}}) & \text { if } G(\overline{\mathbf{p}})<0  \tag{6.2.9}\\ \operatorname{conv}(\Gamma f(\overline{\mathbf{p}}) \cup \Gamma G(\overline{\mathbf{p}})) & \text { if } G(\overline{\mathbf{p}})=0 \\ \Gamma G(\overline{\mathbf{p}}) & \text { if } G(\overline{\mathbf{p}})>0\end{cases}
$$

is a linear Newton approximation of $H$ at $\overline{\mathbf{p}}$.

Proof. Using (2.8.5), $\tilde{\Gamma} H: \mathcal{P} \rightrightarrows \mathbb{R}$, a linear Newton approximation at $\overline{\mathbf{p}}$, defined by

$$
\tilde{\Gamma} H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})= \begin{cases}\Gamma f(\overline{\mathbf{p}}) & \text { if } G(\overline{\mathbf{p}})<0 \\ \Gamma f(\overline{\mathbf{p}}) \cup \Gamma G(\overline{\mathbf{p}}) & \text { if } G(\overline{\mathbf{p}})=0 \\ \Gamma G(\overline{\mathbf{p}}) & \text { if } G(\overline{\mathbf{p}})>0\end{cases}
$$

is obtained. The desired result follows from $\Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})=\operatorname{conv}(\tilde{\Gamma} H(\overline{\mathbf{p}} ; \overline{\mathbf{p}}))$ for all $\overline{\mathbf{p}} \in \mathcal{P}$.

Corollary 6.2.12. Let $\mathbf{p}^{*}$ be a constrained local minimum of (6.0.1). Then $\mathbf{0} \in \Gamma H\left(\mathbf{p}^{*} ; \mathbf{p}^{*}\right)$ holds. In addition, there exist scalars $\mu_{i}, i=0, \ldots, n_{c}$ such that (6.2.5), (6.2.6), (6.2.7) and (6.2.8) hold.

Proof. Since $\mathbf{p}^{*}$ is a constrained local minimum, $\mathbf{0} \in \partial H\left(\mathbf{p}^{*}, \mathbf{p}^{*}\right)$ holds per Theorem 6.1.15. Since $\partial H\left(\mathbf{p}^{*}, \mathbf{p}^{*}\right) \subset \tilde{M}\left(\mathbf{p}^{*}\right) \subset \Gamma H\left(\mathbf{p}^{*} ; \mathbf{p}^{*}\right)$ holds per Definition 6.1.13, Assumption 6.2.1 and Corollary 6.2.11, the rest of the results follow using the set $\left\{\mu_{i}\right\}_{i=0}^{n_{c}}$ whose existence is stated in Theorem 6.1.15 in the expressions (6.2.5), (6.2.6), (6.2.7) and (6.2.8).

Corollary 6.2.13. Let $\overline{\mathbf{p}} \in S$. Assume $\mathbf{0} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$. Then $\overline{\mathbf{p}}$ is a stationary point in the extended sense of the program (6.0.1).

Proof. By definition of $\Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$,

$$
\mathbf{0} \in \operatorname{conv}\left(\Gamma f(\overline{\mathbf{p}}) \cup\left(\cup_{i \in \mathcal{I}(\overline{\mathbf{p}})} \Gamma g_{i}(\overline{\mathbf{p}})\right)\right)
$$

holds. Hence, there exist $\mu_{i}$ for $i \in\{0\} \cup \mathcal{I}(\overline{\mathbf{p}})$ such that

$$
\mathbf{0} \in \mu_{0} \Gamma f(\overline{\mathbf{p}})+\sum_{i \in \mathcal{I}} \mu_{i} \Gamma g_{i}(\overline{\mathbf{p}})
$$

$$
\begin{aligned}
\mu_{i} & \geq 0, \forall i \in\{0\} \cup \mathcal{I}(\overline{\mathbf{p}}), \\
\sum_{i \in\{0\} \cup \mathcal{I}(\overline{\mathbf{p}})} \mu_{i} & =1
\end{aligned}
$$

hold. Let $\mu_{i}=0$ for all $i \in\left\{1, \ldots, n_{c}\right\} \backslash \mathcal{I}(\overline{\mathbf{p}})$. Then

$$
\mu_{i} \mathbf{g}_{i}(\overline{\mathbf{p}})=0, \forall i \in\left\{1, \ldots, n_{c}\right\}
$$

holds because if $i \in \mathcal{I}(\overline{\mathbf{p}})$, then $\mathbf{g}_{i}(\overline{\mathbf{p}})=0$ holds. As a result, there exist scalars $\mu_{i}, i \in$ $\left\{0, \ldots, n_{c}\right\}$ satisfying conditions (6.2.5), (6.2.6), (6.2.7) and (6.2.8).

The following descent direction for the improvement function is a result of Theorem 6.2.3.

Corollary 6.2.14 (Descent Direction for the Improvement Function). Let $\{\mathbf{v}\}=\arg$ $\min \{\|\boldsymbol{\zeta}\|: \boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})\} .^{3}$. Assume $\mathbf{v} \neq \mathbf{0}$. Let $\mathbf{d}=-\mathbf{v}$. Then for small enough positive $t$, $H(\overline{\mathbf{p}}+t \mathbf{d} ; \overline{\mathbf{p}})<H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ holds.

In order to compute a descent direction, an approximation of the improvement function will be used in bundle methods. In this thesis, the approximation is a convex function that has a subdifferential at $\mathbf{p}$ equal to $\Gamma H(\mathbf{p} ; \mathbf{p})$.

Discussion of the properties of this approximation requires the following theorem (Lemma 2.5 in [54] which is a direct result of Theorems 2.8.2 and 2.8.6 in [25]).

Theorem 6.2.15 (Pointwise Maximum of Functions). Let $Z$ be a compact subset of $\mathbb{R}^{n}$. Let $\mathbf{z} \in Z$. Let $h_{\mathbf{z}}: \mathcal{P} \rightarrow \mathbb{R}$ be a member of a family of functions parameterized by $\mathbf{z}$. Let $h: \mathcal{P} \rightarrow \mathbb{R}$ be defined by

$$
h(\mathbf{p})=\max \left\{h_{\mathbf{z}}(\mathbf{p}), \mathbf{z} \in Z\right\} .
$$

[^6]Let $\mathcal{M}(\overline{\mathbf{p}})=\left\{\mathbf{z} \in Z: h(\overline{\mathbf{p}})=h_{\mathbf{z}}(\overline{\mathbf{p}})\right\}$. Let $O$ be a neighborhood of $\overline{\mathbf{p}}$. Assume:

1. For all $\mathbf{z} \in \mathcal{M}(\overline{\mathbf{p}}), h_{\mathbf{z}}$ is a Lipschitz continuous function on $O$ with the same Lipschitz constant $K$.
2. $h$ is finite at some $\mathbf{p} \in O$.
3. $h_{\mathbf{z}}$ is a continuous function from $Z \times O$ to $\mathbb{R}$.
4. $\partial h_{\mathbf{z}}$ is an upper semicontinuous set-valued mapping from $Z \times O$ to $\mathbb{R}^{n_{p}}$.

Then:

1. $h$ is locally Lipschitz continuous at $\overline{\mathbf{p}}$.
2. $\partial h(\overline{\mathbf{p}}) \subset \operatorname{conv}\left(\cup_{\mathbf{z} \in \mathcal{M}(\overline{\mathbf{p}})} \partial h_{\mathbf{z}}(\overline{\mathbf{p}})\right)$.
3. If $h_{\mathbf{z}}$ for each $\mathbf{z} \in \mathcal{M}(\overline{\mathbf{p}})$ is regular at $\overline{\mathbf{p}}$, then $h$ is regular at $\overline{\mathbf{p}}$ and $\partial h(\overline{\mathbf{p}})=\operatorname{conv}\left(\cup_{z \in \mathcal{M}(\overline{\mathbf{p}})} \partial h_{\mathbf{z}}(\overline{\mathbf{p}})\right)$. In addition, $h^{\prime}(\overline{\mathbf{p}} ; \mathbf{d})=\max \{\langle\boldsymbol{\zeta}, \mathbf{d}\rangle: \boldsymbol{\zeta} \in \partial h(\overline{\mathbf{p}})\}$ for all $\mathbf{d} \in \mathbb{R}^{n_{p}}$.

Theorem 6.2.16 (Convex Approximation of the Improvement Function). Let $\overline{\mathbf{p}} \in \mathcal{P}$ and $O$ be a neighborhood of $\overline{\mathbf{p}}$. Define

1. $\bar{f}_{\boldsymbol{\zeta}}: O \rightarrow \mathbb{R}: \mathbf{p} \mapsto f(\overline{\mathbf{p}})+\langle\boldsymbol{\zeta}, \mathbf{p}-\overline{\mathbf{p}}\rangle$ for each $\boldsymbol{\zeta} \in \Gamma f(\overline{\mathbf{p}})$.
2. $\bar{f}: O \rightarrow \mathbb{R}: \mathbf{p} \mapsto \max \left\{\bar{f}_{\boldsymbol{\zeta}}(\mathbf{p}): \boldsymbol{\zeta} \in \Gamma f(\overline{\mathbf{p}})\right\}$.
3. $\bar{g}_{i, \boldsymbol{\zeta}}: O \rightarrow \mathbb{R}: \mathbf{p} \mapsto g_{i}(\overline{\mathbf{p}})+\langle\boldsymbol{\zeta}, \mathbf{p}-\overline{\mathbf{p}}\rangle$ for each $\boldsymbol{\zeta} \in \Gamma g_{i}(\overline{\mathbf{p}})$ and for all $i \in\left\{1, \ldots, n_{c}\right\}$.
4. $\bar{g}_{i}: O \rightarrow \mathbb{R}: \mathbf{p} \mapsto \max \left\{\bar{g}_{i, \boldsymbol{\zeta}}(\mathbf{p}): \boldsymbol{\zeta} \in \Gamma g_{i}(\overline{\mathbf{p}})\right\}$, for all $i \in\left\{1, \ldots, n_{c}\right\}$.
5. $\bar{G}: O \rightarrow \mathbb{R}: \mathbf{p} \mapsto \max \left\{\bar{g}_{i}(\mathbf{p}): i \in\left\{1, \ldots, n_{c}\right\}\right\}$.
6. $\bar{H}: O \rightarrow \mathbb{R}: \mathbf{p} \mapsto \max \{\bar{f}(\mathbf{p})-\bar{f}(\overline{\mathbf{p}}), \bar{G}(\mathbf{p})\}$. $\bar{H}$ is called the convex approximation of the improvement function.

Then:

1. $\bar{f}$ is a convex function on $O$ and $\partial \bar{f}(\overline{\mathbf{p}})=\Gamma f(\overline{\mathbf{p}})$.
2. $\bar{g}_{i}$ is a convex function on $O$ and $\partial \bar{g}_{i}(\overline{\mathbf{p}})=\Gamma g_{i}(\overline{\mathbf{p}})$ for all $i \in\left\{1, \ldots, n_{c}\right\}$.
3. $\bar{G}$ is a convex function on $O$ and $\partial \bar{G}(\overline{\mathbf{p}})=\operatorname{conv}\left(\cup_{i \in \mathcal{Y}(\overline{\mathbf{p}})} \Gamma \bar{g}_{i}(\overline{\mathbf{p}})\right)$ where $\mathcal{Y}(\overline{\mathbf{p}})=\{i:$ $\left.\bar{g}_{i}(\overline{\mathbf{p}})=\bar{G}(\overline{\mathbf{p}}), i \in\left\{1, \ldots, n_{c}\right\}\right\}$.
4. $\bar{H}$ is a convex function on $O$ and $\partial \bar{H}(\overline{\mathbf{p}})=\Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$.
5. Let $\mathbf{d}=-\mathbf{v}$ where $\{\mathbf{v}\}=\arg \min \{\|\boldsymbol{\zeta}\|: \boldsymbol{\zeta} \in \partial \bar{H}(\overline{\mathbf{p}})\}$. If $\mathbf{v} \neq \mathbf{0}$, then $\mathbf{d}$ is a descent direction of $\bar{H}$ at $\overline{\mathbf{p}}$.

Proof. Let $K=\max \left\{\|\boldsymbol{\zeta}\|: \boldsymbol{\zeta} \in \Gamma f(\overline{\mathbf{p}}) \cup\left(\cup_{i \in\left\{1, \ldots, n_{c}\right\}} \Gamma g_{i}(\overline{\mathbf{p}})\right)\right\}$. $K$ is finite and well-defined since the linear Newton approximations in the definition are all compact subsets of $\mathbb{R}^{n_{p}}$ and $n_{c}$ is finite. Note that $K$ is a Lipschitz constant for all $\bar{f}_{\zeta}$ and for all $\bar{g}_{i, \zeta}$.

Observe that $\partial_{\boldsymbol{\zeta}} \bar{f}(\mathbf{p})=\{\boldsymbol{\zeta}\}, \boldsymbol{\zeta} \in \Gamma f(\overline{\mathbf{p}})$ and $\partial \bar{g}_{i, \boldsymbol{\zeta}}(\mathbf{p})=\{\boldsymbol{\zeta}\}, \boldsymbol{\zeta} \in \Gamma g_{i}(\overline{\mathbf{p}})$ for all $i \in$ $\left\{i, \ldots, n_{c}\right\} .(\boldsymbol{\zeta}, \mathbf{p}) \mapsto f_{\boldsymbol{\zeta}}(\mathbf{p})$ is a continuous function and $(\boldsymbol{\zeta}, \mathbf{p}) \Leftrightarrow \partial f_{\boldsymbol{\zeta}}(\mathbf{p})$ is an upper semicontinuous set-valued map because $\bar{f}_{\boldsymbol{\zeta}}$ and $\boldsymbol{\nabla} \bar{f}_{\boldsymbol{\zeta}}$ are continuous functions of $(\boldsymbol{\zeta}, \mathbf{p})$. Similarly, $(\boldsymbol{\zeta}, \mathbf{p}) \mapsto g_{i, \boldsymbol{\zeta}}(\mathbf{p})$ is a continuous and $(\boldsymbol{\zeta}, \mathbf{p}) \mapsto \partial g_{i, \boldsymbol{\zeta}}(\mathbf{p})$ is an upper semicontinuous map for all $i \in\left\{1, \ldots, n_{c}\right\}$. Regularity of $\bar{f}_{\zeta}$ and $\bar{g}_{i, \boldsymbol{\zeta}}$ follows from their continuous differentiability. Convexity of $\bar{f}_{\zeta}$ and $\bar{g}_{i, \zeta}$ is a result of $\bar{f}_{\zeta}$ and $\bar{g}_{i, \zeta}$ being affine functions.

Hence $\bar{f}$ and $\bar{g}_{i}$ are Lipschitz continuous functions on $O$, regular at $\overline{\mathbf{p}}, \partial \bar{f}(\overline{\mathbf{p}})=\operatorname{conv}(\Gamma f(\overline{\mathbf{p}}))$ and $\partial \bar{g}_{i}(\overline{\mathbf{p}})=\operatorname{conv}\left(\Gamma g_{i}(\overline{\mathbf{p}})\right)$ per Theorem 6.2.15. Since $\Gamma f(\overline{\mathbf{p}})$ and $\Gamma g_{i}(\overline{\mathbf{p}})$ are convex sets per Assumption 6.2.1, $\partial \bar{f}(\overline{\mathbf{p}})=\Gamma f(\overline{\mathbf{p}})$ and $\partial \bar{g}_{i}(\overline{\mathbf{p}})=\Gamma g_{i}(\overline{\mathbf{p}})$ follows.

Let $\mathbf{p}_{1} \in O$ and $\mathbf{p}_{2} \in O$. Let $\mathbf{p}_{3} \in\left\{\mathbf{p}: \mathbf{p}=\alpha \mathbf{p}_{1}+(1-\alpha) \mathbf{p}_{2}, \alpha \in(0,1)\right\}$. Let $\boldsymbol{\zeta}_{3} \in \partial \bar{f}(\overline{\mathbf{p}})$ be such that $f(\overline{\mathbf{p}})+\left\langle\boldsymbol{\zeta}_{3}, \mathbf{p}_{3}-\overline{\mathbf{p}}\right\rangle=\bar{f}\left(\mathbf{p}_{3}\right)$. Then $f(\overline{\mathbf{p}})+\left\langle\boldsymbol{\zeta}_{3}, \mathbf{p}_{3}-\overline{\mathbf{p}}\right\rangle=\alpha f(\overline{\mathbf{p}})+\alpha\left\langle\boldsymbol{\zeta}_{3}, \mathbf{p}_{1}-\right.$ $\overline{\mathbf{p}}\rangle+(1-\alpha) f(\overline{\mathbf{p}})+(1-\alpha)\left\langle\boldsymbol{\zeta}_{3}, \mathbf{p}_{2}-\overline{\mathbf{p}}\right\rangle$ holds. $\bar{f}\left(\mathbf{p}_{3}\right) \leq \alpha \bar{f}\left(\mathbf{p}_{1}\right)+(1-\alpha) \bar{f}\left(\mathbf{p}_{2}\right)$ follows from $f(\overline{\mathbf{p}})+\left\langle\boldsymbol{\zeta}_{3}, \mathbf{p}_{1}-\overline{\mathbf{p}}\right\rangle \leq \bar{f}\left(\mathbf{p}_{1}\right)$ and $f(\overline{\mathbf{p}})+\left\langle\boldsymbol{\zeta}_{3}, \mathbf{p}_{2}-\overline{\mathbf{p}}\right\rangle \leq \bar{f}\left(\mathbf{p}_{2}\right)$. Hence $\bar{f}$ is a convex function. The convexity of $\bar{g}_{i}$ follows from the same reasoning.
$\operatorname{Per}(2.6 .4), \bar{G}$ is regular at $\overline{\mathbf{p}}$, Lipschitz continuous on $O$ and $\partial \bar{G}(\overline{\mathbf{p}})=\operatorname{conv}\left(\cup_{i \in \mathcal{Y}(\overline{\mathbf{p}})} \Gamma \bar{g}_{i}(\overline{\mathbf{p}})\right)$. Convexity follows from the fact that the maximum of a finite number of convex functions is convex.

Similar to the case $\bar{G}, \bar{H}$ is regular at $\overline{\mathbf{p}}$, Lipschitz continuous and convex on $O$. Note
that $\bar{H}(\overline{\mathbf{p}})=\max \{0, \bar{G}(\overline{\mathbf{p}})\} . \operatorname{Per}(2.6 .4)$,

$$
\partial \bar{H}(\overline{\mathbf{p}})= \begin{cases}\partial \bar{f}(\overline{\mathbf{p}}) & \text { if } \bar{G}(\overline{\mathbf{p}})<0  \tag{6.2.10}\\ \operatorname{conv}\left(\partial \bar{f}(\overline{\mathbf{p}}) \cup\left(\cup_{i \in \mathcal{Y}(\overline{\mathbf{p}})} \partial \bar{g}_{i}(\overline{\mathbf{p}})\right)\right) & \text { if } \bar{G}(\overline{\mathbf{p}})=0 \\ \operatorname{conv}\left(\cup_{i \in \mathcal{Y}(\overline{\mathbf{p}})} \partial \bar{g}_{i}(\overline{\mathbf{p}})\right) & \text { if } \bar{G}(\overline{\mathbf{p}})>0\end{cases}
$$

which is equal to (6.2.9).
$\mathbf{d}$ is a descent direction per Theorem 6.1.4.

Lemma 6.2.17. Let $\bar{H}$ be as defined in Theorem 6.2.16. Then $\bar{H}(\overline{\mathbf{p}}+\mathbf{d})=\max (\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \boldsymbol{\zeta} \in$ $\Gamma \bar{H}(\overline{\mathbf{p}} ; \overline{\mathbf{p}}))$ holds for $\overline{\mathbf{p}} \in S$ and for all $\mathbf{d} \in \mathbb{R}^{n_{p}}$.

Proof. Let $\Delta=\bar{H}(\overline{\mathbf{p}}+\mathbf{d})$. First, assume $\bar{f}(\overline{\mathbf{p}}+\mathbf{d})-\bar{f}(\overline{\mathbf{p}})>\bar{G}(\overline{\mathbf{p}}+\mathbf{d})$. Then, from the definition of $\bar{f}$, it can deduced that $\Delta=\max (\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \boldsymbol{\zeta} \in \partial \bar{f}(\overline{\mathbf{p}}))$. Now assume that for some $i \in \mathcal{Y}(\overline{\mathbf{p}}), \bar{g}_{i}(\mathbf{p})>\bar{g}_{j}(\mathbf{p})$ holds for all $j \in \mathcal{Y}(\overline{\mathbf{p}}) \backslash\{i\}$ and $\bar{g}_{i}(\mathbf{p})>\bar{f}(\overline{\mathbf{p}}+\mathbf{d})-\bar{f}(\overline{\mathbf{p}})$. Then, using the definition of $\bar{g}_{i}$ and the fact that $\bar{g}_{i}(\overline{\mathbf{p}})=0$, it can be shown that $\Delta=$ $\max \left(\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \boldsymbol{\zeta} \in \Gamma g_{i}(\overline{\mathbf{p}})\right)$.

Let $\mathcal{J} \subset \mathcal{Y}(\overline{\mathbf{p}})$ be such that $\Delta=\bar{g}_{j}(\mathbf{p}), \forall j \in \mathcal{J}$ and $\Delta>\bar{g}_{i}(\mathbf{p}), \forall i \in \mathcal{Y}(\overline{\mathbf{p}}) \backslash \mathcal{J}$. Then $\Delta=\sum_{i \in \mathcal{Y}(\overline{\mathbf{p}})} \alpha_{i} \max \left(\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \zeta \in \Gamma g_{i}(\overline{\mathbf{p}})\right)$ holds where $\alpha_{i} \geq 0, \sum_{i \in \mathcal{Y}(\overline{\mathbf{p}})} \alpha_{i}=1$. Note that $\alpha_{i}=0, \forall i \in \mathcal{Y}(\overline{\mathbf{p}}) \backslash \mathcal{J}$. This can be written as

$$
\Delta=\max \left(\left\langle\left(\sum_{i \in \mathcal{Y}(\overline{\mathbf{p}})} \alpha_{i} \boldsymbol{\zeta}_{i}\right), \mathbf{d}\right\rangle, \boldsymbol{\zeta}_{i} \in \Gamma g_{i}(\overline{\mathbf{p}}), 0 \leq \alpha_{i} \leq 1, \sum_{i \in \mathcal{Y}(\overline{\mathbf{p}})} \alpha_{i}=1, i \in \mathcal{Y}(\mathbf{p})\right)
$$

or equivalently $\Delta=\max (\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \boldsymbol{\zeta} \in \partial \bar{G}(\overline{\mathbf{p}}))$. Note that if $\boldsymbol{\zeta} \in \partial \bar{G}(\overline{\mathbf{p}})$ such that $\Delta=\langle\boldsymbol{\zeta}, \mathbf{d}\rangle$, then $\boldsymbol{\zeta} \in \operatorname{conv}\left(\cup_{i \in \mathcal{J}} \Gamma g_{i}(\overline{\mathbf{p}})\right)$ otherwise $\Delta>\langle\boldsymbol{\zeta}, \mathbf{d}\rangle$ has to hold.

If $\Delta=\bar{f}(\overline{\mathbf{p}}+\mathbf{d})-\bar{f}(\overline{\mathbf{p}})$ as well, then $\Delta=\lambda_{1} \max (\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \boldsymbol{\zeta} \in \partial \bar{f}(\overline{\mathbf{p}}))+\lambda_{2} \max \left(\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \boldsymbol{\zeta}_{i} \in \partial \bar{G}(\overline{\mathbf{p}})\right)$ holds where $\lambda_{1} \geq 0, \lambda_{2} \geq 0$ and $\lambda_{1}+\lambda_{2}=1$. This can be shown to be equivalent
to $\max (\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \boldsymbol{\zeta} \in \Gamma \bar{H}(\overline{\mathbf{p}} ; \overline{\mathbf{p}}))$ using the definition of $\partial \bar{H}(\overline{\mathbf{p}})$ and the results in Theorem 6.2.16.

The following theorem elucidates the relationship between $\bar{H}^{\prime}(\overline{\mathbf{p}} ; \mathbf{d})$ and $H^{\prime}(\overline{\mathbf{p}} ; \overline{\mathbf{p}} ; \mathbf{d})$, the directional derivative of the improvement function. Note that $H^{\prime}(\overline{\mathbf{p}} ; \overline{\mathbf{p}} ; \mathbf{d})$ exists for all $\mathbf{d} \in$ $\mathbb{R}^{n_{p}}$ because $H$ is a composition of the max function, $f$ and $g_{i}, i \in\left\{1, \ldots, n_{c}\right\}$ which are all Bouligand differentiable at all $\mathbf{p} \in \mathcal{P}$ as a result of Assumption 6.2.1. $\bar{H}^{\prime}(\overline{\mathbf{p}} ; \mathbf{d})$ exists for all $\mathbf{d} \in \mathbb{R}^{n_{p}}$ because $\bar{H}$ is a finite convex function at $\mathbf{p}$.

Corollary 6.2.18. Let Assumptions 6.1 .1 and 6.2.1 hold. Let $H$ be as defined in Definition 6.1.13 and $\bar{H}$ as defined in Theorem 6.2.16. Let $\overline{\mathbf{p}} \in S$. Then

$$
\begin{aligned}
H^{\prime}(\overline{\mathbf{p}} ; \overline{\mathbf{p}} ; \mathbf{d}) & \leq \bar{H}^{\prime}(\overline{\mathbf{p}} ; \mathbf{d}), \forall \mathbf{d} \in \mathbb{R}^{n_{p}}, \\
H(\overline{\mathbf{p}}+t \mathbf{d} ; \overline{\mathbf{p}}) & \leq H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})+t \bar{H}^{\prime}(\overline{\mathbf{p}} ; \mathbf{d})+o(t),
\end{aligned}
$$

where $t$ is a positive scalar and $o(t) / t \rightarrow 0$ as $t \downarrow 0$.

Proof. $H^{\prime}(\overline{\mathbf{p}} ; \overline{\mathbf{p}} ; \mathbf{d}) \leq H^{o}(\overline{\mathbf{p}} ; \overline{\mathbf{p}} ; \mathbf{d})$ per the definition of the generalized directional derivative (Definition 2.6.1). Note that $H^{o}(\overline{\mathbf{p}} ; \overline{\mathbf{p}} ; \mathbf{d})=\max \{\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \boldsymbol{\zeta} \in \partial H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})\}$ and $\bar{H}^{\prime}(\overline{\mathbf{p}} ; \mathbf{d})=$ $\bar{H}^{o}(\overline{\mathbf{p}} ; \mathbf{d})=\max \{\langle\zeta, \mathbf{d}\rangle, \boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})\}$ since $\bar{H}$ is regular at $\overline{\mathbf{p}} . H^{\prime}(\overline{\mathbf{p}} ; \overline{\mathbf{p}} ; \mathbf{d}) \leq \bar{H}^{\prime}(\overline{\mathbf{p}} ; \mathbf{d}), \forall \mathbf{d} \in$ $\mathbb{R}^{n_{p}}$ follows because $\partial H(\overline{\mathbf{p}} ; \overline{\mathbf{p}}) \subset \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$.
$H(\overline{\mathbf{p}}+t \mathbf{d} ; \overline{\mathbf{p}})=H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})+t H^{\prime}(\overline{\mathbf{p}} ; \overline{\mathbf{p}} ; \mathbf{d})+o(t)$ holds per the definition of the directional derivative. The result follows after substituting $\bar{H}^{\prime}(\overline{\mathbf{p}} ; \mathbf{d})$ for $H^{\prime}(\overline{\mathbf{p}} ; \overline{\mathbf{p}} ; \mathbf{d})$.

Definition 6.2.19 (Feasible Descent Direction). $\mathbf{d} \in \mathbb{R}^{n_{p}}$ is a feasible descent direction for $f$ at $\mathbf{p}$ with respect to $S$ if $(\mathbf{p}+t \mathbf{d}) \in S$ for small enough positive $t$ and $\mathbf{d}$ is a descent direction with respect to $f$.

The next corollary motivates searching for a descent direction for $H$ using $\bar{H}$.

Corollary 6.2.20 (Feasible Descent Direction of $H$ obtained from $\bar{H}$ ). Let Assumptions 6.1.1 and 6.2.1 hold. Let $H$ be as defined in Definition 6.1.13 and $\bar{H}$ as defined in Theorem 6.2.16. Let $\mathbf{d}$ be a descent direction for $\bar{H}$ at $\overline{\mathbf{p}} \in S$, i.e $\bar{H}(\overline{\mathbf{p}}+t \mathbf{d})<\bar{H}(\overline{\mathbf{p}})=0$ for small enough $t$. Then $\mathbf{d}$ is a feasible descent direction for $f$ at $\overline{\mathbf{p}}$ relative to $S$.

Proof. Note that $\overline{\mathbf{p}} \in S, H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})=0$. Since $\mathbf{d}$ is a descent direction $\bar{H}^{\prime}(\overline{\mathbf{p}} ; \mathbf{d})<0$. Per Corollary 6.2.18,

$$
\begin{equation*}
H(\overline{\mathbf{p}}+t \mathbf{d} ; \overline{\mathbf{p}}) \leq H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})+t\left(\bar{H}^{\prime}(\overline{\mathbf{p}} ; \mathbf{d})+o(t) / t\right) \tag{6.2.11}
\end{equation*}
$$

holds. Since $o(t) / t \rightarrow 0$ as $t \downarrow 0$, for small enough $t, H(\overline{\mathbf{p}}+t \mathbf{d} ; \overline{\mathbf{p}})<H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})=0$.
Since $\overline{\mathbf{p}} \in S, G(\overline{\mathbf{p}}) \leq 0$. Note that $H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})=\max (f(\overline{\mathbf{p}})-f(\overline{\mathbf{p}}), G(\overline{\mathbf{p}}))=\max (0, G(\overline{\mathbf{p}}))=$ 0 . In order for $H(\overline{\mathbf{p}}+t \mathbf{d} ; \overline{\mathbf{p}})<0$ to hold for sufficiently small $t, f(\overline{\mathbf{p}}+t \mathbf{d})<f(\overline{\mathbf{p}})$ and $G(\overline{\mathbf{p}}+t \mathbf{d}) \leq 0$ have to hold simultaneously, proving the claim.

If all the elements of $\partial \bar{H}(\mathbf{p})$ were available, the following quadratic problem would furnish a direction of descent.

Theorem 6.2.21. Let Assumptions 6.1.1 and 6.2.1 hold. Let $H$ be as defined in Definition 6.1.13 and $\bar{H}$ as defined in Theorem 6.2.16.

Let $\overline{\mathbf{p}} \in S$ and let $\{\mathbf{v}\}=\arg \min \{\|\boldsymbol{\zeta}\|: \boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})\} .{ }^{4}$ Let $\mathbf{d}^{*}$ be a solution of

$$
\begin{equation*}
\min _{\mathbf{d} \in \mathbb{R}^{n_{p}}} \bar{H}(\overline{\mathbf{p}}+\mathbf{d})+\frac{1}{2}\|\mathbf{d}\|^{2} \tag{6.2.12}
\end{equation*}
$$

Then:

1. $\mathbf{d}^{*}$ exists and is unique.
2. $\mathrm{d}^{*}=-\mathrm{v}$.

[^7]3. $\bar{H}\left(\overline{\mathbf{p}}+\mathbf{d}^{*}\right)=\bar{H}(\overline{\mathbf{p}})-\left\|\mathbf{d}^{*}\right\|^{2}$.
4. $\bar{H}\left(\overline{\mathbf{p}}+t \mathbf{d}^{*}\right) \leq \bar{H}(\overline{\mathbf{p}})-t\left\|\mathbf{d}^{*}\right\|^{2}$ for all $t \in[0,1]$.
5. $\mathbf{d}^{*} \neq \mathbf{0}$ if and only if $\mathbf{0} \notin \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$.
6. $\overline{\mathbf{p}}$ is an unconstrained global minimum of the function $\bar{H}$ if and only if $\mathbf{d}^{*}=\mathbf{0}$.
7. If the extended Cottle constraint is satisfied at $\overline{\mathbf{p}}$ for problem (6.0.1) then $\overline{\mathbf{p}}$ is stationary in the extended sense for (6.0.1) if and only if $\overline{\mathbf{p}}$ is a constrained global minimum of
\[

$$
\begin{equation*}
\min _{\mathbf{p} \in \mathcal{P}} \bar{f}(\mathbf{p}), \text { s.t. } \bar{G}(\mathbf{p}) \leq 0 . \tag{6.2.13}
\end{equation*}
$$

\]

8. Problem (6.2.12) is equivalent to the problem

$$
\left.\begin{array}{rl}
\min _{\Delta, \mathbf{d}} \Delta & +\frac{1}{2}\|\mathbf{d}\|^{2}  \tag{6.2.14}\\
& \text { s.t. } H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})+\langle\zeta, \mathbf{d}\rangle \leq \Delta, \forall \zeta \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}}), \\
& \Delta
\end{array}\right) \in \mathbb{R}, \mathbf{d} \in \mathbb{R}^{n_{p}} .
$$

Proof. Let $V: \mathbb{R}^{n_{p}} \rightarrow \mathbb{R}: \mathbf{d} \mapsto \max \{\langle\boldsymbol{\zeta}, \mathbf{d}\rangle: \zeta \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})\}$ and $J: \mathbb{R}^{n_{p}} \rightarrow \mathbb{R}: \mathbf{d} \mapsto$ $\bar{H}(\overline{\mathbf{p}}+\mathbf{d})+\frac{1}{2}\|\mathbf{d}\|^{2}$. Note that

$$
\begin{aligned}
& J(\mathbf{d})=\bar{H}(\overline{\mathbf{p}})+V(\mathbf{d})+\frac{1}{2}\|\mathbf{d}\|^{2}=V(\mathbf{d})+\frac{1}{2}\|\mathbf{d}\|^{2}, \\
& V(\mathbf{d})+\frac{1}{2}\|\mathbf{d}\|^{2} \geq-M\|\mathbf{d}\|+\frac{1}{2}\|\mathbf{d}\|^{2}
\end{aligned}
$$

where $M=\max \{\|\boldsymbol{\zeta}\|: \quad \boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})\}$ per Lemma 6.2.17. Since $-M\|\mathbf{d}\|+\frac{1}{2}\|\mathbf{d}\|^{2} \rightarrow+\infty$ as $\|\mathbf{d}\| \rightarrow+\infty, J(\mathbf{d}) \rightarrow+\infty$ as $\|\mathbf{d}\| \rightarrow+\infty$. Therefore the minimum of (6.2.12) and a $\mathbf{d}^{*}$ exists.
$\bar{H}(\overline{\mathbf{p}})+V(\mathbf{d})+\frac{1}{2}\|\mathbf{d}\|^{2}$ is a strictly convex function because $\|\mathbf{d}\|^{2}=\mathbf{d}^{\mathrm{T}} \mathbf{d}$ is strictly convex and $\max \{\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})\}$ is convex. Hence $\mathbf{d}^{*}$ is unique.

Note that $V$ and $\|\cdot\|^{2}$ are convex hence regular functions. As a result, the sum rules in $\S 2.6 .2$ hold with equality. Hence $\partial J\left(\mathbf{d}^{*}\right)=\partial V\left(\mathbf{d}^{*}\right)+\mathbf{d}^{*}$ holds. In addition, at $\mathbf{d}^{*}$, $\mathbf{0} \in \partial J\left(\mathbf{d}^{*}\right)$ has to hold per Theorem 6.1.3. Therefore $-\mathbf{d}^{*} \in \partial V\left(\mathbf{d}^{*}\right)$. Since $\partial V\left(\mathbf{d}^{*}\right)=$ $\left\{\boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}}): V\left(\mathbf{d}^{*}\right)=\left\langle\boldsymbol{\zeta}, \mathbf{d}^{*}\right\rangle\right\}$ per Theorem 6.2.15, $-\mathbf{d}^{*} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$. Note that $\{\boldsymbol{\zeta} \in$ $\left.\Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}}): V\left(\mathbf{d}^{*}\right)=\left\langle\boldsymbol{\zeta}, \mathbf{d}^{*}\right\rangle\right\}$ is a convex set. Let $\boldsymbol{\zeta}_{1} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ and $\boldsymbol{\zeta}_{2} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ such that $V\left(\mathbf{d}^{*}\right)=\left\langle\boldsymbol{\zeta}_{1}, \mathbf{d}^{*}\right\rangle=\left\langle\boldsymbol{\zeta}_{2}, \mathbf{d}^{*}\right\rangle$ holds. Then $V\left(\mathbf{d}^{*}\right)=\left\langle\alpha_{1} \zeta_{1}+\alpha_{2} \zeta_{2}, \mathbf{d}^{*}\right\rangle$ holds for all $\alpha_{1} \geq 0$, $\alpha_{2} \geq 0$ satisfying $\alpha_{1}+\alpha_{2}=1$. Note that $\alpha_{1} \boldsymbol{\zeta}_{1}+\alpha_{2} \boldsymbol{\zeta}_{2} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ because $\Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ is a convex set.

Let $\overline{\mathbf{v}}=-\mathbf{d}^{*}$. Note that $V\left(\mathbf{d}^{*}\right)=\left\langle\overline{\mathbf{v}}, \mathbf{d}^{*}\right\rangle=\max \left\{\left\langle\boldsymbol{\zeta}, \mathbf{d}^{*}\right\rangle: \boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})\right\}=-\|\overline{\mathbf{v}}\|^{2}$. Hence $\langle\boldsymbol{\zeta}, \overline{\mathbf{v}}\rangle \geq\|\overline{\mathbf{v}}\|^{2}$ for all $\boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ and $\overline{\mathbf{v}}=\mathbf{v}$ per Theorem 2.4.6.

Since $V\left(\mathbf{d}^{*}\right)=-\left\|\mathbf{d}^{*}\right\|^{2}, \bar{H}\left(\overline{\mathbf{p}}+\mathbf{d}^{*}\right)=\bar{H}(\overline{\mathbf{p}})-\left\|\mathbf{d}^{*}\right\|^{2}$. Note that $V\left(t \mathbf{d}^{*}\right)=t V\left(\mathbf{d}^{*}\right)$. Therefore $\bar{H}\left(\overline{\mathbf{p}}+t \mathbf{d}^{*}\right)=\bar{H}(\overline{\mathbf{p}})-t\left\|\mathbf{d}^{*}\right\|^{2}$.

Item 5 follows from the fact that $\mathbf{d}^{*}=\mathbf{v}$. Item 6 follows from the fact if $\mathbf{d}^{*}=0$, then $\mathbf{0} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ and this implies that $\mathbf{0} \in \partial \bar{H}(\overline{\mathbf{p}})$. Since $\bar{H}$ is a convex function, this condition is necessary and sufficient for $\overline{\mathbf{p}}$ to be an unconstrained global minimum per Theorem 6.1.17.

Program (6.2.13) is a convex optimization problem. The necessary conditions of optimality at $\overline{\mathbf{p}}$ can be shown to be $\mathbf{0} \in \partial \bar{H}(\overline{\mathbf{p}})$ or equivalently $\mathbf{0} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$. If the extended Cottle constraint is satisfied at $\overline{\mathbf{p}}$ for problem (6.0.1), then the Cottle constraint qualification (also the Slater constraint qualification) is satisfied for (6.2.13). Then $\overline{\mathbf{p}} \in S$ is a constrained global minimum of (6.2.13) if and only if $\mathbf{0} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ per Theorem 6.1.17.

Note that $\bar{H}(\overline{\mathbf{p}}+\mathbf{d})=V(\mathbf{d})$. Let $\mathbf{d}^{*}$ be the solution of (6.2.12). Let $\Delta^{*}=V\left(\mathbf{d}^{*}\right)$. Note that $\left(\Delta^{*}, \mathbf{d}^{*}\right)$ is a feasible point for (6.2.14) and that (6.2.14) can be written as

$$
\begin{equation*}
\min _{\Delta, \mathbf{d}} \Delta+\frac{1}{2}\|\mathbf{d}\|^{2} \text { s.t. } \max \{\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}}, \overline{\mathbf{p}})\}-\Delta \leq 0 \tag{6.2.15}
\end{equation*}
$$

which is a convex program. The generalized gradient of the objective $(\Delta, \mathbf{d}) \mapsto \Delta+\frac{1}{2}\|\mathbf{d}\|^{2}$
is $\{(1, \mathbf{d})\}$ because the objective is a continuously differentiable function. The generalized gradient of the constraint $(\Delta, \mathbf{d}) \mapsto \max \{\langle\boldsymbol{\zeta}, \mathbf{d}\rangle, \boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}}, \overline{\mathbf{p}})\}-\Delta$ is $\{(-1, \boldsymbol{\zeta}):\langle\boldsymbol{\zeta}, \mathbf{d}\rangle=$ $V(\mathbf{d}), \boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}}, \overline{\mathbf{p}})\}$. Then the necessary condition of optimality at $\overline{\mathbf{p}}$ is

$$
\begin{equation*}
\mathbf{0} \in \operatorname{conv}(\{(1, \mathbf{d})\},\{(-1, \boldsymbol{\zeta}): \boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}}, \overline{\mathbf{p}}),\langle\boldsymbol{\zeta}, \mathbf{d}\rangle=V(\mathbf{d})\}) \tag{6.2.16}
\end{equation*}
$$

Note that $(2 M\|\mathbf{d}\|, \mathbf{d}), \mathbf{d} \in \mathbb{R}^{n_{p}}$ where $M=\max \{\|\boldsymbol{\zeta}\|: \boldsymbol{\zeta} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})\}$ satisfies the constraint in (6.2.15) with strict inequality. Hence, the Slater constraint qualification holds for (6.2.15). Then, the necessary conditions are also sufficient for optimality. Since $-\mathbf{d}^{*} \in\{\boldsymbol{\zeta} \in$ $\left.\Gamma H(\overline{\mathbf{p}}, \overline{\mathbf{p}}):\left\langle\boldsymbol{\zeta}, \mathbf{d}^{*}\right\rangle=\Delta^{*}\right\},\left(\Delta^{*}, \mathbf{d}^{*}\right)$ is a constrained global minimum of (6.2.15) and (6.2.14).

Assume $(\bar{\Delta}, \overline{\mathbf{d}})$ is another constrained global minimum of (6.2.15) where $\overline{\mathbf{d}} \neq \mathbf{d}^{*}$. Then from the necessary condition of optimality (6.2.16), it can be deduced that $-\overline{\mathbf{d}} \in \Gamma H(\overline{\mathbf{p}}, \overline{\mathbf{p}})$ and $V(\overline{\mathbf{d}})=-\|\overline{\mathbf{d}}\|^{2}$. Then the optimal solution value is $V(\overline{\mathbf{d}})+\frac{1}{2}\|\overline{\mathbf{d}}\|^{2}=-\frac{1}{2}\|\overline{\mathbf{d}}\|^{2}$. Note that, the optimal solution value is also $V\left(\mathbf{d}^{*}\right)+\frac{1}{2}\left\|\mathbf{d}^{*}\right\|^{2}=-\frac{1}{2}\left\|\mathbf{d}^{*}\right\|^{2} .\left\|\mathbf{d}^{*}\right\|<\|\overline{\mathbf{d}}\|$ because $-\mathbf{d}^{*}$ is the element of minimum norm in $\Gamma H(\overline{\mathbf{p}}, \overline{\mathbf{p}})$ per item 2 and it is unique per Theorem 2.4.6. Hence, (6.2.15) and (6.2.14) have a unique constrained global minimum which is ( $\Delta^{*}, \mathbf{d}^{*}$ ). As a result, programs (6.2.14) and (6.2.12) are equivalent.

### 6.3 Bundle Method using Linear Newton Approximations

This section discusses a bundle method algorithm using linear Newton approximations in detail. The algorithm is an extension of Algorithm 3.1 in Chapter 6 in [54] that uses linear Newton approximations which satisfy Assumption 6.2.1. The proof of convergence follows closely the proof of convergence of Algorithm 3.1 in Chapter 6 in [54] making modifications that take into account the use of linear Newton approximations.

The bundle method is an iterative algorithm. It requires an initial point $\mathbf{p}_{1} \in S$ and produces an infinite sequence, $\left\{\mathbf{p}_{k}\right\}$, such that $\left\{\mathbf{p}_{k}\right\} \in S$ and if $\mathbf{p}_{k} \neq \mathbf{p}_{k+1}$, then $f\left(\mathbf{p}_{k+1}\right)<$ $f\left(\mathbf{p}_{k}\right)$. The algorithm produces a sequence $\left\{\mathbf{p}_{k}\right\}$ such that if $\overline{\mathbf{p}}$ is an accumulation point of $\left\{\mathbf{p}_{k}\right\}$, then $\overline{\mathbf{p}} \in S$ and $\mathbf{0} \in \Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ holds, i.e $\overline{\mathbf{p}}$ is stationary in the extended sense per Corollary 6.2.13. The algorithm requires that an element of $\Gamma f$ and $\Gamma G$ be computable for all $\mathbf{p} \in \mathcal{P}$.

Ideally, in order to generate $\mathbf{p}_{k+1}$ at the $k$ th iteration, (6.2.12) should be solved to obtain a descent direction and then a line search should be executed along this direction of descent. In practice, given $\mathbf{p} \in \mathcal{P}$, every element of $\Gamma H(\mathbf{p} ; \mathbf{p})$ is not known. Usually only a single element can be computed. Therefore problem (6.2.12) cannot be solved to obtain a descent direction in most applications. Instead an approximation of (6.2.12) is formulated using elements from linear Newton approximations of neighboring points that are close enough. These neighboring points comprise the second sequence of points $\left\{\mathbf{y}_{k}\right\} \in \mathcal{P}$ with $\mathbf{y}_{1}=\mathbf{p}_{1}$.

The candidate direction obtained from the approximation of (6.2.12) is tested in a special line search algorithm. The line search algorithm returns $\mathbf{p}_{k+1}$ and another point $\mathbf{y}_{k+1}$ which is used to further improve the approximation to (6.2.12). It is possible that $\mathbf{p}_{k}=\mathbf{p}_{k+1}$ in which case, the candidate direction is not a descent direction.

At the $k$ th iteration not all points $\mathbf{y}_{j}, j \in\{1, \ldots, k\}$ are used to approximate (6.2.12). First, as $k$ increases, the distance between $\mathbf{p}_{k}$ and $\mathbf{y}_{j}$ with smaller indices $j$ may be become too large for a good approximation. Second, storing the information for all $k$ points is costly. At each iteration $k$, the algorithm uses two sets of indices $M_{k}^{f}$ and $M_{k}^{G}$ such that $M_{k}^{f} \subset\{1, \ldots, k\}$ and $M_{k}^{G} \subset\{1, \ldots, k\}$. In addition, $k \in M_{k}^{f}$ and $k \in M_{k}^{G}$. These sets define bundles of points, hence the name bundle method. The method uses $\zeta_{j}^{f}$, an element $\Gamma f\left(\mathbf{y}_{j}\right)$, $j \in M_{k}^{f}$ and $\boldsymbol{\zeta}_{j}^{G}$, an element of $\Gamma G\left(\mathbf{y}_{j}\right), j \in M_{k}^{G}$ to approximate (6.2.12).

Define:

$$
\begin{align*}
f_{k, j} & =f\left(\mathbf{y}_{j}\right)+\left\langle\zeta_{j}^{f}, \mathbf{p}_{k}-\mathbf{y}_{j}\right\rangle, \forall j \in\{1, \ldots, k\},  \tag{6.3.1}\\
G_{k, j} & =G\left(\mathbf{y}_{j}\right)+\left\langle\zeta_{j}^{G}, \mathbf{p}_{k}-\mathbf{y}_{j}\right\rangle, \forall j \in\{1, \ldots, k\},  \tag{6.3.2}\\
s_{k, j} & =\left\|\mathbf{y}_{j}-\mathbf{p}_{k}\right\|, \forall j \in M_{k}^{f} \cup M_{k}^{G}  \tag{6.3.3}\\
\alpha_{k, j}^{f} & =\max \left\{\left|f\left(\mathbf{p}_{k}\right)-f_{k, j}\right|, \gamma_{f}\left(s_{k, j}\right)^{2}\right\}, \forall j \in\{1, \ldots, k\},  \tag{6.3.4}\\
\alpha_{k, j}^{G} & =\max \left\{\left|G_{k, j}\right|, \gamma_{G}\left(s_{k, j}\right)^{2}\right\}, \forall j \in\{1, \ldots, k\}, \tag{6.3.5}
\end{align*}
$$

where $\gamma_{G}>0$ and $\gamma_{f}>0$ are constants. Equations (6.3.1) and (6.3.2) define linearizations of $f$ and $G$ at nearby points of $\mathbf{p}_{k}$. The quantities $f_{k, j}$ and $G_{k, j}$ are called linearization values. Equations (6.3.4) and (6.3.5) define a measure of the goodness of the linearizations. These quantities are called locality measures. The smaller the locality measure for a given linearization, the better the linearization approximates the improvement function in the neighborhood of $\mathbf{p}_{k}$.

The sets $M_{k}^{f}$ and $M_{k}^{G}$ are constructed such that

$$
\begin{align*}
& M_{k}^{f}=\left\{j \in\{1, \ldots, k\}: \alpha_{k, j}^{f}<\bar{a}\right\}  \tag{6.3.6}\\
& M_{k}^{G}=\left\{j \in\{1, \ldots, k\}: \alpha_{k, j}^{G}<\bar{a}\right\} \tag{6.3.7}
\end{align*}
$$

hold where $\bar{a}$ is a finite positive number. At the $k$ th iteration of the algorithm, a $\mathbf{p}_{k+1}$ and $\mathbf{y}_{k+1}$ are calculated. $\tilde{M}_{k}^{f}$ and $\tilde{M}_{k}^{G}$, subsets of $M_{k}^{f}$ and $M_{k}^{G}$, respectively are determined such that the sets $M_{k+1}^{f}=\tilde{M}_{k}^{f} \cup\{k+1\}$ and $M_{k+1}^{G}=\tilde{M}_{k}^{G} \cup\{k+1\}$ satisfy (6.3.6) and (6.3.7), respectively. The process of removing elements from the bundle is called distance resetting.

The following assumption is necessary to make sure that the sequences $\left\{\mathbf{p}_{k}\right\},\left\{\mathbf{y}_{k}\right\}$ and their limit points are subsets of $\mathcal{P}$.

Assumption 6.3.1. Let $\bar{a}$ be a positive constant. Let $X=\left\{\mathbf{x} \in \mathbb{R}^{n}:\|\mathbf{x}-\mathbf{p}\|^{2} \leq \bar{a}, \mathbf{p} \in S\right\}$.

Then $\mathrm{cl}(X) \subset \mathcal{P}$ holds.

The approximation of (6.2.12) is

$$
\begin{align*}
& \min _{\Delta, \mathbf{d}} \Delta+\frac{1}{2}\|\mathbf{d}\|^{2}  \tag{6.3.8}\\
& \text { s.t. }-\alpha_{k, j}^{f}+\left\langle\zeta_{j}^{f}, \mathbf{d}\right\rangle \leq \Delta, \forall j \in M_{k}^{f} \\
& \quad-\alpha_{k, j}^{G}+\left\langle\boldsymbol{\zeta}_{j}^{G}, \mathbf{d}\right\rangle \leq \Delta, \forall j \in M_{k}^{G} \\
& \quad \mathbf{d} \in \mathbb{R}^{n_{p}}, \Delta \in \mathbb{R}
\end{align*}
$$

The properties of problem (6.3.8) are summarized in the following lemmas.

Lemma 6.3.2. The program (6.3.8) satisfies the Slater constraint qualification for all $k=$ $1, \ldots, \infty$.

Proof. Given $\mathbf{p}_{k}$, the points $\left\{\mathbf{y}_{j}: j \in M_{k}^{f} \cup M_{k}^{G}\right\}$ satisfy $\left\|\mathbf{p}_{k}-\mathbf{y}_{j}\right\| \leq \sqrt{\bar{a}}$ for all $j \in M_{k}^{f} \cup M_{k}^{G}$ per (6.3.6) and (6.3.7).

Let $Z=\mathbf{z} \in \mathbb{R}^{n_{p}}:\left\|\mathbf{p}_{k}-\mathbf{z}\right\| \leq \sqrt{\bar{a}}$. Note that $Z$ is a compact set. Therefore, due to the upper semicontinuity of the linear Newton approximations and their compact-valuedness, one can find a constant $C_{k}$ such that $\|\boldsymbol{\zeta}\| \leq C_{k}$ holds for all $\boldsymbol{\zeta} \in \Gamma f(\mathbf{z})$ and $\boldsymbol{\zeta} \in \Gamma g_{i}(\mathbf{z}), i=$ $1, \ldots, n_{c}$ for all $\mathbf{z} \in Z$. Assume that such constant does not exist. Let there exist an infinite sequence $\left\{\mathbf{z}_{i}\right\} \subset Z$ such that $\left\|\boldsymbol{\zeta}_{i}\right\|>i$ where $\boldsymbol{\zeta}_{i} \in \Gamma f\left(\mathbf{z}_{i}\right)$. The choice of $\Gamma f$ is arbitrary. The proof holds if any of the $\Gamma g_{i}$ are used instead. Since $Z$ is compact, $\left\{\mathbf{z}_{i}\right\}$ has a convergent subsequence in $Z$ by the Bolzano-Weierstrass Theorem. Let the limit point be $\overline{\mathbf{z}}$ and the converging subsequence be $\left\{\mathbf{z}_{j}\right\}$. Let $O$ be a bounded open set such that $\Gamma f(\overline{\mathbf{z}}) \subset O$. By upper semicontinuity of $\Gamma f$, there exists a neighborhood of $\overline{\mathbf{z}}$ such that $\boldsymbol{\zeta}_{j} \in O$. This contradicts the fact that $\lim _{j \rightarrow \infty}\left\|\boldsymbol{\zeta}_{j}\right\|=+\infty$. Hence, there exists a $C_{k}$ as described.

It is obvious that (6.3.8) is a convex optimization problem. Let $\mathbf{d} \in \mathbb{R}^{n_{p}}$. The point $\left(2 C_{k}\|\mathbf{d}\|, \mathbf{d}\right)$ is a feasible point of (6.3.8) since $\left\|\left\langle\zeta_{j}^{f}, \mathbf{d}\right\rangle\right\| \leq C_{k}\|\mathbf{d}\|$ and $\left\|\left\langle\boldsymbol{\zeta}_{j}^{G}, \mathbf{d}\right\rangle\right\| \leq C_{k}\|\mathbf{d}\|$
hold for all $j \in M_{k}^{f} \cup M_{k}^{G}$ and all locality measures are nonnegative. Note that in this case, the inequalities in the constraints are satisfied strictly. Hence, the Slater constraint qualification is satisfied.

Lemma 6.3.3. Problem (6.3.8) is a convex optimization problem. It has a unique solution. Let the solution be $\left(\Delta_{k}, \mathbf{d}_{k}\right)$. Furthermore, there exist $\lambda_{k, j}, j \in M_{k}^{f}$, and $\mu_{k, j}, j \in M_{k}^{G}$ satisfying

$$
\begin{align*}
& \left(\lambda_{k, j}\right)\left(-\alpha_{k, j}^{f}+\left\langle\zeta_{j}^{f}, \mathbf{d}_{k}\right\rangle-\Delta_{k}\right)=0, \forall j \in M_{k}^{f}  \tag{6.3.9}\\
& \left(\mu_{k, j}\right)\left(-\alpha_{k, j}^{G}+\left\langle\boldsymbol{\zeta}_{j}^{G}, \mathbf{d}_{k}\right\rangle-\Delta_{k}\right)=0, \forall j \in M_{k}^{G}  \tag{6.3.10}\\
& \sum_{j \in M_{k}^{f}} \lambda_{k, j}+\sum_{j \in M_{G}^{f}} \mu_{k, j}=1,  \tag{6.3.11}\\
& \lambda_{k, j} \geq 0, \forall j \in M_{k}^{f}, \mu_{k, j} \geq 0, \forall j \in M_{k}^{G}  \tag{6.3.12}\\
& \mathbf{d}_{k}=-\left(\sum_{j \in M_{k}^{f}} \lambda_{k, j} \boldsymbol{\zeta}_{j}^{f}+\sum_{j \in M_{k}^{G}} \mu_{k, j} \boldsymbol{\zeta}_{j}^{G}\right)  \tag{6.3.13}\\
& \Delta_{k}=-\left(\left\|\mathbf{d}_{k}\right\|^{2}+\sum_{j \in M_{k}^{f}} \lambda_{k, j} \alpha_{k, j}^{f}+\sum_{j \in M_{k}^{G}} \mu_{k, j} \alpha_{k, j}^{G}\right) . \tag{6.3.14}
\end{align*}
$$

Finally, $\lambda_{k, j}, j \in M_{k}^{f}$, and $\mu_{k, j}, j \in M_{k}^{G}$ satisfy the above conditions if and only if they constitute a solution of the dual problem

$$
\begin{align*}
\min _{\lambda, \boldsymbol{\mu}} & \frac{1}{2}\left\|\tilde{\mathbf{d}}_{k}\right\|^{2}+\sum_{j \in M_{k}^{f}} \lambda_{j} \alpha_{k, j}^{f}+\sum_{j \in M_{k}^{G}} \mu_{j} \alpha_{k, j}^{G}  \tag{6.3.15}\\
\text { s.t. } & \sum_{j \in M_{k}^{f}} \lambda_{j}+\sum_{j \in M_{G}^{f}} \mu_{j}=1  \tag{6.3.16}\\
& \lambda_{j} \geq 0, \forall j \in M_{k}^{f}, \mu_{j} \geq 0, \forall j \in M_{k}^{G}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\mathbf{d}}_{k}=-\left(\sum_{j \in M_{k}^{f}} \lambda_{j} \zeta_{j}^{f}+\sum_{j \in M_{k}^{G}} \mu_{j} \boldsymbol{\zeta}_{j}^{G}\right) \tag{6.3.17}
\end{equation*}
$$

Proof. The convex nature of (6.3.8) is obvious. Since the Slater constraint qualification holds per Lemma 6.3.2, equations $(6.3 .9),(6.3 .10),(6.3 .11),(6.3 .12)$ and (6.3.13) follow from the necessary and sufficient conditions of optimality for this problem. Equation (6.3.14) is obtained after substituting (6.3.13) into (6.3.9) and (6.3.10) and summing up over all $j \in M_{k}^{f} \cup M_{k}^{G}$.

The solution $\left(\Delta_{k}, \mathbf{d}_{k}\right)$ is unique. Let

$$
\begin{aligned}
V_{f}(\mathbf{d}) & =\max \left(-\alpha_{k, j}^{f}+\left\langle\zeta_{j}^{f}, \mathbf{d}\right\rangle, j \in M_{k}^{f}\right) \\
V_{G}(\mathbf{d}) & =\max \left(-\alpha_{k, j}^{G}+\left\langle\zeta_{j}^{G}, \mathbf{d}\right\rangle, j \in M_{k}^{G}\right)
\end{aligned}
$$

Then, problem (6.3.8) can be written as

$$
\min _{\mathbf{d}} \frac{1}{2}\|\mathbf{d}\|^{2}+\max \left(V_{G}(\mathbf{d}), V_{f}(\mathbf{d})\right)
$$

where $\Delta_{k}=\max \left(V_{G}\left(\mathbf{d}_{k}\right), V_{f}\left(\mathbf{d}_{k}\right)\right)$. This reformulation is possible because an optimal solution of (6.3.8) has to satisfy at least one of the constraints with equality. Otherwise, the optimal $\Delta_{k}$ can be further decreased, violating optimality. Note that $V_{G}$ and $V_{f}$ are convex functions. The maximum of two convex functions is convex. Since $\|\mathbf{d}\|^{2}$ is strictly convex, $\left(\Delta_{k}, \mathbf{d}_{k}\right)$ is unique.

The Lagrangian of (6.3.8) is

$$
\begin{equation*}
\mathcal{L}(\Delta, \mathbf{d}, \boldsymbol{\lambda}, \boldsymbol{\mu})=\Delta+\frac{1}{2}\|\mathbf{d}\|^{2}+\sum_{j \in M_{k}^{f}}\left(\lambda_{j}\right)\left(-\alpha_{k, j}^{f}+\left\langle\zeta_{j}^{f}, \mathbf{d}\right\rangle-\Delta\right)+ \tag{6.3.18}
\end{equation*}
$$

$$
\sum_{j \in M_{k}^{G}}\left(\mu_{j}\right)\left(-\alpha_{k, j}^{f}+\left\langle\zeta_{j}^{G}, \mathbf{d}\right\rangle-\Delta\right)
$$

The dual function $q$ is

$$
q(\boldsymbol{\lambda}, \boldsymbol{\mu})=\inf _{\Delta, \mathbf{d}} \mathcal{L}(\Delta, \mathbf{d}, \boldsymbol{\lambda}, \boldsymbol{\mu}), \text { s.t. } \lambda_{j} \geq 0, \mu_{j} \geq 0, \forall j \in M_{k}^{f} \cup M_{k}^{G}
$$

Note that $q(\boldsymbol{\lambda}, \boldsymbol{\mu})$ is finite only if (6.3.16) holds. Otherwise, one can pick an arbitrarily large negative $\Delta$ to obtain $q(\boldsymbol{\lambda}, \boldsymbol{\mu})=-\infty$. If (6.3.16) holds, then $\mathcal{L}(\Delta, \mathbf{d}, \boldsymbol{\lambda}, \boldsymbol{\mu})$ becomes a strictly convex function of $\mathbf{d}$ and the infimum becomes an unconstrained optimization problem. Due to the strict convexity, there exists a unique solution, $\tilde{\mathbf{d}}_{k}$.

Note that,

$$
\boldsymbol{\nabla}_{\mathbf{d}} \mathcal{L}(\Delta, \mathbf{d}, \boldsymbol{\lambda}, \boldsymbol{\mu})=\mathbf{d}+\sum_{j \in M_{k}^{f}} \lambda_{j} \zeta_{j}^{f}+\sum_{j \in M_{k}^{f}} \mu_{j} \boldsymbol{\zeta}_{j}^{G}
$$

Then the necessary condition of optimality $\boldsymbol{\nabla}_{\mathbf{d}} \mathcal{L}(\Delta, \mathbf{d}, \boldsymbol{\lambda}, \boldsymbol{\mu})=\mathbf{0}$ produces (6.3.17).
The dual problem becomes

$$
\begin{aligned}
\max _{\boldsymbol{\lambda}, \boldsymbol{\mu}}- & \frac{1}{2}\left\|\tilde{\mathbf{d}}_{k}\right\|^{2}-\sum_{j \in M_{k}^{f}} \lambda_{j} \alpha_{k, j}^{f}-\sum_{j \in M_{k}^{G}} \mu_{j} \alpha_{k, j}^{G} \\
\text { s.t. } & \sum_{j \in M_{k}^{f}} \lambda_{j}+\sum_{j \in M_{G}^{f}} \mu_{j}=1 \\
& \lambda_{j} \geq 0, \forall j \in M_{k}^{f}, \mu_{j} \geq 0, \forall j \in M_{k}^{G}
\end{aligned}
$$

once (6.3.17) is substituted into the expression for $\mathbf{q}(\boldsymbol{\lambda}, \boldsymbol{\mu})$. Replacing the max with the min, provides the desired result.

The optimal solution value of (6.3.8) and (6.3.15) are equal by strong duality (Proposition 5.3 .1 in $[14])$ and the solution of (6.3.15) are the multipliers satisfying (6.3.9), (6.3.10),

Lemma 6.3.3 shows that $-\mathbf{d}_{k}$ is in the convex hull of the elements of the set of linear Newton approximations. The objective of the dual problem implies that the effect of each element is weighed by the corresponding locality measure. In order to minimize the objective of the dual problem, $\lambda_{k, j}$ and $\mu_{k, j}$ corresponding to larger values of locality measures should be made as small as possible.

A new linearization needs to be added in case a direction of descent cannot be determined with the available linearizations. The new linearization needs to significantly change $\mathbf{d}_{k+1}$ obtained as the solution of (6.3.15). Mathematical discussion of what is meant by significant change is deferred for the latter part of this section where the convergence of the bundle method is discussed.

If $\mathbf{p}_{k+1} \neq \mathbf{p}_{k}$, then the linearization values and locality measures need to be updated. The linearization values can be updated as follows

$$
\begin{aligned}
& f_{k+1, j}=f_{k, j}+\left\langle\zeta_{j}^{f}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle, \forall j \in M_{k}^{f} \\
& G_{k+1, j}=G_{k+1, j}+\left\langle\boldsymbol{\zeta}_{j}^{G}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle, \forall j \in M_{k}^{G}
\end{aligned}
$$

In order to avoid storing the points $\left\{\mathbf{y}_{k}\right\}$, the locality measures are updated using

$$
\begin{aligned}
s_{k+1, j} & =s_{k, j}+\left\|\mathbf{p}_{k}-\mathbf{p}_{k+1}\right\| \text { if } j \in M_{k}^{f} \cup M_{k}^{G} \\
s_{k+1, k+1} & =\left\|\mathbf{y}_{k+1}-\mathbf{p}_{k+1}\right\|
\end{aligned}
$$

Note that $\left\|\mathbf{p}_{k+1}-\mathbf{y}_{j}\right\| \leq s_{k+1, j}$ for all $j \in M_{k+1}^{f} \cup M_{k+1}^{G}$.
The number of $\boldsymbol{\zeta}_{j}^{f}$ and $\boldsymbol{\zeta}_{j}^{G}$ stored can be kept at a minimum using aggregation. Aggregation combines the active constraints in the solution of (6.3.8) into two linear constraints, one for the constraints using $\boldsymbol{\zeta}_{j}^{f}$ and one for the constraints using $\boldsymbol{\zeta}_{j}^{G}$. Let $\boldsymbol{\lambda}_{k}$ and $\boldsymbol{\mu}_{k}$ be
the Lagrange multipliers that solve (6.3.15) at iteration $k>1$. Assume distance resetting has occurred at iteration $k-1$. Then, the aggregate subgradients, $\mathbf{v}_{k}^{f}$ and $\mathbf{v}_{k}^{G}$, are computed as the convex combination of the $\boldsymbol{\zeta}_{j}^{f}$ and $\boldsymbol{\zeta}_{j}^{G}$ using the solution of (6.3.15). Since $\mathbf{v}_{k}^{f}$ and $\mathbf{v}_{k}^{G}$ are convex combinations of the $\boldsymbol{\zeta}_{j}^{f}$ and $\boldsymbol{\zeta}_{j}^{G}$, they satisfy the bound discussed in Lemma 6.3.2. The aggregate linearization values, $\tilde{f}_{k}^{v}$ and $\tilde{G}_{k}^{v}$, computed similarly. The aggregate locality measures, $\tilde{\alpha}_{k}^{f, v}$ and $\tilde{\alpha}_{k}^{G, v}$, can be considered as the locality measures of imaginary points associated with aggregate subgradients and aggregate linearization values. The exact computation of these values is described in the next section as well as the method to update them from iteration to iteration.

Once the aggregate quantities are computed, they can be used in the next iteration of the algorithm if distance resetting does not occur. If distance resetting occurs at the $k$ th iteration, then the aggregate quantities need to be discarded and (6.3.8) is again solved during the next iteration. The aggregate quantities are discarded because they may be derived from data obtained at points $\mathbf{y}_{j}$ such that $j \notin M_{k+1}^{f} \cup M_{k+1}^{G}$. These points are too far away from the next iterate, $\mathbf{p}_{k+1}$ and their linearizations do not carry relevant information anymore.

It is sufficient to consider the aggregate constraints in the $(k+1)$ th iteration and the constraints associated with $\mathbf{y}_{k+1}$ to determine a descent direction as long as there is no distance resetting. Hence at every iteration, (6.3.8) can be formulated using at most four constraints. If distance resetting occurs in this case, then (6.3.8) has only two constraints and one has effectively restarted the algorithm. The parameter $\bar{a}$ can be chosen large enough to prevent excessive distance resetting. Furthermore, arbitrary subsets of $M_{k}^{f}$ and $M_{k}^{G}$ can be incorporated into $M_{k+1}^{f}$ and $M_{k+1}^{G}$ to minimize information loss due to distance resetting.

Let $\bar{k}$ be the index of the most recent iteration during which distance resetting occurred. Let $k \geq \bar{k}+1$. Let $r_{k}^{a}=1$ if distance resetting occurred in the previous iteration and $r_{k}^{a}=0$
otherwise. Then using aggregate quantities at iteration $k+1$, problem (6.3.8) becomes

$$
\begin{align*}
& \min _{\Delta, \mathbf{d}} \Delta+\frac{1}{2}\|\mathbf{d}\|^{2}  \tag{6.3.19}\\
& \text { s.t. }-\alpha_{k+1, j}^{f}+\left\langle\zeta_{j}^{f}, \mathbf{d}\right\rangle \leq \Delta, \forall j \in M_{k+1}^{f} \\
& \quad-\alpha_{k+1}^{f, v}+\left\langle\mathbf{v}_{k}^{f}, \mathbf{d}\right\rangle \text { if } r_{k+1}^{a}=0 \\
& -\alpha_{k+1, j}^{G}+\left\langle\zeta_{j}^{G}, \mathbf{d}\right\rangle \leq \Delta, \forall j \in M_{k+1}^{G} \\
& \quad-\alpha_{k+1}^{G, v}+\left\langle\mathbf{v}_{k}^{G}, \mathbf{d}\right\rangle \leq \Delta, \text { if } r_{k+1}^{a}=0 \\
& \quad \mathbf{d} \in \mathbb{R}^{n_{p}}, \Delta \in \mathbb{R}
\end{align*}
$$

where $M_{k+1}^{f}=\{k+1\} \cup \tilde{M}_{k}^{f}, M_{k+1}^{G}=\{k+1\} \cup \tilde{M}_{k}^{G}, \tilde{M}_{k}^{f}$ and $\tilde{M}_{k}^{G}$ are arbitrary subsets of $M_{k}^{f}$ and $M_{k}^{G}$ respectively and

$$
\begin{aligned}
f_{k+1}^{v} & =\tilde{f}_{k}^{v}+\left\langle\mathbf{v}_{k}^{f}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle \\
G_{k+1}^{v} & =\tilde{G}_{k}^{v}+\left\langle\mathbf{v}_{k}^{G}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle \\
s_{k+1}^{f} & =\tilde{s}_{k}^{f}+\left\|\mathbf{p}_{k+1}-\mathbf{p}_{k}\right\| \\
s_{k+1}^{G} & =\tilde{s}_{k}^{G}+\left\|\mathbf{p}_{k+1}-\mathbf{p}_{k}\right\| \\
\alpha_{k+1}^{f, v} & =\max \left\{\left|f\left(\mathbf{p}_{k}\right)-f_{k+1}^{v}\right|, \gamma_{f}\left(s_{k+1}^{f}\right)^{2}\right\} \\
\alpha_{k+1}^{G, v} & =\max \left\{\left|G_{k}^{v}\right|, \gamma_{G}\left(s_{k+1}^{G}\right)^{2}\right\}
\end{aligned}
$$

The dual of (6.3.19) is

$$
\begin{align*}
\min _{\boldsymbol{\lambda}_{k}, \boldsymbol{\mu}, \lambda^{v}, \mu^{v}} \frac{1}{2} \| & \sum_{j \in M_{k+1}^{f}} \lambda_{j} \boldsymbol{\zeta}_{j}^{f}+\lambda^{v} \mathbf{v}_{k}^{f}+\sum_{j \in M_{k+1}^{G}} \mu_{j} \boldsymbol{\zeta}_{j}^{G}+\mu^{v} \mathbf{v}_{k-1}^{G} \|^{2}+  \tag{6.3.20}\\
& \sum_{j \in M_{k+1}^{f}} \lambda_{j} \alpha_{k+1, j}^{f}+\lambda^{v} \alpha_{k+1}^{f, v}+\sum_{j \in M_{k+1}^{G}} \mu_{k+1} \alpha_{k+1, j}^{G}+\mu_{k}^{v} \alpha_{k+1}^{G, v}
\end{align*}
$$

$$
\begin{array}{ll}
\text { s.t. } & \sum_{j \in M_{k+1}^{f}} \lambda_{j}+\lambda^{v}+\sum_{j \in M_{k+1}^{G}} \mu_{j}+\mu^{v}=1 \\
\quad \lambda^{v} \geq 0, \mu^{v} \geq 0 \\
& \lambda_{j} \geq 0, \forall j \in M_{k+1}^{f}, \mu_{k, j} \geq 0, \forall j \in M_{k+1}^{G} \\
& \lambda_{k}^{v}=\mu_{k}^{v}=0 \text { if } r_{k+1}^{a}=1
\end{array}
$$

The bundle method described formally in the next section uses the aggregation technique.

### 6.3.1 Formal Statement of the Bundle Method with Linear Newton Approximations

## Step 0: Initialize.

(a) Let $\epsilon_{s} \geq 0$.
(b) Let $m_{L}, m_{R}, \bar{a}, \bar{t}$ be such that $0<m_{L}<m_{R}<1, \bar{a}>0,0<\bar{t} \leq 1$.
(c) Let $\gamma_{f}>0$ and $\gamma_{G}>0$.
(d) Set $k=1, j=1$.
(e) Set $r_{k}^{a}=1$.
(f) Let $\mathbf{p}_{k} \in S$.
(g) Set $\mathbf{y}_{k}=\mathbf{p}_{k}, s_{k, j}=s_{k}^{f}=s_{k}^{G}=0$.
(h) Set $M_{k}^{f}=\{j\}, \boldsymbol{\zeta}_{j}^{f} \in \Gamma f\left(\mathbf{p}_{k}\right), \mathbf{v}_{k-1}^{f}=\boldsymbol{\zeta}_{j}^{f}, f_{k, j}=f_{k}^{v}$.
(i) Set $M_{k}^{G}=\{j\}, \boldsymbol{\zeta}_{j}^{G} \in \Gamma G\left(\mathbf{p}_{k}\right), \mathbf{v}_{k-1}^{G}=\boldsymbol{\zeta}_{j}^{G}, G_{k, j}=G_{k}^{v}$.

Step 1: Find Direction of Descent. Let $\boldsymbol{\lambda}_{k}, \boldsymbol{\mu}_{k}, \lambda_{k}^{v}$ and $\mu_{k}^{v}$ be the solution of the following quadratic problem;

$$
\begin{equation*}
\min _{\boldsymbol{\lambda}, \boldsymbol{\mu}, \lambda^{v}, \mu^{v}} \frac{1}{2}\left\|\sum_{j \in M_{k}^{f}} \lambda_{j} \boldsymbol{\zeta}_{j}^{f}+\lambda^{v} \mathbf{v}_{k-1}^{f}+\sum_{j \in M_{k}^{G}} \mu_{j} \boldsymbol{\zeta}_{j}^{G}+\mu^{v} \mathbf{v}_{k-1}^{G}\right\|^{2}+ \tag{6.3.21}
\end{equation*}
$$

$$
\begin{align*}
& \quad \sum_{j \in M_{k}^{f}} \lambda_{j} \alpha_{k, j}^{f}+\lambda^{v} \alpha_{k}^{f, v}+\sum_{j \in M_{k}^{G}} \mu_{j} \alpha_{k, j}^{G}+\mu^{v} \alpha_{k}^{G, v}  \tag{6.3.22}\\
& \text { s.t. }  \tag{6.3.23}\\
& \sum_{j \in M_{k}^{f}} \lambda_{j}+\lambda^{v}+\sum_{j \in M_{k}^{G}} \mu_{j}+\mu^{v}=1, \\
& \\
& \quad \lambda^{v} \geq 0, \mu^{v} \geq 0, \lambda_{j} \geq 0, \forall j \in M_{k}^{f}, \mu_{j} \geq 0, \forall j \in M_{k}^{G}, \\
& \\
& \quad \lambda^{v}=\mu^{v}=0 \text { if } r_{k}^{a}=1,
\end{align*}
$$

where

$$
\begin{aligned}
\alpha_{k, j}^{f} & =\max \left\{\left|f\left(\mathbf{p}_{k}\right)-f_{k, j}\right|, \gamma_{f}\left(s_{k, j}\right)^{2}\right\}, j \in M_{k}^{f} \\
\alpha_{k, j}^{G} & =\max \left\{\left|G_{k, j}\right|, \gamma_{G}\left(s_{k, j}\right)^{2}\right\}, j \in M_{k}^{G} \\
\alpha_{k}^{f, v} & =\max \left\{\left|f\left(\mathbf{p}_{k}\right)-f_{k}^{v}\right|, \gamma_{f}\left(s_{k}^{f}\right)^{2}\right\} \\
\alpha_{k}^{G, v} & =\max \left\{\left|G_{k}^{v}\right|, \gamma_{G}\left(s_{k}^{G}\right)^{2}\right\}
\end{aligned}
$$

Compute

$$
\nu_{k}^{f}=\sum_{j \in M_{k}^{f}} \lambda_{k, j}+\lambda_{k}^{v}, \nu_{k}^{G}=\sum_{j \in M_{k}^{G}} \mu_{k, j}+\mu_{k}^{v}
$$

If $\nu_{k}^{f} \neq 0$, set $\tilde{\lambda}_{k, j}=\lambda_{k, j} / \nu_{k}^{f}, j \in M_{k}^{f}, \tilde{\lambda}_{k}^{v}=\lambda_{k}^{v} / \nu_{k}^{f}$.
If $\nu_{k}^{f}=0$, set $\tilde{\lambda}_{k, k}=1, \tilde{\lambda}_{k, j}=0, j \in M_{k}^{f} \backslash\{k\}, \tilde{\lambda}_{k}^{v}=0$.
If $\nu_{k}^{G} \neq 0$, $\operatorname{set} \tilde{\mu}_{k, j}=\mu_{k, j} / \nu_{k}^{G}, j \in M_{k}^{G}, \tilde{\mu}_{k}^{v}=\mu_{k}^{v} / \nu_{k}^{G}$.
If $\nu_{k}^{G}=0$, set $\tilde{\mu}_{k, k}=1, \tilde{\mu}_{k, j}=0, j \in M_{k}^{G} \backslash\{k\}, \tilde{\mu}_{k}^{v}=0$.
If $\lambda_{k}^{v}=\mu_{k}^{v}=0$ then compute $a_{k}=\max \left\{s_{k, j}: j \in M_{k}^{f} \cup M_{k}^{G}\right\}$.
Let

$$
\left(\mathbf{v}_{k}^{f}, \tilde{f}_{k}^{v}, \tilde{s}_{k}^{f}\right)=\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j}\left(\boldsymbol{\zeta}_{j}^{f}, f_{k, j}, s_{k, j}\right)+\tilde{\lambda}_{k}^{v}\left(\mathbf{v}_{k-1}^{f}, f_{k}^{v}, s_{k}^{f}\right)
$$

$$
\begin{aligned}
\left(\mathbf{v}_{k}^{G}, \tilde{G}_{k}^{v}, \tilde{s}_{k}^{G}\right)= & \sum_{j \in M_{k}^{G}} \tilde{\mu}_{k, j}\left(\boldsymbol{\zeta}_{j}^{G}, G_{k, j}, s_{k, j}\right)+\tilde{\mu}_{k}^{v}\left(\mathbf{v}_{k-1}^{G}, G_{k}^{v}, s_{k}^{f}\right), \\
\mathbf{v}_{k}= & \nu_{k}^{f} \mathbf{v}_{k}^{f}+\nu_{k}^{G} \mathbf{v}_{k}^{G} \\
\mathbf{d}_{k} & =-\mathbf{v}_{k}, \\
\tilde{\alpha}_{k}^{f, v}= & \max \left\{\left|f\left(\mathbf{p}_{k}\right)-\tilde{f}_{k}^{v}\right|, \gamma_{f}\left(\tilde{s}_{k}^{f}\right)^{2}\right\}, \\
\tilde{\alpha}_{k}^{G, v}= & \max \left\{\left|\tilde{G}_{k}^{v}\right|, \gamma_{G}\left(\tilde{s}_{k}^{G}\right)^{2}\right\} \\
\tilde{\alpha}_{k}^{v}= & \nu_{k}^{f} \tilde{\alpha}_{k}^{f, v}+\nu_{k}^{G} \tilde{\alpha}_{k}^{G, v} \\
\Delta_{k} & =-\left(\left\|\mathbf{d}_{k}\right\|^{2}+\tilde{\alpha}_{k}^{v}\right)
\end{aligned}
$$

Step 2: Check Stopping Criterion. Set

$$
\begin{equation*}
w_{k}=\frac{1}{2}\left\|\mathbf{v}_{k}\right\|^{2}+\tilde{\alpha}_{k}^{v} \tag{6.3.24}
\end{equation*}
$$

If $w_{k} \leq \epsilon_{s}$, terminate. Otherwise go to Step 3.
Step 3: Do Line Search Using Algorithm 6.3.1.1, find two step sizes $t_{k}^{L}$ and $t_{k}^{R}$ such that $t_{k}^{L} \leq 1,0 \leq t_{k}^{L} \leq t_{k}^{R}, \mathbf{p}_{k+1}=\mathbf{p}_{k}+t_{k}^{L} \mathbf{d}_{k}, \mathbf{y}_{k+1}=\mathbf{p}_{k}+t_{k}^{R} \mathbf{d}_{k}$ and

$$
\begin{aligned}
f\left(\mathbf{p}_{k+1}\right) & \leq f\left(\mathbf{p}_{k}\right)+m_{L} t_{k}^{L} \Delta_{k}, \\
0 & \geq G\left(\mathbf{p}_{k+1}\right) \\
t_{k}^{R} & =t_{k}^{L} \text { if } t_{k}^{L} \geq \bar{t} \\
m_{R} \Delta_{k} & \leq-\alpha\left(\mathbf{p}_{k+1}, \mathbf{y}_{k+1}\right)+\left\langle\boldsymbol{\zeta}\left(\mathbf{y}_{k+1}\right), \mathbf{d}_{k}\right\rangle \text { if } t_{k}^{L}<\bar{t}, \\
\bar{a} / 2 & \geq\left\|\mathbf{y}_{k+1}-\mathbf{p}_{k+1}\right\|,
\end{aligned}
$$

where $\boldsymbol{\zeta}(\cdot)$ and $\alpha: \mathcal{P} \times \mathcal{P} \rightarrow \mathbb{R}$ are defined as

$$
\begin{aligned}
\boldsymbol{\zeta}(\mathbf{y}) \in \begin{cases}\Gamma f(\mathbf{y}) & \text { if } G(\mathbf{y}) \leq 0, \\
\Gamma G(\mathbf{y}) & \text { if } G(\mathbf{y})>0,\end{cases} \\
\alpha(\mathbf{x}, \mathbf{y})= \begin{cases}\max \left\{|f(\mathbf{x})-\bar{f}(\mathbf{x} ; \mathbf{y})|, \gamma_{f}\|\mathbf{x}-\mathbf{y}\|^{2}\right\} & \text { if } G(\mathbf{y}) \leq 0, \\
\max \left\{|\bar{G}(\mathbf{x} ; \mathbf{y})|, \gamma_{G}\|\mathbf{x}-\mathbf{y}\|^{2}\right\} & \text { if } G(\mathbf{y})>0\end{cases} \\
\bar{f}(\mathbf{x} ; \mathbf{y})=f(\mathbf{y})+\langle\boldsymbol{\zeta}(\mathbf{y}), \mathbf{x}-\mathbf{y}\rangle \text { if } G(\mathbf{y}) \leq 0, \\
\bar{G}(\mathbf{x} ; \mathbf{y})=G(\mathbf{y})+\langle\boldsymbol{\zeta}(\mathbf{y}), \mathbf{x}-\mathbf{y}\rangle \text { if } G(\mathbf{y})>0,
\end{aligned}
$$

hold.
Step 4: Update Linearizations Select $\tilde{M}_{k}^{f} \subset M_{k}^{f}$ and $\tilde{M}_{k}^{G} \subset M_{k}^{G}$. Let $M_{k+1}^{f}=\tilde{M}_{k}^{f} \cup$ $\{k+1\}$ and $M_{k+1}^{G}=\tilde{M}_{k}^{G} \cup\{k+1\}$. Let

$$
\begin{aligned}
\zeta_{k+1}^{f} & \in \Gamma f\left(\mathbf{y}_{k+1}\right), \\
\zeta_{k+1}^{G} & \in \Gamma G\left(\mathbf{y}_{k+1}\right), \\
f_{k+1, k+1} & =f\left(\mathbf{y}_{k+1}\right)+\left\langle\boldsymbol{\zeta}_{k+1}^{f}, \mathbf{p}_{k+1}-\mathbf{y}_{k+1}\right\rangle, \\
f_{k+1, j} & =f_{k, j}+\left\langle\zeta_{j}^{f}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle, \forall j \in \tilde{M}_{k}^{f}, \\
f_{k+1}^{v} & =\tilde{f}_{k}^{v}+\left\langle\mathbf{v}_{k}^{f}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle, \\
G_{k+1, k+1} & =G\left(\mathbf{y}_{k+1}\right)+\left\langle\boldsymbol{\zeta}_{k+1}^{G}, \mathbf{p}_{k+1}-\mathbf{y}_{k+1}\right\rangle, \\
G_{k+1, j} & =G_{k, j}+\left\langle\boldsymbol{\zeta}_{j}^{G}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle, \forall j \in \tilde{M}_{k}^{G}, \\
G_{k+1}^{v} & =\tilde{G}_{k}^{v}+\left\langle\mathbf{v}_{k}^{G}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle, \\
s_{k+1, k+1} & =\left\|\mathbf{y}_{k+1}-\mathbf{p}_{k+1}\right\|, \\
s_{k+1, j} & =s_{k, j}+\left\|\mathbf{p}_{k+1}-\mathbf{p}_{k}\right\|, \forall j \in \tilde{M}_{k}^{f} \cup \tilde{M}_{k}^{G} \\
s_{k+1}^{f} & =\tilde{s}_{k}^{f}+\left\|\mathbf{p}_{k+1}-\mathbf{p}_{k}\right\|,
\end{aligned}
$$

$$
s_{k+1}^{G}=\tilde{s}_{k}^{G}+\left\|\mathbf{p}_{k+1}-\mathbf{p}_{k}\right\| .
$$

Step 5: Check Distance Resetting Criterion. Let $a_{k+1}=\max \left\{a_{k}+\left\|\mathbf{p}_{k+1}-\mathbf{p}_{k}\right\|, s_{k+1, k+1}\right\}$.
If $a_{k+1} \leq \bar{a}$ then set $r_{k+1}^{a}=0$ and go to Step 7. Otherwise set $r_{k+1}^{a}=1$ and go to Step 6.

Step 6: Do Distance Reset. Remove the indices with smallest values in $\tilde{M}_{k}^{f}$ and $\tilde{M}_{k}^{G}$ until

$$
a_{k+1}=\max \left\{s_{k+1, j}: j \in \tilde{M}_{k}^{f} \cup \tilde{M}_{k}^{G}\right\} \leq \bar{a} / 2
$$

holds.
Step 7: Increment Counter. Set $k=k+1$ and go to Step 7.

```
Algorithm 6.3.1.1 Line Search Algorithm Using Linear Newton Approximations
Require: \(\Delta_{k}<0\)
Require: \(0<m_{L}<m_{R}<1, \bar{a}>0,0<\bar{t} \leq 1\).
Require: \(\beta \in(0,0.5)\).
    Let \(t_{k}^{L}=0\) and \(t=t^{u}=1\).
    while \(t_{k}^{L} \neq t^{u}\) do
        if \(f\left(\mathbf{p}_{k}+t \mathbf{d}\right) \leq f\left(\mathbf{p}_{k}\right)+m_{L} t \Delta_{k}\) and \(G\left(\mathbf{p}_{k}+t \mathbf{d}\right) \leq 0\) then
            Set \(t_{k}^{L}=t\).
        else
            Set \(t^{u}=t\).
        end if
        if \(t_{k}^{L} \geq \bar{t}\) then
            Set \(t_{k}^{R}=t_{k}^{L}\) and return.
        else if \(-\alpha\left(\mathbf{p}_{k}+t_{k}^{L} \mathbf{d}_{k}, \mathbf{p}_{k}+t \mathbf{d}_{k}\right)+\left\langle\boldsymbol{\zeta}\left(\mathbf{p}_{k}+t \mathbf{d}_{k}\right), \mathbf{d}_{k}\right\rangle \geq m_{R} \Delta_{k}\) and \(t_{k}^{L} \leq \bar{t}\) and \((t-\)
        \(\left.t_{k}^{L}\right)\left\|\mathbf{d}_{k}\right\| \leq \bar{a} / 2\) then
            Set \(t_{k}^{R}=t\) and return.
        else
            Let \(t \in\left[t_{k}^{L}+\beta\left(t^{u}-t_{k}^{L}\right), t^{u}-\beta\left(t^{u}-t_{k}^{L}\right)\right]\).
        end if
    end while
```


### 6.3.2 Discussion and Convergence

The proposed algorithm terminates when $w_{k} \leq \epsilon_{S} . w_{k}$ can be considered as a quantity that measures the goodness of the approximation (6.2.12) via $\tilde{\alpha}_{k}^{v}$ and the size of the element of minimum norm via $\left\|\mathbf{v}_{k}\right\|^{2}$ in $\Gamma H\left(\mathbf{p}_{k} ; \mathbf{p}_{k}\right)$. If $w_{k}=0$, then $\mathbf{0} \in \Gamma H\left(\mathbf{p}_{k} ; \mathbf{p}_{k}\right)$ holds. The convergence proof shows that all accumulation points of $\left\{\mathbf{p}_{k}\right\}$ are stationary in case $\epsilon_{s}=0$. The proof is the same as the proof of Algorithm 3.1 in Chapter 6 in [54] where the linear Newton approximation replaces the generalized gradient. Therefore, a summary of it, is placed in the Appendix A.

In this chapter, the finite termination of the line search procedure is proved and the main results are stated.

## Line Search

In order to show that any accumulation point of the sequence $\left\{\mathbf{p}_{k}\right\}$ is stationary, the finite termination of the line search algorithm needs to be shown. The line search algorithm differs from that of Algorithm 3.1 in Chapter 6 in [54] because linear Newton approximations are used instead of the generalized gradient. The next lemma proves an important property of linear Newton approximations that enables finite termination of Algorithm 6.3.1.1.

Lemma 6.3.4. Let Assumption 6.2.1 hold. Let $\mathbf{p} \in \mathcal{P}$. Let $\mathbf{d} \in \mathbb{R}^{n_{p}} \backslash\{\mathbf{0}\}$. Let $\left\{t_{k}\right\} \subset \mathbb{R}$ be such that $t_{k}>0, \forall k, t_{k} \downarrow 0$ and $\boldsymbol{\zeta}_{k}^{f} \in \Gamma f\left(\mathbf{p}+t_{k} \mathbf{d}\right)$. Then

$$
\begin{equation*}
f^{\prime}(\mathbf{p} ; \mathbf{d})=\lim _{k \rightarrow \infty}\left\langle\zeta_{k}^{f}, \mathbf{d}\right\rangle \tag{6.3.25}
\end{equation*}
$$

Let $\boldsymbol{\zeta}_{k}^{G} \in \Gamma G\left(\mathbf{p}+t_{k} \mathbf{d}\right)$. Then

$$
\begin{equation*}
G^{\prime}(\mathbf{p} ; \mathbf{d})=\lim _{k \rightarrow \infty}\left\langle\boldsymbol{\zeta}_{k}^{G}, \mathbf{d}\right\rangle \tag{6.3.26}
\end{equation*}
$$

Proof. Since $\Gamma f$ is a linear Newton approximation, for small enough $t$

$$
\left\|f\left(\mathbf{p}+t_{k} \mathbf{d}\right)-f(\mathbf{p})-\left\langle\boldsymbol{\zeta}_{k}^{f}, t_{k} \mathbf{d}\right\rangle\right\| \leq\left\|t_{k} \mathbf{d}\right\| \Delta\left(\left\|t_{k} \mathbf{d}\right\|\right)
$$

and therefore

$$
\left\|\frac{f\left(\mathbf{p}+t_{k} \mathbf{d}\right)-f(\mathbf{p})}{t_{k}}-\left\langle\boldsymbol{\zeta}_{k}^{f}, \mathbf{d}\right\rangle\right\| \leq\|\mathbf{d}\| \Delta\left(\left\|t_{k} \mathbf{d}\right\|\right)
$$

holds. Since

$$
\lim _{k \rightarrow \infty} \frac{f\left(\mathbf{p}+t_{k} \mathbf{d}\right)-f(\mathbf{p})}{t_{k}}=f^{\prime}(\mathbf{p} ; \mathbf{d}),
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|\frac{f\left(\mathbf{p}+t_{k} \mathbf{d}\right)-f(\mathbf{p})}{t_{k}}-\left\langle\boldsymbol{\zeta}_{k}^{f}, \mathbf{d}\right\rangle\right\|=0 \tag{6.3.27}
\end{equation*}
$$

(6.3.25) follows. Since $\Gamma G$ is a linear Newton approximation of $G$ (Corollary 6.2.10), the same reasoning proves (6.3.26).

From the definitions of $w_{k}$ and $\Delta_{k}$ it can be seen that $\Delta_{k} \leq-w_{k}$. Since $w_{k} \geq 0, \Delta_{k} \leq 0$. Note that if $\Delta_{k}=0$, then $w_{k}=0$ and the bundle method terminates before entering the line search algorithm. Hence, the line search is always entered with $\Delta_{k}<0$. Note that it is possible that $\mathbf{d}_{k}=\mathbf{0}$ when entering the line search algorithm.

Theorem 6.3.5 (Convergence of Line Search Algorithm 6.3.1.1). Assume $\Delta_{k}<0$. Then the line search algorithm 6.3.1.1 terminates with two step sizes $t_{k}^{L}$ and $t_{k}^{R}$ such that $t_{k}^{L} \leq 1,0 \leq t_{k}^{L} \leq t_{k}^{R}$ and the points $\mathbf{p}_{k+1}=\mathbf{p}_{k}+t_{k}^{L} \mathbf{d}_{k}$ and $\mathbf{y}_{k+1}=\mathbf{p}_{k}+t_{k}^{R} \mathbf{d}_{k}$ satisfy

$$
\begin{equation*}
f\left(\mathbf{p}_{k+1}\right) \leq f\left(\mathbf{p}_{k}\right)+m_{L} t_{k}^{L} \Delta_{k}, \tag{6.3.28}
\end{equation*}
$$

$$
\begin{align*}
0 & \geq G\left(\mathbf{p}_{k+1}\right) \\
t_{k}^{R} & =t_{k}^{L} \text { if } t_{k}^{L} \geq \bar{t} \\
m_{R} \Delta_{k} & \leq-\alpha\left(\mathbf{p}_{k+1}, \mathbf{y}_{k+1}\right)+\left\langle\boldsymbol{\zeta}\left(\mathbf{y}_{k+1}\right), \mathbf{d}_{k}\right\rangle \text { if } t_{k}^{L}<\bar{t}  \tag{6.3.29}\\
\bar{a} / 2 & \geq\left\|\mathbf{y}_{k+1}-\mathbf{p}_{k+1}\right\|
\end{align*}
$$

where

$$
\begin{aligned}
& \boldsymbol{\zeta}(\mathbf{y}) \in \begin{cases}\Gamma f(\mathbf{y}) & \text { if } G(\mathbf{y}) \leq 0 \\
\Gamma G(\mathbf{y}) & \text { if } G(\mathbf{y})>0,\end{cases} \\
& \alpha(\mathbf{x}, \mathbf{y})= \begin{cases}\max \left\{|f(\mathbf{x})-\bar{f}(\mathbf{x} ; \mathbf{y})|, \gamma_{f}\|\mathbf{x}-\mathbf{y}\|^{2}\right\} & \text { if } G(\mathbf{y}) \leq 0, \\
\max \left\{|\bar{G}(\mathbf{x} ; \mathbf{y})|, \gamma_{G}\|\mathbf{x}-\mathbf{y}\|^{2}\right\} & \text { if } G(\mathbf{y})>0,\end{cases} \\
& \bar{f}(\mathbf{x} ; \mathbf{y})=f(\mathbf{y})+\langle\boldsymbol{\zeta}(\mathbf{y}), \mathbf{x}-\mathbf{y}\rangle \text { if } G(\mathbf{y}) \leq 0, \\
& \bar{G}(\mathbf{x} ; \mathbf{y})=G(\mathbf{y})+\langle\boldsymbol{\zeta}(\mathbf{y}), \mathbf{x}-\mathbf{y}\rangle \text { if } G(\mathbf{y})>0 .
\end{aligned}
$$

Proof. First assume that $\mathbf{d}=\mathbf{0}$. Then the line search terminates immediately with $t_{k}^{L}=0$, $t_{k}^{R}=1$ and $\mathbf{p}_{k+1}=\mathbf{p}_{k}=\mathbf{y}_{k+1}$.

Consider the case $\mathbf{d} \neq 0$ and assume that the line search does not terminate for contradiction purposes. Let $t_{j}, t_{k, j}^{L}$ and $t_{j}^{u}$ represent the values of $t, t_{k}^{L}$ and $t^{u}$ after the $j$ th execution of Step 3. Then $t_{j}=t_{k, j}^{L}$ or $t_{j}=t_{j}^{u}$.

Note that $\left(t_{j+1}^{u}-t_{k, j+1}^{L}\right) \leq(1-\beta)\left(t_{j}^{u}-t_{k, j}^{L}\right),\left\{t_{j}^{u}\right\}$ is a monotonically decreasing and $\left\{t_{k, j}^{L}\right\}$ is a monotonically increasing sequence such that $t_{k, j}^{L}<t_{j}^{u}$. Hence there exists a $\tilde{t}$ such that $t_{k, j}^{L} \uparrow \tilde{t}$ and $t_{j}^{u} \downarrow \tilde{t}$.

Note that $\tilde{t} \leq \bar{t}$ because $t_{k, j}^{L}<\bar{t}$ for all $j$. Let $T L=\left\{t \geq 0: f\left(\mathbf{p}_{k}+t \mathbf{d}_{k}\right) \leq f\left(\mathbf{p}_{k}\right)+\right.$ $\left.m_{L} t \Delta_{k}, G\left(\mathbf{p}_{k}+t \mathbf{d}_{k}\right) \leq 0\right\}$. Since $\left\{t_{k, j}^{L}\right\} \subset T L$ and $T L$ is a closed set due to the continuity
of $f$ and $G, \tilde{t} \in T L$. Hence

$$
\begin{equation*}
f\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}\right)-f\left(\mathbf{p}_{k}\right) \leq m_{L} \tilde{t} \Delta_{k} \tag{6.3.30}
\end{equation*}
$$

and $G\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}\right) \leq 0$.
Since $t_{j}^{u} \notin T L, t_{j}^{u} \downarrow \tilde{t}$ and $t_{k, j}^{L} \rightarrow t_{j}^{u}$, there exists an infinite set $L \subset\{1, \ldots, \infty\}$, such that $t_{j}^{u}=t_{j}>\tilde{t}$ for all $j \in L$ and

$$
\begin{equation*}
f\left(\mathbf{p}_{k}+t_{j} \mathbf{d}\right)-f\left(\mathbf{p}_{k}\right)>m_{L} t_{j} \Delta_{k}, \forall j \in L \tag{6.3.31}
\end{equation*}
$$

Subtracting (6.3.31) from (6.3.30),

$$
\frac{f\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right)-f\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}_{k}\right)}{\left(t_{j}-\tilde{t}\right)}>m_{L} \Delta_{k}, \forall j \in L
$$

is obtained. Taking the limit as $j \rightarrow \infty$ results in $f^{\prime}\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}_{k} ; \mathbf{d}_{k}\right) \geq m_{L} \Delta_{k}$.
For large enough $j \in L,\left(t_{j}-t_{k, j}^{L}\right)\left\|\mathbf{d}_{k}\right\|<\bar{a} / 2$ because $t_{j} \rightarrow \tilde{t}$ and $t_{k, j}^{L} \rightarrow \tilde{t}$.
First assume $G\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right) \leq 0$ for all $j \in L$. Then $\boldsymbol{\zeta}\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right) \in \Gamma f\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right)$ and

$$
\begin{aligned}
\alpha\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}_{k}, \mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right)= & \max \left\{f\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}_{k}\right)-f\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right)-\left(\tilde{t}-t_{j}\right)\left\langle\boldsymbol{\zeta}\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right), \mathbf{d}_{k}\right\rangle,\right. \\
& \left.\gamma_{f}\left(t_{j}-\tilde{t}\right)^{2}\left\|\mathbf{d}_{k}\right\|^{2}\right\}
\end{aligned}
$$

for all $j \in L$.
Since the algorithm does not terminate $-\alpha\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}_{k}, \mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right)+\left\langle\boldsymbol{\zeta}\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right), \mathbf{d}_{k}\right\rangle<$ $m_{R} \Delta_{k}$ for all $j \in L$. Note that $\lim _{j \rightarrow \infty} \alpha\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}_{k}, \mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right)=0$ because $t_{j} \rightarrow \tilde{t}$ and $\Gamma f$ is locally bounded. Therefore

$$
\lim _{j \rightarrow \infty}\left\langle\boldsymbol{\zeta}\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right), \mathbf{d}_{k}\right\rangle \leq m_{R} \Delta_{k}
$$

for $j \in L$. This implies that $f^{\prime}\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}_{k} ; \mathbf{d}_{k}\right) \geq m_{L} \Delta_{k}>m_{R} \Delta_{k} \geq \lim _{j \rightarrow \infty}\left\langle\boldsymbol{\zeta}\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right), \mathbf{d}_{k}\right\rangle$ since $0<m_{L}<m_{R}<1$ and $\Delta_{k}<0$. This is a contradiction with Lemma 6.3.4.

Assume $G\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right)>0$ for all $j \in L$. Then $\boldsymbol{\zeta}\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right) \in \Gamma G\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right)$ and

$$
\begin{aligned}
\alpha\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}_{k}, \mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right)= & \max \left\{G\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}_{k}\right)-G\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right)-\left(\tilde{t}-t_{j}\right)\left\langle\boldsymbol{\zeta}\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right), \mathbf{d}_{k}\right\rangle,\right. \\
& \left.\gamma_{G}\left(t_{j}-\tilde{t}\right)^{2}\left\|\mathbf{d}_{k}\right\|^{2}\right\}
\end{aligned}
$$

for all $j \in L$. As before,

$$
\lim _{j \rightarrow \infty}\left\langle\boldsymbol{\zeta}\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right), \mathbf{d}_{k}\right\rangle \leq m_{R} \Delta_{k}
$$

holds. However; since $G\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}_{k}\right) \leq 0$,

$$
\lim _{j \rightarrow \infty} \frac{G\left(\mathbf{p}_{k}+t_{j} \mathbf{d}_{k}\right)-G\left(\mathbf{p}_{k}+\tilde{t} \mathbf{d}_{k}\right)}{t_{j}-\tilde{t}} \geq 0>m_{L} \Delta_{k}>m_{R} \Delta_{k}
$$

Again this contradicts with Lemma 6.3.4. Hence the line search terminates in a finite number of iterations.

When the line search terminates, one of the following cases hold:

1. $t_{k}^{L} \geq \bar{t}$. This case is the long serious step.
2. $0<t_{k}^{L}<\bar{t}$. This case is the short serious step.
3. $t_{k}^{L}=0$. This case is the null step.

## Main Convergence Results

Theorem 6.3.6. Each accumulation point of the sequence $\left\{\mathbf{p}_{k}\right\}$ generated by the bundle method is stationary in the extended sense.

Corollary 6.3.7. If the level set $P=\left\{\mathbf{p} \in \mathcal{P}: f(\mathbf{p}) \leq \mathbf{f}\left(\mathbf{p}_{1}\right)\right\}$ is bounded, $\operatorname{cl}(P) \subset \mathcal{P}$,
and the final accuracy tolerance $\epsilon_{s}$ is positive, then the bundle method terminates in a finite number of iterations.

### 6.3.3 Variants and Commentary

1. The generalized gradient can be replaced with linear Newton approximations satisfying Assumption 6.2.1 in all the algorithms developed in [54] to produce algorithms that converge to stationary points in the extended sense. Note that, one does not have to alter a given bundle code to make it work with linear Newton approximations.
2. In the remainder of the thesis, the proximal bundle method ([64], [68]), a variant of the developed algorithm is used to obtain numerical results. In the proximal bundle algorithm $\bar{a}$ is set to a large number to prevent reset and the quadratic problem

$$
\begin{align*}
\min _{\boldsymbol{\lambda}, \boldsymbol{\mu}, \lambda^{v}, \mu^{v}} \frac{1}{2 \sigma} \| & \sum_{j \in M_{k}^{f}} \lambda_{j} \boldsymbol{\zeta}_{j}^{f}+\lambda^{v} \mathbf{v}_{k-1}^{f}+\sum_{j \in M_{k}^{G}} \mu_{j} \boldsymbol{\zeta}_{j}^{G}+\mu^{v} \mathbf{v}_{k-1}^{G} \|^{2}+  \tag{6.3.32}\\
& \sum_{j \in M_{k}^{f}} \lambda_{j} \alpha_{k, j}^{f}+\lambda^{v} \alpha_{k}^{f, v}+\sum_{j \in M_{k}^{G}} \mu_{j} \alpha_{k, j}^{G}+\mu^{v} \alpha_{k}^{G, v} \\
\text { s.t. } & \sum_{j \in M_{k}^{f}} \lambda_{j}+\lambda^{v}+\sum_{j \in M_{k}^{G}} \mu_{j}+\mu^{v}=1, \\
& \lambda^{v} \geq 0, \mu^{v} \geq 0, \lambda_{j} \geq 0, \forall j \in M_{k}^{f}, \mu_{j} \geq 0, \forall j \in M_{k}^{G} \\
& \lambda^{v}=\mu^{v}=0 \text { if } r_{k}^{a}=1,
\end{align*}
$$

is solved instead of (6.3.22). As a result, the candidate descent direction, $\mathbf{d}_{k}$ and $\Delta_{k}$ become

$$
\begin{aligned}
\mathbf{d}_{k} & =-\frac{1}{\sigma} \mathbf{v}_{k} \\
\Delta_{k} & =-\left(\frac{1}{\sigma}\left\|\mathbf{v}_{k}\right\|^{2}+\tilde{\alpha}_{k}^{v}\right)
\end{aligned}
$$

Hence, the extra parameter $\sigma$ allows control over the step size taken and is adjusted depending on the progress of the bundle method algorithm [64]. Specifically, the software described in [64] is used to produce numerical results.
3. Using the linear Newton approximation instead of the generalized gradient leads to the loss of sharper results that can be obtained for bundle methods in case (6.0.1) is a convex program. The relationship between convexity and linear Newton approximations requires further research.

## Chapter 7

## Nonsmooth Dynamic Optimization of Systems with Varying Structure

This chapter describes a numerical method to solve nonsmooth nonlinear optimization problems where systems described by (4.4.1) are embedded as constraints.

The first section describes the numerical algorithm. The algorithm is assembled using results presented in the previous chapters. The second section discusses an extension of control parameterization ([40], [105]) from continuously differentiable vector fields to vector fields satisfying Assumption 5.1.1. In this approach, an open loop optimal control problem whose solution is a bounded measurable function is approximated by a sequence of nonlinear programs whose solutions consist of parameters defining piecewise constant functions in time. The convergence of the optimal solution values of the approximate problems to the optimal solution value of the optimal control problem as well as the convergence of the approximate solutions to the optimal control problem solution are discussed. The third section contains a technique with which minimum time problems can be solved. The results in the previous chapters can be applied to the solution of such problems once time is redefined as a continuous state of the system and the time horizon a parameter. The final section contains a review
of optimal control techniques related to the work in this thesis and a comparison with the presented numerical method.

### 7.1 The Nonsmooth Single Shooting Method

### 7.1.1 Formulation and Assumptions

The numerical method aims to solve the program:

$$
\begin{aligned}
& \min _{\mathbf{p} \in \mathcal{P}} J(\mathbf{p})= \sum_{k=1}^{n_{e}} \int_{\alpha_{k}}^{\beta_{k}} h_{0, k}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})) d t+ \\
& \qquad H_{0}\left(\mathbf{p}, \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right), \mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right), \dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right) \\
& \text { s.t. } \sum_{k=1}^{n_{e}} \int_{\alpha_{k}}^{\beta_{k}} h_{i, k}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})) d t+ \\
& \qquad H_{i}\left(\mathbf{p}, \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right), \mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right), \dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right)\right) \leq 0, \forall i \in\left\{1, \ldots, n_{c}\right\}, \\
& \mathbf{0}= \mathbf{F}_{k}\left(t, \mathbf{p}, \mathbf{x}_{k}(t, \mathbf{p}), \mathbf{y}_{k}(t, \mathbf{p}), \dot{\mathbf{x}}_{k}(t, \mathbf{p})\right), \forall t \in\left[\alpha_{k}, \beta_{k}\right], \forall k \in \mathcal{K} \\
& \mathbf{0}= \mathbf{x}_{1}\left(\alpha_{1}, \mathbf{p}\right)-\mathbf{F}_{1}^{0}(\mathbf{p}), \\
& \mathbf{0}= \mathbf{x}_{k}\left(\alpha_{k}, \mathbf{p}\right)-\mathbf{F}_{k}^{0}\left(\mathbf{p}, \mathbf{x}_{i-1}\left(\beta_{i-1}, \mathbf{p}\right)\right), \forall k \in \mathcal{K} \backslash\{1\} \\
& \mathbf{0}= \mathbf{x}(t, \mathbf{p})-\mathbf{x}_{k}(t, \mathbf{p}), \forall t \in\left[\alpha_{k}, \beta_{k}\right), \forall k \in \mathcal{K} \\
& \mathbf{0}= \mathbf{x}\left(\beta_{n_{e}}, \mathbf{p}\right)-\mathbf{x}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \\
& \mathbf{0}= \mathbf{y}(t, \mathbf{p})-\mathbf{y}_{k}(t, \mathbf{p}), \forall t \in\left[\alpha_{k}, \beta_{k}\right), \forall k \in \mathcal{K} \\
& \mathbf{0}= \mathbf{y}\left(\beta_{n_{e}}, \mathbf{p}\right)-\mathbf{y}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right), \\
& \mathbf{0}= \dot{\mathbf{x}}(t, \mathbf{p})-\dot{\mathbf{x}}_{k}(t, \mathbf{p}), \forall t \in\left[\alpha_{k}, \beta_{k}\right), \forall k \in \mathcal{K} \\
& \mathbf{0}= \dot{\mathbf{x}}\left(\beta_{n_{e}}, \mathbf{p}\right)-\dot{\mathbf{x}}_{n_{e}}\left(\beta_{n_{e}}, \mathbf{p}\right)
\end{aligned}
$$

where

- $n_{c}$ is a finite positive integer;
- $n_{e}$ is a finite positive integer, $\mathcal{K}=\left\{1, \ldots, n_{e}\right\}$;
- $\alpha_{k}, \beta_{k}$ for all $k \in \mathcal{K}$ are as defined in Assumption 4.4.1;
- $\mathcal{T}_{k}, \mathcal{P}, \mathcal{X}, \mathcal{Y}, \dot{\mathcal{X}}$ are as defined in Assumption 4.4.1;
- The functions $h_{i, k}: \mathcal{T}_{k} \times \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}$ and $H_{i}: \mathcal{P} \times \mathcal{X} \times \mathcal{Y} \times \dot{\mathcal{X}} \rightarrow \mathbb{R}$ satisfy Assumption 5.1.1 for all $i \in\left\{0, \ldots, n_{c}\right\}$ and for all $k \in \mathcal{K}$;
- $\mathbf{x}, \dot{\mathbf{x}}, \mathbf{y}, \mathbf{x}_{k}, \dot{\mathbf{x}}_{k}, \mathbf{y}_{k}$ for all $k \in \mathcal{K}$ are as defined in Assumption 4.4.1;
- $\mathbf{F}_{k}, \mathbf{F}_{k}^{0}$ are as defined in Assumption 4.4.1 and satisfy Assumption 5.1.1 and the assumptions of Lemma 4.3 .4 for all $k \in \mathcal{K}$.

Assumption 7.1.1. For all $\mathbf{p} \in \mathcal{P}$, the solution $(\mathbf{x}(\cdot, \mathbf{p}), \mathbf{y}(\cdot, \mathbf{p}), \dot{\mathbf{x}}(\cdot, \mathbf{p}))$ exists.

It can easily be shown that (7.1.1) is a locally Lipschitz continuous and semismooth optimization program using the properties of locally Lipschitz continuous and semismooth functions, Theorems 4.4.7, 4.4.8, 4.4.10, 3.4.7, 3.4.11 and 3.4.12.

In essence, Program (7.1.1) can be rewritten as

$$
\begin{equation*}
\min _{\mathbf{p} \in \mathcal{P}} f_{0}(\mathbf{p}) \text { s.t. } f_{i}(\mathbf{p}) \leq 0, \forall i \in\left\{1, \ldots, n_{c}\right\} \tag{7.1.2}
\end{equation*}
$$

where $f_{i}$ are locally Lipschitz continuous and semismooth functions of $\mathbf{p}$ and

$$
f_{i}(\mathbf{p})=\sum_{k=1}^{n_{e}} \int_{\alpha_{k}}^{\beta_{k}} h_{i, k}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})) d t+H_{i}\left(\mathbf{p}, \mathbf{x}\left(t_{f}, \mathbf{p}\right), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right)
$$

holds for all $i \in\left\{0, \ldots, n_{c}\right\}$. Therefore, the bundle method described in Chapter 6 can be used to solve (7.1.1). In order to apply this bundle method, an element of the linear Newton approximations, $\Gamma f_{0}$ and $\Gamma f_{i}$, satisfying Assumption 6.2 .1 need to be computed at $\mathbf{p}$. This in return, requires the computation of an element of $\Gamma_{\mathbf{p}} \mathbf{x}(t, \mathbf{p}), \Gamma_{\mathbf{p}} \mathbf{y}(t, \mathbf{p})$ and $\Gamma_{\mathbf{p}} \dot{\mathbf{x}}(t, \mathbf{p})$ as defined in Theorem 4.4.7 and Corollary 4.4.9. The details of these computations are discussed
next.

### 7.1.2 Computation of the elements of the linear Newton approximations of Program (7.1.2)

Let

$$
\begin{equation*}
Z_{i}(\mathbf{p})=\sum_{k=1}^{n_{e}} \int_{\alpha_{k}}^{\beta_{k}} h_{i, k}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})), \forall i \in\left\{0, \ldots, n_{c}\right\} \tag{7.1.3}
\end{equation*}
$$

Then an element of $\Gamma_{\mathbf{p}} Z_{i}(\mathbf{p})$, a linear Newton approximation that satisfies $\partial_{\mathbf{p}} Z_{i}(\mathbf{p}) \subset$ $\operatorname{conv}\left(\Gamma_{\mathbf{p}} Z_{i}(\mathbf{p})\right)$, can be computed using Theorem 4.4.8. Another approach is to define the additional states $z_{i}: T \times \mathcal{P} \rightarrow \mathbb{R}$ that evolve in time according to

$$
\begin{align*}
& \dot{z}_{i}(t, \mathbf{p})=h_{i, k}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})), \forall t \in\left(\alpha_{k}, \beta_{k}\right], \forall k \in \mathcal{K}, \forall i \in\left\{0, \ldots, n_{c}\right\},  \tag{7.1.4}\\
& z_{i}\left(\alpha_{1}, \mathbf{p}\right)=0, \forall i \in\left\{0, \ldots, n_{c}\right\}
\end{align*}
$$

The additional states $\left\{z_{i}\right\}_{i=0}^{n_{c}}$ and the corresponding equations in (7.1.4) can be appended to the system states $\mathbf{x}$ to obtain the augmented states, $\tilde{\mathbf{x}}$. Let $\tilde{\mathbf{x}}_{n_{x}+i+1}=z_{i}$ for all $i=$ $0, \ldots, n_{c}$. Theorem 4.4.7 can be used to compute an element of $\Gamma_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)$, a linear Newton approximation which satisfies $\partial_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right)$. Let $\mathbf{M}_{i} \in \mathbb{R}^{1 \times\left(n_{x}+n_{c}+1\right)}$ for all $i \in\left\{0, \ldots, n_{c}\right\}$ be such that $M_{i, j}=0$ for all $j \in\left\{1, \ldots, n_{x}+n_{c}+1\right\} \backslash\left\{n_{x}+i\right\}$ and $M_{i, n_{x}+i}=1$. Note that $\mathbf{M}_{i}$ is the Jacobian of the mapping $\left(\mathbf{x}\left(t_{f}, \mathbf{p}\right),\left(z_{0}\left(t_{f}, \mathbf{p}\right), \ldots, z_{n_{c}}\left(t_{f}, \mathbf{p}\right)\right)\right) \mapsto z_{i}\left(t_{f}, \mathbf{p}\right)$. Let $\Gamma_{\mathbf{p}} z_{i}\left(t_{f}, \mathbf{p}\right)$ be the set

$$
\left\{\mathbf{M}_{i} \mathbf{A}: \mathbf{A} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right)\right\}
$$

Then per Theorem 2.8.12, it is a linear Newton approximation of the mapping $\boldsymbol{\eta} \mapsto z_{i}\left(t_{f}, \boldsymbol{\eta}\right)$ at $\mathbf{p} \in \mathcal{P}$. Since $\partial_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right)$,

$$
\partial_{\mathbf{p}} z_{i}\left(t_{f}, \mathbf{p}\right) \subset\left\{\mathbf{M}_{i} \mathbf{A}: \mathbf{A} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right)\right\}
$$

holds per Theorem 2.6.7. In the rest of the thesis, this approach is used to compute elements of the linear Newton approximations of $z_{i}$.

Consider the mapping $\left(\mathbf{x}\left(t_{f}, \mathbf{p}\right),\left(z_{0}\left(t_{f}, \mathbf{p}\right), \ldots, z_{n_{c}}\left(t_{f}, \mathbf{p}\right)\right)\right) \mapsto \mathbf{x}\left(t_{f}, \mathbf{p}\right)$. Let $\mathbf{N} \in \mathbb{R}^{n_{x} \times\left(n_{x}+n_{c}+1\right)}$ and $\mathbf{N}=\left[\mathbf{I}_{n_{x}} \mathbf{0}\right]$. Then, $\mathbf{N}$ is the Jacobian and therefore a linear Newton approximation of this mapping. Let $\Gamma_{\mathrm{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ be the set

$$
\left\{\mathbf{N A}: \mathbf{A} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right)\right\}
$$

Then $\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ is a linear Newton approximation of the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right)$ at $\mathbf{p} \in \mathcal{P}$ per Theorem 2.8.12. It can be shown that $\partial_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right)$ using Theorem 2.6.7 and the fact that $\partial_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right) \subset \operatorname{conv}\left(\Gamma_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right)$.

Hence once an element of $\Gamma_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)$ is computed, an element of $\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$ can be recovered using Theorem 2.8.12. An element of $\Gamma_{\mathbf{p}} \dot{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)$ and an element of $\Gamma_{\mathbf{p}} \mathbf{y}\left(t_{f}, \mathbf{p}\right)$ can be computed using Corollary 4.4.9.

The necessary linear Newton approximation information for $H_{i}$ can be computed using Theorem 4.4.10. Alternatively, the chain rule for linear Newton approximations, $\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)$, $\Gamma_{\mathbf{p}} \mathbf{y}\left(t_{f}, \mathbf{p}\right)$ and $\Gamma_{\mathbf{p}} \dot{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)$ can be used. It can be shown that the set

$$
S=\left\{\left[\begin{array}{l}
\mathbf{I}_{n_{p}} \\
\mathbf{A} \\
\mathbf{B} \\
\mathbf{C}
\end{array}\right]: \mathbf{A} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right), \mathbf{B} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \mathbf{y}\left(t_{f}, \mathbf{p}\right)\right), \mathbf{C} \in \operatorname{conv}\left(\Gamma_{\mathbf{p}} \dot{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right)\right\}
$$

is a linear Newton approximation of the mapping $\boldsymbol{\eta} \mapsto\left(\boldsymbol{\eta}, \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right), \mathbf{y}\left(t_{f}, \boldsymbol{\eta}\right), \dot{\mathbf{x}}\left(t_{f}, \boldsymbol{\eta}\right)\right)$ at $\mathbf{p} \in$ $\mathcal{P}$ by applying Theorem 2.8.12. Theorem 2.6 .7 and the fact that the aforementioned linear Newton approximations contain the related generalized Jacobians can be used to show that conv $(S)$ contains the generalized Jacobian of the mapping $\boldsymbol{\eta} \mapsto\left(\boldsymbol{\eta}, \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right), \mathbf{y}\left(t_{f}, \boldsymbol{\eta}\right), \dot{\mathbf{x}}\left(t_{f}, \boldsymbol{\eta}\right)\right)$ at $\mathbf{p} \in \mathcal{P}$.

Let $w_{i}: \mathcal{P} \rightarrow \mathbb{R}: \boldsymbol{\eta} \mapsto H_{i}\left(\boldsymbol{\eta}, \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right), \mathbf{y}\left(t_{f}, \boldsymbol{\eta}\right), \dot{\mathbf{x}}\left(t_{f}, \boldsymbol{\eta}\right)\right)$. Let $\Gamma_{\mathbf{p}} w_{i}(\mathbf{p})$ be the set

$$
\left\{\mathbf{A B}: \mathbf{A} \in \partial H_{i}\left(\mathbf{p}, \mathbf{x}\left(t_{f}, \mathbf{p}\right), \mathbf{y}\left(t_{f}, \mathbf{p}\right), \dot{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right), \mathbf{B} \in \operatorname{conv}(S)\right\}
$$

$\partial H_{i}$ is the generalized Jacobian and a linear Newton approximation of the function $H_{i}$ because $H_{i}$ is a semismooth function per Assumption 5.1.1. Hence $\Gamma_{\mathbf{p}} w_{i}(\mathbf{p})$ is a linear Newton approximation of the $\operatorname{map} \boldsymbol{\eta} \mapsto H_{i}\left(\boldsymbol{\eta}, \mathbf{x}\left(t_{f}, \boldsymbol{\eta}\right), \mathbf{y}\left(t_{f}, \boldsymbol{\eta}\right), \dot{\mathbf{x}}\left(t_{f}, \boldsymbol{\eta}\right)\right)$ at $\mathbf{p} \in \mathcal{P}$. The fact that $\partial_{\mathbf{p}} w_{i}(\mathbf{p}) \subset \Gamma_{\mathbf{p}} w_{i}(\mathbf{p})$ follows from Theorem 2.6.7 and the properties of $S$.

An element of $\partial H_{i}\left(\mathbf{p}, \mathbf{x}\left(t_{f}, \mathbf{p}\right), \mathbf{y}\left(t_{f}, \mathbf{p}\right), \dot{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)\right)$ can be computed using the fact that under Assumption 5.1.1, $H_{i}$ is a $P \mathcal{C}^{1}$ function and the properties listed in §2.7.1.

Finally, $\Gamma f_{i}$ defined by $\Gamma f_{i}(\mathbf{p})=\Gamma_{\mathbf{p}} z_{i}(t, \mathbf{p})+\Gamma w_{i}(\mathbf{p})$ is a linear Newton approximation of $f_{i}$ satisfying Assumptions 6.2 .1 for all $i \in\left\{0, \ldots, n_{c}\right\}$ per the calculus rules for the linear Newton approximation (see §2.8.5).

### 7.1.3 Description of the Method

The nonsmooth single shooting method is an iterative method consisting of two main elements (Figure 7-1).

1. The Modified Bundle Method: During iteration $k$, the modified bundle method uses the Objective and Constraint Evaluator to obtain $f_{i}\left(\mathbf{p}_{k}\right)$ and an element of $\Gamma f_{i}\left(\mathbf{p}_{k}\right)$ for all $i \in\left\{0, \ldots, n_{c}\right\}$. Then, the bundle method determines if $\mathbf{p}_{k}$ satisfies the stationary conditions in the extended sense. If it does, the single shooting method terminates.


Figure 7-1: Nonsmooth Single Shooting Method.

Otherwise the modified bundle method updates $\mathbf{p}_{k}$ to obtain $\mathbf{p}_{k+1}$ and the iterative procedure continues.
2. The Objective and Constraint Evaluator: The ODE/DAE solver is used to compute $\tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)$ and an element of $\Gamma_{\mathbf{p}} \tilde{\mathbf{x}}\left(t_{f}, \mathbf{p}\right), \Gamma_{\mathbf{p}} \mathbf{y}\left(t_{f}, \mathbf{p}\right)$ and $\Gamma_{\mathbf{p}} \dot{\mathbf{x}}\left(t_{f}, \mathbf{p}\right)$ each, using methods presented in Chapter 5. Then an element of $\Gamma f_{i}\left(\mathbf{p}_{k}\right)$ for each $\left\{0, \ldots, n_{c}\right\}$ is computed as described in §7.1.2.

### 7.2 Control Parameterization

Program (7.1.1) can be used to provide approximate solutions to certain open loop optimal control problems similar to those discussed in [40] and [105], where continuously differentiable vector fields are considered. In this section, the main results in [40] and Chapter 6 in [105] are extended to optimal control problems involving vector fields that satisfy Assumption (5.1.1).

An open loop optimal control problem seeks to find functions of time (controls) that satisfy the constraints and minimize the objective. It is an infinite dimensional problem because the solution is sought in some function space rather than in $\mathbb{R}^{n}$. In practice, the solution of many optimal control problems cannot be determined numerically. Instead, the elements of the function space of interest are approximated by functions defined in terms of a finite set of parameters, e.g., measurable functions are approximated by piecewise constant functions. ${ }^{1}$ The solution of the optimal control problem is then sought in this class of approximating functions. The advantage of this method is that the use of finitely many parameters converts the infinite dimensional problem to a finite dimensional problem that can be solved numerically. Under certain conditions, it can be shown that the solutions of these finite dimensional problems converge to the optimal solution of the original problem as the number of parameters is increased.

The section begins with a brief summary of the necessary background information. Then, the control parameterization method is described. Finally, some results on the convergence of the approximate controls to the original optimal control are presented.

### 7.2.1 Preliminaries

Let $I$ be a subset of $\mathbb{R}$ with positive measure. Let $n$ and $p$ be positive integers. Let $\mathcal{L}_{p}\left(I, \mathbb{R}^{n}\right)$ denote the class of measurable functions from $I$ to $\mathbb{R}^{n}$ for which the quantity

$$
\left(\int_{I}\|\mathbf{f}(t)\|^{p} d t\right)^{1 / p}
$$

[^8]is finite where $\mathbf{f}(t)=\left(f_{1}(t), \ldots, f_{n}(t)\right)$ and $\|\mathbf{f}(t)\|=\sqrt{\sum_{i=1}^{n} f_{i}(t)^{2}}$. Note that $\mathcal{L}_{p}\left(I, \mathbb{R}^{n}\right)$ is a Banach space with respect to the norm:
$$
\|\mathbf{f}\|_{p}=\left(\int_{I}\|\mathbf{f}(t)\|^{p} d t\right)^{\frac{1}{p}}
$$

A measurable function $\mathbf{f}: I \rightarrow \mathbb{R}^{n}$ is essentially bounded if there exists a positive number $C<+\infty$ such that the set $S=\{t \in I:\|\mathbf{f}(t)\|>C\}$ has Lebesgue measure zero. Let

$$
\|\mathbf{f}\|_{\infty}=\operatorname{ess} \sup \{\|\mathbf{f}(t)\|: t \in I\}
$$

where ess $\sup \{\|\mathbf{f}(t)\|: t \in I\}$ denotes the smallest $C$ such that the set $S=\{t \in I$ : $\|\mathbf{f}(t)\|>C\}$ has Lebesgue measure zero. $\mathcal{L}_{\infty}\left(I, \mathbb{R}^{n}\right)$ denotes the class of essentially bounded measurable functions from $I$ to $\mathbb{R}^{n}$. Note that $\mathcal{L}_{\infty}\left(I, \mathbb{R}^{n}\right)$ is a Banach space with respect to the norm $\|\mathbf{f}\|_{\infty}$. In addition, $\mathcal{L}_{\infty}\left(I, \mathbb{R}^{n}\right) \subset \mathcal{L}_{1}\left(I, \mathbb{R}^{n}\right)$.

A measurable function $\mathbf{f}$ belongs to $\mathcal{L}_{1}^{\text {loc }}$ if

$$
\begin{equation*}
\int_{I}\|\mathbf{f}(t)\| d t<+\infty \tag{7.2.1}
\end{equation*}
$$

holds for all bounded $I$.

Lemma 7.2.1 (Gronwall's Lemma). Let $f:[0,+\infty) \rightarrow \mathbb{R}$ and $\alpha:[0,+\infty) \rightarrow \mathbb{R}$ be continuous functions. Let $f(t) \geq 0$ and $\alpha(t) \geq 0$. Let $K \in \mathcal{L}_{1}^{\text {loc }}$ and $K(t) \geq 0$ a.e. Assume:

$$
f(t) \leq \alpha(t)+\int_{0}^{t} K(\tau) f(\tau) d \tau
$$

Then, for $0 \leq t<+\infty$,

$$
f(t) \leq \alpha(t)+\int_{0}^{t} e^{\int_{s}^{t} K(\tau) d \tau} K(s) \alpha(s) d s
$$

holds.

### 7.2.2 Description of Control Parameterization

The open loop optimal control problem of interest is:

$$
\begin{align*}
\min _{\tilde{\mathbf{u}} \in \mathcal{L}_{\infty}(T, U)} \mathcal{J}(\tilde{\mathbf{u}})= & \int_{t_{0}}^{t_{f}} h_{0}(t, \tilde{\mathbf{u}}(t), \tilde{\mathbf{x}}(t, \tilde{\mathbf{u}})) d t+H_{0}\left(\tilde{\mathbf{x}}\left(t_{f}, \tilde{\mathbf{u}}\right)\right)  \tag{7.2.2}\\
\text { s.t. } & \int_{t_{0}}^{t_{f}} h_{i}(t, \tilde{\mathbf{u}}(t), \tilde{\mathbf{x}}(t, \tilde{\mathbf{u}})) d t+H_{i}\left(\tilde{\mathbf{x}}\left(t_{f}, \tilde{\mathbf{u}}\right)\right) \leq 0, \forall i \in\left\{1, \ldots, n_{c}\right\} \\
& \dot{\tilde{\mathbf{x}}}(t, \tilde{\mathbf{u}})=\mathbf{f}(t, \tilde{\mathbf{u}}(t), \tilde{\mathbf{x}}(t, \tilde{\mathbf{u}})), \forall t \in\left(t_{0}, t_{f}\right] \backslash S  \tag{7.2.3}\\
& \tilde{\mathbf{x}}\left(t_{0}, \tilde{\mathbf{u}}\right)=\mathbf{x}_{0} \tag{7.2.4}
\end{align*}
$$

where

- $T=\left[t_{0}, t_{f}\right]$,
- $\mathcal{T}$ is an open subset of $\mathbb{R}$ such that $T \subset \mathcal{T}$,
- $n_{q}, n_{x}, n_{c}$ are finite positive integers,
- $U \subset \mathbb{R}^{n_{q}}, U=\left\{\mathbf{w}: c_{j}^{L} \leq w_{j} \leq c_{j}^{U},-\infty<c_{j}^{L}<c_{j}^{U}<+\infty, \forall j \in\left\{1, \ldots, n_{q}\right\}\right\}$,
- $\mathcal{U}$ is an open subset of $\mathbb{R}^{n_{q}}$ such that $U \subset \mathcal{U}$ holds,
- $\mathcal{L}_{\infty}(T, U)$ is the set of essentially bounded measurable functions from $T$ to $U$,
- $S$ is a set of measure zero subset of $T$,
- $\tilde{\mathbf{x}}: T \times \mathcal{L}_{\infty}(T, U) \rightarrow \mathbb{R}^{n_{x}}$ is the continuous state of the system,
- $\mathbf{f}: \mathcal{T} \times \mathcal{U} \times \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}^{n_{x}}, h_{i}: \mathcal{T} \times \mathcal{U} \times \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}$ and $H_{i}: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}$ satisfy Assumption 5.1.1 for all $i \in\left\{0, \ldots, n_{c}\right\}$.

Remark 7.2.2. Path constraints of the form $g(t, \tilde{\mathbf{u}}(t), \tilde{\mathbf{x}}(t, \tilde{\mathbf{u}})) \leq 0, \forall t \in\left[t_{0}, t_{f}\right]$ can be incorporated into this formulation by considering the constraints

$$
\int_{t_{0}}^{t_{f}} \max (0, g(t, \tilde{\mathbf{u}}(t), \tilde{\mathbf{x}}(t, \tilde{\mathbf{u}})) d t \leq 0
$$

or

$$
\int_{t_{0}}^{t_{f}} \max \left(0, g(t, \tilde{\mathbf{u}}(t), \tilde{\mathbf{x}}(t, \tilde{\mathbf{u}}))^{2}\right) d t \leq 0
$$

The first constraint is nonsmooth whereas the second one is continuously differentiable if $g(t, \cdot)$ is continuously differentiable for all $t \in\left[t_{0}, t_{f}\right]$.

The solution of (7.2.2) if it exists is a measurable function which usually cannot be obtained numerically. Even if a measurable solution is known, it may not make sense to implement it in practice. Therefore, the measurable controls, $\tilde{\mathbf{u}}$ are approximated by piecewise constant functions ${ }^{2} \mathbf{u}^{n_{e}}: T \times \mathcal{P}^{n_{e}} \rightarrow U$ of the form

$$
\begin{aligned}
u_{j}^{n_{e}}(t, \mathbf{p}) & =p_{k, j}, \forall t \in\left[\alpha_{k}, \beta_{k}\right), c_{j}^{L} \leq p_{k, j} \leq c_{j}^{U}, \forall k \in\left\{1, \ldots, n_{e}\right\}, \forall j \in\left\{1, \ldots, n_{q}\right\}, \\
u_{j}^{n_{e}}\left(t_{f}, \mathbf{p}\right) & =p_{n_{e}, j}, \forall j \in\left\{1, \ldots, n_{q}\right\}
\end{aligned}
$$

where $n_{e},\left\{\alpha_{k}\right\}_{k=1}^{n_{e}},\left\{\beta_{k}\right\}_{k=1}^{n_{e}}$ are as defined in Assumption 4.4.1 and $\mathcal{P}^{n_{e}}$ is an open subset of $\mathbb{R}^{n_{q} \times n_{e}}$. Substituting $\mathbf{u}^{n_{e}}$ for $\tilde{\mathbf{u}}$,

$$
\begin{aligned}
\min _{\mathbf{p} \in \mathcal{P}^{n_{e}}} J^{n_{e}}(\mathbf{p})= & \int_{t_{0}}^{t_{f}} h_{0}\left(t, \mathbf{u}^{n_{e}}(t, \mathbf{p}), \mathbf{x}(t, \mathbf{p})\right) d t+H_{0}\left(\mathbf{x}\left(t_{f}, \mathbf{p}\right)\right) \\
\text { s.t. } & \int_{t_{0}}^{t_{f}} h_{i}\left(t, \mathbf{u}^{n_{e}}(t, \mathbf{p}), \mathbf{x}(t, \mathbf{p})\right) d t+H_{i}\left(\mathbf{x}\left(t_{f}, \mathbf{p}\right)\right) \leq 0, \forall i \in\left\{1, \ldots, n_{c}\right\}, \\
& \dot{\mathbf{x}}\left(t, \mathbf{u}^{n_{e}}(t, \mathbf{p})\right)=\mathbf{f}\left(t, \mathbf{u}^{n_{e}}(t, \mathbf{p}), \mathbf{x}(t, \mathbf{p})\right), \forall t \in\left(t_{0}, t_{f} \backslash \backslash S\right.
\end{aligned}
$$

[^9]$$
\mathbf{x}\left(t_{0}, \mathbf{u}^{n_{e}}(t, \mathbf{p})\right)=\mathbf{x}_{0}
$$
is obtained. This program can be written in the form
\[

$$
\begin{align*}
\min _{\mathbf{p} \in \mathcal{P}^{n_{e}}} J^{n_{e}}(\mathbf{p})= & \int_{t_{0}}^{t_{f}} h_{0}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) d t+H_{0}\left(\mathbf{x}\left(t_{f}, \mathbf{p}\right)\right)  \tag{7.2.5}\\
\text { s.t. } & \int_{t_{0}}^{t_{f}} h_{i}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) d t+H_{i}\left(\mathbf{x}\left(t_{f}, \mathbf{p}\right)\right) \leq 0, \forall i \in\left\{1, \ldots, n_{c}\right\} \\
& \dot{\mathbf{x}}(t, \mathbf{p})=\mathbf{f}_{k}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})), \forall t \in\left(\alpha_{k}, \beta_{k}\right] \backslash S, \forall k \in\left\{1, \ldots, n_{e}\right\} \\
& \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{x}_{0}
\end{align*}
$$
\]

and can be solved using the nonsmooth single shooting method described in §7.1.

## Convergence Results

In this section, the relationship between the approximate problem (7.2.5) and the original formulation (7.2.2) is analyzed. The results are similar to the results presented in Chapter 6 in [105] and in [40].

In this section, the following additional assumption holds.

## Assumption 7.2.3.

For any compact set $\Omega \subset \mathcal{U}$, there exists a positive constant $K$ such that

$$
\begin{equation*}
\|\mathbf{f}(t, \mathbf{v}, \mathbf{w})\| \leq K(1+\|\mathbf{w}\|) \tag{7.2.6}
\end{equation*}
$$

holds for all $(t, \mathbf{v}, \mathbf{w}) \in\left[t_{0}, t_{f}\right] \times \Omega \times \mathbb{R}^{n_{x}}$.

The following assumptions are made in [105] unlike the ones in this section:

1. For any compact set $\Omega \subset \mathcal{U}$, there exists a positive constant $K$ such that

$$
\|\mathbf{f}(t, \mathbf{v}, \mathbf{w})\| \leq K(1+\|\mathbf{w}\|)
$$

holds for all $(t, \mathbf{v}, \mathbf{w}) \in\left[t_{0}, t_{f}\right] \times \Omega \times \mathcal{X}$.
2. $\mathbf{f}(\cdot, \mathbf{v}, \mathbf{w})$ and $h_{i}(\cdot, \mathbf{v}, \mathbf{w})$ are piecewise continuous on $\left[t_{0}, t_{f}\right]$ for each $(\mathbf{v}, \mathbf{w}) \in \mathcal{U} \times \mathbb{R}^{n_{x}}$ for all $i \in\left\{0, \ldots, n_{c}\right\} . \mathbf{f}(t, \cdot), h_{i}(t, \cdot)$ and $H_{i}$ are continuously differentiable on $\mathcal{U} \times \mathbb{R}^{n_{x}}$ for all $t \in\left[t_{0}, t_{f}\right]$ and for all $i \in\left\{0, \ldots, n_{c}\right\}$.

The main result obtained in Chapter 6 in [105] can be obtained for the systems considered in this section. First, the necessary terminology to state the main results in Chapter 6 in [105] is introduced. Then, the main convergence results are stated. Later, the lemmas that differ in the proofs are presented.

Let $\mathbf{p}^{n_{e}, *}$ be an optimal solution of (7.2.5), $J^{n_{e}}\left(\mathbf{p}^{n_{e}, *}\right)$ be the corresponding optimal solution value and $\mathbf{u}^{n_{e}, *}$ be the corresponding control. The convergence analysis makes use of the $\epsilon$-relaxed problem

$$
\begin{align*}
\min _{\mathbf{p} \in \mathcal{P}^{n_{e}}} J_{\epsilon}^{n_{e}}(\mathbf{p})= & \int_{t_{0}}^{t_{f}} h_{0}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) d t+H_{0}\left(\mathbf{x}\left(t_{f}, \mathbf{p}\right)\right)  \tag{7.2.7}\\
\text { s.t. } & \int_{t_{0}}^{t_{f}} h_{i}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) d t+H_{i}\left(\mathbf{x}\left(t_{f}, \mathbf{p}\right)\right) \leq \epsilon, \forall i \in\left\{1, \ldots, n_{c}\right\} \\
& \dot{\mathbf{x}}(t, \mathbf{p})=\mathbf{f}_{k}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})), \forall t \in\left(\alpha_{k}, \beta_{k} \backslash S, \forall k \in\left\{1, \ldots, n_{e}\right\}\right. \\
& \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{x}_{0}
\end{align*}
$$

where $\epsilon$ is a positive real number. Let $\mathbf{p}^{n_{e}, \epsilon, *}$ be an optimal solution of (7.2.7) for a given $n_{e}$ and $\epsilon, J_{\epsilon}^{n_{e}}\left(\mathbf{p}^{n_{e}, \epsilon, *}\right)$ be the corresponding optimal solution value and $\mathbf{u}^{n_{e}, \epsilon, *}$ be the corresponding control. Results are obtained under the following regularity assumption:

Assumption 7.2.4. There exists an integer $\bar{n}_{e}$ such that

$$
\lim _{\epsilon\rfloor 0} J_{\epsilon}^{n_{e}}\left(\mathbf{p}^{n_{e}, \epsilon, *}\right)=J^{n_{e}}\left(\mathbf{p}^{n_{e}, *}\right)
$$

uniformly with respect to $n_{e} \geq \bar{n}_{e}$.

The next two theorems are the main convergence results.

Theorem 7.2.5. Let Assumption (7.2.4) hold and suppose there exists an optimal solution $\tilde{\mathbf{u}}^{*}$ to problem (7.2.2). Then

$$
\lim _{n_{e} \rightarrow \infty} \mathcal{J}\left(\mathbf{u}^{n_{e}, *}\right)=\mathcal{J}\left(\tilde{\mathbf{u}}^{*}\right)
$$

Theorem 7.2.6. Let Assumption (7.2.4) hold. Suppose that

$$
\lim _{n_{e} \rightarrow \infty} \mathbf{u}^{n_{e}, *}\left(t, \mathbf{p}^{n_{e}, *}\right) \rightarrow \overline{\mathbf{u}}(t), \forall t \in\left[t_{0}, t_{f}\right] \backslash S
$$

where $S$ is a measure zero subset of $\left[t_{0}, t_{f}\right]$. Then $\overline{\mathbf{u}}$ is an optimal solution of (7.2.2).
The proofs of the results are the same as the proof of Theorem 6.5.1 and Theorem 6.5.2 in [105] with Lemma 7.2.7 replacing Lemma 6.4.2 in [105] and Lemma 7.2.8 replacing Lemma 6.4.3 in [105].

Lemma 7.2.7. Let $\left\{\mathbf{u}^{n_{e}}\right\}_{n_{e}=1}^{\infty}$ be a bounded sequence of functions in $\mathcal{L}_{\infty}(T, U)$. Then, the sequence $\left\{\tilde{\mathbf{x}}\left(\cdot, \mathbf{u}^{n_{e}}\right)\right\}_{n_{e}=1}^{\infty}$ of corresponding solutions to (7.2.3) and (7.2.4) is also bounded and in $\mathcal{L}_{\infty}\left(T, \mathbb{R}^{n_{x}}\right)$.

Proof. Equations (7.2.3) and (7.2.4) can be stated as

$$
\begin{equation*}
\tilde{\mathbf{x}}\left(t, \mathbf{u}^{n_{e}}\right)=\mathbf{x}_{0}+\int_{t_{0}}^{t} \mathbf{f}\left(\tau, \mathbf{u}^{n_{e}}\left(t, \mathbf{p}^{n_{e}}\right), \tilde{\mathbf{x}}\left(\tau, \mathbf{u}^{n_{e}}\right)\right) d \tau \tag{7.2.8}
\end{equation*}
$$

for all $t \in\left[t_{0}, t_{f}\right]$. Using property (7.2.6), one obtains

$$
\begin{aligned}
& \left\|\tilde{\mathbf{x}}\left(t, \mathbf{u}^{n_{e}}\right)\right\| \leq\left\|\mathbf{x}_{0}\right\|+\int_{t_{0}}^{t} K\left(1+\left\|\tilde{\mathbf{x}}\left(\tau, \mathbf{u}^{n_{e}}\right)\right\|\right) d \tau \\
& \left\|\tilde{\mathbf{x}}\left(t, \mathbf{u}^{n_{e}}\right)\right\| \leq\left\|\mathbf{x}_{0}\right\|+K\left(t_{f}-t_{0}\right)+K \int_{t_{0}}^{t}\left\|\tilde{\mathbf{x}}\left(\tau, \mathbf{u}^{n_{e}}\right)\right\| d \tau
\end{aligned}
$$

Application of Gronwall's Lemma results in

$$
\left\|\tilde{\mathbf{x}}\left(t, \mathbf{u}^{n_{e}}\right)\right\| \leq\left(\left\|\mathbf{x}_{0}\right\|+K\left(t_{f}-t_{0}\right)\right) e^{K\left(t_{f}-t_{0}\right)}, \forall t \in\left[t_{0}, t_{f}\right]
$$

Lemma 7.2.8. Let $\left\{\mathbf{u}^{n_{e}}\right\}_{n_{e}=1}^{\infty}$ be a bounded sequence of functions in $\mathcal{L}_{\infty}(T, U)$ that converge to a function $\overline{\mathbf{u}}$ a.e. on $\left[t_{0}, t_{f}\right]$. Let $\left\{\tilde{\mathbf{x}}\left(\cdot, \mathbf{u}^{n_{e}}\right)\right\}_{n_{e}=1}^{\infty}$ be the corresponding solutions to (7.2.3) and (7.2.4). Then

$$
\begin{equation*}
\lim _{n_{e} \rightarrow \infty}\left\|\tilde{\mathbf{x}}\left(\cdot, \mathbf{u}^{n_{e}}\right)-\tilde{\mathbf{x}}(\cdot, \overline{\mathbf{u}})\right\|_{\infty}=0 \tag{7.2.9}
\end{equation*}
$$

and for each $t \in\left[t_{0}, t_{f}\right]$,

$$
\lim _{n_{e} \rightarrow \infty}\left\|\tilde{\mathbf{x}}\left(t, \mathbf{u}^{n_{e}}\right)-\tilde{\mathbf{x}}(t, \overline{\mathbf{u}})\right\|=0
$$

holds.

Proof. Let $C_{0}$ satisfy $\left\|\mathbf{u}^{n_{e}}\right\|_{\infty} \leq C_{0}$ for all $n_{e} \geq 1$. Per Lemma 7.2.7, there exists a constant $C_{1}$ such that $\left\|\tilde{\mathbf{x}}\left(\cdot, \mathbf{u}^{n_{e}}\right)\right\|_{\infty} \leq C_{1}$ for all $n_{e} \geq 1$. Let $\overline{\mathcal{X}}=\left\{\mathbf{v} \in \mathbb{R}^{n_{x}}:\|\mathbf{v}\| \leq C_{1}\right\}$.

Since $\mathbf{f}$ is a locally Lipschitz continuous function due to Assumption 5.1.1, $U$ and $\overline{\mathcal{X}}$ are
compact sets, there exists $K_{1}$ such that the difference

$$
\left\|\tilde{\mathbf{x}}\left(t, \mathbf{u}^{n_{e}}\right)-\tilde{\mathbf{x}}(t, \overline{\mathbf{u}})\right\| \leq \int_{t_{0}}^{t_{f}}\left\|\mathbf{f}\left(\tau, \mathbf{u}^{n_{e}}\left(\tau, \mathbf{p}^{n_{e}}\right), \tilde{\mathbf{x}}\left(\tau, \mathbf{u}^{n_{e}}\right)\right)-\mathbf{f}(\tau, \overline{\mathbf{u}}(\tau), \tilde{\mathbf{x}}(\tau, \overline{\mathbf{u}}))\right\| d \tau
$$

satisfies

$$
\left.\left\|\tilde{\mathbf{x}}\left(t, \mathbf{u}^{n_{e}}\right)-\tilde{\mathbf{x}}(t, \overline{\mathbf{u}})\right\| \leq \int_{t_{0}}^{t_{f}} K_{1} \| \tilde{\mathbf{x}}\left(\tau, \mathbf{u}^{n_{e}}\right)\right)-\tilde{\mathbf{x}}(\tau, \overline{\mathbf{u}})\left\|+K_{1}\right\| \mathbf{u}^{n_{e}}\left(\tau, \mathbf{p}^{n_{e}}\right)-\overline{\mathbf{u}}(\tau) \| d \tau
$$

Applying Gronwall's Lemma,

$$
\left\|\tilde{\mathbf{x}}\left(t, \mathbf{u}^{n_{e}}\right)-\tilde{\mathbf{x}}(t, \overline{\mathbf{u}})\right\| \leq K_{1} e^{K_{1}\left(t_{f}-t_{0}\right)} \int_{t_{0}}^{t_{f}}\left\|\mathbf{u}^{n_{e}}\left(\tau, \mathbf{p}^{n_{e}}\right)-\overline{\mathbf{u}}(\tau)\right\| d \tau
$$

is obtained and the desired results follow from the fact that $\mathbf{u}^{n_{e}}\left(t, \mathbf{p}^{n_{e}}\right) \rightarrow \overline{\mathbf{u}}(t)$ for all $t \in\left[t_{0}, t_{f}\right] \backslash S$ where $S$ is a measure zero subset of $\left[t_{0}, t_{f}\right]$.

Remark 7.2.9. Assumption 7.2 .3 is required to prove that the state trajectories remain in a bounded subset of $\mathbb{R}^{n_{x}}$ as proven in Lemma 7.2.7. Therefore this assumption can be replaced with any other condition ensuring boundedness of the trajectories.

Remark 7.2.10. In practice, a suitable $n_{e}$ is determined by solving (7.2.5) repeatedly using an increasing sequence of values for $n_{e}$ until $J^{n_{e}}\left(\mathbf{p}^{n_{e}, *}\right)$ stops changing significantly.

### 7.3 Minimum Time Problems

Formulation (7.1.1) does not cover situations where the duration of the time horizon needs to be minimized. In addition, results in Chapters 3 and 4 do not directly apply to such problems. In order to apply these results, the dynamics need to be transformed so that time is a state.

Consider the ordinary differential equation

$$
\begin{equation*}
\dot{\mathbf{x}}(t, \mathbf{p})=\mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right], \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{f}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P} \tag{7.3.1}
\end{equation*}
$$

where the equation satisfies Assumptions 4.2.1 and 5.1.1.
Redefine $t$ as $t:[0,1] \rightarrow \mathbb{R}$. Let $\Delta T=t_{f}-t_{0}$. Let $\hat{\mathbf{p}}=\left(\Delta T, t_{0}\right)$. Redefine $\mathbf{p}=(\mathbf{p}, \hat{\mathbf{p}})$. Let $t$ be the solution of the following initial value problem

$$
\frac{d t}{d \tau}(\tau, \mathbf{p})=\Delta T, \forall \tau \in(0,1], t(0, \mathbf{p})=t_{0}
$$

Hence $t(\tau, \mathbf{p})=\tau \Delta T+t_{0}$. Note that

$$
\frac{d \mathbf{x}}{d \tau}(t(\tau, \mathbf{p}), \mathbf{p})=\dot{\mathbf{x}}(t(\tau, \mathbf{p}), \mathbf{p}) \cdot \frac{d t}{d \tau}(\tau, \mathbf{p})
$$

holds per the chain rule for derivatives where $t(\tau, \mathbf{p})=\tau \Delta T+t_{0}$. Then, the equations in (7.3.1) can be written as

$$
\begin{aligned}
\frac{d \mathbf{x}}{d \tau}(t(\tau, \mathbf{p}), \mathbf{p}) & =\Delta T \cdot \mathbf{f}(t(\tau, \mathbf{p}), \mathbf{p}, \mathbf{x}(t(\tau, \mathbf{p}), \mathbf{p})), \forall \tau \in(0,1] \\
\frac{d t}{d \tau}(\tau, \mathbf{p}) & =\Delta T, \forall \tau \in(0,1] \\
t(0, \mathbf{p}) & =t_{0}, \mathbf{x}(t(0, \mathbf{p}), \mathbf{p})=\mathbf{f}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P}
\end{aligned}
$$

Let $\hat{\mathbf{x}}:[0,1] \times \mathcal{P} \rightarrow \mathcal{X}$ be defined by $\hat{\mathbf{x}}(\tau, \mathbf{p})=\mathbf{x}(t(\tau, \mathbf{p}), \mathbf{p})$. Then, the final form of the equations becomes

$$
\begin{aligned}
\frac{d \hat{\mathbf{x}}}{d \tau}(\tau, \mathbf{p}) & =\Delta T \cdot \mathbf{f}(t(\tau, \mathbf{p}), \mathbf{p}, \hat{\mathbf{x}}(\tau, \mathbf{p})), \forall \tau \in(0,1] \\
\frac{d t}{d \tau}(\tau, \mathbf{p}) & =\Delta T, \forall \tau \in(0,1] \\
t(0, \mathbf{p}) & =t_{0}, \hat{\mathbf{x}}(0, \mathbf{p})=\mathbf{f}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P}
\end{aligned}
$$

Let $\mathbf{g}: \mathcal{T} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{R}^{n_{x}+1}$ be defined by $\mathbf{g}\left(\eta_{t}, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right)=\left(\Delta T \cdot \mathbf{f}\left(\eta_{t}, \boldsymbol{\eta}_{\mathbf{p}}, \boldsymbol{\eta}_{\mathbf{x}}\right), \Delta T\right)$. It can easily be shown that $\mathbf{g}$ satisfies Assumption 5.1.1. Note that this form of the dynamics is amenable to be used in minimum time problems because the duration and initial time are parameters of the ordinary differential equation.

This transformation can also be used on systems of the form

$$
\begin{equation*}
\mathbf{0}=\mathbf{F}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p}), \mathbf{y}(t, \mathbf{p}), \dot{\mathbf{x}}(t, \mathbf{p})), \forall t \in\left[t_{0}, t_{f}\right], \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{F}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P} \tag{7.3.2}
\end{equation*}
$$

satisfying Assumptions 4.3.1, 4.3.2 and 5.1.1. The transformed dynamics are

$$
\begin{aligned}
\mathbf{0} & =\mathbf{F}(t(\tau, \mathbf{p}), \mathbf{p}, \hat{\mathbf{x}}(\tau, \mathbf{p}), \hat{\mathbf{y}}(\tau, \mathbf{p}), \dot{\hat{\mathbf{x}}}(\tau, \mathbf{p})), \forall \tau \in[0,1] \\
\frac{d \hat{\mathbf{x}}}{d \tau}(\tau, \mathbf{p}) & =\Delta T \cdot \dot{\hat{\mathbf{x}}}(\tau, \mathbf{p}), \forall \tau \in(0,1] \\
\frac{d t}{d \tau}(\tau, \mathbf{p}) & =\Delta T, \forall \tau \in(0,1] \\
t(0, \mathbf{p}) & =t_{0}, \hat{\mathbf{x}}(0, \mathbf{p})=\mathbf{F}_{0}(\mathbf{p}), \forall \mathbf{p} \in \mathcal{P}
\end{aligned}
$$

where $\hat{\mathbf{x}}(\tau, \mathbf{p})=\mathbf{x}(t(\tau, \mathbf{p}), \mathbf{p}), \hat{\mathbf{y}}(\tau, \mathbf{p})=\mathbf{y}(t(\tau, \mathbf{p}), \mathbf{p}), \dot{\hat{\mathbf{x}}}(\tau, \mathbf{p})=\dot{\mathbf{x}}(t(\tau, \mathbf{p}), \mathbf{p})$ and $\mathbf{p}$ is redefined as in the ODE case.

In the multistage case, the final transformed equations become

$$
\begin{aligned}
\mathbf{0} & =\mathbf{F}_{i}\left(t(\tau, \mathbf{p}), \mathbf{p}, \hat{\mathbf{x}}_{i}(\tau, \mathbf{p}), \hat{\mathbf{y}}_{i}(\tau, \mathbf{p}), \dot{\hat{\mathbf{x}}}_{i}(\tau, \mathbf{p})\right), \forall \tau \in[i-1, i], \forall i \in \mathcal{I} \\
\frac{d \hat{\mathbf{x}}_{i}}{d \tau}(\tau, \mathbf{p}) & =\Delta T_{i} \cdot \dot{\hat{\mathbf{x}}}_{i}(\tau, \mathbf{p}), \forall \tau \in(i-1, i], \forall i \in \mathcal{I} \\
\frac{d t}{d \tau}(\tau, \mathbf{p}) & =\Delta T_{i}, \forall \tau \in(i-1, i], \forall i \in \mathcal{I} \\
t(0, \mathbf{p}) & =t_{0} \\
\mathbf{0} & =\hat{\mathbf{x}}_{1}(0, \mathbf{p})-\mathbf{F}_{1}^{0}(\mathbf{p}) \\
\mathbf{0} & =\hat{\mathbf{x}}_{i}(i-1, \mathbf{p})-\mathbf{F}_{i}^{0}\left(\mathbf{p}, \hat{\mathbf{x}}_{i-1}(i-1, \mathbf{p})\right), \forall i \in \mathcal{I} \backslash\{1\}
\end{aligned}
$$

$$
\begin{aligned}
& \mathbf{0}=\hat{\mathbf{x}}(\tau, \mathbf{p})-\hat{\mathbf{x}}_{i}(\tau, \mathbf{p}), \forall \tau \in[i-1, i), \forall i \in \mathcal{I} \\
& \mathbf{0}=\hat{\mathbf{x}}\left(n_{e}, \mathbf{p}\right)-\hat{\mathbf{x}}_{n_{e}}\left(n_{e}, \mathbf{p}\right) \\
& \mathbf{0}=\hat{\mathbf{y}}(\tau, \mathbf{p})-\hat{\mathbf{y}}_{i}(\tau, \mathbf{p}), \forall \tau \in[i-1, i), \forall i \in \mathcal{I} \\
& \mathbf{0}=\hat{\mathbf{y}}\left(n_{e}, \mathbf{p}\right)-\hat{\mathbf{y}}_{n_{e}}\left(n_{e}, \mathbf{p}\right) \\
& \mathbf{0}=\dot{\hat{\mathbf{x}}}(\tau, \mathbf{p})-\dot{\hat{\mathbf{x}}}_{i}(\tau, \mathbf{p}), \forall \tau \in[i-1, i), \forall i \in \mathcal{I} \\
& \mathbf{0}=\dot{\hat{\mathbf{x}}}\left(n_{e}, \mathbf{p}\right)-\dot{\hat{\mathbf{x}}}_{n_{e}}\left(n_{e}, \mathbf{p}\right)
\end{aligned}
$$

where $\Delta T_{i}=\beta_{i}-\alpha_{i}$ for all $i \in \mathcal{I}$, the equations satisfy Assumption 4.4.1, the right-hand side functions satisfy Assumption 5.1.1 and $\mathbf{F}_{i}$ satisfy Assumption 4.3.2 for all $i \in \mathcal{I}$. Now, formulation (7.1.1) can be rewritten using the transformed dynamics to solve minimum time problems.

### 7.4 Dynamic Optimization Literature Review and Comparison with the State of the Art

In the previous sections, the nonsmooth single shooting method was introduced and its application to dynamic optimization problems in the context of control parameterization was presented. In this section, the place of this numerical algorithm within the state of the art is discussed. The reader is referred to [17] for an excellent overview of the available numerical methods in case the data of the problem is continuously differentiable.

Methods that solve the necessary conditions of optimality to determine an optimal control are called indirect methods. Necessary conditions of optimality exist for the case where the data of the problem is locally Lipschitz continuous ([25]). These conditions involve the generalized gradient. As a result, the equations defining the optimal control are differential inclusions. Currently, these conditions are not amenable to numerical computation. Hence,
there are no indirect methods applicable to the dynamic optimization problems that can be solved by the nonsmooth single shooting method.

Direct methods solve the optimal control problem by directly minimizing the objective. The nonsmooth single shooting method introduced in $\S 7.1$ is therefore a direct method. Direct methods usually convert the optimal control problem into a nonlinear mathematical program similar to (7.2.5) using control parameterization and apply nonlinear optimization techniques to obtain a solution. It is possible to use optimization methods that do not require gradient information (derivative-free methods) in this approach. However, derivativefree methods require significantly more time to solve problems compared to methods that make use of gradient information where this information is available. An instance of this behavior is presented in the Chemotherapy Scheduling Case Study in Chapter 8. Lastly, these methods mostly lack proven convergence properties.

Numerical methods that only use an ODE/DAE solver to compute the state trajectories and the derivative information are called sequential (single shooting) methods. Therefore, the method in $\S 7.1$ is called a single shooting method. In these methods, most of the computational time is spent solving the embedded dynamics and derivative information with an ODE/DAE solver. The use of such a solver guarantees that the state trajectories always satisfy the initial value problem for any parameter value. The number of variables in the optimization problem is the smallest for this approach compared to other approaches. However, single shooting methods can only solve problems whose embedded initial value problems can be solved using an ODE/DAE solver. Hence, problems involving unstable dynamics cannot be reliably solved using a single shooting method because the integration error in the ODE/DAE solver grows unbounded.

The rest of the methods are called simultaneous methods because the integration of the dynamics is accomplished with the aid of the optimization algorithm. Simultaneous methods that discretize the embedded initial value problem are called transcription (collocation)
methods. In this approach, a discretization scheme such as Radau collocation on finite elements is used to approximate the state trajectories. The discretization scheme results in additional optimization variables that represent the values of the states at each time point of the discretization. The optimization method determines the value of these variables as well as those of the original ones. Therefore, these methods result in large optimization problems even for systems with a small to medium number of states. The number of discretization time points and grid that yields a sufficiently accurate approximation of the trajectories is not $a$ priori known. Therefore, the state trajectories obtained as a solution need to be checked by comparing them to trajectories obtained with an ODE/DAE solver. In practice, however, the number of discretization points is increased until the trajectories obtained stop changing significantly. For problems involving stiff or highly nonlinear dynamics, this approach leads to very large optimization problems. In addition, the large number of variables complicates the determination of the initial values for the parameters. An example of this behavior can be seen in the Electric Circuit Case Study in Chapter 8. Multiple shooting methods, which are simultaneous methods, partition the time horizon into smaller intervals called epochs. The initial conditions for the states used in the numerical integration of the dynamics for each epoch become decision variables. The state trajectories over each epoch are computed using an ODE/DAE solver using values for theses variables. Then, the optimization method adjusts the values of these variables so that the states obtained at the end of each epoch are consistent with the values of the variables that are the initial conditions for the following epoch. Note that a direct (indirect) method can be sequential or simultaneous. Multiple shooting methods were invented to overcome some of the drawbacks of single shooting methods. Unstable dynamic systems can be handled because the integration is carried out over shorter intervals of time preventing the integration error from growing unbounded.

Finally, there are approaches based on dynamic programming. However, these approaches require a lot of memory and computational effort. These approaches are suitable only for
problems where the number of state variables is small or where a special structure is present.
Dynamic optimization problems of systems with varying structure that can be solved using the nonsmooth single shooting method, can also be solved by direct single shooting methods that use derivative-free optimization algorithms and some direct transcription methods ([102, 106], [12]). In transcription methods for systems with varying structure, the vector field that determines the evolution of the system between two time points of the discretization needs to be determined. This is a selection problem that can be handled using integer variables as in [102, 106] or complementarity conditions as in [12]. In order to solve practical problems with the integer approach, the underlying dynamics need to be linear because the solvers can handle only linear constraints effectively. Nonlinear dynamics result in nonlinear constraints. Hence, any nonlinearity in the system equations needs to be linearized. This degrades the quality of the approximation of the state trajectories. The resultant mathematical program is a mixed-integer linear program, (MILP). The MPEC (Mathematical Programs with Equilibrium Constraints) approach in [12] uses special constraints called complementarity conditions. This method can deal with nonlinear dynamics. However, the complementarity conditions violate certain regularity conditions called constraint qualifications. Therefore, the resultant mathematical programs require special handling and optimization methods. Both approaches suffer from the shortcomings of transcription methods. Examples of the MPEC approach are presented in the Electric Circuit and the Cascading Tanks Case Studies. An example of the use of integer variables is presented in the Cascading Tanks Case Study. The performance of these transcription methods are compared to the nonsmooth single shooting method in Chapter 8.

Finally, the results in the previous chapters can be used to devise a nonsmooth multiple shooting method. The rigorous development of this method is part of future research.

## Chapter 8

## Case Studies

### 8.1 Electric Circuit

In this case study, the behavior of the nonsmooth single shooting method and the MPEC approach presented in [12] is compared on a dynamic system exhibiting significant nonlinear behavior and stiffness.

### 8.1.1 System Dynamics

The system is an the electrical circuit (Figure 8-1) consisting of the well-known FitzHughNagumo ([49]) electrical circuit used in modeling neurons connected in parallel with a diode and resistor. The elements of the model are:

- $t_{0}$ : initial time in seconds; $t_{0}=0.0 \mathrm{~s}$.
- $t_{f}$ : final time in seconds; $t_{f}=60.0 \mathrm{~s}$.
- $T$ : time horizon in seconds; $T=\left[t_{0}, t_{f}\right]$
- $\Delta T$ : the duration of time in seconds; $\Delta T=60.0 \mathrm{~s}$.
- $n_{e}$ : number of epochs used in control vector parameterization; $n_{e}=2$.
- $\mathcal{K}$ : the index set for the epoch; $\mathcal{K}=\left\{1, \ldots, n_{e}\right\}$.


Figure 8-1: Electric Circuit: Configuration.

- $\left\{T_{k}\right\}_{k=1}^{n_{e}}$ : the time intervals for each epoch. $T_{k}=\left[a_{k}, b_{k}\right)$ where $\mathbf{a}_{k}=t_{0}+\frac{\Delta T \cdot(k-1)}{n_{e}}$ and $\mathbf{b}_{k}=t_{0}+\frac{\Delta T \cdot(k)}{n_{e}}$ for all $k$ in $\mathcal{K}$.
- $\left\{I_{c, k}\right\}_{k=1}^{n_{e}}$ : control parameters of the system in amperes.
- $\mathbf{p}$ : the parameters to be adjusted. $\mathbf{p}=\left(I_{c, 1}, \ldots, I_{c, n_{e}}\right)$.
- $\mathcal{P}$ : the parameter set; $\mathcal{P}$ is an open subset of $\mathbb{R}^{n_{e}}$ such that $[0.00,1.50]^{n_{e}} \subset \mathcal{P}$.
- $v: T \times \mathcal{P} \rightarrow \mathbb{R}$ : the voltage of the circuit in volts.
- $w: T \times \mathcal{P} \rightarrow \mathbb{R}$ : the current through the inductor in amperes. In the remainder of the case study unless otherwise noted, current refers to the current through the inductor.
- $\mathbf{x}: T \times \mathcal{P} \rightarrow \mathbb{R}^{2}:(t, \mathbf{p}) \mapsto(v(t, \mathbf{p}), w(t, \mathbf{p})):$ is the continuous state of the system.
- $\mathcal{X}$ : the state space; $\mathcal{X}=\mathbb{R}^{2}$.
- $v_{t h}:$ threshold voltage of the diode in volts; $v_{t h}=-1.20 \mathrm{~V}$.
- $R_{d}$ : internal resistance of the diode; $R_{d}=0.05 \Omega$.
- $C$ : capacitance of the capacitor in farads; $C=1.00 \mathrm{~F}$.
- $(\alpha, \beta)$ : parameters of the tunnel diode; $\alpha=1.00 \frac{\mathrm{~A}}{\mathrm{~V}}$ and $\beta=\frac{1.00}{3.00} \frac{\mathrm{~A}}{\mathrm{~V}^{3}}$.
- $L$ : inductance of the inductor in henries; $L=12.5 \mathrm{H}$.
- $R$ : resistance of the resistor in series with the inductor; $R=0.8 \Omega$.
- $E$ : potential difference across the terminals of the battery in volts; $E=0.7 \mathrm{~V}$.
- $I_{1}: T \times \mathcal{P} \rightarrow \mathbb{R}$ : the current through the tunnel diode in amperes.
- $I_{2}: T \times \mathcal{P} \rightarrow \mathbb{R}$ : the current through the capacitor in amperes.
- $I_{3}: T \times \mathcal{P} \rightarrow \mathbb{R}:$ the current through the diode in amperes.
- $I_{c}: T \times \mathcal{P} \rightarrow \mathbb{R}$ the external current applied to the circuit. $I_{c}(t, \mathbf{p})=I_{c, k}, \forall t \in \Delta T_{k}$ and $I_{c}\left(t_{f}, \mathbf{p}\right)=I_{c, n_{e}}$.

The numerical values of the parameters except the diode's threshold voltage and its internal resistance are the original numerical values of the FitzHugh-Nagumo model, although the units may be different.

The tunnel diode in Figure 8-1 is a passive circuit element whose voltage and current relationship is approximated by a third order polynomial. In the electrical circuit (Figure in $8-1), I_{1}(t, \mathbf{p})$ and $v(t, \mathbf{p})$ satisfy

$$
\begin{equation*}
I_{1}(t, \mathbf{p})=\beta v^{3}(t, \mathbf{p})-\alpha v(t, \mathbf{p}) \tag{8.1.1}
\end{equation*}
$$

The diode allows current to flow in one direction when the voltage across it is less than $v_{t h}$. It determines $I_{3}(t, \mathbf{p})$ by

$$
\begin{equation*}
I_{3}(t, \mathbf{p})=\min \left(\frac{v(t, \mathbf{p})-v_{t h}}{R_{d}}, 0\right) \tag{8.1.2}
\end{equation*}
$$

Finally, $I_{2}(t, \mathbf{p})$ satisfies

$$
\begin{equation*}
I_{2}(t, \mathbf{p})=C \dot{v}(t, \mathbf{p}) \tag{8.1.3}
\end{equation*}
$$

Kirchoff's laws yield

$$
\begin{align*}
I_{c}(t, \mathbf{p}) & =w(t, \mathbf{p})+I_{1}(t, \mathbf{p})+I_{2}(t, \mathbf{p})+I_{3}(t, \mathbf{p})  \tag{8.1.4}\\
v(t, \mathbf{p}) & =L \dot{w}(t, \mathbf{p})+R w(t, \mathbf{p})-E \tag{8.1.5}
\end{align*}
$$

Substituting (8.1.1), (8.1.2) and (8.1.3) into (8.1.4) and (8.1.5) and solving for $\dot{v}$ and $\dot{w}$ produces the initial value problem

$$
\begin{aligned}
\dot{v}(t, \mathbf{p}) & =\frac{1}{C}\left(I_{c}(t, \mathbf{p})-\min \left(\frac{v(t, \mathbf{p})-v_{t h}}{R_{t h}}, 0\right)-\left(\beta v^{3}(t, \mathbf{p})-\alpha v(t, \mathbf{p})\right)-w(t, \mathbf{p})\right), \forall t \in\left(t_{0}, t_{f}\right] \\
\dot{w}(t, \mathbf{p}) & =\frac{1}{L}(-R w(t, \mathbf{p})+v(t, \mathbf{p})+E), \forall t \in\left(t_{0}, t_{f}\right] \\
v\left(t_{0}, \mathbf{p}\right) & =0.0, w\left(t_{0}, \mathbf{p}\right)=0.0
\end{aligned}
$$

The electric circuit exhibits different behavior for different current input as shown in Figures 8-2a and 8-2b. For low values of the input current, the circuit voltage spikes rapidly and then decays rapidly to a value around -1.20 V. For larger input currents, the system shows oscillatory behavior. The presence of the diode causes a rapid change in the time derivative of the voltage when the voltage drops below -1.20 V . The difference caused in the evolution of the states by the diode can be seen in in Figures 8-3a and 8-3b. Finally, for large enough current values, oscillations vanish and the voltage reaches a value close to 1.00 V . The evolution of the current occurs relatively slow compared to the evolution of the voltage. This difference is especially pronounced at higher current values.

### 8.1.2 Dynamic Optimization Formulation

A dynamic optimization problem is solved to maximize the energy dissipated by the diode by adjusting $\left\{I_{c, k}\right\}_{k=1}^{n_{e}}$.


Figure 8-2: Electric Circuit: Voltage and current trajectories for different constant $I_{c}$.


Figure 8-3: Electric Circuit: Difference in voltage and current trajectories between FitzHughNagumo and Electric Circuit Models if $I_{c}(t, \mathbf{p})=0.50 \mathrm{~A}, \forall t \in\left[t_{0}, t_{f}\right]$.

The power dissipated by the diode is

$$
P(t, \mathbf{p})=I_{3}(t, \mathbf{p})^{2} R_{d}=\min \left(\frac{v(t, \mathbf{p})-v_{t h}}{R_{d}}, 0\right)\left(v(t, \mathbf{p})-v_{t h}\right) .
$$

Hence, the energy dissipated by the diode is computed by

$$
\dot{S}(t, \mathbf{p})=\min \left(\frac{v(t, \mathbf{p})-v_{t h}}{R_{d}}, 0\right)\left(v(t, \mathbf{p})-v_{t h}\right), \forall t \in\left(t_{0}, t_{f}\right], S\left(t_{0}, \mathbf{p}\right)=0.0
$$

The plot of $S\left(t_{f}, \cdot\right)$ is in Figure 8-4. $S\left(t_{f}, \cdot\right)$ is a nonconvex function of the parameters. The function is fairly flat around $(0,0),(0,1.5)$ and $(1.5,1.5)$. The function values are zero in the
neighborhood of $(1.50,1.50)$. The voltage never becomes less than $v_{t h}$ for parameter values close to $(1.50,1.50)$. The function changes rapidly in the neighborhood of points $(0.05, y)$ where $y \in[0,1.5]$. In this region, the evolution of the states transitions from non-oscillatory to oscillatory behavior. The function has a global maximum at $(1.5,0.0)$ and a few local maxima such as $(0.076,0.625)$.


Figure 8-4: Electric Circuit:Surface and contour plots of the dissipated energy by the diode

The formal statement of the dynamic optimization is

$$
\begin{align*}
& \max _{\mathbf{p} \in \mathcal{P}} J(\mathbf{p})=S\left(t_{f}, \mathbf{p}\right)  \tag{8.1.6}\\
& \text { s.t. } 0.00 \leq I_{c, k} \leq 1.50, I_{c}(t, \mathbf{p})=I_{c, k}, t \in \Delta T_{k}, k \in \mathcal{K}, I_{c}\left(t_{f}, \mathbf{p}\right)=I_{c, k}, \\
& \dot{v}(t, \mathbf{p})=\frac{1}{C}\left(I_{c}(t, \mathbf{p})-\min \left(\frac{v(t, \mathbf{p})-v_{t h}}{R_{d}}, 0\right)\right)- \\
& \frac{1}{C}\left(\beta v^{3}(t, \mathbf{p})+\alpha v(t, \mathbf{p})-w(t, \mathbf{p})\right), \forall t \in\left(t_{0}, t_{f}\right], \\
& \dot{w}(t, \mathbf{p})=\frac{1}{L}(-R w(t, \mathbf{p})+v(t, \mathbf{p})+E), \forall t \in\left(t_{0}, t_{f}\right] \\
& \dot{S}(t, \mathbf{p})= \\
& \min \left(\frac{v(t, \mathbf{p})-v_{t h}}{R_{d}}, 0\right)\left(v(t, \mathbf{p})-v_{t h}\right), \forall t \in\left(t_{0}, t_{f}\right] \\
& v\left(t_{0}, \mathbf{p}\right)=0.0, w\left(t_{0}, \mathbf{p}\right)=0.0, S\left(t_{0}, \mathbf{p}\right)=0
\end{align*}
$$

This problem is solved using the nonsmooth single shooting method developed in this thesis
and the MPEC approach presented in [12].

### 8.1.3 Nonsmooth Single Shooting Method Results

The dynamic optimization problem (8.1.6) is solved with the method proposed in Chapter 7 for various initial guesses of for $I_{c, k}$ for all $k \in\{1,2\}$. For the integration of the dynamics and auxiliary equations yielding derivative information DSL48SE ([108, 109, 36]) is used with code generated by DAEPACK ([107]). The nonlinear program is solved using the proximal bundle solver in [64] on a SUSE Linux 10 Virtual Machine with 1 GB of RAM and a 2.4 GHz Intel Core Duo CPU. The absolute and relative tolerances used in simulation are $1 \times 10^{-8}$ and $1 \times 10^{-8}$, respectively. The optimality tolerance for the bundle solver is set to $1 \times 10^{-6}$.

Problem (8.1.6) is solved using various initial guesses for $\mathbf{p}=\left(I_{c, 1}, I_{c, 2}\right)$. Table 8.1 summarizes the results for the test cases used in this study. The first column contains the label of the case. " $\mathbf{p}_{0}$ " and " $\mathbf{p}$ " represent the initial guess and final converged parameter values, respectively. The values are tabulated in columns 5 and 6. Columns 3 and 4 contain the initial and final objective values, respectively. Column 2 summarizes the termination status of the bundle solver. The column CPU contains the times taken to solve problem (8.1.6) numerically. NIT is the number of iterations done by the bundle solver and NFV is the number of times the dynamics are simulated. The behavior of the nonsmooth single

| Case | Status | $J\left(\mathbf{p}_{0}\right)$ | $J\left(\mathbf{p}^{*}\right)$ | $\mathbf{p}_{0}$ | $\mathbf{p}^{*}$ | CPU $[s]$ | NIT | NFV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | Optimal | 0.1786 | 0.1786 | $(0.000,0.000)$ | $(0.000,0.000)$ | 0.05 | 1 | 1 |
| B | Optimal | 0.1919 | 2.5325 | $(0.050,0.050)$ | $(1.500,0.000)$ | 0.36 | 4 | 7 |
| C | Optimal | 0.1166 | 2.5325 | $(1.400,1.400)$ | $(1.500,0.000)$ | 0.43 | 6 | 6 |
| D | Optimal | 0.3919 | 1.0649 | $(0.750,1.250)$ | $(0.076,0.625)$ | 1.24 | 12 | 12 |
| E | Optimal | 0.2590 | 1.0649 | $(1.000,1.000)$ | $(0.076,0.625)$ | 3.60 | 14 | 21 |
| F | Optimal | 0.7350 | 1.0649 | $(0.100,1.250)$ | $(0.076,0.625)$ | 2.26 | 16 | 24 |

Table 8.1: Electric Circuit: Nonsmooth single shooting results
shooting method is as expected. Due to the nonconvex nature of the objective, not all initial guesses for $\mathbf{p}$ lead to the final parameters equal to $(1.50,0.00)$. The $\mathbf{p}^{*}$ obtained correspond to local maxima of the objective function.

### 8.1.4 MPEC Approach Results

## MPEC Formulation

The transcription technique in [12] produces the mathematical program;

$$
\begin{align*}
& \max _{X} J(X)=S_{n_{e}, n_{t}}-\mu \Delta  \tag{8.1.7}\\
& \text { s.t: } I_{3, k, i+1}=\left(1-\lambda_{k, i+1}\right)\left(\frac{v_{k, i+1}^{-}}{R_{d}}\right), \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \backslash\left\{n_{t}\right\},  \tag{8.1.8}\\
& \dot{w}_{k, i+1}=\frac{1}{L}\left(v_{k, i+1}-R w_{k, i+1}+E\right), \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \backslash\left\{n_{t}\right\},  \tag{8.1.9}\\
&  \tag{8.1.10}\\
& \dot{v}_{k, i+1}=\frac{1}{C}\left(\alpha v_{k, i+1}-\beta v_{k, i+1}^{3}+I_{c, k}+I_{3, k, i+1}\right), \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \backslash\left\{n_{t}\right\},  \tag{8.1.11}\\
&  \tag{8.1.12}\\
& \dot{S}_{k, i+1}=I_{3, k, i+1}^{2} R_{d}, \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \backslash\left\{n_{t}\right\},  \tag{8.1.13}\\
&  \tag{8.1.14}\\
& w_{k, i+1}-w_{k, i}=h_{k, i} \dot{w}_{k, i+1}, \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \backslash\left\{n_{t}\right\},  \tag{8.1.15}\\
&  \tag{8.1.16}\\
& v_{k, i+1}-v_{k, i}=h_{k, i} \dot{v}_{k, i+1}, \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \backslash\left\{n_{t}\right\},  \tag{8.1.17}\\
&  \tag{8.1.18}\\
& S_{k, i+1}-S_{k, i}=h_{k, i} \dot{S}_{k, i+1}, \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \backslash\left\{n_{t}\right\},  \tag{8.1.19}\\
&  \tag{8.1.20}\\
& v_{k+1,1}=v_{k, n_{t}}, \forall k \in \mathcal{K} \backslash\left\{n_{e}\right\}, \\
& \\
& w_{k+1,1}=w_{k, n_{t}}, \forall k \in \mathcal{K} \backslash\left\{n_{e}\right\}, \\
& \\
& S_{k+1,1}=S_{k, n_{t}}, \forall k \in \mathcal{K} \backslash\left\{n_{e}\right\}, \\
& \\
& v_{k, i+1}-v_{t h}=v_{k, i+1}^{+}-v_{k, i+1}^{-}, \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \backslash\left\{n_{t}\right\}, \\
& z_{k, i+1}^{-}=\lambda_{k, i+1} v_{k, i+1}^{-}, \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \backslash\left\{n_{t}\right\}, \\
& z_{k, i+1}^{+}=\left(1-\lambda_{k, i+1}\right) v_{k, i+1}^{+}, \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \backslash\left\{n_{t}\right\},
\end{align*}
$$

$$
\begin{align*}
& \Delta=\sum_{k=1}^{n_{e}} \sum_{i=2}^{n_{t}}\left(z_{k, i}^{-}+z_{k, i}^{+}\right)  \tag{8.1.21}\\
& 0 \leq v_{k, i}^{+}, 0 \leq v_{k, i}^{-}, 0 \leq \lambda_{k, i} \leq 1.0, \forall k \in \mathcal{K}, \forall i \in \mathcal{I}  \tag{8.1.22}\\
& 0 \leq z_{k, i}^{-}, 0 \leq z_{k, i}^{+}, \forall k \in \mathcal{K}, \forall i \in \mathcal{I}  \tag{8.1.23}\\
& v_{1,1}=0, w_{1,1}=0, S_{1,1}=0  \tag{8.1.24}\\
& 0 \leq I_{c, k} \leq 1.50, \forall k \in \mathcal{K}  \tag{8.1.25}\\
& 1 \times 10^{-6} \leq h_{k, i} \leq \frac{5 \times 60.0}{n_{e} \cdot\left(n_{t}-1\right)}, \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \backslash\left\{n_{t}\right\}  \tag{8.1.26}\\
& \sum_{i=1}^{n_{t}-1} h_{k, i}=30.0, \forall k \in \mathcal{K}, \tag{8.1.27}
\end{align*}
$$

where

- $\mu$ is the positive penalty parameter;
- $n_{t}$ is the number of finite elements in each epoch;
- $\mathcal{I}=\left\{1, \ldots, n_{t}\right\}$ is the index set for the finite elements;
- $\left\{\left\{z_{k, i}^{-}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ and $\left\{\left\{z_{k, i}^{+}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ are the deviations from the complementarity conditions in (8.1.19), (8.1.20), (8.1.22) and satisfy (8.1.23);
- $\Delta$ is the total deviation from the complementarity conditions and is computed using (8.1.21);
- $\left\{\left\{\lambda_{k, i}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{v_{k, i}^{+}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ and $\left\{\left\{v_{k, i}^{-}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ are the complementarity variables;
- $\left\{\left\{h_{k, i}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ are the time steps;
- $\left\{\left\{v_{k, i}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ are the values of the voltage in epoch $k$ and finite element $i$;
- $\left\{\left\{w_{k, i}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ are the values of the current in epoch $k$ and finite element $i$;
- $\left\{\left\{S_{k, i}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ are the values of the energy dissipated by the resistor in epoch $k$ and finite element $i$;
- and $\left\{\left\{I_{3, k, i}\right\}_{k=1}^{n_{t}}\right\}_{i=1}^{n_{e}}$ are the values of the $I_{3}(t, \mathbf{p})$ in epoch $k$ and finite element $i$;
$\bullet X=\left\{\left\{I_{c, k}\right\}_{k=1}^{n_{e}},\left\{\left\{z_{k, i}^{-}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}, \quad\left\{\left\{z_{k, i}^{+}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}, \quad\left\{\left\{\lambda_{k, i}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}, \quad\left\{\left\{v_{k, i}^{+}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}\right.$,

$$
\left.\left\{\left\{v_{k, i}^{-}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{w_{k, i}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{S_{k, i}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{I_{3, k, i}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{h_{k, i}\right\}_{i=1}^{n_{t}}\right\}_{k=1}^{n_{e}}\right\} .
$$

The differential equations of the circuit are discretized using an implicit Euler scheme and are in (8.1.9), (8.1.10), (8.1.11), (8.1.12), (8.1.13) and (8.1.14). Equations (8.1.15), (8.1.16) and (8.1.17) ensure continuity of the continuous states between epochs. Initial conditions are in (8.1.24). The time steps are part of the solution of the mathematical program and satisfy (8.1.26). In addition, the time steps in each epoch have to sum up to the epoch duration. This requirement is stated in (8.1.27). The constraints on $I_{c, k}$ are in (8.1.25).

## Determination of $n_{t}$

The number of finite elements in each epoch, $n_{t}$ determines the accuracy of approximation of the implicit Euler discretization scheme. If $n_{t}$ is too small, the approximations to the state trajectories obtained as the solution of (8.1.7) are not accurate. If $n_{t}$ is yet smaller, there may not even exist a feasible solution.

A feasibility problem is solved to determine a suitable $n_{t}$ and obtain a feasible starting point, $X_{0}$. The constraint (8.1.25) is replaced with

$$
\begin{equation*}
I_{c, k}=0.5, k \in \mathcal{K} \tag{8.1.28}
\end{equation*}
$$

and the objective of (8.1.7) is replaced with

$$
\begin{equation*}
\min _{X} J(X)=\Delta \tag{8.1.29}
\end{equation*}
$$

The feasibility problem is implemented in GAMS 23.1 and solved with the nonlinear programming solver CONOPT [29, 30] to a final tolerance of $3.0 \times 10^{-13}$ on a SUSE Linux 10 Virtual Machine with 1 GB of memory and a 2.4 GHz Intel Core Duo CPU. Solution of the MPEC formulation has also been solved with the nonlinear programming solver IPOPT [112]. However, the CPU times obtained are significantly worse than the ones obtained using

CONOPT. Hence, they are omitted.
The feasibility problem is solved for different values of $n_{t}$ and various initial values of $X_{0}$. It is also solved for different values of $I_{c, k}$. Sample results are in Tables 8.2 to 8.3. Status is the termination criteria of the solver. NVAR is the number of elements in $X$. NEQ is the number of equations in (8.1.7). The column labeled CPU contains the amount of time taken by the computer to solve the problem.

| $n_{t}$ | Status | $\Delta$ | NVAR | NEQ | CPU $[s]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 101 | Optimal | 0.5173 | 2012 | 1407 | 4.73 |
| 201 | Optimal | 0.2599 | 4012 | 2807 | 9.47 |
| 301 | Optimal | 0.3365 | 6012 | 4207 | 15.07 |
| 401 | Optimal | 0.4038 | 8012 | 5607 | 27.28 |
| 501 | Optimal | 0.4304 | 10012 | 7007 | 34.58 |

Table 8.2: Electric Circuit: MPEC feasibility problem results, $I_{c, k}=0.50, \forall k \in \mathcal{K}$.

| $n_{t}$ | Status | $\Delta$ | NVAR | NEQ | CPU $[s]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 101 | Optimal | 1.4362 | 2012 | 1407 | 6.99 |
| 201 | Optimal | 26.0653 | 4012 | 2807 | 12.03 |
| 301 | Optimal | 0.8762 | 6012 | 4207 | 52.07 |
| 401 | Optimal | 0.9754 | 8012 | 5607 | 69.02 |
| 501 | Optimal | 1.1229 | 10012 | 7007 | 135.67 |

Table 8.3: Electric Circuit: MPEC feasibility problem results, $I_{c, k}=1.50, \forall k \in \mathcal{K}$.

It is imperative that $\Delta$ is zero. Even a small violation can result in grossly erroneous state trajectories as can be seen in Figures $8-5 \mathrm{a}$ and $8-5 \mathrm{~b}$. This is the reason for the very small termination tolerance.

In this study a zero $\Delta$ could not be obtained using arbitrary $X_{0}$. Therefore, an $X_{0}$ is derived from state trajectories obtained by simulating the dynamics for $I_{c, k}=1.0$ for all


Figure 8-5: Electric Circuit: Effect of nonzero complementarity deviations on voltage and current, $\Delta=0.4304$
$k \in \mathcal{K}$ and $h_{k, i}$ are set to $30 /\left(n_{t}-1\right)$ where $n_{t}$ is varied. A feasibility problem is solved for each $n_{t}$. The results are tabulated in Table 8.4. Even if simulation results are used to initialize the variables, the feasibility problem may have nonzero objective value. The state

| $n_{t}$ | Status | $\Delta$ | NVAR | NEQ | CPU $[s]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 201 | Optimal | 0.0000 | 4012 | 2807 | 4.16 |
| 301 | Optimal | 0.0000 | 6012 | 4207 | 9.28 |
| 401 | Optimal | 0.0956 | 8012 | 5607 | 21.85 |
| 501 | Optimal | 0.6235 | 10012 | 7007 | 43.24 |
| 601 | Optimal | 0.1632 | 12012 | 8407 | 34.70 |
| 701 | Optimal | 0.0000 | 14012 | 9807 | 41.33 |

Table 8.4: Electric Circuit: MPEC feasibility problem results, $I_{c, k}=1.00$, initialization with simulation results.
trajectories obtained for the cases $n_{t}=201, n_{t}=301$ and $n_{t}=701$ are visually compared to simulation results. It is found that if $n_{t}$ is set to 701 , then the approximations to the state trajectories obtained as the solution of the feasibility problem agree with simulation results sufficiently.

## Optimization Results

The penalty parameter $\mu$ is set to 5 . This value is determined by trial and error. If $\mu$ is too small, then $\Delta$ may not be zero at the optimal solution.

It is imperative that the initial values supplied to the nonlinear programming solver represent a feasible or an almost feasible point. Otherwise, the solver is not able to provide a feasible solution or a solution $X$ such that $\Delta$ is zero.

The optimization problem is implemented in GAMS 23.1 and solved with the nonlinear programming solver CONOPT [29, 30] to a final tolerance of $3.0 \times 10^{-13}$ on a SUSE Linux 10 Virtual Machine with 1 GB of memory and a 2.4 GHz Intel Core Duo CPU. Solution of the MPEC formulation has also been solved with the nonlinear programming solver IPOPT [112]. However, the CPU times obtained are significantly worse than the ones obtained using CONOPT. Hence, they are omitted.

The results of the optimization runs are in Table 8.5. $X_{0}$ is computed from data obtained from the simulation of the dynamics with the given $\mathbf{p}_{0}$ values. $\bar{J}\left(\mathbf{p}^{*}\right)$ is the value of the objective obtained from the MPEC formulation. Table 8.6 contains the result of the optimization runs with $\mu=1$. Note that $\Delta$ is nonzero for Case D. For this example, the value of $\mu$ does not affect the CPU time significantly. The CPU times are significantly more than the CPU times in Table 8.1. The CPU times do not depend strongly on the termination tolerance of the solver. Table 8.7 contains the data for the optimization runs with a termination tolerance of $1 \times 10^{-7}$. The CPU times strongly depend on $n_{t}$. Table 8.8 shows the change in the solution times for Case E for different values of $n_{t}$.

The quality of the approximation of the state trajectories also depend strongly on $n_{t}$. Figures 8-6, 8-7 and 8-8 show the effect of $n_{t}$ on the voltage and current trajectories. The optimal parameters in Table 8.8 are simulated for the cases $n_{t}=201, n_{t}=401$ and $n_{t}=701$. The curves marked as "Simulation" are the results obtained by simulation. The curves marked as "MPEC" are the approximations obtained from the solution of (8.1.7). It is

| Case | Status | $\mathbf{p}_{0}$ | $\mathbf{p}^{*}$ | $\bar{J}\left(\mathbf{p}^{*}\right)$ | $\Delta$ | CPU $[s]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | Optimal | $(0.0000,0.0000)$ | $(0.0000,0.0000)$ | 0.1680 | 0.0000 | 22.16 |
| B | Optimal | $(0.0500,0.0500)$ | $(0.0657,0.0000)$ | 0.7902 | 0.0000 | 47.43 |
| C | Optimal | $(1.4000,1.4000)$ | $(1.500,0.0000)$ | 2.5288 | 0.0000 | 168.17 |
| D | Optimal | $(0.7500,1.2500)$ | $(0.0742,0.6140)$ | 1.0643 | 0.0000 | 41.95 |
| E | Optimal | $(1.0000,1.0000)$ | $(0.0639,0.0000)$ | 0.8021 | 0.0000 | 176.00 |
| F | Optimal | $(0.1000,1.2500)$ | $(0.0743,0.6122)$ | 1.0635 | 0.0000 | 24.44 |

Table 8.5: Electric Circuit: MPEC method optimization results, $\mu=5$, termination tolerance is $3.0 \times 10^{-13}$

| Case | Status | $\mathbf{p}_{0}$ | $\mathbf{p}^{*}$ | $\bar{J}\left(\mathbf{p}^{*}\right)$ | $\Delta$ | $\mathrm{CPU}[s]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | Optimal | $(0.0000,0.0000)$ | $(0.0000,0.0000)$ | 0.1680 | 0.0000 | 15.29 |
| B | Optimal | $(0.0500,0.0500)$ | $(0.0657,0.0000)$ | 0.7902 | 0.0000 | 87.00 |
| C | Optimal | $(1.4000,1.4000)$ | $(1.5000,0.0000)$ | 2.5288 | 0.0000 | 137.00 |
| D* | Optimal | $(0.7500,1.2500)$ | $(0.0733,0.3144)$ | 1000.0 | 25.1260 | 64.46 |
| E | Optimal | $(1.0000,1.0000)$ | $(0.0639,0.0000)$ | 0.8021 | 0.0000 | 150.65 |
| F | Optimal | $(0.1000,1.2500)$ | $(0.0743,0.6122)$ | 1.0635 | 0.0000 | 29.57 |

Table 8.6: Electric Circuit: MPEC method optimization results, $\mu=1$, termination tolerance is $3.0 \times 10^{-13}$
observed that a low $n_{t}$ is not sufficient to approximate the state trajectories accurately. The choice of $n_{t}=701$ is justified if a high quality of approximation is important.

### 8.1.5 A Variant Dynamic Optimization Formulation

In this subsection, a variant of program (8.1.6) is solved. The constraint;

$$
\begin{equation*}
-0.0001 \leq v\left(t_{f}, \mathbf{p}\right) \leq 0.0001 \tag{8.1.30}
\end{equation*}
$$

| Case | Status | $\mathbf{p}_{0}$ | $\mathbf{p}^{*}$ | $\bar{J}\left(\mathbf{p}^{*}\right)$ | $\Delta$ | $\mathrm{CPU}[s]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | Optimal | $(0.0000,0.0000)$ | $(0.0000,0.0000)$ | 0.1680 | 0.0000 | 19.97 |
| B | Optimal | $(0.0500,0.0500)$ | $(0.0657,0.0000)$ | 0.7902 | 0.0000 | 45.67 |
| C | Optimal | $(1.4000,1.4000)$ | $(1.5000,0.0000)$ | 2.5288 | 0.0000 | 158.28 |
| D | Optimal | $(0.7500,1.2500)$ | $(0.0742,0.6140)$ | 1.0643 | 0.0000 | 41.25 |
| E | Optimal | $(1.0000,1.0000)$ | $(0.0639,0.0000)$ | 0.8021 | 0.0000 | 159.20 |
| F | Optimal | $(0.1000,1.2500)$ | $(0.0743,0.6122)$ | 1.0635 | 0.0000 | 23.04 |

Table 8.7: Electric Circuit: MPEC method optimization results, $\mu=5$, termination tolerance is $1.0 \times 10^{-7}$

| $n_{t}$ | Status | $\mathbf{p}_{0}$ | $\mathbf{p}^{*}$ | $\Delta$ | $\mathrm{CPU}[s]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 201 | Optimal | $(1.0000,1.0000)$ | $(0.0623,0.0695)$ | 0.0000 | 7.69 |
| 301 | Optimal | $(1.0000,1.0000)$ | $(0.0648,0.0706)$ | 0.0000 | 11.69 |
| 401 | Optimal | $(1.0000,1.0000)$ | $(0.0654,0.0718)$ | 0.0000 | 14.74 |
| 501 | Optimal | $(1.0000,1.0000)$ | $(0.0633,0.0000)$ | 0.0000 | 56.65 |
| 601 | Optimal | $(1.0000,1.0000)$ | $(0.0636,0.0000)$ | 0.0000 | 92.10 |
| 701 | Optimal | $(1.0000,1.0000)$ | $(0.0639,0.6122)$ | 0.0000 | 159.20 |

Table 8.8: Electric Circuit: MPEC method optimization results for various values of $n_{t}$ for Case $\mathrm{E}, \mu=5$, termination tolerance is $1.0 \times 10^{-7}$
is added to problem (8.1.6) and the corresponding constraint

$$
-0.0001 \leq v_{n_{e}, n_{t}} \leq 0.0001
$$

is added to (8.1.7). The resultant programs are solved using the nonsmooth single shooting method and the MPEC approach.


Figure 8-6: Electric Circuit: Difference between MPEC predicted voltage and current trajectories and simulation for Case E and $n_{t}=201$.


Figure 8-7: Electric Circuit: Difference between MPEC predicted voltage and current trajectories and simulation for Case E and $n_{t}=401$.

## Nonsmooth Single Shooting Method

The dynamic optimization problem is solved using an exact penalty formulation since the bundle solver used does not support nonlinear constraints directly. Further details of the exact penalty approach in nonsmooth optimization can be found in [87]. The penalized objective of (8.1.6) is

$$
J(\mathbf{p})=S\left(t_{f}, \mathbf{p}\right)+\mu \max \left(0, v\left(t_{f}, \mathbf{p}\right)-0.0001\right)+\mu \max \left(-0.0001-v\left(t_{f}, \mathbf{p}\right), 0\right)
$$



Figure 8-8: Electric Circuit: Difference between MPEC predicted voltage and current trajectories and simulation for Case E and $n_{t}=701$.
where $\mu$ is the penalty parameter. A sequence of dynamic optimization programs is solved where the penalty parameter is increased. Let $l$ be the index of the optimization problem solved. The penalty parameter for problem $l$ is $\mu(l)=40 \cdot l$. Problem $l$ is solved to optimality. If the solution is not a feasible point for (8.1.6) with the additional constraint (8.1.30), then $l$ is set to $l+1$, and the next program is solved. Otherwise, the solution is stationary in the extended sense for the problem (8.1.6) with the additional constraint (8.1.30). This can be derived as in [87] using the linear Newton approximations of the functions instead of the generalized gradients and the extended Cottle constraint qualification introduced in Chapter 6. The existence of a finite penalty parameter requires further research.

For the integration of the dynamics and auxiliary equations DSL48SE ([108], [109] [36]) is used with code generated by DAEPACK [107]. The nonlinear program is solved by the proximal bundle solver in [64] on a SUSE Linux 10 Virtual Machine with 1 GB of RAM and a 2.4 GHz Intel Core Duo CPU. The absolute and relative tolerances used in simulation are $1 \times 10^{-8}$ and $1 \times 10^{-8}$, respectively. The optimality tolerance for the bundle solver is set to $1 \times 10^{-6}$. The results are summarized in Table 8.9.

| Case | Status | $J\left(\mathbf{p}^{*}\right)$ | $\mathbf{p}_{0}$ | $\mathbf{p}^{*}$ | $v\left(t_{f}, \mathbf{p}\right)$ | $\mathrm{CPU}[s]$ | NIT | NFV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | Optimal | 0.1738 | $(0.000,0.000)$ | $(0.0000,1.2782)$ | 0.0000 | 8.48 | 77 | 138 |
| B | Optimal | 0.7122 | $(0.050,0.050)$ | $(0.07179,1.3036)$ | 0.0000 | 13.33 | 120 | 152 |
| C | Optimal | 0.1738 | $(1.400,1.400)$ | $(0.0000,1.2782)$ | 0.0000 | 3.86 | 56 | 60 |
| D | Optimal | 0.7128 | $(0.750,1.250)$ | $(0.07369,0.4135)$ | $1.5230 \times 10^{-5}$ | 49.64 | 343 | 540 |
| E | Optimal | 0.7122 | $(1.000,1.000)$ | $(0.07150,1.3036)$ | 0.0000 | 4.13 | 38 | 48 |
| F | Optimal | 0.7112 | $(0.100,1.250)$ | $(0.07820,0.4121)$ | $4.372 \times 10^{-5}$ | 21.55 | 203 | 236 |

Table 8.9: Electric Circuit: Nonsmooth single shooting results for variant problem.

## MPEC Approach

For the MPEC approach, the modified program is solved for various values of $n_{t}$ and the MPEC predicted trajectories are compared to the trajectories obtained from the simulation of the optimal parameters furnished by the MPEC approach. The initial parameter guess is $(1.00,1.00)$ for all optimization runs. The variables are initialized using simulation data. The optimization problem is implemented in GAMS 23.1 and solved with the nonlinear programming solver CONOPT [29, 30] to a final tolerance of $1.0 \times 10^{-7}$ on a SUSE Linux 10 Virtual Machine with 1 GB of memory and a 2.4 GHz Intel Core Duo CPU. Solution of the MPEC formulation has also been solved with the nonlinear programming solver IPOPT [112]. However, the CPU times obtained are significantly worse than the ones obtained using CONOPT. Hence, they are omitted.

The results are in Table 8.10. The column labeled " $v\left(t_{f}, \mathbf{p}\right)$ " contains the final voltage obtained by simulation of the dynamics using the optimal parameter values in the column labeled " $\mathbf{p}$ ". Note that there is significant difference between $v_{n_{e}, n_{t}}$ and $v(t, \mathbf{p})$. The difference between the final voltage predicted by the MPEC approach and the simulation decreases as the $n_{t}$ increases. Even though the complementary condition deviations are zero, there is gross error in estimating the voltage trajectory as can be seen in Figure 8-9. Unless a com-

| $n_{t}$ | Status | $\mathbf{p}^{*}$ | $\bar{J}\left(\mathbf{p}^{*}\right)$ | $\Delta$ | $v_{n_{e}, n_{t}}$ | $v\left(t_{f}, \mathbf{p}^{*}\right)$ | $\mathrm{CPU}[s]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 201 | Optimal | $(0.06477,0.3878)$ | 0.7103 | 0.00 | 0.0000 | 0.9460 | 7.19 |
| 401 | Optimal | $(0.06824,0.4001)$ | 0.7108 | 0.00 | 0.0000 | 0.6400 | 39.89 |
| 701 | Optimal | $(0.06955,0.4064)$ | 0.7118 | 0.00 | 0.0000 | 0.4240 | 62.01 |
| 801 | Optimal | $(0.06979,0.4075)$ | 0.7116 | 0.00 | 0.0000 | 0.3800 | 87.38 |
| 1001 | Optimal | $(0.07005,0.4088)$ | 0.7121 | 0.00 | 0.0000 | 0.3177 | 195.70 |

Table 8.10: Electric Circuit: MPEC method optimization results for the variant dynamic optimization problem for various values of $n_{t}$ for Case $\mathrm{E}, \mu=5$, termination tolerance is $1.0 \times 10^{-7}$.
parison with a simulation is carried out, the error in the MPEC predicted state trajectories cannot be detected.


Figure 8-9: Electric Circuit: Difference between MPEC predicted voltage trajectories and simulation for Case E and $n_{t}=201$ and $n_{t}=801$.

Finally, an MPEC formulation was developed using third order Radau collocation. CONOPT was not able to solve this formulation.

### 8.1.6 Conclusion

The Electric Circuit Case Study involves a relatively simple dynamic optimization problem. The effort to solve this problem using the MPEC approach was significantly more than the nonsmooth single shooting method.

The nonsmooth single shooting method required coding the model in FORTRAN77 and using the automatic code generation tool DAEPACK to generate the additional equations to obtain derivative information. Work had to be done to integrate the bundle solver and the routines used to simulate the dynamics. Running the optimization solver required no additional significant effort. It was observed that more than $95 \%$ of the solution times of the nonsmooth single shooting method were used to solve the initial value problem and compute an element of the linear Newton approximations.

The MPEC approach required the manual discretization of the dynamics and implementation in the GAMS environment. Determination of $n_{t}$ required substantial time. The determination of a value for $n_{t}$ guaranteeing a good approximation to the state trajectories does not appear to be possible without comparison to the simulation output for problems with highly nonlinear dynamics. In this regard, the MPEC approach does not seem to be a standalone method. Finding a good initial starting point for the solver was not possible by solving a feasibility problem. Instead, initial starting points were derived from simulation data. It was observed that if a good starting point is not provided to the solver, a feasible solution or a solution with zero $\Delta$ could not be obtained. A significant amount of time was spent to provide good starting points derived from simulation data.

The nonlinear and relatively stiff dynamics mandated the use of a relatively large $n_{t}$ to approximate the state trajectories acceptably. This led to longer solution times than the solution times of the nonsmooth shooting method. It was observed that if $\Delta$ could not be driven to zero, gross errors in the approximation of the state trajectories could occur even for small values of $\Delta$. In this regard, the MPEC approach is fragile. It is known that collocation methods produce state trajectories that are not realistic if constraints in the mathematical program representing dynamics are not satisfied. In the case of varying dynamics, the error incurred may be even more because the incorrect set of equations governing the dynamics between two time points may be selected. Even if a good starting point is provided, the

MPEC method may fail to produce realistic state trajectories and fail as can be seen in Table 8.6.

The MPEC approach may provide misleading results as can be seen in the solution of the variant dynamic optimization problem. Even though the voltage trajectories predicted by the MPEC approach looked reasonable and correct, comparison to simulation revealed gross errors. The nonsmooth shooting method should be used in dynamic optimization problems involving highly nonlinear and stiff dynamics and constraints on the transient behavior. In these problems, the accuracy obtained in the computation of the state trajectories using an initial value problem solver is crucial in obtaining a correct result.

### 8.2 Cascading Tanks: Empirical Complexity Analysis

The empirical scaling of the CPU times required by the nonsmooth single shooting algorithm introduced in Chapter 7 is investigated using a literature example described in [106].

### 8.2.1 System Dynamics

The system considered in this case study is originally presented in [106] for the empirical complexity analysis of the MILP approach to solving dynamic optimization problems involving systems with varying structure. A set of prismatic tanks with constant cross-sections connected in series using check valves to prevent flow in the reverse direction (Figure 8-10) constitute the model. The detailed listing of the elements of the system and the dynamic optimization formulation is as follows:

- $t_{0}$ : initial time in seconds, $t_{0}=0.0 \mathrm{~s}$.
- $t_{f}$ : final time in seconds, $t_{f}=100.0 \mathrm{~s}$.
- $T$ : time interval in seconds; $T=\left[t_{0}, t_{f}\right]$
- $\Delta T$ : the duration in seconds; $\Delta T=100.0 \mathrm{~s}$.


Figure 8-10: Cascaded Tanks Configuration.

- $n_{T}$ : the number of tanks connected in series; $3 \leq n_{T} \leq 16$.
- $\mathcal{I}$ : the set of tank indices, $\mathcal{I}=\left\{1, \ldots, n_{T}\right\}$. Tank $i+1$ is downstream of tank $i$ and flow from tank $i+1$ to tank $i$ is prevented by the connecting check valve.
- $\left\{A_{i}\right\}_{i=1}^{n_{T}}$ : the cross sectional area of the tanks in $\mathrm{m}^{2} . A_{i}=3 / n_{T} \mathrm{~m}^{2}$ for all $i$ in $\mathcal{I}$.
- $\left\{H_{i}\right\}_{i=2}^{n_{T}}$ : the height of the feed pipe connecting tank $i-1$ to tank $i . H_{i}=0.5 \mathrm{~m}$ for all $i \in \mathcal{I} \backslash\{1\}$.
- $n_{e}$ : number of epochs used in the control vector parameterization; $6 \leq n_{e} \leq 100$.
- $\mathcal{K}$ : the set of epoch indices; $\mathcal{K}=\left\{1, \ldots, n_{e}\right\}$.
- $\left\{T_{k}\right\}_{k=1}^{n_{e}}$ : the time intervals for each epoch. $T_{k}=\left[\alpha_{k}, \beta_{k}\right)$ where $\alpha_{k}=t_{0}+\frac{\Delta T(k-1)}{n_{e}}$ and $\beta_{k}=t_{0}+\frac{\Delta T(k)}{n_{e}}$ for all $k$ in $\mathcal{K}$.
- $\left\{\left\{w_{k, i}\right\}_{k=1}^{n_{e}}\right\}_{i=0}^{n_{T}}$ : the valve openings. $0.25 \leq w_{k, i} \leq 1.25$ for all $k \in \mathcal{K}$ and for all $i \in \mathcal{I} \cup\{0\}$.
- $n_{p}:$ number of parameters; $n_{p}=n_{e} \cdot\left(n_{T}+1\right)$.
- $\mathbf{p}$ : the parameter vector. $\mathbf{p} \in \mathbb{R}^{n_{p}}$ and $w_{k, i}=\mathbf{p}_{i \cdot n_{e}+k}, k \in \mathcal{K}$ and $i \in \mathcal{I} \cup\{0\}$.
- $\mathcal{P}$ : the parameter set. $\mathcal{P}$ is an open subset of $\mathbb{R}^{n_{p}}$ such that $[0.25,1.25]^{n_{p}} \subset \mathcal{P}$.
- $w_{i}: T \times \mathcal{P} \rightarrow \mathbb{R}$ : the controls of the system for all $i \in \mathcal{I} \cup\{0\}$. $w_{i}(t, \mathbf{p})=w_{i, k}, \forall t \in$
$T_{k}, \forall i \in \mathcal{I} \cup\{0\}$ and $w_{i}\left(t_{f}, \mathbf{p}\right)=w_{n_{e}, i}, \forall i \in \mathcal{I} \cup\{0\}$.
- $h_{i}: T \times \mathcal{P} \rightarrow \mathbb{R}$ : the liquid height in the tank with index $i$ for all $i \in \mathcal{I}$ in m .
- $\mathbf{h}: T \times \mathcal{P} \rightarrow \mathbb{R}^{n_{T}}:$ the vector of liquid heights which is the continuous state of the system, $\mathbf{h}(t, \mathbf{p})=\left(h_{i}(t, \mathbf{p}), \ldots, h_{n_{T}}(t, \mathbf{p})\right)$.
- $\mathcal{X}$ : the state space. $\mathcal{X}=\mathbb{R}^{n_{T}}$.
- $C_{0}$ : valve constant of valve 0 in $\mathrm{m}^{3} / \mathrm{s} ; C_{0}=0.1 \mathrm{~m}^{3} / \mathrm{s}$.
- $\left\{C_{i}\right\}_{i=1}^{n_{T}}$ : valve constant of valve $i$ in $\mathrm{m}^{2.5} / \mathrm{s} ; C_{i}=0.1 \mathrm{~m}^{2.5} / \mathrm{s}$.
- $F_{i}: T \times \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{R}$, the outlet flow rate from $\operatorname{tank} i$ in $\mathrm{m}^{3} / \mathrm{s}$ for all $i \in \mathcal{I}$.
- $F_{0}: T \times \mathcal{P} \rightarrow \mathbb{R}$, the inlet flow rate to tank $1 \mathrm{in} \mathrm{m}^{3} / \mathrm{s}$.
- $k_{r}$ : a positive regularization constant, $k_{r}=0.0001 \mathrm{~m}$.
- $h_{L}$ : the lower bound on acceptable liquid heights in $\mathrm{m}, h_{L}=0.7 \mathrm{~m}$.
- $h_{U}$ : the upper bound on acceptable liquid heights in $\mathrm{m}, h_{U}=0.8 \mathrm{~m}$.

The numerical values except for $k_{r}$ are from [106].
The equations that govern the evolution of the cascaded tanks system are:

$$
\begin{align*}
\dot{h}_{i}(t, \mathbf{p}) & =\frac{1}{A_{i}}\left(F_{i-1}(t, \mathbf{p})-F_{i}(t, \mathbf{p})\right), \forall t \in\left(t_{0}, t_{f}\right],  \tag{8.2.1}\\
F_{0}(t, \mathbf{p}) & =C_{0} w_{0}(t, \mathbf{p}), \forall t \in\left[t_{0}, t_{f}\right],  \tag{8.2.2}\\
F_{i}(t, \mathbf{p}) & =C_{i} w_{i}(t, \mathbf{p}) \frac{\Delta h_{i}(t, \mathbf{p})}{\sqrt{\left|\Delta h_{i}(t, \mathbf{p})\right|+k_{r}}}, \forall t \in\left[t_{0}, t_{f}\right],  \tag{8.2.3}\\
\Delta h_{i}(t, \mathbf{p}) & =\left\{\begin{array}{ll}
\bar{\Delta} h_{i}(t, \mathbf{p}) & \text { if } \bar{\Delta} h_{i}(t, \mathbf{p}) \geq 0, \\
0 & \text { if } \bar{\Delta} h_{i}(t, \mathbf{p})<0,
\end{array}, \forall i \in \mathcal{I} \backslash\left\{n_{T}\right\},\right.  \tag{8.2.4}\\
\bar{\Delta} h_{i}(t, \mathbf{p}) & =\left\{\begin{array}{ll}
h_{i}(t, \mathbf{p})-\left(h_{i+1}(t, \mathbf{p})-H_{i+1}\right) & \text { if } h_{i+1}(t, \mathbf{p})>H_{i+1}, \\
h_{i}(t, \mathbf{p})
\end{array}, \forall i \in \mathcal{I} \backslash\left\{n_{T}\right\},\right.  \tag{8.2.5}\\
\Delta h_{n_{e}}(t, \mathbf{p}) & =h_{n_{e}}(t, \mathbf{p}),  \tag{8.2.6}\\
h_{i}\left(t_{0}, \mathbf{p}\right) & =0.1, \forall i \in \mathcal{I} . \tag{8.2.7}
\end{align*}
$$

Equation (8.2.1) represents conservation of mass assuming constant liquid density. Equation (8.2.2) governs the flow through the inlet valve. The difference between the liquid heights in consecutive tanks determines the flow between consecutive tanks. If the liquid height in the downstream tank is less than the height of the feed pipe, then the liquid height in the downstream tank does not affect the flow rate. This phenomena is captured in (8.2.5) and (8.2.6). It is possible that for some initial conditions that the downstream liquid height is large enough to force a flow in the reverse direction. In this case $\Delta h_{i}(t, \mathbf{p})$ is negative. Since the valves connecting the tanks are check valves, there can be no reverse flow. This situation is captured in (8.2.4). The flow relation used in (8.2.3) is an approximation of the square root function. If $\Delta h_{i}(t, \mathbf{p})$ is much larger than $k_{r}$ then the flow is approximately proportional to $\sqrt{\Delta h_{i}(t, \mathbf{p})}$. When $\Delta h_{i}(t, \mathbf{p})$ is very small, the flow relation becomes approximately $\Delta h_{i}(t, \mathbf{p}) / \sqrt{k_{r}}$. As a result, the function $y \mapsto y /\left(\sqrt{|y|+k_{r}}\right)$ is continuously differentiable in the neighborhood of 0 . The equations are not locally Lipschitz continuous if this regularization is not made. The model equations differ in this point from those presented in [106]. Finally, (8.2.7) determines the initial conditions of the state.

### 8.2.2 Dynamic Optimization Formulation

The aim of the dynamic optimization problem is to bring the liquid heights to values between $h_{L}$ and $h_{U}$ and minimize the deviation of the liquid heights from this range. Given $h_{i}(t, \mathbf{p})$, the deviation is $\max \left(0, h_{L}-h_{i}(t, \mathbf{p}), h_{i}(t, \mathbf{p})-h_{U}\right)$. The total deviation of liquid height $i$ is the integral of the deviation at $t$ over the interval $\left[t_{0}, t_{f}\right]$. Therefore, the dynamic optimization problem is:

$$
\begin{align*}
\min _{\mathbf{p} \in \mathcal{P}} J(\mathbf{p}) & =\sum_{i=1}^{n_{T}} \int_{t_{0}}^{t_{f}} \max \left(0, h_{L}-h_{i}(t, \mathbf{p}), h_{i}(t, \mathbf{p})-h_{U}\right) d t  \tag{8.2.8}\\
\text { s.t. } 0.25 & \leq w_{k, i} \leq 1.25, \forall k \in \mathcal{K}, \forall i \in \mathcal{I} c u p\{0\} .
\end{align*}
$$

where $h_{i}(t, \mathbf{p})$ are computed using (8.2.1)-(8.2.7). Note that the objective function can be computed by adding auxiliary states $z_{i}: T \times \mathcal{P} \rightarrow \mathbb{R}$ to (8.2.1)-(8.2.7) whose evolutions are governed by

$$
\begin{align*}
\dot{z}_{i}(t, \mathbf{p}) & =\max \left(0, h_{L}-h_{i}(t, \mathbf{p}), h_{i}(t, \mathbf{p})-h_{U}\right), \forall t \in\left(t_{0}, t_{f}\right], \forall i \in \mathcal{I}  \tag{8.2.9}\\
z_{i}\left(t_{0}, \mathbf{p}\right) & =0, \forall i \in \mathcal{I} \tag{8.2.10}
\end{align*}
$$

As a result $\mathcal{X}$ becomes $\mathbb{R}^{2 n_{T}}$.
The final form of the optimization problem is

$$
\begin{array}{rl}
\min _{\mathbf{p} \in \mathcal{P}} & J(\mathbf{p})=\sum_{i=1}^{n_{T}} z_{i}\left(t_{f}, \mathbf{p}\right)  \tag{8.2.11}\\
\text { s.t }: & 0.25 \leq w_{i, k} \leq 1.25, \forall k \in \mathcal{K}, \forall i \in \mathcal{I},
\end{array}
$$

where $z_{i}$ are computed using (8.2.1)-(8.2.7) and (8.2.9)-(8.2.10).

### 8.2.3 Scaling of the Nonsmooth Single Shooting Method with Respect to Number of Tanks and Number of Epochs

In this section empirical complexity analysis results are presented. Theoretical complexity analysis of bundle methods does not currently exist. Therefore, the complexity of the nonsmooth shooting method is analyzed empirically.

Problem (8.2.8) is solved for different values of $n_{T}$ and $n_{e}$ values to determine empirically how the solution times of the nonsmooth shooting method scales. The study is similar to the empirical complexity analysis in [106] carried out for the MILP approach that can be used to solve dynamic problem (8.2.8).

For the integration of the dynamics and the auxiliary equations, DSL48SE ([108, 109, 36])
is used with code generated by DAEPACK ([107]). The nonlinear program is solved by the proximal bundle solver in [64] on a SUSE Linux 10 Virtual Machine with 1 GB of RAM and a 2.4 GHz Intel Core Duo CPU using two sets of tolerances summarized in Table 8.11. The valve openings are initialized at the lower bound value of 0.25 . All optimization runs

| Label | Absolute Tolerance | Relative Tolerance | Optimality Tolerance |
| :---: | :---: | :---: | :---: |
| R | $1.0 \times 10^{-6}$ | $1.0 \times 10^{-6}$ | $1.0 \times 10^{-4}$ |
| T | $1.0 \times 10^{-7}$ | $1.0 \times 10^{-7}$ | $1.0 \times 10^{-5}$ |

Table 8.11: Cascading Tanks: Simulation and optimization tolerances.
terminate satisfying the optimality tolerance. The solution obtained for the case $n_{e}=10$ and $n_{T}=3$ and the corresponding state trajectories are shown in Figures 8-11 and 8-12, respectively. The raw data obtained from the multiple optimization runs are documented


Figure 8-11: Cascading Tanks: Optimal valve openings for $n_{T}=3.0$ and $n_{e}=10$.


Figure 8-12: Cascading Tanks: Plot of optimal state trajectories for $n_{T}=3.0$ and $n_{e}=10$.
in Tables 8.12 and 8.13. The column with the label "total" contains the total number of equations integrated. This number is the sum of the number of original equations of the system and the associated sensitivity equations. The column with label "ndf" contains the number of discontinuity functions. Note that for each state $z_{i}$, two discontinuity functions are required. The first tank requires no discontinuity function and the last one requires only one. All other tanks require two discontinuity functions to compute the associated sensitivity equations. The total number of equations equals $\left(2 n_{T}+\mathrm{ndf}\right) \cdot\left(n_{p}+1\right)$ where ndf stands for the number of discontinuity functions. This case study has a special structure. The total number of equations is a quadratic function of the number of tanks and a linear function of the parameters because $n_{p}=n_{e} \cdot\left(n_{T}+1\right)$. The column with the label " $J\left(\mathbf{p}^{*}\right)$ " contains the optimal solution values. The seconds taken to solve the dynamic optimization problem is in the "CPU" column. The "NIT" column contains the number of iterations carried out by the bundle solver. Finally, the "NFV" column contains the number of times the integrator is called to solve the problem. R and T denote the two sets of tolerances used. Note that the integration method used exploits the block lower triangular structure of the state and sensitivity equations ([36]) to efficiently solve these equations.

The optimal solution values do not change appreciably with the tolerances. On the other

| $n_{T}$ | $n_{p}$ | NEQ |  | $J\left(\mathbf{p}^{*}\right)$ |  | CPU $[s]$ |  | NIT |  | NFV |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ndf | R | T | R | T | R | T | R | T |  |
| 3 | 40 | 656 | 10 | 14.41 | 14.42 | 11.54 | 13.99 | 51 | 47 | 52 | 48 |
| 4 | 50 | 1122 | 14 | 19.30 | 19.29 | 24.32 | 39.65 | 56 | 73 | 57 | 74 |
| 5 | 60 | 1708 | 18 | 24.48 | 24.45 | 31.06 | 53.34 | 46 | 63 | 47 | 64 |
| 6 | 70 | 2414 | 22 | 29.67 | 29.67 | 64.66 | 99.27 | 65 | 78 | 66 | 79 |
| 7 | 80 | 3240 | 26 | 35.08 | 35.07 | 89.38 | 145.64 | 61 | 80 | 66 | 81 |
| 8 | 90 | 4186 | 30 | 40.68 | 40.67 | 121.63 | 177.97 | 68 | 75 | 69 | 76 |
| 9 | 100 | 5252 | 34 | 46.31 | 46.33 | 205.98 | 214.95 | 76 | 64 | 77 | 65 |
| 10 | 110 | 6438 | 38 | 52.13 | 52.13 | 278.79 | 430.00 | 79 | 104 | 80 | 106 |
| 11 | 120 | 7744 | 42 | 58.01 | 58.00 | 339.81 | 550.53 | 75 | 105 | 76 | 106 |
| 12 | 130 | 9170 | 46 | 63.90 | 63.88 | 507.94 | 718.60 | 95 | 111 | 96 | 112 |
| 13 | 140 | 10716 | 50 | 69.87 | 69.88 | 636.29 | 790.66 | 92 | 92 | 93 | 93 |
| 14 | 150 | 12382 | 54 | 75.98 | 75.93 | 789.95 | 1538.94 | 94 | 156 | 95 | 157 |
| 15 | 160 | 14168 | 58 | 82.10 | 82.10 | 1091.52 | 1488.33 | 125 | 125 | 126 | 126 |
| 16 | 170 | 16074 | 62 | 88.35 | 88.31 | 1288.12 | 2422.15 | 105 | 174 | 106 | 175 |

Table 8.12: Cascading Tanks: Optimization run data for $n_{e}=10$ and different numbers of tanks.
hand, the CPU times differ significantly with tolerances. The first reason is the increased amount of time to simulate the dynamics using tighter simulation tolerances. The second reason is the additional bundle solver iterations required to satisfy tighter optimality tolerances.

The functional dependence of CPU times on the number of epochs and number of tanks is estimated by fitting functions to the data in Tables 8.12 and 8.13. It is determined that the dependence of CPU times on $n_{T}$ and $n_{e}$ is not exponential by investigating the mappings $n_{T} \mapsto \ln \left(\tau\left(n_{T}, n_{e}\right)\right)$ for a fixed value of $n_{e}$ and $n_{e} \mapsto \ln \left(\tau\left(n_{T}, n_{e}\right)\right)$ for a fixed value of $n_{T}$ where $\tau\left(n_{T}, n_{e}\right)$ represents the CPU times. It is found that the growth of these mappings is slower than linear, implying that the CPU time growth is slower than exponential growth.

It is assumed that the CPU time grows polynomially with $n_{e}$ and $n_{T}$. The mappings $\ln \left(\bar{n}_{T}\right) \mapsto \ln \left(\bar{\tau}\left(n_{T}, n_{e}\right)\right)$ for fixed $n_{e}$ and $\ln \left(\bar{n}_{e}\right) \mapsto \ln \left(\bar{\tau}\left(n_{T}, n_{e}\right)\right)$ for fixed $n_{T}$ are investigated where $\bar{n}_{T}=n_{T} / 3, \bar{n}_{e}=n_{e} / 10$ and $\bar{\tau}\left(n_{T}, n_{e}\right)=\tau\left(n_{T}, n_{e}\right) / \tau(3,10)$ in order to determine the degree of the polynomial.

| $n_{e}$ | $n_{p}$ | NEQ |  | $J\left(\mathbf{p}^{*}\right)$ |  | CPU $[s]$ |  | NIT |  | NFV |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ndf | R | T | R | T | R | T | R | T |  |
| 5 | 20 | 336 | 10 | 14.75 | 14.77 | 6.90 | 9.71 | 56 | 60 | 57 | 61 |
| 8 | 32 | 528 | 10 | 14.97 | 14.88 | 7.36 | 25.19 | 41 | 109 | 42 | 110 |
| 10 | 40 | 656 | 10 | 14.41 | 14.42 | 11.54 | 13.96 | 51 | 47 | 52 | 48 |
| 15 | 60 | 976 | 10 | 14.25 | 14.22 | 22.29 | 40.23 | 59 | 83 | 60 | 84 |
| 20 | 80 | 1296 | 10 | 14.22 | 14.22 | 27.13 | 54.83 | 49 | 80 | 50 | 81 |
| 25 | 100 | 1616 | 10 | 14.19 | 14.19 | 36.56 | 47.49 | 48 | 50 | 49 | 51 |
| 30 | 120 | 1936 | 10 | 14.20 | 14.19 | 41.14 | 70.46 | 41 | 57 | 42 | 58 |
| 35 | 140 | 2256 | 10 | 14.19 | 14.19 | 57.63 | 65.51 | 46 | 43 | 47 | 44 |
| 40 | 160 | 2576 | 10 | 14.17 | 14.19 | 70.25 | 106.52 | 44 | 56 | 45 | 57 |
| 45 | 180 | 2896 | 10 | 14.18 | 14.18 | 80.84 | 121.34 | 43 | 54 | 44 | 55 |
| 50 | 200 | 3216 | 10 | 14.22 | 14.17 | 84.80 | 174.51 | 38 | 65 | 39 | 66 |
| 55 | 220 | 3536 | 10 | 14.17 | 14.17 | 133.35 | 175.39 | 53 | 56 | 54 | 57 |
| 60 | 240 | 3856 | 10 | 14.20 | 14.17 | 150.52 | 248.68 | 51 | 70 | 52 | 71 |
| 65 | 260 | 4176 | 10 | 14.17 | 14.19 | 178.26 | 203.92 | 54 | 50 | 55 | 51 |
| 70 | 280 | 4496 | 10 | 14.17 | 14.18 | 232.47 | 246.03 | 58 | 49 | 59 | 50 |
| 75 | 300 | 4816 | 10 | 14.17 | 14.17 | 204.93 | 295.53 | 47 | 53 | 48 | 55 |
| 80 | 320 | 5136 | 10 | 14.17 | 14.17 | 207.73 | 301.07 | 42 | 50 | 43 | 51 |
| 85 | 340 | 5456 | 10 | 14.18 | 14.18 | 224.83 | 302.09 | 42 | 44 | 43 | 45 |
| 90 | 360 | 5776 | 10 | 14.17 | 14.17 | 256.50 | 453.00 | 44 | 61 | 45 | 62 |
| 95 | 380 | 6096 | 10 | 14.25 | 14.17 | 275.62 | 530.23 | 43 | 65 | 44 | 66 |
| 100 | 400 | 6416 | 10 | 14.17 | 14.17 | 379.66 | 617.44 | 55 | 71 | 56 | 72 |

Table 8.13: Cascading Tanks: Optimization run data for $n_{T}=3$ and different numbers of epochs

The curve fitting results are shown in Figures 8-13 and 8-14. Detailed information can be found in Tables 8.15 and 8.14. The column with the label "SSE" contains the sum of the squared errors, the columns with labels " $R^{2}$ " and " $\bar{R}^{2}$ " contain the R-squared and adjusted R-squared values, respectively. Finally the "RMSE" contains the root mean squared error.

The results suggest that the CPU time to obtain a solution is a cubic function of the number of tanks and at most a quadratic function of the number of epochs. The polynomials fitted to the data are shown in Figures 8-15 and 8-16. Additional information can be found in Tables 8.16 and 8.17.


Figure 8-13: Cascading Tanks: Plot of $\bar{\tau}$ versus $\bar{n}_{T}$ and $\bar{\tau}$ versus $\bar{n}_{e}$ for the relaxed tolerance case.


Figure 8-14: Cascading Tanks: Plot of $\bar{\tau}$ versus $\bar{n}_{T}$ and $\bar{\tau}$ versus $\bar{n}_{e}$ tight tolerance case.

### 8.2.4 Conclusion

The complexity of the nonsmooth single shooting method is investigated using a literature problem introduced in [106]. It is observed that the CPU times strongly depend on simulation and optimality tolerances used. In addition, for this literature example, it is determined that the time required to solve the dynamic optimization problem grows polynomially with the number of tanks hence states and the number of epochs. The dependence on the number of tanks is cubic and the dependence on the number of epochs is quadratic. The number of equations integrated depends quadratically on the number of tanks hence the number of states and the number of equations integrated depends linearly on the number of parameters


Figure 8-15: Cascading Tanks: Plot of CPU time versus $n_{T}$ and $n_{e}$ for the relaxed tolerance case.


Figure 8-16: Cascading Tanks: Plot of CPU time versus $n_{T}$ and $n_{e}$ for the tight tolerance case.
for this example.

### 8.3 Cascading Tank: Comparison with the MPEC Approach

The dynamic optimization problem (8.2.8) is solved using the MPEC approach [12] and the solution times are compared to the nonsmooth shooting method solution times.

| $y=p_{1} x+p_{2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Coefficients |  | SSE | $R^{2}$ | $\bar{R}^{2}$ | RMSE | $99 \%$ Confidence Intervals |  |
|  | $p_{1}$ | $p_{2}$ |  |  |  |  | $p_{2}$ |  |
| R | 2.8753 | -0.24197 | 0.2796 | 0.9903 | 0.9895 | 0.1526 | $[2.6248,3.1257]$ | $[-0.5314,0.0474]$ |
| T | 2.9295 | -0.08688 | 0.5407 | 0.9821 | 0.9806 | 0.2123 | $[2.5811,3.2779]$ | $[-0.4893,0.3156]$ |

Table 8.14: Cascading Tanks: Curve fitting results for the natural logarithm of the normalized CPU times versus natural logarithm of the normalized number of states.

| $y=p_{1} x+p_{2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Coefficients |  | SSE | $R^{2}$ | $\bar{R}^{2}$ | RMSE | $99 \%$ Confidence Intervals |  |
|  | $p_{1}$ | $p_{2}$ |  |  |  |  | $p_{2}$ |  |
| R | 1.4819 | -0.14959 | 0.3727 | 0.9788 | 0.9775 | 0.1481 | $[1.3399,1.6465]$ | $[-0.4450,0.0652]$ |
| T | 1.3162 | -0.01854 | 1.2750 | 0.9536 | 0.9512 | 0.2591 | $[1.1257,1.5068]$ | $[-0.6061,0.2353]$ |

Table 8.15: Cascading Tanks: Curve fitting results for the natural logarithm of the normalized CPU times versus natural logarithm of the normalized number of epochs.

The MPEC formulation of the dynamic optimization problem (8.2.11) is

$$
\begin{align*}
& \min _{X} J(X)=\sum_{k=1}^{n_{e}} \sum_{j=2}^{n_{t}} \sum_{i=1}^{n_{T}} d t\left(u_{k, j, i}^{L}+u_{k, j, i}^{H}\right)+\mu \Delta  \tag{8.3.1}\\
& \text { s.t: } h_{k, j, i}=h_{L}-u_{k, j, i}^{L}, \forall k \in \mathcal{K}, \forall j \in \mathcal{J}, \forall i \in \mathcal{I},  \tag{8.3.2}\\
& h_{k, j, i}=h_{U}+u_{k, j, i}^{H}, \forall k \in \mathcal{K}, \forall j \in \mathcal{J}, \forall i \in \mathcal{I},  \tag{8.3.3}\\
& u_{k, j, i}^{H} \geq 0, u_{k, j, i}^{L} \geq 0, \forall k \in \mathcal{K}, \forall j \in \mathcal{J}, \forall i \in \mathcal{I},  \tag{8.3.4}\\
& h_{k, j+1, i+1}-H_{i+1}=\Delta \bar{h}_{k, j+1, i+1}^{+}-\Delta \bar{h}_{k, j+1, i+1}^{-}, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}}, \forall i \in \overline{\mathcal{I}},  \tag{8.3.5}\\
& p_{1, k, j+1, i+1}=\left(1-\lambda_{k, j+1, i+1}\right) \Delta \bar{h}_{k, j+1, i+1}^{+}, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}}, \forall i \in \overline{\mathcal{I}}  \tag{8.3.6}\\
& p_{2, k, j+1, i+1}=\lambda_{k, j+1, i+1} \Delta \bar{h}_{k, j+1, i+1}^{-}, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}}, \forall i \in \overline{\mathcal{I}},  \tag{8.3.7}\\
& \Delta h_{k, j+1, i}=h_{k, j+1, i}-\lambda_{k, j+1, i+1} \Delta \bar{h}_{k, j+1, i+1}^{+}, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}}, \forall i \in \overline{\mathcal{I}},  \tag{8.3.8}\\
& \Delta \bar{h}_{k, j, i}^{+} \geq 0, \Delta \bar{h}_{k, j, i}^{-} \geq 0, \forall k \in \mathcal{K}, \forall j \in \mathcal{J}, \forall i \in \mathcal{I},  \tag{8.3.9}\\
& 0.0 \leq \lambda_{k, j, i} \leq 1.0, \forall k \in \mathcal{K}, \forall j \in \mathcal{J}, \forall i \in \mathcal{I},  \tag{8.3.10}\\
& \Delta h_{k, j+1, i}=\Delta h_{k, j+1, i}^{+}-\Delta h_{k, j+1, i}^{-}, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}}, \forall i \in \overline{\mathcal{I}} \tag{8.3.11}
\end{align*}
$$

| $y=p_{1} x^{2}+p_{2} x+p_{3}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Coefficients |  |  | SSE | $R^{2}$ | $\bar{R}^{2}$ | RMSE |  |  |  |  |  |  |
|  | $p_{1}$ | $p_{2}$ | $p_{3}$ |  |  |  |  |  |  |  |  |  |  |
| R | 0.024557 | 0.88696 | -0.54644 | 8263 | 0.9640 | 0.9600 | 21.43 |  |  |  |  |  |  |
| T | 0.06280 | -1.0661 | 34.35 | $2.334 \times 10^{4}$ | 0.9613 | 0.9570 | 36.01 |  |  |  |  |  |  |
|  | $99 \%$ Confidence Intervals |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $p_{1}$ |  |  |  |  |  |  |  | $p_{2}$ |  | $p_{3}$ |  |  |
| R | $[0.0068,0.0423]$ | $[-0.9836,2.7525]$ | $[-41.1879,40.0951]$ |  |  |  |  |  |  |  |  |  |  |
| T | $[0.0330,0.09260]$ | $[-4.2100,2.0777]$ | $[-0.3396,1.0266]$ |  |  |  |  |  |  |  |  |  |  |

Table 8.16: Cascading Tanks: Curve fitting results for the CPU times versus number of epochs.

| $y=p_{1} x^{3}+p_{2} x^{2}+p_{3} x+p_{4}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Coefficients |  |  |  | SSE | $R^{2}$ | $\bar{R}^{2}$ | RMSE |
|  | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ |  |  |  |  |
| R | 0.54942 | 5.458 | 31.26 | -49.733 | 5278 | 0.9977 | 0.9970 | 22.97 |
| T | 1.8844 | 33.658 | 227.63 | -445.97 | $1.8143 \times 10^{5}$ | 0.9734 | 0.9734 | 134.6 |
| 99\% Confidence Intervals |  |  |  |  |  |  |  |  |
|  | $p_{1}$ |  | $p_{2}$ |  | $p_{3}$ |  | $p_{4}$ |  |
| R | [0.1603, 0.9386] |  | [-16.6306, 5.7147] |  | [-66.3452, 128.872] |  | [-302.0056, 202.5392] |  |
| T | [-0.3963, 4.1652] |  | [-99.1404, 31.8236] |  | [-344.44, 799.70] |  | [-1924.5, 1032.0] |  |

Table 8.17: Cascading Tanks: Curve fitting results for the CPU times versus number of tanks.

$$
\begin{align*}
& p_{3, k, j+1, i}=\left(1-\omega_{i, j+1, k}\right) \Delta h_{k, j+1, i}^{+}, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}}, \forall i \in \overline{\mathcal{I}}  \tag{8.3.12}\\
& p_{4, k, j+1, i}=\omega_{i, j+1, k} \Delta h_{k, j+1, i}^{-}, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}}, \forall i \in \overline{\mathcal{I}}  \tag{8.3.13}\\
& \Delta h_{k, j+1, n_{T}}^{+}=h_{k, j+1, n_{T}}, \Delta h_{k, j+1, n_{T}}^{-}=0, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}},  \tag{8.3.14}\\
& \omega_{k, j+1, n_{T}}=1, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}},  \tag{8.3.15}\\
& \Delta h_{k, j, i}^{+} \geq 0, \Delta h_{k, j, i}^{-} \geq 0, \forall k \in \mathcal{K}, \forall j \in \mathcal{J}, \forall i \in \mathcal{I}  \tag{8.3.16}\\
& 0.0 \leq \omega_{k, j, i} \leq 1.0, \forall k \in \mathcal{K}, \forall j \in \mathcal{J}, \forall i \in \mathcal{I},  \tag{8.3.17}\\
& F_{k, j+1, i}=C_{i} w_{k, i} \frac{\omega_{i, j+1, k} \Delta h_{k, j+1, i}^{+}}{\sqrt{\omega_{k, j+1, i} \Delta h_{k, j+1, i}^{+}+k_{r}}}, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}}, \forall i \in \mathcal{I}  \tag{8.3.18}\\
& F_{k, j+1,0}=C_{0} w_{k, 0} ; \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}} \tag{8.3.19}
\end{align*}
$$

$$
\begin{align*}
& h_{k, j+1, i}=h_{k, j, i}+d t\left(\frac{F_{k, j+1, i-1}-F_{k, j+1, i}}{A_{i}}\right), \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}}, \forall i \in \mathcal{I},  \tag{8.3.20}\\
& h_{k+1,1, i}=h_{k, n_{t}, i}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I},  \tag{8.3.21}\\
& \Delta=\sum_{l=1}^{4} \sum_{k=1}^{n_{e}} \sum_{j=2}^{n_{t}} \sum_{i=1}^{n_{T}} p_{l, k, j, i}, \\
& p_{l, k, j, i} \geq 0, \forall l \in \mathcal{L}, \forall k \in \mathcal{K}, \forall j \in \mathcal{J}, \forall i \in \mathcal{I}, \\
& 0.25 \leq w_{k, i} \leq 1.25, \forall k \in \mathcal{K}, \forall i \in \mathcal{I} \\
& h_{1,1, i}=0.1, \forall i \in \mathcal{I} \tag{8.3.22}
\end{align*}
$$

where

- $n_{t}$ is the number of finite elements in each epoch;
- $\mu$ is the penalty parameter;
- $\overline{\mathcal{I}}=\mathcal{I} \backslash\{1\}, \overline{\mathcal{J}}=\mathcal{J} \backslash\left\{n_{t}\right\}, \overline{\mathcal{K}}=\mathcal{K} \backslash\left\{n_{e}\right\}, \mathcal{L}=\{1, \ldots, 4\} ;$
- $\left\{\left\{\left\{u_{k, j, i}^{L}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ and $\left\{\left\{\left\{u_{k, j, i}^{H}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ are the deviations of the liquid heights from the desired interval;
- $\left\{\left\{\left\{h_{k, j, i}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ are the values of the liquid levels at epoch $k$ and finite element $j ;$
- $\left\{\left\{\left\{\left\{p_{k, j, i}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}}\right\}_{l=1}^{4}$ are the deviations from the complementarity conditions;
- $\Delta$ is the sum of the deviations from the complementarity conditions;
- $\left\{\left\{\left\{\Delta h_{k, j, i}^{+}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{\left\{\Delta h_{k, j, i}^{-}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{\left\{\lambda_{k, j, i}^{+}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{\left\{\Delta \bar{h}_{k, j, i}^{+}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$, $\left\{\left\{\left\{\Delta \bar{h}_{k, j, i}^{-}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{\left\{\omega_{k, j, i}^{+}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$ are the complementarity variables;
- $\left.\left\{\left\{\left\{F_{k, j, i}\right\}_{k=1}^{n_{e}}\right\}_{j=1}^{n_{t}}\right\}\right\}_{i=0}^{n_{T}}$ are the inlet and outlet flows of the tanks at epoch $k$ and finite element $j$;
- $d t$ is the time step;
- $\left\{\left\{w_{k, i}\right\}_{k=1}^{n_{e}}\right\}_{i=0}^{n_{T}}$ are the valve openings;
- $X$ is the set $\left\{\left\{\left\{w_{k, i}\right\}_{k=1}^{n_{e}}\right\}_{i=0}^{n_{T}},\left\{\left\{\left\{F_{k, j, i}\right\}_{k=1}^{n_{e}}\right\}_{j=1}^{n_{t}}\right\}\right\}_{i=0}^{n_{T}},\left\{\left\{\left\{\Delta h_{k, j, i}^{+}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$, $\left\{\left\{\left\{\Delta h_{k, j, i}^{-}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{\left\{\lambda_{k, j, i}^{+}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{\left\{\Delta \bar{h}_{k, j, i}^{+}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}}$,

$$
\begin{aligned}
& \left.\left\{\left\{\left\{\Delta \bar{h}_{k, j, i}^{-}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{\left\{\omega_{k, j, i}^{+}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{\left\{p_{k, j, i}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}}\right\}_{l=1}^{4}, \\
& \left.\Delta,\left\{\left\{\left\{h_{k, j, i}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{\left\{u_{k, j, i}^{L}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}},\left\{\left\{\left\{u_{k, j, i}^{H}\right\}_{i=1}^{n_{T}}\right\}_{j=1}^{n_{t}}\right\}_{k=1}^{n_{e}}\right\} .
\end{aligned}
$$

The dynamics are discretized using an implicit Euler scheme and are represented by (8.3.20). The inlet and outlet flows computed using (8.3.18) and (8.3.19). Continuity of the state variables is ensured by (8.3.21). The complementarity conditions determining the height are in (8.3.5)-(8.3.17). Equations (8.3.2) (8.3.3) and (8.3.4) determine the deviations of liquid heights from the desired interval. Initial conditions for the states are in (8.3.22).

The program (8.3.1) is implemented in GAMS 23.1 and solved with the nonlinear programming solver IPOPT ([112]) as is done in [12] to a final tolerance of $1.0 \times 10^{-6}$ on a SUSE Linux 10 Virtual Machine with 1 GB of memory and a 2.4 GHz Intel Core Duo CPU. The program is solved for various numbers of tanks and epochs. The initial $X_{0}$ is computed from data obtained by simulating the dynamics with all valve openings equal to 0.25 . The number of finite elements, $n_{t}$ is set to 10 .

The CPU Times and the objective values are compared to the results obtained using the nonsmooth shooting method with relaxed tolerances. Figures 8-17 and 8-18 compare the CPU times and objective values. The objective values for the MPEC are the values computed by simulating the valve openings obtained as the solution of (8.3.1).


Figure 8-17: Cascading Tanks: MPEC Approach vs. The Single Nonsmooth Shooting Method for different numbers of tanks.


Figure 8-18: Cascading Tanks: MPEC Approach vs. The Nonsmooth Single Shooting Method for different numbers of epochs.

### 8.3.1 Conclusion

The objective values do not differ appreciably. The CPU times in case of varying tanks favor the MPEC approach slightly. The CPU times in case of varying epoch numbers favor the nonsmooth shooting method slightly. The cascading tank system has dynamics less nonlinear and stiff than the electric circuit considered in previous sections. For this example, the nonsmooth shooting method and the MPEC approach perform comparably.

### 8.4 Cascaded Tank Example: Comparison with the MILP approach

In this section, the cascading tanks example is solved using a mixed integer linear program (MILP) approach. Similar to the MPEC approach, the MILP approach discretizes the dynamics. Unlike the MPEC approach, binary variables are used to select the vector field with which the states evolve between two time points and the dynamics are linearized.

### 8.4.1 MILP Formulation

In order to apply an MILP approach similar to the one described in [106], the valve equation in (8.2.3) needs to be linearized. The set $[0.25,1.25] \times[0.0,1.0]$ is partitioned into subsets $D_{p, q}=\left[\delta w_{q}^{L}, \delta w_{q}^{U}\right] \times\left[\delta h_{p}^{L}, \delta h_{p}^{U}\right]$ such that:

- $\mathcal{Q}=\left\{1, \ldots, n_{b}\right\}, \mathcal{P}=\left\{1, \ldots, n_{a}\right\}, q \in \mathcal{Q}, p \in \mathcal{P}$;
- $\delta w_{q}^{L}=0.25+\frac{1.00(q-1)}{n_{b}}, \delta w_{q}^{U}=0.25+\frac{1.00(q)}{n_{b}}$, for all $q \in \mathcal{Q}$;
- $\delta h_{p}^{L}=\frac{1.00(p-1)}{n_{a}}, \delta h_{p}^{U}=\frac{1.00(p)}{n_{a}}$, for all $p \in \mathcal{P}$;
- $w_{q}^{0}=\left(\delta w_{q}^{L}+\delta w_{q}^{U}\right) / 2$, for all $q \in \mathcal{Q}$;
- $h_{p}^{0}=\left(\delta h_{p}^{L}+\delta h_{p}^{U}\right) / 2$, for all $p \in \mathcal{P}$;
- $F: X_{1} \times X_{2} \rightarrow \mathbb{R}:\left(x_{1}, x_{2}\right) \mapsto 0.1 x_{1} \frac{x_{2}}{\sqrt{\left|x_{2}\right|+k_{r}}}$ where $X_{1}=\mathbb{R}$ and $X_{2}=\mathbb{R}$;
- $F_{p, q}^{0}=F\left(h_{p}^{0}, w_{q}^{0}\right)$, for all $q \in \mathcal{Q}$, for all $p \in \mathcal{P}$;
- $J_{w} F_{p, q}=J_{1} F\left(h_{p}^{0}, w_{q}^{0}\right)$, for all $q \in \mathcal{Q}$, for all $p \in \mathcal{P}$;
- $J_{h} F_{p, q}=J_{2} F\left(h_{p}^{0}, w_{q}^{0}\right)$ for all $q \in \mathcal{Q}$, for all $p \in \mathcal{P}$.

The valve equation is approximated by the linearization:

$$
\begin{equation*}
F\left(x_{1}, x_{2}\right) \approx F_{p, q}^{0}+J_{w} F_{p, q}\left(x_{1}-w_{q}^{0}\right)+J_{h} F_{p, q}\left(x_{2}-h_{p}^{0}\right) \text { if }\left(x_{1}, x_{2}\right) \in D_{p, q} \tag{8.4.1}
\end{equation*}
$$

Note that the approximation is a discontinuous mapping on $D$. The approximation is multivalued on the intersections of the boundaries of the $D_{p, q}$. Continuous approximations are possible but require more partitions of the domain, leading to more binary variables. The following MILP uses these linearizations and ensures that if the liquid level difference $\Delta h_{i}$ is zero, there is no flow irrespective of what the linearizations predict:

$$
\begin{gather*}
\min _{X} J(X)=\sum_{k=1}^{n_{e}} \sum_{i=1}^{n_{T}} d t\left(u_{k, i}^{L}+u_{k, i}^{H}\right)  \tag{8.4.2}\\
h_{k, i}=h_{L}-u_{k, i}^{L}, \forall k \in \mathcal{K}, \forall i \in \mathcal{I}
\end{gather*}
$$

$$
\begin{align*}
& h_{k, i}=h_{U}+u_{k, i}^{H}, \forall k \in \mathcal{K}, \forall i \in \mathcal{I}, \\
& h_{k, i+1}-H_{i}=\Delta \bar{h}_{k, i}^{+}+\Delta \bar{h}_{k, i}^{-}, \forall k \in \overline{\mathcal{K}}, \forall i \in \overline{\mathcal{I}}, \\
& 0.0 \geq \Delta \bar{h}_{k, i}^{+}-\beta_{k, i} h_{\max }, \forall k \in \overline{\mathcal{K}}, \forall i \in \overline{\mathcal{I}}, \\
& 0.0 \leq \Delta \bar{h}_{k, i}^{-}+\left(1-\beta_{k, i}\right) h_{\max }, \forall k \in \overline{\mathcal{K}}, \forall i \in \overline{\mathcal{I}}, \\
& \Delta \bar{h}_{k, n_{T}}^{+}=0.0, \Delta \bar{h}_{k, n_{T}}^{-}=0.0, \beta_{k, n_{T}}=0, \\
& \Delta \bar{h}_{k, i}^{+} \geq 0,0, \Delta \bar{h}_{k, i}^{-} \leq 0.0, \beta_{k, i} \in\{0,1\}, \forall k \in \overline{\mathcal{K}}, \\
& \Delta h_{k, i}=h_{k, i}-\Delta \bar{h}_{k, i}^{+}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \\
& \Delta h_{k, i} \geq 0.0, \forall k \in \overline{\mathcal{K}}, \forall i \in \overline{\mathcal{I}}, \\
& \Delta h_{k, i}=\Delta h_{k, i}^{+}+\Delta h_{k, i}^{-}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I},  \tag{8.4.3}\\
& 0.0 \geq \Delta h_{k, i}^{+}-\alpha_{k, i} h_{\max }, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I},  \tag{8.4.4}\\
& 0.0 \leq \Delta h_{k, i}^{-}+\left(1-\alpha_{k, i}\right) h_{\max }, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I},  \tag{8.4.5}\\
& \Delta h_{k, i}^{+} \geq 0.0, \Delta h_{k, i}^{-} \leq 0.0, \alpha_{k, i} \in\{0,1\}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I},  \tag{8.4.6}\\
& \bar{F}_{k, i, p, q}=F_{p, q}^{0}+J_{w} F_{p, q}\left(w_{k, i}-w_{q}^{0}\right)+J_{h} F_{p, q}\left(\Delta h_{k, i}^{+}-h_{p}^{0}\right),  \tag{8.4.7}\\
& \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \forall p \in \mathcal{P}, \forall q \in \mathcal{Q},  \tag{8.4.8}\\
& \tilde{F}_{k, i} \leq \bar{F}_{k, i, p, q}+\left(1-\gamma_{k, i, p}\right) F_{\max }+\left(1-\eta_{k, i, p}\right) F_{\max },  \tag{8.4.9}\\
& \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \forall p \in \mathcal{P}, \forall q \in \mathcal{Q},  \tag{8.4.10}\\
& \tilde{F}_{k, i} \geq \bar{F}_{k, i, p, q}-\left(1-\gamma_{k, i, p}\right) F_{\max }-\left(1-\eta_{k, i, p}\right) F_{\max },  \tag{8.4.11}\\
& \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \forall p \in \mathcal{P}, \forall q \in \mathcal{Q},  \tag{8.4.12}\\
& \delta h_{k, i, p} \geq \delta h_{p}^{L} \gamma_{k, i, p}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \forall p \in \mathcal{P},  \tag{8.4.13}\\
& \delta h_{k, i, p} \leq \delta h_{p}^{U} \gamma_{k, i, p}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \forall p \in \mathcal{P},  \tag{8.4.14}\\
& \delta h_{k, i, p} \leq h_{\max } \gamma_{k, i, p}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \forall p \in \mathcal{P},  \tag{8.4.15}\\
& \delta h_{k, i, p} \geq 0.0, \gamma_{k, i, p} \in\{0,1\}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \forall p \in \mathcal{P}, \tag{8.4.16}
\end{align*}
$$

$\Delta h_{k, i}=\sum_{p=1}^{n_{a}} \delta h_{k, i, p}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$1=\sum_{p=1}^{n_{a}} \gamma_{k, i, p}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$\delta w_{k, i, q} \geq \delta w_{q}^{L} \eta_{k, i, q}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \forall q \in \mathcal{Q}$,
$\delta w_{k, i, q} \leq \delta w_{q}^{U} \eta_{k, i, q}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \forall q \in \mathcal{Q}$,
$\delta w_{k, i, q} \leq w_{\max } \eta_{k, i, q}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \forall q \in \mathcal{Q}$,
$\delta w_{k, i, q} \geq 0.0, \eta_{k, i, q} \in\{0,1\}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}, \forall q \in \mathcal{Q}$,
$w_{k, i}=\sum_{q=1}^{n_{b}} \delta w_{k, i, q}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$1=\sum_{q=1}^{n_{b}} \eta_{k, i, q}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$0.25 \leq w_{k, i} \leq 1.25, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I} \cup\{0\}$,
$\tilde{F}_{k, i}=F_{k, i}^{+}+F_{k, i}^{-}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$0.0 \geq F_{k, i}^{+}-\mu_{k, i} F_{\max }, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$0.0 \leq F_{k, i}^{-}+\left(1-\mu_{k, i}\right) F_{\text {max }}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$F_{k, i}^{+} \geq 0.0, F_{k, i}^{-} \leq 0.0, \mu_{k, i} \in\{0,1\}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$F_{k, i} \leq \alpha_{k, i} K h_{\max }, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$F_{k, i} \leq K \Delta h_{k, i}^{+}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$F_{k, i} \leq F_{k, i}^{+}+\left(1-\alpha_{k, i}\right) K h_{\max }, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$F_{k, i} \geq F_{k, i}^{+}-\left(1-\alpha_{k, i}\right) K h_{\text {max }}, \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$F_{k, 0}=C_{0} \cdot w_{k, 0}, \forall k \in \overline{\mathcal{K}}$,
$h_{k+1, i}=h_{k, i}+\frac{d t}{A_{i}}\left(F_{k, i-1}-F_{k, i}\right), \forall k \in \overline{\mathcal{K}}, \forall i \in \mathcal{I}$,
$0.0 \leq h_{k, i} \leq 1.00$,
where

- $\overline{\mathcal{K}}=\mathcal{K} \backslash\left\{n_{e}\right\}, \overline{\mathcal{I}}=\mathcal{I} \backslash\left\{n_{T}\right\} ;$
- $\left\{\left\{h_{k, i}\right\}_{k=1}^{n_{e}}\right\}_{i=1}^{n_{T}}$ are the liquid levels at epoch $k$ for tank $i$;
- $\left\{\left\{u_{k, i}^{L}\right\}_{k=1}^{n_{e}}\right\}_{i=1}^{n_{T}}$ and $\left\{\left\{u_{k, i}^{H}\right\}_{k=1}^{n_{e}}\right\}_{i=1}^{n_{T}}$ are the deviations of the liquid levels from the desired interval at epoch $k$ for $\operatorname{tank} i$;
- $\left\{\left\{w_{k, i}\right\}_{k=1}^{n_{e}}\right\}_{i=0}^{n_{T}}$ are the valve openings;
- $F_{\text {max }}$ and $K$ are large numbers, $h_{\max }=1.00$;
- $X$ represents all the unknown variables in program (8.4.2).

The constraint (8.4.3) decomposes the liquid level difference, $\Delta h_{i}(t, \mathbf{p})$ at epoch $k$, into a nonnegative number, $\Delta h_{k, i}^{+}$and a nonpositive number, $\Delta h_{k, i}^{-}$. Flow through valve $i$ occurs only if $\Delta h_{k, i}^{+} \geq 0$. If $\Delta h_{k, i}>0$, then, the constraints (8.4.3)- (8.4.6) are satisfied only if $\Delta h_{k, i}^{-}=0, \Delta h_{k, i}^{+}=\Delta h_{k, i}$ and $\alpha_{k, i}=1$. If $\Delta h_{k, i}<0$, then, these constraints are satisfied only if $\Delta h_{k, i}^{+}=0, \Delta h_{k, i}^{-}=\Delta h_{k, i}$ and $\alpha_{k, i}=0$. In case, $\Delta h_{k, i}=0$, these constraints are satisfied if $\Delta h_{k, i}^{+}=\Delta h_{k, i}^{-}=0$ and $\alpha_{k, i} \in\{0,1\}$.

The constraints (8.4.13)-(8.4.24) determine which linearization to use by determining in which subdomain $\left(w_{k, i}, \Delta h_{k, i}\right)$ is located. If $\left(w_{k, i}, \Delta h_{k, i}\right) \in D_{\bar{p}, \bar{q}}$, then $\gamma_{k, i, \bar{p}}=1, \eta_{k, i, \bar{p}}=1$. The constraints (8.4.18) and (8.4.24) ensure that there is only one $\bar{p}$ and one $\bar{q}$ such that $\gamma_{k, i, \bar{p}}=1, \eta_{k, i, \bar{p}}=1$ hold given $i \in \mathcal{I}$ and $k \in \overline{\mathcal{K}}$. Using these $\gamma_{k, i, \bar{p}}$ and $\eta_{k, i, \bar{q}}$, constraints (8.4.9) and (8.4.11) determine the flows from the appropriate linearizations.

Constraints (8.4.25)-(8.4.32) ensure that the flow $F_{k, i}$ is positive or zero in case $\Delta h_{k, i}^{+}=0$. These constraints also enforce $\alpha_{k, i}=0$ if $\Delta h_{k, i}=0$.

### 8.4.2 MILP Approach Results

The MILP formulation (8.4.2) was implemented in GAMS 23.1 and solved with the MILP solver CPLEX using a relative optimality gap of 0.01 . The optimization runs were terminated if the CPU times exceeded 10,000 seconds. The formulation was solved for different numbers
of tanks and epoch numbers using different numbers of linearizations. The CPU times of these runs as well as the objective values obtained are in Figures 8-19, 8-20, 8-21, 8-22, 8-23 and $8-24$. The logarithm of the CPU times is plotted because the CPU times vary over a wide range. Note that in case $n_{a}=3$ and $n_{b}=3$, some optimization runs had to be terminated because the CPU times exceeded 10,000 seconds. It can be seen that the CPU times scale exponentially with the number of epochs and states. This behavior is expected in the MILP approach.


Figure 8-19: Cascading Tanks: MILP Approach CPU times and optimal objective values for different numbers of epochs and $n_{a}=1, n_{b}=1$.


Figure 8-20: Cascading Tanks: MILP Approach CPU times and optimal objective values for different numbers of epochs and $n_{a}=2, n_{b}=2$.

In the objective plots $\bar{J}\left(\mathbf{p}^{*}\right)$ denotes the objective values predicted by the MILP formulation and $\bar{J}(\mathbf{p})$ denotes the objective values obtained by simulating the valve openings obtained as a part of the solution of (8.4.2). The difference between $\bar{J}\left(\mathbf{p}^{*}\right)$ and $J\left(\mathbf{p}^{*}\right)$ is due to the approximation of the original nonlinear dynamics using linearizations and discretiza-


Figure 8-21: Cascading Tanks: MILP Approach CPU times and optimal objective values for different numbers of epochs and $n_{a}=3, n_{b}=3$.


Figure 8-22: Cascading Tanks: MILP Approach CPU times and optimal objective values for different numbers of tanks and $n_{a}=1, n_{b}=1$.
tion. As expected, the difference decreases if the number of linearizations and the number of epochs is increased. However, in this case, the CPU times become prohibitively large. The MILP predicted state trajectories and the actual trajectories obtained using simulation of the optimal valve openings are in Figures 8-25, 8-26 and 8-27 for various number of linearizations and $n_{e}=60$. It can be seen that if $n_{a}=3, n_{b}=3, n_{e}=60$, the dynamics are approximated well enough for the case $n_{T}=3$. The comparison of objective values and CPU times for the case $n_{a}=3$ and $n_{b}=3$ with the nonsmooth single shooting method results using relaxed tolerances are in Figures 8-28 and 8-29. It is clear that for this example, the nonsmooth single shooting method performs better.


Figure 8-23: Cascading Tanks: MILP Approach CPU times and optimal objective values for different numbers of tanks and $n_{a}=2, n_{b}=2$.

(a) CPU Time

(b) Objective

Figure 8-24: Cascading Tanks: MILP Approach CPU times and optimal objective values for different numbers of tanks and $n_{a}=3, n_{b}=3$.

### 8.4.3 Conclusion

The MILP approach requires comparable to or more CPU time than the nonsmooth single shooting method to produce acceptable approximations to the state trajectories of the dynamic system. The CPU times of the MILP approach seem to scale exponentially with the number of tanks and epochs as expected from the branch and bound algorithm used by the MILP solver. The MILP approach can in theory find the global minimum of (8.4.2). However, due to the CPU times required, the MILP approach can only be applied to small numbers of tanks and epochs. The main issue is the large number of linearizations and large number of epochs required to approximate the state trajectories reasonably well. For problems with nonlinear constraints such as the one considered in the Tank Change Over Case Study, not only the dynamics but also the nonlinear constraints need to be linearized, leading to problems that are intractable in a reasonable amount of time.


Figure 8-25: Cascading Tanks: State trajectories for $n_{T}=3, n_{e}=60, n_{a}=1, n_{b}=1$.


Figure 8-26: Cascading Tanks: State trajectories for $n_{T}=3, n_{e}=60, n_{a}=2, n_{b}=2$.

The program (8.4.2) differs from the formulation discussed in [106]. In this study, the big $M$ method is used whereas in [106] a disjunctive formulation approach is applied. The big $M$ method was chosen because it is conceptually simpler and easier to implement. It is known that the disjunctive formulation may result in fewer binary variables. However, possible exponential growth of the CPU time with respect to number of tanks and number of epochs is still observed in [106] even when the disjunctive formulation is used. The study in [106] does not consider the quality of the approximation of the state trajectories and does not compare simulation results to the solution of the formulated MILP. Even if the disjunctive formulation is used, the question of how to approximate the nonlinear elements of the model with linearizations well remains unanswered. A large number of epochs and linearization points is possibly still required.

In [106], the dynamics of the system are linearized without taking into account physical behavior. The linearizations used in [106] do not try to account for the fact that if $\Delta h_{k, i}=0$


Figure 8-27: Cascading Tanks: State trajectories for $n_{T}=3, n_{e}=60, n_{a}=3, n_{b}=3$.


Figure 8-28: Cascading Tanks: Comparison of objective values and CPU times between the MILP approach and the nonsmooth single shooting method for varying epochs, $n_{T}=3$, $n_{a}=3, n_{b}=3$.
for some $i \in \mathcal{I}$ and some $k \in \mathcal{K}$, then $F_{k, i}$ should be zero. Therefore, the modeling approach in [106] possibly incurs larger approximation error.

There have been attempts to use binary variables without linearizing the nonlinearities in the dynamics [7]. This approach produces large scale mixed-integer nonlinear programs (MINLPs). Currently, these programs cannot be solved within reasonable CPU times.

### 8.5 Tank Change Over

In this section, a dynamic optimization problem introduced in [9] is solved using the nonsmooth single shooting method using the transformation described in $\S 7.3$. The dynamic optimization problem aims to find the optimal schedule to change the contents of a vessel from $\mathrm{CH}_{4}$ to $\mathrm{O}_{2}$ in the shortest amount of time while avoiding an explosion and using $\mathrm{N}_{2}$ to


Figure 8-29: Cascading Tanks: Comparison of objective values and CPU times between the MILP approach and the nonsmooth single shooting method for varying numbers of tanks, $n_{e}=10, n_{a}=3, n_{b}=3$.


Figure 8-30: Tank Change Over: Configuration.
flush $\mathrm{CH}_{4}$ out of the tank if necessary (Figure 8-30).

### 8.5.1 System Dynamics

The elements of the model are:

- $t_{0}$ : initial time in seconds; $t_{0}=0.0 \mathrm{~s}$.
- $t_{f}$ : final time in seconds; $t_{0} \leq t_{f} \leq 800 \mathrm{~s}$.
- $T$ : time interval in seconds; $T=\left[t_{0}, t_{f}\right]$.
- $\Delta T$ : the duration in seconds; $\Delta T=t_{f}-t_{0}$.
- $n_{e}$ : number of epochs used in the control vector parametrization; $n_{e}=\{3,4\}$.
- $\mathcal{K}$ : the set of epoch indices; $\mathcal{K}=\left\{1, \ldots, n_{e}\right\}$.
- $\left\{T_{k}\right\}_{k=1}^{n_{e}}$ : the time intervals for each epoch. $T_{k}=\left[\alpha_{k}, \beta_{k}\right)$ where $\alpha_{1}=t_{0}, \beta_{n_{e}}=t_{f}$, $\alpha_{k} \leq \beta_{k}, \forall k \in \mathcal{K}, \beta_{k+1}=\alpha_{k}, \forall k \in \mathcal{K} \backslash\left\{n_{e}\right\}$.
- $\left\{\Delta T_{k}\right\}_{k=1}^{n_{e}}$ : epoch durations; $\Delta T_{k}=\beta_{k}-\alpha_{k}, \forall k \in \mathcal{K}, 0.0 \mathrm{~s} \leq \Delta T_{k} \leq 200.0 \mathrm{~s}$.
- $\mathcal{J}=\left\{\mathrm{CH}_{4}=1, \mathrm{~N}_{2}=2, \mathrm{O}_{2}=3\right\}$ : the set of chemical species indices.
- $\overline{\mathcal{J}}=\left\{\mathrm{CH}_{4}=1, \mathrm{~N}_{2}=2, \mathrm{O}_{2}=3\right.$, out $\left.=4\right\}$ : the set of valve indices.
- $\left\{\left\{u_{k, j}\right\}_{k=1}^{n_{e}}\right\}_{j=1}^{4}$ : the valve opening at epoch $k$ for valve $j, 0.0 \leq u_{k, j} \leq 1.0, \forall k \in \mathcal{K}, j \in$ $\overline{\mathcal{J}}$.
- $n_{p}$ : the number of parameters; $n_{p}=4 \times n_{e}+n_{e}$.
- $\mathbf{p}:$ the parameters to be adjusted, $\mathbf{p}=\left\{\left\{\left\{u_{k, j}\right\}_{k=1}^{n_{e}}\right\}_{j=1}^{4},\left\{\Delta T_{k}\right\}_{k=1}^{n_{e}}\right\}$.
- $\mathcal{P}$ : the parameter set. $\mathcal{P}$ is an open subset of $\mathbb{R}^{n_{p}}$ such that $[0.0,1.0]^{4 n_{e}} \times[0.0,200.0]^{n_{e}} \subset$ $\mathcal{P}$.
- $M_{j}: T \times \mathcal{P} \rightarrow \mathbb{R}, j \in \mathcal{J}$ are the number of moles of each chemical species in the tank.
- $\mathbf{x}: T \times \mathcal{P} \rightarrow \mathbb{R}^{3}$ : the continuous state of the system; $\mathbf{x}(t, \mathbf{p})=\left(M_{\mathrm{CH}_{4}}(t, \mathbf{p}), M_{\mathrm{N}_{2}}(t, \mathbf{p}), M_{\mathrm{O}_{2}}(t, \mathbf{p})\right)$.
- $\mathcal{X}$ : state space of the system. $\mathcal{X}=\mathbb{R}^{3}$.
- $P: T \times \mathcal{P} \rightarrow \mathbb{R}:$ the pressure in the tank in bars.
- $u_{j}: T \times \mathcal{P} \rightarrow[0,1], j \in \mathcal{J}:$ the controls of the system. $u_{j}(t, \mathbf{p})=u_{k, j}, \forall t \in T_{k}$, $\forall j \in \overline{\mathcal{J}}, \forall k \in \mathcal{K} . u_{j}\left(t_{f}, \mathbf{p}\right)=u_{n_{e}, j}, \forall j \in \overline{\mathcal{J}}$.
- $V$ : the volume of the tank in $\mathrm{m}^{3}$.
- $T$ : the temperature of the whole system in $K$.
- $R$ : the universal gas constant in $\frac{\mathrm{bar} \cdot \mathrm{m}^{3}}{\mathrm{~mol} \cdot \mathrm{~K}}$.
- $P_{j}, j \in \overline{\mathcal{J}}$ : supply and discharge pressures in bar.
- $C_{v, j}, j \in J$ and $C_{v, \text { out }}:$ valve constants in $\frac{\text { mol }}{\mathrm{s} \text {-bar }}$.
- $k_{b}$ : a small regularization constant in bar.

The values of the parameters of the system are given in Table 8.18.

The equations describing the dynamics are:

$$
\begin{align*}
& \dot{M}_{j}(t, \mathbf{p})=N_{j}(t, \mathbf{p})-N_{\text {out }}(t, \mathbf{p}) y_{j}(t, \mathbf{p}), \forall j \in \mathcal{J}, \forall t \in\left(t_{0}, t_{f}\right],  \tag{8.5.1}\\
& M_{T}(t, \mathbf{p})=\sum_{j \in \mathcal{J}} M_{j}(t, \mathbf{p}), \forall t \in\left[t_{0}, t_{f}\right], \\
& y_{j}(t, \mathbf{p})=\frac{M_{j}(t, \mathbf{p})}{M_{T}(t, \mathbf{p})}, \forall j \in \mathcal{J}, \forall t \in\left[t_{0}, t_{f}\right], \\
& P(t, \mathbf{p})=M_{T}(t, \mathbf{p}) \frac{R T}{V}, \forall t \in\left[t_{0}, t_{f}\right],  \tag{8.5.2}\\
& N_{j}(t, \mathbf{p})= \begin{cases}0 & \text { if } \frac{P(t, \mathbf{p})}{P_{j}} \geq 1, \\
u_{j}(t, \mathbf{p}) C_{v, j} \sqrt{\frac{P_{j}+P(t, \mathbf{p})}{2}} \frac{P_{j}-P(t, \mathbf{p})}{\sqrt{\left|P_{j}-P(t, \mathbf{p})\right|+k_{b} P_{j}}} & \text { if } 0.53 \leq \frac{P(t, \mathbf{p})}{P_{j}}<1, \forall j \in \mathcal{J}, \forall t \in\left[t_{0}, t_{f}\right], \\
u_{j}(t, \mathbf{p}) C_{k} C_{v, j} \frac{P_{j}}{\sqrt{2}} 0.85 & \text { if } \frac{P(t, \mathbf{p})}{P_{j}}<0.53,\end{cases} \\
& N_{\text {out }}(t, \mathbf{p})= \begin{cases}0 & \text { if } \frac{P_{\text {out }}}{P(t, \mathbf{p})} \geq 1, \\
u_{\text {out }}(t, \mathbf{p}) C_{v, \text { out }} \sqrt{\frac{P(t, \mathbf{p})+P_{\text {out }}}{2}} \frac{P(t, \mathbf{p})-P_{\text {out }}}{\sqrt{\left|P(t, \mathbf{p})-P_{\text {out }}\right|+k_{b} P(t, \mathbf{p})}} & \text { if } 0.53 \leq \frac{P_{\text {out }}}{P(t, \mathbf{p})}<1, \\
u_{\text {out }}(t, \mathbf{p}) C_{k} C_{v, \text { out }} \frac{P(t, \mathbf{p})}{\sqrt{2}} 0.85 & \text { if } \frac{P_{\text {out }}}{P(t, \mathbf{p})}<0.53,\end{cases} \\
& C_{k}=\frac{0.47 \cdot \sqrt{1.53}}{0.85 \cdot \sqrt{0.47+k_{b}}},  \tag{8.5.4}\\
& M_{\mathrm{CH}_{4}}\left(t_{0}, \mathbf{p}\right)=900.0, M_{\mathrm{O}_{2}}\left(t_{0}, \mathbf{p}\right)=0.0, M_{\mathrm{N}_{2}}\left(t_{0}, \mathbf{p}\right)=0.0 . \tag{8.5.5}
\end{align*}
$$

Equation (8.5.1) represents mass conservation. The gases in the tank are assumed to be perfectly mixed ideal gases and (8.5.2) is the ideal gas law. Equation (8.5.3) determines the inlet flow rates depending on the inlet and tank pressures. If the tank pressure is higher than the inlet pressure, there is no flow. If the tank pressure is low, then the flow is choked and depends only on the inlet pressure. Otherwise the flow is non-choked and depends both on the inlet and tank pressures. The flow out of the tank is governed by (8.5.4). The valve

| $T$ | 300.0 K | $V$ | $3.0 \mathrm{~m}^{3}$ |
| :---: | :---: | :---: | :---: |
| $C_{v, O_{2}}$ | $8.0 \frac{\mathrm{~mol}}{\mathrm{~s} \cdot \mathrm{bar}}$ | $C_{v, C H_{4}}$ | $8.0 \frac{\mathrm{~mol}}{\mathrm{~s} \cdot \mathrm{bar}}$ |
| $C_{v, N_{2}}$ | $8.0 \frac{\mathrm{~mol}}{\mathrm{~s} \cdot \mathrm{bar}}$ | $C_{v, \text { out }}$ | $8.0 \frac{\mathrm{~mol}}{\mathrm{~s} \cdot \mathrm{bar}}$ |
| $R$ | $8.314 \cdot 10^{-5} \frac{\mathrm{bar} \cdot \mathrm{m}^{3}}{\mathrm{~mol} \cdot \mathrm{~K}}$ | $P_{O_{2}}$ | 12.0 bar |
| $P_{C H_{4}}$ | 10.0 bar | $P_{N_{2}}$ | 7.0 bar |
| $P_{\text {out }}$ | 2.0 bar | $k_{b}$ | $1.0 \cdot 10^{-3} \mathrm{bar}$ |

Table 8.18: Tank Change Over: Model parameter values.
equations for non-choked flow are regularized using $k_{b}$ in order to have $P \mathcal{C}^{1}$ equations. $C_{k}$ is a constant to ensure continuity of the valve equations. The valve equations differ from the equations presented in [9] due to the application of regularization. Finally, the initial conditions are in (8.5.5).

### 8.5.2 Safe Operation Conditions for the Tank

There is a chance of forming an explosive mixture during the change over operation. If the mole fractions satisfy the relation $h\left(y_{\mathrm{CH}_{4}}(t, \mathbf{p}), y_{\mathrm{O}_{2}}(t, \mathbf{p})\right) \leq 0$ where $h:[0,1] \times[0,1] \rightarrow \mathbb{R}$ is defined by

$$
h(v, w)=\left\{\begin{array}{l}
\sum_{i=1}^{5} \alpha_{i}(v \cdot 100.0)^{i-4}-(1-v-w) \cdot 100.0 \text { if } v \in[0.03,063] \\
0 \text { if otherwise }
\end{array}\right.
$$

then an explosion cannot occur. The coefficients are tabulated in Table 8.19. The function $h$ is discontinuous at $v=0.03$ and $v=0.63$. However, for optimization purposes the points of interest are $S=\{(v, w): h(v, w) \geq 0\}$ and they coincide with the points $S^{\prime}=\{(v, w)$ : $\max \{h(v, w), 0\} \geq 0\}$ where $\hat{h}(v, w)=\max \{h(v, w), 0\}$ is a $P \mathcal{C}^{1}$ function.

| $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\alpha_{5}$ |
| :---: | :---: | :---: | :---: | :---: |
| -4761.168938 | 892.159351 | -35.94512586 | 93.63386543 | -1.480461088 |

Table 8.19: Tank Change Over: Path constraint polynomial coefficients.

### 8.5.3 Dynamic Optimization Formulation

The goal is to achieve the tank change over in the shortest duration without causing an explosion. The corresponding program is:

$$
\begin{align*}
\min _{\mathbf{p} \in \mathcal{P}} J(\mathbf{p}) & =t_{f}  \tag{8.5.6}\\
\text { s.t. } & \hat{h}\left(y_{\mathrm{CH}_{4}}(t, \mathbf{p}), y_{\mathrm{O}_{2}}(t, \mathbf{p})\right) \leq 0, \forall t \in\left[t_{0}, t_{f}\right]  \tag{8.5.7}\\
& y_{\mathrm{O}_{2}}\left(t_{f}, \mathbf{p}\right) \geq 0.999, y_{\mathrm{CH}_{4}}\left(t_{f}, \mathbf{p}\right) \leq 0.001, \\
& 0.0 \leq \Delta T_{k} \leq 200.0, \forall k \in \mathcal{K} \\
& 0.0 \leq u_{k, j} \leq 1.0, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}}
\end{align*}
$$

where the tank dynamics evolve according to equations discussed in §8.5.1.
The path constraint (8.5.7) needs to be enforced at all times. However, this is not practically possible. Instead, this constraint will be replaced with an end point constraint. Note that $\hat{h}$ is either zero or a positive number. Then if the constraint (8.5.7) holds for almost all $t \in\left[t_{0}, t_{f}\right]$ then $\int_{0}^{t_{f}} \hat{h}\left(y_{\mathrm{CH}_{4}}(t, \mathbf{p}), y_{\mathrm{O}_{2}}(t, \mathbf{p})\right) \leq 0$ except on a set of measure zero. The state trajectories of the dynamic system are absolutely continuous functions of time given piecewise constant controls. Since $\hat{h}$ is a continuous function of its arguments, $\int_{0}^{t_{f}} \hat{h}\left(y_{\mathrm{CH}_{4}}(t, \mathbf{p}), y_{\mathrm{O}_{2}}(t, \mathbf{p})\right) \leq 0$ implies that the path constraint is satisfied for all $t \in\left[t_{0}, t_{f}\right]$.

Formulation (8.5.6) is a nonsmooth optimization problem involving variable integration intervals. The problem is converted into an equivalent problem with fixed integration inter-
vals using the transformation in $\S 7.3$. The transformed dynamics are:

$$
\begin{aligned}
& \dot{\tau}(\epsilon, \mathbf{p})=\Delta T_{k}, \forall \epsilon \in(k-1, k], \forall k \in \mathcal{K}, \\
& \dot{\hat{M}}_{j}(\epsilon, \mathbf{p})=\Delta T_{k}\left(\hat{N}_{j}(\epsilon, \mathbf{p})-\hat{N}_{\text {out }}(\epsilon, \mathbf{p}) \hat{y}_{j}(\epsilon, \mathbf{p})\right), \forall j \in \mathcal{J}, \forall \epsilon \in(k-1, k], \forall k \in \mathcal{K}, \\
& \hat{M}_{T}(\epsilon, \mathbf{p})=\sum_{j \in \mathcal{J}} \hat{M}_{j}(\epsilon, \mathbf{p}), \forall \epsilon \in\left[0, n_{e}\right], \\
& \hat{y}_{j}(\epsilon, \mathbf{p})=\frac{\hat{M}_{j}(\epsilon, \mathbf{p})}{\hat{M}_{T}(\epsilon, \mathbf{p})}, \forall j \in \mathcal{J}, \forall \epsilon \in\left[0, n_{e}\right], \\
& \hat{P}(\epsilon, \mathbf{p})=\hat{M}_{T}(\epsilon, \mathbf{p}) \frac{R T}{V}, \forall \epsilon \in\left[0, n_{e}\right], \\
& \hat{N}_{j}(\epsilon, \mathbf{p})= \begin{cases}0 & \text { if } \frac{\hat{P}(\epsilon, \mathbf{p})}{P_{j}} \geq 1, \\
\hat{u}_{j}(\epsilon, \mathbf{p}) C_{v, j} \sqrt{\frac{P_{j}+\hat{P}(\epsilon, \mathbf{p})}{2}} \frac{P_{j}-\hat{P}(\epsilon, \mathbf{p})}{\sqrt{\left|P_{j}-\hat{P}(\epsilon, \mathbf{p})\right|+k_{b} P_{j}}} & \text { if } 0.53 \leq \frac{\hat{P}(\epsilon, \mathbf{p})}{P_{j}}<1, \forall j \in \mathcal{J}, \forall \epsilon \in\left[0, n_{e}\right], \\
\hat{u}_{j}(\epsilon, \mathbf{p}) C_{k} C_{v, j} \frac{P_{j}}{\sqrt{2}} 0.85 & \text { if } \frac{\hat{P}(\epsilon, \mathbf{p})}{P_{j}}<0.53,\end{cases} \\
& \hat{N}_{\text {out }}(\epsilon, \mathbf{p})= \begin{cases}0 & \text { if } \frac{P_{\text {out }}}{P^{\prime}(\epsilon, \mathbf{p})} \geq 1, \\
\hat{u}_{\text {out }}(\epsilon, \mathbf{p}) C_{v, \text { out }} \sqrt{\frac{\hat{P}(\epsilon, \mathbf{p})+P_{\text {out }}}{2}} \frac{\hat{P}(\epsilon, \mathbf{p})-P_{\text {out }}}{\sqrt{\left|\hat{P}(\epsilon, \mathbf{p})-P_{\text {out }}\right|+k_{b} \hat{P}(\epsilon, \mathbf{p})}} & \text { if } 0.53 \leq \frac{P_{\text {out }}}{\hat{P}(\epsilon, \mathbf{p})}<1, \quad \forall \epsilon \in\left[0, n_{e}\right], \\
\hat{u}_{\text {out }}(\epsilon, \mathbf{p}) C_{k} C_{v, \text { out }}^{\frac{\hat{P}(\epsilon, \mathbf{p})}{\sqrt{2}} 0.85} & \text { if } \frac{P_{\text {out }}}{\hat{P}(\epsilon, \mathbf{p})}<0.53,\end{cases} \\
& C_{k}=\frac{0.47 \cdot \sqrt{1.53}}{0.85 \cdot \sqrt{0.47+k_{b}}} \\
& \hat{M}_{\mathrm{CH}_{4}}(0, \mathbf{p})=900.0, \hat{M}_{\mathrm{O}_{2}}(0, \mathbf{p})=0.0, \hat{M}_{\mathrm{N}_{2}}(0, \mathbf{p})=0.0, \tau(0, \mathbf{p})=t_{0},
\end{aligned}
$$

where the following hold

$$
\begin{aligned}
M_{j}(\tau(\epsilon, \mathbf{p}), \mathbf{p}) & =\hat{M}_{j}(\epsilon, \mathbf{p}), \forall j \in \mathcal{J}, \forall \epsilon \in\left[0, n_{e}\right] \\
N_{j}(\tau(\epsilon, \mathbf{p}), \mathbf{p}) & =\hat{N}_{j}(\epsilon, \mathbf{p}), \forall j \in \overline{\mathcal{J}}, \forall \epsilon \in\left[0, n_{e}\right] \\
u_{j}(\tau(\epsilon, \mathbf{p}), \mathbf{p}) & =\hat{u}_{j}(\epsilon, \mathbf{p}), \forall j \in \overline{\mathcal{J}}, \forall \epsilon \in\left[0, n_{e}\right] \\
\tau\left(n_{e}, \mathbf{p}\right) & =t_{f}=\sum_{k=1}^{n_{e}} \Delta T_{k}+t_{0}
\end{aligned}
$$

The final optimization formulation is

$$
\begin{align*}
J(\mathbf{p})= & \min _{\mathbf{p} \in \mathcal{P}} \sum_{i=1}^{n_{e}} \Delta T_{k}  \tag{8.5.8}\\
\text { s.t. } & \sum_{k=1}^{n_{e}-1} \int_{k}^{k+1} \Delta T_{k} \hat{h}\left(\hat{y}_{\mathrm{CH}_{4}}(\epsilon, \mathbf{p}), \hat{y}_{\mathrm{O}_{2}}(\epsilon, \mathbf{p}) d \epsilon \leq 0\right.  \tag{8.5.9}\\
& 0.999-\hat{y}_{\mathrm{O}_{2}}\left(n_{e}, \mathbf{p}\right) \leq 0  \tag{8.5.10}\\
& \hat{y}_{\mathrm{CH}_{4}}\left(n_{e}, \mathbf{p}\right)-0.001 \leq 0  \tag{8.5.11}\\
& 0.0 \leq \Delta T_{k} \leq 200.0, \forall k \in \mathcal{K} \\
& 0.0 \leq u_{k, j} \leq 1.0, \forall k \in \mathcal{K}, \forall j \in \overline{\mathcal{J}}
\end{align*}
$$

where the system evolves according to the transformed dynamics.

### 8.5.4 Nonsmooth Single Shooting Method Results

For the integration of the dynamics and associated sensitivity equations DSL48SE ([108, 109, $36]$ ) is used with code generated by DAEPACK ([107]). The nonlinear program is solved by the proximal bundle solver in [64] on a SUSE Linux 10 Virtual Machine with 1 GB of RAM and a 2.4 GHz Intel Core Duo CPU. The absolute and relative integration tolerances are set to $1 \times 10^{-8}$. The proximal bundle solver optimality tolerance is set to $1 \times 10^{-6}$.

The constraints (8.5.9), (8.5.11) and (8.5.10) are appended to the objective using exact penalization to obtain the augmented objective

$$
\begin{aligned}
& \sum_{i=1}^{n_{e}} \Delta T_{k}+\mu_{1} \max \left(0.00,0.999-\hat{y}_{\mathrm{O}_{2}}\left(n_{e}, \mathbf{p}\right)\right)+\mu_{2} \max \left(0.00, \hat{y}_{\mathrm{CH}_{4}}\left(n_{e}, \mathbf{p}\right)-0.001\right)+ \\
& \mu_{3} \sum_{k=1}^{n_{e}-1} \int_{k}^{k+1} \Delta T_{k} \hat{h}\left(\hat{y}_{\mathrm{CH}_{4}}(\epsilon, \mathbf{p}), \hat{y}_{\mathrm{O}_{2}}(\epsilon, \mathbf{p})\right) d \epsilon
\end{aligned}
$$

where $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are positive penalty parameters. The dynamic optimization program
is solved repeatedly using monotonically increasing sequences of penalty parameters. The sequence of penalty parameters are $\mu_{1}(l)=5000 \cdot l, \mu_{2}(l)=4000 \cdot l$ and $\mu_{3}(l)=1000 \cdot l$ where $l=1, \ldots, \infty$ is the index of the dynamic optimization program solved. Each problem is solved to optimality. If the solution of the $l$ th problem is not a feasible point of the original problem, $l$ is set to $l+1$ and the process is repeated. Otherwise, the solution of the $l$ th problem is stationary for the original problem (see the Electric Circuit Case Study (§8.1) for more information on the exact penalty approach) and the process is terminated.

## Three Epochs

The solutions of the program (8.5.8) for the case $n_{e}=3$ are presented in this section. The initial parameter values are in Table 8.21 and the solution is in Table 8.20. The final objective and constraint values are in Table 8.22. The solution is obtained in 75.80 seconds. The total number of bundle solver iterations is 421 and the total number of times the dynamics are simulated is 425 . The optimal tank change over time obtained is close to the optimal change over times reported in [9]. The number of times the dynamics are simulated are significantly less than those reported in [9]. This is mainly due to the use of exact derivative information.

The initial and final mole fraction profiles corresponding to the initial parameters and solution of program (8.5.8) are in Figures 8-32 and 8-31. The path constraint and the mole fractions of $\mathrm{CH}_{4}$ and $\mathrm{N}_{2}$ are shown in Figure 8-33. The initial mole fractions and final mole fractions are marked by arrows. Note that during operation, the system gets very close to the unsafe zone. In order to minimize the change over time, it is expected that the system operates close to the unsafe zone.

## Four Epochs

This section contains the solution of the program (8.5.8) for the case $n_{e}=4$. The program is solved in 536 seconds. The number of iterations carried out by the bundle solver is 1821

| k | $\Delta T_{k}$ | $u_{k, \mathrm{CH}_{4}}$ | $u_{k, \mathrm{O}_{2}}$ | $u_{k, \mathrm{~N}_{2}}$ | $u_{k, \text { out }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 76.97 s | 0.00 | 0.00 | 1.00 | 1.00 |
| 2 | 110.31 s | 0.00 | 1.00 | 1.00 | 1.00 |
| 3 | 50.78 s | 0.00 | 1.00 | 0.00 | 1.00 |

Table 8.20: Tank Change Over: Solution of program (8.5.8) for $n_{e}=3$.

| k | $\Delta T_{k}$ | $u_{k, \mathrm{CH}_{4}}$ | $u_{k, \mathrm{O}_{2}}$ | $u_{k, \mathrm{~N}_{2}}$ | $u_{k, \text { out }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10.0 s | 0.5 | 0.5 | 0.5 | 0.5 |
| 2 | 10.0 s | 0.5 | 0.5 | 0.5 | 0.5 |
| 3 | 10.0 s | 0.5 | 0.5 | 0.5 | 0.5 |

Table 8.21: Tank Change Over: Initial parameter values used to solve program (8.5.8) for $n_{e}=3$.

|  | $J(\mathbf{p})$ | Constraint (8.5.11) | Constraint (8.5.10) | Constraint (8.5.9) |
| :---: | :---: | :---: | :---: | :---: |
| Initial | 30.00 | 0.5956 | 0.5950 | 10.3184 |
| Final | 238.06 | $-9.0 \times 10^{-4}$ | $1.0 \times 10^{-4}$ | 0.00 |

Table 8.22: Tank Change Over Case Study: Objective and constraint values of program (8.5.8) for $n_{e}=3$.


Figure 8-31: Tank Change Over: Final mole fraction profiles corresponding to the solution of (8.5.8) for $n_{e}=3$.


Figure 8-32: Tank Change Over: Initial mole fraction profiles corresponding to parameters in Table 8.21 of program (8.5.8) for $n_{e}=3$.


Figure 8-33: Tank Change Over: Plot of the path constraint and the mole fraction profiles corresponding to the solution of (8.5.8) for $n_{e}=3$.

| k | $\Delta T_{k}$ | $u_{k, \mathrm{CH}_{4}}$ | $u_{k, \mathrm{O}_{2}}$ | $u_{k, \mathrm{~N}_{2}}$ | $u_{k, \text { out }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 86.31 s | 0.00 | 0.0240 | 0.6286 | 1.00 |
| 2 | 43.19 s | 0.00 | 0.9791 | 0.0003 | 1.00 |
| 3 | 51.79 s | 0.00 | 1.00 | 0.00 | 1.00 |
| 4 | 56.50 s | 0.00 | 1.00 | 0.00 | 1.00 |

Table 8.23: Tank Change Over: Solution of program (8.5.8) for $n_{e}=4$.

| k | $\Delta T_{k}$ | $u_{k, \mathrm{CH}_{4}}$ | $u_{k, \mathrm{O}_{2}}$ | $u_{k, \mathrm{~N}_{2}}$ | $u_{k, \text { out }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10.0 s | 0.5 | 0.5 | 0.5 | 0.5 |
| 2 | 10.0 s | 0.5 | 0.5 | 0.5 | 0.5 |
| 3 | 10.0 s | 0.5 | 0.5 | 0.5 | 0.5 |
| 3 | 10.0 s | 0.5 | 0.5 | 0.5 | 0.5 |

Table 8.24: Tank Change Over: Initial parameter values used to solve program (8.5.8) with $n_{e}=4$.
and the number of times the dynamics were integrated is 1917. The solution and initial parameter values are in Tables 8.23 and 8.24, respectively. The initial and final objective and constraint values are in Table 8.25. There is no significant difference in the optimal tank change over times between the $n_{e}=3$ and $n_{e}=4$ cases.

|  | $J(\mathbf{p})$ | Constraint (8.5.11) | Constraint (8.5.10) | Constraint (8.5.9) |
| :---: | :---: | :---: | :---: | :---: |
| Initial | 40.00 | 0.5223 | 0.5213 | 116.71 |
| Final | 237.79 | $6.6 \times 10^{-5}$ | $9.7 \times 10^{-5}$ | 0.00 |

Table 8.25: Tank Change Over: Objective and constraint values of program (8.5.8) with $n_{e}=4$.


Figure 8-34: Chemotherapy Scheduling: Configuration

### 8.5.5 Conclusion

The time taken to solve (8.5.8) depends strongly on the policy with which the penalty parameters are updated. In this study, a very simple schedule of monotonically increasing parameters is used. It is expected that more sophisticated penalty updating policies will reduce the solution times.

### 8.6 Chemotherapy Scheduling Case Study

In this section, a modified version of the cell cycle specific chemotherapy model introduced in [82] is used to determine an optimal chemotherapy drug schedule. The example is used to compare the nonsmooth single shooting method with a derivative-free method.

### 8.6.1 System Dynamics

The elements of the model are:

- $t_{0}$ : initial time in days; $t_{0}=1.0$ day.
- $t_{f}$ : final time in days; $t_{f}=31$ day.
- $T$ : time interval in days; $T=\left[t_{0}, t_{f}\right]$.
- $\Delta T$ : the duration in days; $\Delta T=t_{f}-t_{0}$.
- $n_{e}$ : number of epochs used in the control vector parameterization; $n_{e}=30$.
- $\mathcal{K}$ : the set of epoch indices; $\mathcal{K}=\left\{1, \ldots, n_{e}\right\}$.
- $T_{k}$ : epoch $k$ interval. $T_{k}=[k, k+1)$.
- $\Delta T_{k}$ : epoch duration, $\Delta T_{k}=1, \forall k \in \mathcal{K}$.
- $\left\{u_{A, k}\right\}_{k=1}^{n_{e}}$ : drug A dosage in units of drug concentration, $[D] ; 0 \leq u_{A, k} \leq 20.00$.
- $\left\{u_{B, k}\right\}_{k=1}^{n_{e}}$ : drug B dosage in units of drug concentration, $[D] ; 0 \leq u_{B, k} \leq 20.00$.
- $n_{p}$ : number of parameters, $n_{p}=2 n_{e}$.
- $\mathbf{p}$ : the parameters to be adjusted. $\mathbf{p}=\left\{\left\{u_{A, k}\right\}_{k=1}^{n_{e}},\left\{u_{B, k}\right\}_{k=1}^{n_{e}}\right\}$.
- $\mathcal{P}$ : the parameter set, an open subset of $\mathbb{R}^{2 n_{e}}$ such that $[0,20]^{2 n_{e}} \subset \mathcal{P}$.
- $u_{A}: T \times \mathcal{P} \rightarrow[0,20]:$ drug A schedule such that $u_{A}(t, \mathbf{p})=u_{A, k}, \forall t \in t_{k}, u_{A}\left(t_{f}, \mathbf{p}\right)=$ $u_{A, n_{e}}$.
- $u_{B}: T \times \mathcal{P} \rightarrow[0,20]$ : drug B schedule such that $u_{B}(t, \mathbf{p})=u_{B, k}, \forall t \in t_{k}, u_{B}\left(t_{f}, \mathbf{p}\right)=$ $u_{B, n_{e}}$.
- $P: T \times \mathcal{P} \rightarrow \mathbb{R}:$ the size of the proliferating cancer cell population in the tissue.
- $Q: T \times \mathcal{P} \rightarrow \mathbb{R}:$ the size of the quiescent cancer cell population in the tissue.
- $Y: T \times \mathcal{P} \rightarrow \mathbb{R}$ : the size of the healthy cell population in the tissue.
- $v_{A}: T \times \mathcal{P} \rightarrow \mathbb{R}$ : drug A concentration in the tissue.
- $v_{B}: T \times \mathcal{P} \rightarrow \mathbb{R}$ : drug B concentration in the tissue.
- $\mathbf{x}: T \times \mathcal{P} \rightarrow \mathbb{R}^{5}:$ the continuous state of the system, $\mathbf{x}(t, \mathbf{p})=(P(t, \mathbf{p}), Q(t, \mathbf{p}), Y(t, \mathbf{p})$, $\left.v_{A}(t, \mathbf{p}), v_{B}(t, \mathbf{p})\right)$.
- $\mathcal{X}$ : the state space; $\mathcal{X}=\mathbb{R}^{5}$.

The equations governing the system evolution are:

$$
\begin{align*}
& \alpha=a-m-n, \\
& \dot{P}(t, \mathbf{p})=\alpha P(t, \mathbf{p})+b Q(t, \mathbf{p})-F_{A}\left(v_{A}(t, \mathbf{p}), P(t, \mathbf{p})\right), \forall t \in\left(t_{0}, t_{f}\right],  \tag{8.6.1}\\
& F_{A}\left(v_{A}(t, \mathbf{p}), P(t, \mathbf{p})\right)=\left\{\begin{array}{ll}
0 & \text { if } v_{A}(t, \mathbf{p})-\bar{v}_{A} \leq 0, \\
k_{A}\left(v_{A}(t, \mathbf{p})-\bar{v}_{A}\right) P(t, \mathbf{p}) & \text { if } v_{A}(t, \mathbf{p})-\bar{v}_{A} \geq 0,
\end{array}, \forall t \in\left[t_{0}, t_{f}\right],\right. \\
& \dot{Q}(t, \mathbf{p})=m P(t, \mathbf{p})-b Q(t, \mathbf{p})-F_{B}\left(v_{B}(t, \mathbf{p}), Q(t, \mathbf{p})\right), \forall t \in\left(t_{0}, t_{f}\right],  \tag{8.6.2}\\
& F_{B}\left(v_{B}(t, \mathbf{p}), Q(t, \mathbf{p})\right)=\left\{\begin{array}{ll}
0 & \text { if } v_{B}(t, \mathbf{p})-\bar{v}_{B} \leq 0, \\
k_{B}\left(v_{B}(t, \mathbf{p})-\bar{v}_{B}\right) Q(t, \mathbf{p}) & \text { if } v_{B}(t, \mathbf{p})-\bar{v}_{B} \geq 0,
\end{array}, \forall t \in\left[t_{0}, t_{f}\right],\right.
\end{aligned}, \begin{aligned}
& \left.\dot{Y}(t, \mathbf{p})=\sigma Y(t, \mathbf{p})(1-Y(t, \mathbf{p}) / K)-k_{A} v_{A}(t, \mathbf{p}) Y-k_{B} v_{B}(t, \mathbf{p}) Y(t, \mathbf{p})\right), \forall t \in\left(t_{0}, t_{f}\right], \\
& \dot{v}_{A}(t, \mathbf{p})=u_{A}(t, \mathbf{p})-\gamma_{A} v_{A}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right], \\
& \dot{v}_{B}(t, \mathbf{p})=u_{B}(t, \mathbf{p})-\gamma_{B} v_{B}(t, \mathbf{p}), \forall t \in\left(t_{0}, t_{f}\right],  \tag{8.6.4}\\
& P\left(t_{0}, \mathbf{p}\right)=2.00 \times 10^{11}, Q\left(t_{0}, \mathbf{p}\right)=8.00 \times 10^{11}, Y\left(t_{0}, \mathbf{p}\right)=1.00 \times 10^{10},  \tag{8.6.5}\\
& v_{A}\left(t_{0}, \mathbf{p}\right)=0.0, v_{B}\left(t_{0}, \mathbf{p}\right)=0.0 . \tag{8.6.6}
\end{align*}
$$

The equations describe the behavior of tumor cells and healthy cells in human tissue under chemotherapy (Figure 8-34). The tissue comprises healthy cells, $Y$, proliferating tumor cells, $P$, and quiescent tumor cells, $Q$. Chemotherapy comprises two drugs; A and B. $u_{A}$ and $u_{B}$ are the chemotherapy drug schedules. $v_{A}$ and $v_{B}$ are the exponentially decaying drug concentrations in the tissue. Tumor cells develop resistance to drugs. As a result, drugs are effective against the tumor cells only if their concentrations in the tissue are above $\bar{v}_{A}$ and $\bar{v}_{B}$. A fraction, $n$, of proliferating cells die of natural causes and and a fraction, $m$, of proliferating cells become quiescent cells. The increase in proliferating cell population by

| $a$ | 0.500 day $^{-1}$ | $\bar{v}_{A}$ | $10.000[\mathrm{D}]$ |
| :---: | :---: | :---: | :---: |
| $m$ | 0.218 day $^{-1}$ | $\bar{v}_{B}$ | $10.000[\mathrm{D}]$ |
| $n$ | 0.477 day $^{-1}$ | $k_{A}$ | $8.400 \times 10^{-3}$ day $^{-1}[D]^{-1}$ |
| $b$ | 0.100 day $^{-1}$ | $k_{B}$ | $8.400 \times 10^{-3}$ day $^{-1}[D]^{-1}$ |
| $\sigma$ | 0.100 day $^{-1}$ | $K$ | $1.0 \times 10^{10}$ cells $^{-1}$ |
| $\gamma_{A}$ | 0.100 day $^{-1}$ | $\gamma_{B}$ | 0.100 day $^{-1}$ |

Table 8.26: Chemotherapy Scheduling: Model Parameters
cell division is represented as another fraction, $a$, of the proliferating cell population. In addition, a fraction, $b$ of quiescent cells become proliferating cells. The tumor cell dynamics are in (8.6.1) and (8.6.2). A logistic equation (8.6.3) governs the healthy cell population to ensure that the number of healthy cells does not exceed the carrying capacity, $K$. The drug concentrations in the tissue decrease with time according to (8.6.4) and (8.6.5). The initial cell populations and drug concentrations are in (8.6.6) and (8.6.7). Numerical values for the parameters are in Table 8.26. Most of the values are obtained from [31] where cell cycle specific chemotherapy with a single drug and without drug resistance is considered.

### 8.6.2 Dynamic Optimization Formulation

The goal is to kill as many tumor cells as possible during a 30-day chemotherapy session and still retain a minimum number of healthy cells at the end. The program:

$$
\begin{align*}
& \min _{\mathbf{p} \in \mathcal{P}} J(\mathbf{p})=P\left(t_{f}, \mathbf{p}\right)+Q\left(t_{f}, \mathbf{p}\right)  \tag{8.6.8}\\
& \text { s.t. } Y\left(t_{f}, \mathbf{p}\right) \geq 1.0 \times 10^{8},  \tag{8.6.9}\\
& v_{A}\left(t_{f}, \mathbf{p}\right)+v_{B}\left(t_{f}, \mathbf{p}\right) \leq 10.0  \tag{8.6.10}\\
& 0.0 \leq u_{A, k} \leq 20.0, k \in \mathcal{K} \\
& 0.0 \leq u_{B, k} \leq 20.0, k \in \mathcal{K}
\end{align*}
$$

is solved to determine such a schedule. Constraint (8.6.9) ensures that the size of final healthy cell population is above a certain size and constraint (8.6.10) ensures that the final drug concentration is at an acceptable level.

### 8.6.3 Nonsmooth Single Shooting Method Results

DSL48SE is the IVP solver $([108,109,36])$ used to integrate the dynamics and the auxiliary equations to obtain an element of the linear Newton approximation. The auxiliary equations are obtained using automatic differentiation algorithms implemented in DAEPACK ([107]). The differential equations are integrated with an absolute tolerance of $1 \times 10^{-8}$ and a relative tolerance of $1 \times 10^{-7}$.

The proximal bundle method in [64] is used to solve (8.6.8). A penalty approach to handle (8.6.9) and (8.6.10) is used because the algorithm in [64] handles only linear constraints on the decision variables. The objective of (8.6.8) is augmented with (8.6.9) and (8.6.10) to obtain the modified objective

$$
P\left(t_{f}, \mathbf{p}\right)+Q\left(t_{f}, \mathbf{p}\right)+\mu \max \left(Y_{\min }-Y\left(t_{f}, \mathbf{p}\right), 0\right)+\mu \max \left(v_{A}\left(t_{f}, \mathbf{p}\right)+v_{B}\left(t_{f}, \mathbf{p}\right)-10.0,0\right)
$$

where $\mu$ is the penalty parameter. The modified program is successively solved two times with increasing penalty parameter to an optimality tolerance of $1 \times 10^{-6}$. The drug dosages are set to 2.0 initially. The penalty parameters used are $\{1000,3000\}$. The total solution time was 40.0 seconds on a SUSE Linux 10 Virtual Machine with 1 GB of RAM and a 2.4 GHz Intel Core Duo CPU. The bundle solver required 71 iterations and 78 calls to the integrator.

The cell population numbers and constraint values at the beginning and end of the treatment are in Table 8.27. The tumor cell population is reduced to about 11 percent of its initial size. The drug schedules are shown in Figure 8-35a and Figure 8-35b. The preference

|  | Beginning of Treatment | End of Treatment |
| :---: | :---: | :---: |
| $Y$ | $1.00 \times 10^{10}$ cells | $1.00 \times 10^{8}$ cells |
| $Q$ | $8.00 \times 10^{11}$ cells | $6.66 \times 10^{10}$ cells |
| $P$ | $2.00 \times 10^{11}$ cells | $3.73 \times 10^{10}$ cells |
| $v_{A}$ | $0.00[\mathrm{D}]$ | $0.00[\mathrm{D}]$ |
| $v_{B}$ | $0.00[\mathrm{D}]$ | $10.0[\mathrm{D}]$ |

Table 8.27: Chemotherapy Schedule:Cell populations at the beginning and end of treatment
to use drug B is clearly seen. The effects of the drugs are proportional to the corresponding cell populations. Therefore using drug B results in more effective treatment as the population of quiescent cells is greater than that of proliferating cells. The drug concentrations are in 8 -36a and 8-36b. The cell populations are in Figures 8-37a and 8-37b.


Figure 8-35: Chemotherapy Schedule: Optimal drug schedules.

### 8.6.4 Derivative Free Method Results

The Mesh Adaptive Direct Search Method [6] is used to solve program (8.6.8). This method does not require derivative information and unlike other derivative free methods there are some theoretical convergence results for locally Lipschitz functions. The algorithm is implemented in the software package NOMAD and the package can be found at http: //www.gerad.ca /NOMAD.


Figure 8-36: Chemotherapy Schedule: Drug concentrations in the tissue.


Figure 8-37: Chemotherapy Schedule: Cell populations.

Initially, the algorithm did not achieve significant progress towards a solution after 2000 evaluations of the objective and constraints with the initial drug dosages set to 2.0. Therefore the initial dosages were set to zero except the first 3 day dosages for drug B. These were set to 20 . The algorithm was run for 7500 evaluations of the objective and constraints. The final tumor cell population obtained was $1.12 \times 10^{11}$ cells, the final healthy cell population was $0.996 \times 10^{8}$ cells and the final drug concentration in the healthy tissue was 10.19 [D]. The algorithm took 56 minutes to produce the results on a SUSE Linux 10 Virtual Machine with 1 GB of RAM and a 2.4 GHz Intel Core Duo CPU. The data is summarized in Table 8.28. NFV is the number of times the dynamics are simulated and CPU Time is the time

|  | Nonsmooth Single Shooting | Derivative Free |
| :--- | :---: | :---: |
| $Y\left(t_{f}, \mathbf{p}^{*}\right)$ | $1.00 \times 10^{8}$ cells | $0.996 \times 10^{8}$ cells |
| $Q\left(t_{f}, \mathbf{p}^{*}\right)+P\left(t_{f}, \mathbf{p}^{*}\right)$ | $1.039 \times 10^{11}$ cells | $1.12 \times 10^{11}$ cells |
| $v_{A}\left(t_{f}, \mathbf{p}^{*}\right)+v_{B}\left(t_{f}, \mathbf{p}^{*}\right)$ | $10.00[\mathrm{D}]$ | $10.19[\mathrm{D}]$ |
| CPU Time $[\mathrm{s}]$ | 40.0 s | 3360.0 s |
| NFV | 78 | 7500 |

Table 8.28: Chemotherapy Schedule: Comparison of Nonsmooth Single Shooting Method and Derivative Free Method
taken by the processor to solve the problem.

### 8.6.5 Conclusion

It was found that even though it is easier to set up and run the derivative free method, the solution time required to obtain an answer was significantly more. The nonsmooth shooting method took 40 seconds to terminate with a solution satisfying the stationarity condition where as the derivative free method took 56 minutes. The derivative-free method does not have a termination criteria based on stationarity. It terminates once the number of iterations or objective evaluations exceed their maximum values. In this case, the algorithm terminated once 2500 objective and constraint evaluations were made. The final solution provided by the derivative-free algorithm corresponds to a worse solution value than the one obtained using the bundle method.

From the performance of the derivative-free method, it is clear that derivative information should be used whenever available. Although, it is easier to set up a derivative-free method, the use of automatic differentiation tools makes the difference in the effort to set up the problem minimal. Therefore, for these problems, the use of derivative free methods is not warranted.

### 8.7 Notes

The performance of the nonsmooth single shooting method depends on the performance of the integration algorithm and the bundle solver. Currently, the integration routine DSL48SE ( $[108,109,36]$ ) is the only available routine that incorporates state event location algorithms and the necessary infrastructure to integrate the sensivity equations. This integration routine uses sparse matrix algebra techniques to effciently handle systems with a lot states. However, the use of sparse matrix algebra techniques incurs setup costs. These costs are offset by the gain in efficiency obtained when dealing with systems with a lot states. For the case studies in this chapter, DSL48SE may not be the most efficient algorithm because the number of states of the systems considered in these studies is relatively small.

## Chapter 9

## Conclusions and Future Directions for

## Research

In this thesis, the nonsmooth single shooting method, an open loop dynamic optimization method for a class of systems with varying structure is developed. Unlike the state-of-the-art methods, this method does not explicitly enumerate the hybrid mode trajectories and it does not discretize the dynamics as a part of the optimization formulation. Instead a specialized and efficient numerical integration algorithm [108] is used to compute the continuous state trajectories accurate within integration tolerances.

The method converts the dynamic optimization problem into a nonlinear program by parametrizing the controls. The resultant program is a nonsmooth optimization problem due to the varying structure of the underlying dynamic systems. Therefore concepts from nonsmooth analysis and methods from nonsmooth optimization are used. The main challenge of this approach is determination of the replacement for the gradient. A custom set-valued map is defined using the generalized Jacobian [25] which turns out to be a linear Newton approximation [35]. Sensitivity initial value problems are derived to calculate an element of this set-valued map.

Stationarity conditions for optimization are defined in terms of this set-valued map. It is shown that bundle methods can be used to obtain solutions satisfying these stationarity conditions.

The performance of the nonsmooth single shooting method is compared to the state-of-the-art methods. The nonsmooth shooting method provides more accurate answers for equal or less effort than the state of the art in case the system dynamics are highly nonlinear and/or exhibit stiffness. This is the result of using a numerical integration algorithm instead of discretization as a part of the optimization formulation. An empirical investigation of complexity is performed. The results strongly suggest that the method scales polynomially with the number of states and parameters.

Finally, the thesis demonstrates that nonsmooth analysis and nonsmooth optimization methods can be used to solve practical dynamic optimizaton problems.

The breakdown of the contributions per chapter is:
Chapter 3: In this chapter, sufficient conditions for the existence of the strict derivative (§2.2) of the map $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ in terms of the generalized Jacobian are derived where $\mathbf{x}$ represents the continuous states of the system with varying structure.

The first part considers dynamics described by the ordinary differential equations in (3.2.1). The forward and adjoint sensitivity initial value problems are derived to compute the aforementioned derivative. The second part extends these results to differential-algebraic systems described by (3.3.1) using the implicit function theorem for locally Lipschitz continuous functions. The strict derivatives of the maps $\boldsymbol{\eta} \mapsto \mathbf{y}(t, \boldsymbol{\eta})$ and $\boldsymbol{\eta} \mapsto \dot{\mathbf{x}}(t, \boldsymbol{\eta})$ are obtained where $\mathbf{y}$ are the algebraic variables. The results are extended to multistage systems.

The parametric sensitivity results in this chapter are new. The sufficiency conditions derived in this chapter are more general than those in [44]. They are more general than the conditions in $[39,95]$ in case the underlying dynamics are described by locally

Lipschitz continuous ODEs and DAEs.
Chapter 4: It is not possible to compute the generalized Jacobian of the map $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ for all possible values of $\boldsymbol{\eta}$. Theorem 3.1.3 does not provide a means to compute the generalized Jacobian in case the sufficiency conditions in Chapter 3 are not satisfied. Therefore, a linear Newton approximation of the map $\boldsymbol{\eta} \mapsto \mathbf{x}(t, \boldsymbol{\eta})$ is derived under an additional semismoothness assumption on the right-hand side functions. Formulae are derived to compute an element of this linear Newton approximation using forward and reverse integration in time. Linear Newton approximations of the maps $\boldsymbol{\eta} \mapsto \mathbf{y}(t, \boldsymbol{\eta})$ and $\boldsymbol{\eta} \mapsto \dot{\mathbf{x}}(t, \boldsymbol{\eta})$ are derived. Results are extended to the multistage case. The values of the linear Newton approximations defined contain the values of the generalized Jacobians at all possible $\boldsymbol{\eta}$. The results reduce to the results in Chapter 3 in case the assumptions of that chapter hold in addition to the assumptions of this chapter.

The parametric sensitivity results based on linear Newton approximations are new.
Chapter 5 : The differential equations defining elements of the linear Newton approximations in Chapter 4 generally have right-hand sides that are discontinuous in time. The time at which a discontinuity occurs needs to be detected and located for efficient and accurate computation of these quantities using numerical integration. A numerical method is described to detect these discontinuities using the state event location algorithm in [83] and compute an element of the linear Newton approximations defined in Chapter 4 simultaneously with the states. This algorithm works if the functions of the right-hand side satisfy a structural assumption that in essence makes them $P \mathcal{C}^{1}(\S 2.7)$ functions.

The numerical computation of linear Newton approximations using state event location algorithms is new. Note that a method based on time stepping [99] is described in [81].

Chapter 6 : In this chapter, bundle methods $[54,66]$ are modified to use the linear Newton approximations defined in Chapter 4. Extended stationarity conditions are defined
using these linear Newton approximations and it is shown that the bundle method produces a sequence of solutions whose limit points satisfy the extended stationary conditions. It is shown that a direction of descent can be computed and that the special line search algorithm of the bundle method converges if linear Newton approximations are substituted for the generalized gradients. In essence, it is shown that the generalized gradient can be replaced by the linear Newton approximations of Chapter 4.

The use of the linear Newton approximation in the context of nonsmooth optimization is new. The use of linear Newton approximations in conjunction with bundle methods is new.

Chapter 7 : The theoretical development of the nonsmooth single shooting method is in this chapter. The control parametrization approach in $[105,40]$ is extended to the case where the dynamics are governed by ordinary differential equations whose right-hand sides are $P \mathcal{C}^{1}$ functions.

Chapter 8 : The performances and accuracy of solutions of the MILP, MPEC and nonsmooth single shooting methods are compared using literature examples. This comparison is the first of its kind to the best of the author's knowledge. It is found that the nonsmooth single shooting method provides the most accurate optimal state trajectories for less or comparable effort especially if the dynamics are highly nonlinear and/or stiff.

Empirical complexity analysis of the nonsmooth shooting method is performed. Currently, it is not possible to carry out a theoretical complexity analysis because theoretical complexity analysis results do not exist for bundle methods and numerical integration methods. The results strongly suggest that the method scales polynomially with the states and parameters.

### 9.1 Future Directions for Research

### 9.1.1 Parametric Sensitivities, Their Computation and Use

Existence, computation and use of the second derivative

The second derivative of the objective and the constraints in (1.3.1) with respect to the parameters is of practical interest. The second derivative can be used to improve the performance of bundle methods. In [67], it is shown that a bundle method using second derivative information $[64,63]$ outperforms the proximal bundle method in [64] significantly. Under certain conditions, superlinear convergence can be proven for this method.

There are results on the existence of the second derivative for systems with varying structure [2]. These results depend on conditions similar to those in [39]. It is an open question whether more general results can be achieved for piecewise twice continuously differentiable vector fields.

Computing the second derivative requires additional computational effort. Therefore, the efficient computation of the second derivative simultaneously with the first derivative is important. ${ }^{1}$ It is an open question whether the advantages of using second derivatives offsets the additional computational burden.

In [67], the second derivative of a nearby point is used as an approximation in case the second derivative does not exist at a point. This might be a computationally expensive option for dynamic optimization problems. The existence of a suitable replacement is another open question.

[^10]
## Efficient implementation of reverse integration to compute parametric sensitivities of systems with varying structure

There are dynamic optimization problems where the number of parameters is very large. In this case, the linear Newton approximations can possibly be computed more efficiently using reverse integration in time. A smaller number of equations need to be integrated. However, reverse integration in time requires the storage of the state trajectories obtained using forward integration.

Currently, numerical methods exist that are applicable to sufficiently smooth ODEs and DAEs [85]. There exists no numerical method that uses the results in this thesis and [95]. The theoretical development and implementation of such a numerical method and the comparison of reverse integration to forward integration is another future direction of research.

## Parametric sensitivities of linear program solutions with respect to the right-

 hand side vectorConsider the linear program:

$$
\min _{\mathbf{x}} \mathbf{c}^{\mathrm{T}} \mathbf{x} \text { s.t. } \mathbf{A x}=\mathbf{b}, \mathbf{x} \geq \mathbf{0}
$$

where $\mathbf{x} \in \mathbb{R}^{n}, \mathbf{c} \in \mathbb{R}^{n}, \mathbf{b} \in \mathbb{R}^{m}, \mathbf{A} \in \mathbb{R}^{m \times n}$ and $n>m$. Assume $\mathbf{b} \in \mathcal{B}$ where $\mathcal{B}$ is an open convex set. Assume that the solution set is a singleton for all $\mathbf{b} \in \mathcal{B}$. Let $\mathbf{x}^{*}: \mathcal{B} \rightarrow \mathbb{R}^{n}$ represent the optimal solution of this linear program as a function of $\mathbf{b}$. It is known that $\mathbf{x}^{*}$ is a locally Lipschitz continuous function in this case [69].

Dynamic systems with linear programs embedded occur when biological agents are modeled using the flux balance analysis (FBA) technique [58]. In this approach, the $\mathbf{A}$ matrix of the linear program encodes the chemical reactions that take place inside biological agents such as bacteria or yeast. $\mathbf{x}$ represents the rate at which each of the chemical species is
produced. Note that there are more chemical species than linearly independent reactions. The $\mathbf{b}$ vector represents the amount of material exchange between the organism and the environment. Usually, the objective is maximization of the growth of the organism. Depending on the $\mathbf{b}$ vector, the chemical reactions that occur inside the organism change. An example of a dynamic optimization problem with FBA models embedded can be found in [46].

The semismoothness property and the generalized Jacobian of the map $\boldsymbol{\eta} \mapsto \mathbf{x}^{*}(\boldsymbol{\eta})$ is of interest. If an element of the generalized Jacobian of the map $\boldsymbol{\eta} \mapsto \mathbf{x}^{*}(\boldsymbol{\eta})$ can be computed, then, the results in this thesis can be used to solve such problems. Currently, these problems are solved using the MPEC approach. Due to the discretization of the dynamics, the size of the FBA models used is limited, though.

### 9.1.2 Dynamic Optimization

## Integer-valued controls

In [97], a method is described to handle integer-valued controls in continuous-time dynamic optimization problems. The method relaxes the original problem with respect to the integervalued controls. The controls of the relaxed problem are approximated by functions described by finitely many parameters. The approximate integer-valued controls are recovered using special rounding off techniques from the solutions of the relaxed problems. The method is shown to approximate the solution of the original problem arbitrarily close. The systems considered do not contain autonomous transitions and for fixed integer-valued controls are continuously differentiable. Combining the nonsmooth single shooting method with the approach in [97] would enable the incorporation of integer-valued controls.

## Nonsmooth multiple shooting method

Single shooting methods are not suitable for problems with unstable dynamics. In this case, integration errors grow without bound and the state trajectories computed are not reliable. In order to deal with such systems, multiple shooting methods have been devised [59, 60]. Multiple shooting methods can handle dynamic optimization problems of unstable systems with end point constraints.

The results in this thesis can be used to develop a multiple shooting method. In multiple shooting, the time horizon is partitioned into epochs. The dynamics are integrated separately on each epoch. This decoupling is achieved by making the initial conditions for each epoch, parameters of the dynamic optimization problem. Then, consistent parameters are obtained as a part of the solution. The challenge is to handle these additional parameters efficiently in the solution of the problem.

## Optimization of convex programs

$\partial f\left(\mathbf{x}_{2}\right)=W$ holds in Theorem 3.1.2 if $g(t, \cdot)$ is a convex function (See Theorem 2.7.2 in [25]). In this case, $W$ is equal to the subdifferential of $f$ at $\mathbf{x}_{2}$. Consider the problem

$$
\begin{align*}
\min _{\mathbf{p} \in \mathcal{P}} J(\mathbf{p})= & \int_{t_{0}}^{t_{f}} h_{0}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) d t+H_{0}\left(\mathbf{p}, \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right)  \tag{9.1.1}\\
\text { s.t. } & \int_{t_{0}}^{t_{f}} h_{i}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})) d t+H_{i}\left(\mathbf{p}, \mathbf{x}\left(t_{f}, \mathbf{p}\right)\right) \leq 0, \forall i \in\left\{1, \ldots, n_{c}\right\} \\
& \dot{\mathbf{x}}(t, \mathbf{p})=\mathbf{f}(t, \mathbf{p}, \mathbf{x}(t, \mathbf{p})), \forall t \in\left(t_{0}, t_{f}\right] \\
& \mathbf{x}\left(t_{0}, \mathbf{p}\right)=\mathbf{f}_{0}(\mathbf{p})
\end{align*}
$$

If the integrands in the objective and constraints can be shown to be convex functions of $\mathbf{p}$, then Theorem 2.7.2 in [25] can be used to compute an element of the subdifferential of the corresponding integrals. Cases when this holds are of interest because if $H_{i}$, for all
$i \in\left\{0, \ldots, n_{c}\right\}$ are convex functions, then this program is a convex program. In this case, bundle methods can be used to find the global minimum. The challenge is the computation of an element of the generalized gradients of the integrands with respect to $\mathbf{p}$ when assumptions of Theorem 3.2.3 do not hold.

## Deterministic global optimization

The nonsmooth shooting method finds stationary points of the nonlinear programs. Problems involving few parameters may be solved to $\epsilon$-global optimally using the approach in [57, 56]. In this approach, convex nonlinear programs are constructed that underestimate the objective value of the original nonlinear program. Then, a deterministic global optimization method such as branch and bound [47] is used to obtain the $\epsilon$-global solution.

The construction of the underestimating convex programs need to be investigated using the ideas in [100]. Note that this research direction is linked to the optimization of convex programs.

## Necessary conditions of optimality

The relationship between the solutions of the nonsmooth NLPs representing dynamic optimization problems and the necessary conditions of optimality in [25] are of interest.

### 9.1.3 Systems with Discontinuous Vector Fields

The extension of the nonsmooth single shooting method to discontinuous vector fields requires research in several fields. Dynamic optimization problems involving these systems may be discontinuous programs. Even if they are not discontinuous, they may not be locally Lipschitz continuous programs anymore.

Example 9.1.1 (Discontinuous Vector Field Example). Consider the dynamic system

$$
\begin{aligned}
& g(p, x(t, p))= x(t, p)^{3}-5 x(t, p)^{2}+7 x(t, p)-p, \\
& \dot{x}(t, p)=\left\{\begin{array}{ll}
4-x(t, p) & \text { if } g(p, x(t, p)) \leq 0, \text { Mode 1 } \\
0.7 x(t, p) & \text { if } g(p, x(t, p)) \geq 0, \text { Mode 2 }
\end{array}, \forall t \in(0,3.0],\right. \\
& x(0, p)=-3.0, p \in[0,7.5] .
\end{aligned}
$$

The vector field of this system is discontinuous at times when $g(p, x(t, p))=0$ holds. Note that the number of real roots of the polynomial depends on $p$. This dependence determines the number of transitions that occur during the evolution of the system. Figure 9-1 shows the transition times as a function of $p$. The system experiences up to three transitions during the time interval $[0,3.0]$. If $p<2$, only one transition occurs. The number of transitions eventually becomes three for $p \in[2,3)$. At $p=3$, two consecutive transitions occur instantaneously at around 0.75 s . The transversality condition is violated at this double transition. The number of transitions drops to one afterwards. Figure 9-2 depicts the


Figure 9-1: Transition times as a function of p .
dependence of the final state on the parameters. The nonsmoothness at $p=3$ is obvious.

However, there exist 2 more points of nonsmoothness. These points correspond to the parameter values where the hybrid mode trajectory changes. The state is not a locally Lipschitz function at $p=3$. This can be seen from the data in Figure 9-3. In Figure 9-3, the natural logarithm of the magnitude of the derivative of the mapping $\boldsymbol{\eta} \mapsto \mathbf{x}(3, \boldsymbol{\eta})$ is plotted. Note that the derivative is calculated using the results in [39]. The derivative is discontinuous whenever the hybrid mode trajectory changes. At $p=3$, the limit from the left tends to infinity. This occurs because there is a division by zero in the computation of the sensitivities whenever the transversality condition does not hold. Initial tentative


Figure 9-2: $-x(3.0, p)$ as a function of $p$.
results on sufficient conditions that guarantee local Lipschitz continuity and semismoothness when the dynamics are discontinuous can be found in [115].

In order to extend the results to systems with discontinuous dynamics requires advances in several fields:

1. Nonsmooth Analysis: The main issue is to determine a replacement for the generalized gradient/Jacobian and the linear Newton approximation. There are extensions of the generalized gradient to functions that are not locally Lipschitz continuous [25, 92]. Unlike the locally Lipschitz case, these set-valued maps can have empty images and


Figure 9-3: $\ln \left|J_{p} x(3.0, p)\right|$ as a function of $p$.
crucial properties such as compactness and convexity of the images are not guaranteed. These extensions have only been used as tools of analysis. Results pertaining to them are few. Extensions to discontinuous functions have been proposed [34]. Extensions of the generalized Jacobian do not exist. On a related note, functions that are not locally Lipschitz continuous have not been studied as extensively. It is not clear what classes of functions to expect when dealing with such systems. Experience suggests that the functions of interest are those that are continuously differentiable on open sets, but probably discontinuous or nonsmooth on the boundaries of these sets [22].
2. Nonsmooth Optimization: For efficient nonsmooth optimization, the use of a bundle to approximate the set-valued maps replacing the gradient appears to be necessary [22]. Bundle methods require semismoothness to operate efficiently. Replacement conditions need to be developed. Necessary conditions of optimality for the non-Lipschitz and discontinuous function cases exist [92, 33]. The practical applicability of these conditions need to be analyzed.
3. Parametric Sensitivity Analysis: The existence of auxiliary equations of the form developed in Chapters 3 and 4 needs to be determined.

Note that one can find examples in the literature where the MILP and MPEC approaches have been applied to such systems in conjunction with discretization of the dynamics. Currently, there exists no theoretical support that the approximations of the state trajectories converge to the state trajectories as the discretization gets finer grained.

## Appendix A

## Convergence Proof of the Modified

## Bundle Method

In this part, the convergence proof of the method described in Chapter 6 is summarized. The proof is very similar to the proof of convergence of Algorithm 3.1 in Chapter 6 in [54]. The main difference is that the generalized gradient is replaced with linear Newton approximations satisfying Assumption 6.2.1.

## A. 1 Convergence Proof

The following lemma proves an important property of the aggregate quantities.

Lemma A.1.1. Let $\mathbf{v}_{k}^{f}, f_{k+1}^{v}, s_{k+1}^{f}, \mathbf{v}_{k}^{G}, G_{k+1}^{v}, s_{k+1}^{G}$ be as defined in §6.3.1. Then

$$
\begin{gather*}
\left(\mathbf{v}_{k}^{f}, f_{k+1}^{v}, s_{k+1}^{f}\right) \in \operatorname{conv}\left(\left\{\left(\boldsymbol{\zeta}_{j}^{f}, f_{k+1, j}, s_{k+1, j}\right): j=1, \ldots, k\right\}\right)  \tag{A.1.1}\\
\left(\mathbf{v}_{k}^{G}, G_{k+1}^{v}, s_{k+1}^{G}\right) \in \operatorname{conv}\left(\left\{\left(\boldsymbol{\zeta}_{j}^{G}, G_{k+1, j}, s_{k+1, j}\right): j=1, \ldots, k\right\}\right)
\end{gather*}
$$

hold.

Proof. Assume that (A.1.1) holds for $k-1$. Let $\boldsymbol{\lambda}_{k}, \boldsymbol{\mu}_{k}, \lambda_{k}^{v}$ and $\mu_{k}^{v}$ be the solutions of (6.3.22). Then

$$
\mathbf{v}_{k}^{f}=\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j} \boldsymbol{\zeta}_{j}^{f}+\tilde{\lambda}_{k}^{v} \mathbf{v}_{k-1}^{f}, \mathbf{v}_{k}^{G}=\sum_{j \in M_{k}^{G}} \tilde{\mu}_{k, j} \boldsymbol{\zeta}_{j}^{G}+\tilde{\mu}_{k}^{v} \mathbf{v}_{k-1}^{G}
$$

Note that

$$
\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j}+\tilde{\lambda}_{k}^{v}=1, \sum_{j \in M_{k}^{G}} \tilde{\mu}_{k, j}+\tilde{\mu}_{k}^{v}=1
$$

Hence $\mathbf{v}_{k}^{f} \in \operatorname{conv}\left(\left\{\boldsymbol{\zeta}_{j}^{f}: j \in M_{k}^{f}\right\},\left\{\mathbf{v}_{k-1}^{f}\right\}\right)$ and $\mathbf{v}_{k}^{G} \in \operatorname{conv}\left(\left\{\boldsymbol{\zeta}_{j}^{G}: j \in M_{k}^{G}\right\},\left\{\mathbf{v}_{k-1}^{G}\right\}\right)$. Since $\mathbf{v}_{k-1}^{f} \in \operatorname{conv}\left(\left\{\boldsymbol{\zeta}_{j}^{f}: j \in 1, \ldots, k-1\right\}\right)$ and $\mathbf{v}_{k-1}^{G} \in \operatorname{conv}\left(\left\{\boldsymbol{\zeta}_{j}^{G}: j \in 1, \ldots, k-1\right\}\right), \mathbf{v}_{k}^{f} \in$ $\operatorname{conv}\left(\left\{\boldsymbol{\zeta}_{j}^{f}: j \in 1, \ldots, k\right\}\right)$ and $\mathbf{v}_{k}^{G} \in \operatorname{conv}\left(\left\{\boldsymbol{\zeta}_{j}^{G}: j \in 1, \ldots, k\right\}\right)$ hold.

By definition,

$$
\begin{aligned}
f_{k+1}^{v} & =\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j} f_{k, j}+\tilde{\lambda}_{k}^{v} f_{k}^{v}+\left\langle\mathbf{v}_{k}^{f}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle \\
f_{k+1}^{v} & =\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j} f_{k, j}+\tilde{\lambda}_{k}^{v} f_{k}^{v}+\left\langle\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j} \boldsymbol{\zeta}_{j}^{f}+\tilde{\lambda}_{k}^{v} \mathbf{v}_{k-1}^{f}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle \\
f_{k+1}^{v} & =\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j}\left(f_{k, j}+\left\langle\boldsymbol{\zeta}_{j}^{f}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle\right)+\tilde{\lambda}_{k}^{v}\left(f_{k}^{v}+\left\langle\mathbf{v}_{k-1}^{f}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle\right) \\
f_{k+1}^{v} & =\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j} f_{k+1, j}+\tilde{\lambda}_{k}^{v}\left(f_{k}^{v}+\left\langle\mathbf{v}_{k-1}^{f}, \mathbf{p}_{k+1}-\mathbf{p}_{k}\right\rangle\right)
\end{aligned}
$$

Since $f_{k}^{v} \in \operatorname{conv}\left(\left\{f_{k, j}: 1, \ldots, k-1\right\}\right), f_{k+1}^{v} \in \operatorname{conv}\left(\left\{f_{k, j}: 1, \ldots, k\right\}\right)$ holds. Similarly $G_{k+1}^{v} \in \operatorname{conv}\left(\left\{G_{k, j}: 1, \ldots, k\right\}\right)$ holds.
$s_{k+1}^{f}$ is obtained as follows:

$$
s_{k+1}^{f}=\tilde{s}_{k}^{f}+\left\|\mathbf{p}_{k-1}-\mathbf{p}_{k}\right\|
$$

$$
\begin{aligned}
& s_{k+1}^{f}=\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j} s_{k, j}^{f}+\tilde{\lambda}_{k}^{v} s_{k}^{f}+\left\|\mathbf{p}_{k-1}-\mathbf{p}_{k}\right\| \\
& s_{k+1}^{f}=\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j}\left(s_{k, j}^{f}+\left\|\mathbf{p}_{k-1}-\mathbf{p}_{k}\right\|\right)+\tilde{\lambda}_{k}^{v}\left(s_{k}^{f}+\left\|\mathbf{p}_{k-1}-\mathbf{p}_{k}\right\|\right) \\
& s_{k+1}^{f}=\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j}\left(s_{k+1, j}^{f}\right)+\tilde{\lambda}_{k}^{v}\left(s_{k}^{f}+\left\|\mathbf{p}_{k-1}-\mathbf{p}_{k}\right\|\right)
\end{aligned}
$$

Since $s_{k}^{f} \in \operatorname{conv}\left(\left\{s_{k, j}: 1, \ldots, k-1\right\}\right), s_{k+1}^{f} \in \operatorname{conv}\left(\left\{s_{k, j}: 1, \ldots, k\right\}\right)$ holds. Similarly $s_{k+1}^{G} \in \operatorname{conv}\left(\left\{s_{k, j}: 1, \ldots, k\right\}\right)$ holds.

As a result (A.1.1) holds if (A.1.1) holds for $k-1$. In order to complete the inductive proof, (A.1.1) needs to hold for $k=1$.

Let $k=1$. Then $\mathbf{v}_{1}^{f}=\boldsymbol{\zeta}_{1}^{f}$ and $\mathbf{v}_{1}^{G}=\boldsymbol{\zeta}_{1}^{G} . f_{1}^{v}=f_{1,1}, G_{1}^{v}=G_{1,1}, \tilde{s}_{1}^{f}=s_{1,1}, \tilde{s}_{1}^{G}=s_{1,1}$. Note that

$$
\begin{aligned}
& f_{2}^{v}=f_{1,1}+\left\langle\boldsymbol{\zeta}_{1}^{f}, \mathbf{p}_{2}-\mathbf{p}_{1}\right\rangle=f_{2,1}, \\
& G_{2}^{v}=G_{1,1}+\left\langle\boldsymbol{\zeta}_{1}^{G}, \mathbf{p}_{2}-\mathbf{p}_{1}\right\rangle=G_{2,1}, \\
& s_{2}^{f}=s_{1,1}+\left\|\mathbf{p}_{2}-\mathbf{p}_{1}\right\|=s_{2,1} \\
& s_{2}^{G}=s_{1,1}+\left\|\mathbf{p}_{2}-\mathbf{p}_{1}\right\|=s_{2,1}
\end{aligned}
$$

Hence (A.1.1) holds for $k=1$.

Definition A.1.2. Let $k_{r}=\max \left\{j: j \leq k, \lambda_{j}^{v}=\mu_{j}^{v}=0\right\}$ and $\hat{M}_{k}^{f}=\left\{j: k_{r}<j \leq k\right\} \cup M_{k_{r}}^{f}$. $\hat{M}_{k}^{G}=\left\{j: k_{r}<j \leq k\right\} \cup M_{k_{r}}^{G}$.

The next lemma shows that the aggregate quantities are in the convex hull of the linear Newton approximations, locality measures and linearization values computed since the last reset.

Lemma A.1.3. Let $k \geq 1$ and assume that the bundle method did not terminate before the
$k t h$ iteration. Then, there exists numbers $\hat{\lambda}_{j}$ and $\hat{\mu}_{j}$ satisfying

$$
\begin{align*}
& \left(\mathbf{v}_{k}^{f}, \tilde{f}_{k}^{v}, \tilde{s}_{k}^{f}\right)=\sum_{j \in \hat{M}_{k}^{f}} \hat{\lambda}_{j}\left(\zeta_{j}^{f}, f_{k, j}, s_{k, j}\right)  \tag{A.1.2}\\
& \hat{\lambda}_{j} \geq 0, \sum_{j \in \hat{M}_{k}^{f}} \hat{\lambda}_{j}=1  \tag{A.1.3}\\
& a_{k}=\max \left\{s_{k, j}: j \in \hat{M}_{k}^{f}\right\}  \tag{A.1.4}\\
& \left\|\mathbf{p}_{k}-\mathbf{y}_{j}\right\| \leq a_{k} \leq \bar{a}, \forall j \in \hat{M}_{k}^{f} \tag{A.1.5}
\end{align*}
$$

and

$$
\begin{align*}
& \left(\mathbf{v}_{k}^{G}, \tilde{G}_{k}^{v}, \tilde{s}_{k}^{G}\right)=\sum_{j \in \hat{M}_{k}^{G}} \hat{\mu}_{j}\left(\boldsymbol{\zeta}_{j}^{G}, G_{k, j}, s_{k, j}\right),  \tag{A.1.6}\\
& \hat{\mu}_{k} \geq 0, \sum_{j \in \hat{M}_{k}^{f}} \hat{\mu}_{k}=1  \tag{A.1.7}\\
& a_{k}=\max \left\{s_{k, j}: j \in \hat{M}_{k}^{G}\right\}  \tag{A.1.8}\\
& \left\|\mathbf{p}_{k}-\mathbf{y}_{j}\right\| \leq a_{k} \leq \bar{a}, \forall j \in \hat{M}_{k}^{G} \tag{A.1.9}
\end{align*}
$$

Proof. The proof for the results in (A.1.2), (A.1.3), (A.1.4) and (A.1.5) will be given. The proof of for the results in (A.1.6), (A.1.7),(A.1.8) and (A.1.9) follows the same reasoning.

Note that $M_{k}^{f} \subset \hat{M}_{k}^{f}$. Let $\tilde{\lambda}_{k, j}=0, \forall j \in \hat{M}_{k}^{f} \backslash M_{k}^{f}$. Then

$$
\begin{equation*}
\left(\mathbf{v}_{k}^{f}, \tilde{f}_{k}^{v}, \tilde{s}_{k}^{f}\right)=\sum_{j \in \hat{M}_{k}^{f}} \tilde{\lambda}_{k, j}\left(\zeta_{j}^{f}, f_{k, j}, s_{k, j}\right)+\tilde{\lambda}_{k}^{v}\left(\mathbf{v}_{k-1}^{f}, f_{k}^{v}, s_{k}^{f}\right), \tag{A.1.10}
\end{equation*}
$$

holds. If $\lambda_{k}^{v}=0$, then $M_{k}^{f}=\hat{M}_{k}^{f}$ and (A.1.2), (A.1.3), (A.1.4) and (A.1.5) hold trivially with $\hat{\lambda}_{k}=\tilde{\lambda}_{k}$. Since $r_{1}^{a}=0, \lambda_{1}^{v}=0$ and (A.1.2), (A.1.3), (A.1.4) and (A.1.5) hold for $k=1$.

Assume that (A.1.2), (A.1.3), (A.1.4) and (A.1.5) hold for $k=\bar{k}$. Assume that $\tilde{\lambda}_{\bar{k}+1}^{v}>0$.

Observe that $\hat{M}_{\bar{k}+1}^{f}=\hat{M}_{\bar{k}}^{f} \cup\{\bar{k}+1\}$. and

$$
\left(\mathbf{v}_{\bar{k}}^{f}, \tilde{f}_{\bar{k}}^{v}, \tilde{s}_{\bar{k}}^{f}\right)=\sum_{j \in \hat{M}_{\bar{k}}^{f}} \hat{\lambda}_{j}\left(\zeta_{j}^{f}, f_{\bar{k}, j}, s_{\bar{k}, j}\right)
$$

The following can be shown to hold using the same reasoning in Lemma A.1.1:

$$
\left(\mathbf{v}_{\bar{k}}^{f}, f_{\bar{k}+1}^{v}, s_{\bar{k}+1}^{f}\right)=\sum_{j \in \hat{M}_{\bar{k}}^{f}} \hat{\lambda}_{j}\left(\boldsymbol{\zeta}_{j}^{f}, f_{\bar{k}+1, j}, s_{\bar{k}+1, j}\right)
$$

Note that

$$
\begin{aligned}
& \left(\mathbf{v}_{\bar{k}+1}^{f}, \tilde{f}_{\bar{k}+1}^{v}, \tilde{s}_{\bar{k}+1}^{f}\right)=\sum_{j \in \hat{M}_{\frac{k}{k}+1}^{f}} \tilde{\lambda}_{\bar{k}+1, j}\left(\zeta_{j}^{f}, f_{\bar{k}+1, j}, s_{\bar{k}+1, j}\right)+\tilde{\lambda}_{\bar{k}+1}^{v}\left(\mathbf{v}_{\bar{k}}^{f}, f_{\bar{k}+1}^{v}, s_{\bar{k}+1}^{f}\right) \\
& \left(\mathbf{v}_{\bar{k}+1}^{f}, \tilde{f}_{\bar{k}+1}^{v}, \tilde{s}_{\bar{k}+1}^{f}\right)=\sum_{j \in \hat{M}_{\bar{k}+1}^{f}} \tilde{\lambda}_{\bar{k}+1, j}\left(\zeta_{j}^{f}, f_{\bar{k}+1, j}, s_{\bar{k}+1, j}\right)+\tilde{\lambda}_{\bar{k}+1}^{v} \sum_{j \in \hat{M}_{\bar{k}}^{f}} \hat{\lambda}_{j}\left(\boldsymbol{\zeta}_{j}^{f}, f_{\bar{k}+1, j}, s_{\bar{k}+1, j}\right)
\end{aligned}
$$

Hence (A.1.2), (A.1.4), and (A.1.3) holds for $\bar{k}+1$.

The following lemma uses Carathéodory's Theorem (Theorem 2.4.5) to keep the sizes of $\hat{M}_{k}^{f}$ and $\hat{M}_{k}^{G}$ less than $n_{p}+3$.

Lemma A.1.4. Let $k \geq 1$ and assume that the bundle method did not terminate before the $k$ th iteration. Let $m=n_{p}+3$. Then there exist two sets of nonnegative scalars $\left\{\hat{\lambda}_{i}\right\}_{i=1}^{m}$, $\left\{\hat{\mu}_{i}\right\}_{i=1}^{m}$, and two sets of vectors whose elements are not necessarily unique, $\left\{\left(\overline{\mathbf{y}}_{k, i}^{f}, \overline{,}_{k, i}^{f}, \bar{f}_{k, i}, \bar{s}_{k, i}^{f}\right)\right\}_{i=1}^{m} \subset$ $\mathbb{R}^{n_{p}} \times \mathbb{R}^{n_{p}} \times \mathbb{R} \times \mathbb{R},\left\{\left(\overline{\mathbf{y}}_{k, i}^{G}, \overline{\boldsymbol{\zeta}}_{k, i}^{G}, \bar{G}_{k, i}, \bar{s}_{k, i}^{G}\right)\right\}_{i=1}^{m} \subset \mathbb{R}^{n_{p}} \times \mathbb{R}^{n_{p}} \times \mathbb{R} \times \mathbb{R}$ such that

$$
\begin{aligned}
& \left(\mathbf{v}_{k}^{f}, \tilde{f}_{k}^{v}, \tilde{s}_{k}^{f}\right)=\sum_{i=1}^{m} \hat{\lambda}_{i}\left(\bar{\zeta}_{k, i}^{f}, \bar{f}_{k, i}, \bar{s}_{k, i}^{f}\right), \sum_{i=1}^{m} \hat{\lambda}_{i}=1, \\
& \overline{\boldsymbol{\zeta}}_{k, i}^{f} \in \Gamma f\left(\overline{\mathbf{y}}_{k, i}^{f}\right), \forall i \in\{1, \ldots, m\} \\
& \left(\overline{\mathbf{y}}_{k, i}^{f}, \overline{\boldsymbol{\zeta}}_{k, i}^{f}, \bar{f}_{k, i}, \bar{s}_{k, i}^{f}\right) \in\left\{\left(\mathbf{y}_{j}, \boldsymbol{\zeta}_{j}^{f}, f_{k, j}, s_{k, j}\right): j \in\{1, \ldots, k\}\right\}, \forall i \in\{1, \ldots, m\},
\end{aligned}
$$

$$
\begin{aligned}
& \left\|\overline{\mathbf{y}}_{k, i}^{f}-\mathbf{p}_{k}\right\| \leq \bar{s}_{k, i}^{f}, \forall i \in\{1, \ldots, m\} \\
& \max \left\{\bar{s}_{k, i}^{f}: i \in\{1, \ldots, m\}\right\} \leq a_{k} \leq \bar{a}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(\mathbf{v}_{k}^{G}, \tilde{G}_{k}^{v}, \tilde{s}_{k}^{G}\right)=\sum_{i=1}^{m} \hat{\lambda}_{i}\left(\overline{\boldsymbol{\zeta}}_{k, i}^{G}, \bar{G}_{k, i}, \bar{s}_{k, i}^{G}\right), \sum_{i=1}^{m} \hat{\mu}_{i}=1, \\
& \overline{\boldsymbol{\zeta}}_{k, i}^{G} \in \Gamma G\left(\overline{\mathbf{y}}_{k, i}^{G}\right), \forall i \in\{1, \ldots, m\} \\
& \left(\overline{\mathbf{y}}_{k, i}^{G}, \overline{\boldsymbol{\zeta}}_{k, i}^{G} \bar{G}_{k, i}, \bar{s}_{k, i}^{G}\right) \in\left\{\left(\mathbf{y}_{j}, \boldsymbol{\zeta}_{j}^{G}, G_{k, j}, s_{k, j}\right): j \in\{1, \ldots, k\}\right\}, \forall i \in\{1, \ldots, m\}, \\
& \left\|\overline{\mathbf{y}}_{k, i}^{G}-\mathbf{p}_{k}\right\| \leq \bar{s}_{k, i}^{G}, \forall i \in\{1, \ldots, m\} \\
& \max \left\{\bar{s}_{k, i}^{G}: i \in\{1, \ldots, m\}\right\} \leq a_{k} \leq \bar{a},
\end{aligned}
$$

Proof. The result follows from the previous lemma, Lemma A.1.1 and Carathéodory's Theorem.

The next two lemmas discuss the asymptotic behavior of the representation in the previous lemmas.

Lemma A.1.5. Let $m=n_{p}+3$. Suppose at $\overline{\mathbf{p}} \in \mathcal{P}$ there exists a set of nonnegative scalars $\left\{\hat{\lambda}_{i}\right\}_{i=1}^{m}$, and a set of vectors $\left\{\left(\overline{\mathbf{y}}_{i}^{f}, \overline{\boldsymbol{\zeta}}_{i}^{f}, \bar{f}_{i}, \bar{s}_{i}^{f}\right)\right\}_{i=1}^{m} \subset \mathbb{R}^{n_{p}} \times \mathbb{R}^{n_{p}} \times \mathbb{R} \times \mathbb{R}$, satisfying

$$
\begin{align*}
\left(\overline{\mathbf{v}}^{f}, \bar{f}^{v}, \bar{s}^{f}\right) & =\sum_{i=1}^{m} \hat{\lambda}_{i}\left(\overline{\boldsymbol{\zeta}}_{i}^{f}, \bar{f}_{i}, \bar{s}_{i}^{f}\right), \sum_{i=1}^{m} \lambda_{i}=1,  \tag{A.1.11}\\
\overline{\boldsymbol{\zeta}}_{i}^{f} & \in \Gamma f\left(\overline{\mathbf{y}}_{i}^{f}\right), \forall i \in\{1, \ldots, m\}, \\
\bar{f}_{i} & =f\left(\overline{\mathbf{y}}_{i}^{f}\right)+\left\langle\overline{\boldsymbol{\zeta}}_{i}^{f}, \overline{\mathbf{p}}-\overline{\mathbf{y}}_{i}^{f}\right\rangle, \\
\left\|\overline{\mathbf{y}}_{i}^{f}-\overline{\mathbf{p}}\right\| & \leq \bar{s}_{i}^{f}, \bar{s}_{i}^{f} \geq 0, \forall i \in\{1, \ldots, m\},  \tag{A.1.12}\\
\gamma_{f} \bar{s}^{f} & =0, \gamma_{f}>0 .
\end{align*}
$$

Then $\overline{\mathbf{v}}^{f} \in \Gamma f(\overline{\mathbf{p}})$.
Proof. Since $\bar{s}^{f}=0$, and $\bar{s}_{i}^{f} \geq 0$, there exists $i$ such that $\bar{s}_{i}^{f}=0$. If $\bar{s}_{i}^{f} \neq 0$, then $\hat{\lambda}_{i}=0$ per (A.1.11). $\overline{\mathbf{p}}=\overline{\mathbf{y}}_{i}^{f}$ if $\hat{\lambda}_{i} \neq 0$ per (A.1.12). Then, if $\hat{\lambda}_{i}>0, \overline{\boldsymbol{\zeta}}_{i}^{f} \in \Gamma f(\overline{\mathbf{p}}) . \operatorname{Per}$ (A.1.11) and convexity of $\Gamma f(\overline{\mathbf{p}}), \overline{\mathbf{v}}^{f} \in \Gamma f(\overline{\mathbf{p}})$.

Lemma A.1.6. Let $m=n_{p}+3$ and suppose at $\mathbf{p} \in \mathcal{P}$, there exists a set of nonnegative scalars $\left\{\hat{\mu}_{i}\right\}_{i=1}^{m}$, and a set of vectors $\left\{\left(\overline{\mathbf{y}}_{i}^{G}, \overline{\boldsymbol{\zeta}}_{i}^{G}, \bar{G}_{i}, \bar{s}_{i}^{G}\right)\right\}_{i=1}^{m} \subset \mathbb{R}^{n_{p}} \times \mathbb{R}^{n_{p}} \times \mathbb{R} \times \mathbb{R}$, satisfying

$$
\begin{align*}
& \left(\overline{\mathbf{v}}^{G}, \bar{G}^{v}, \bar{s}^{G}\right)=\sum_{i=1}^{m} \mu_{i}\left(\overline{\boldsymbol{\zeta}}_{i}^{G}, \bar{G}_{i}, \bar{s}_{i}^{G}\right),  \tag{A.1.13}\\
& \mu_{i} \geq 0, \forall i \in\{1, \ldots, m\}, \sum_{i=1}^{m} \mu_{i}=1, \\
& \overline{\boldsymbol{\zeta}}_{i}^{G} \in \Gamma G\left(\overline{\mathbf{y}}_{i}^{G}\right), \forall i \in\{1, \ldots, m\}  \tag{A.1.14}\\
& \left\|\overline{\mathbf{y}}_{i}^{G}-\overline{\mathbf{p}}\right\| \leq \bar{s}_{i}^{G}, \bar{s}_{i}^{G} \geq 0, \forall i \in\{1, \ldots, m\},  \tag{A.1.15}\\
& \bar{G}_{i}=G\left(\overline{\mathbf{y}}_{i}^{G}\right)+\left\langle\overline{\boldsymbol{\zeta}}_{i}^{G}, \overline{\mathbf{p}}-\overline{\mathbf{y}}_{i}^{G}\right\rangle, \forall i \in\{1, \ldots, m\},  \tag{A.1.16}\\
& \max \{G(\overline{\mathbf{p}}), 0\}=\bar{G}^{v}  \tag{A.1.17}\\
& \gamma_{G} \bar{s}^{G}=0, \gamma_{G}>0 \tag{A.1.18}
\end{align*}
$$

Then $\overline{\mathbf{v}}^{G} \in \Gamma G(\overline{\mathbf{p}})$ and $G(\mathbf{p}) \geq 0$.
Proof. Since $\bar{s}^{G}=0$, and $\bar{s}_{i}^{G} \geq 0$, there exists $i$ such that $\bar{s}_{i}^{G}=0$. If $\bar{s}_{i}^{G} \neq 0$, then $\hat{\mu}_{i}=0$ per (A.1.13). $\overline{\mathbf{p}}=\overline{\mathbf{y}}_{i}^{G}$ if $\hat{\mu}_{i} \neq 0$ per (A.1.15). Then, if $\mu_{i}>0, \overline{\boldsymbol{\zeta}}_{i}^{G} \in \Gamma G(\overline{\mathbf{p}}) . \operatorname{Per}$ (A.1.13) and convexity of $\Gamma G(\overline{\mathbf{p}}), \overline{\mathbf{v}}^{G} \in \Gamma G(\overline{\mathbf{p}})$.

Note that

$$
\begin{aligned}
& \left.0=\max \{G(\overline{\mathbf{p}}), 0\}-\bar{G}^{v}=\sum_{i=1}^{m} \mu_{i}\left(\max \{G(\overline{\mathbf{p}}), 0\}-\bar{G}_{i}\right\}\right) \\
& 0=\sum_{i=1}^{m} \mu_{i}\left(\max \{G(\overline{\mathbf{p}}), 0\}-\left(G\left(\overline{\mathbf{y}}_{i}^{G}\right)+\left\langle\overline{\boldsymbol{\zeta}}_{i}^{G}, \overline{\mathbf{p}}-\overline{\mathbf{y}}_{i}^{G}\right\rangle\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& 0=\sum_{i=1}^{m} \mu_{i}(\max \{G(\overline{\mathbf{p}}), 0\}-G(\overline{\mathbf{p}})), \\
& 0=\max \{G(\overline{\mathbf{p}}), 0\}-G(\overline{\mathbf{p}}),
\end{aligned}
$$

because if $\overline{\mathbf{p}} \neq \overline{\mathbf{y}}_{i}^{G}$ holds for some $i$, then $s_{i}^{G}>0$ must hold. This implies that $\hat{\mu}_{i}=0$ in this case per (A.1.13), (A.1.15) and (A.1.18). Hence $G(\overline{\mathbf{p}}) \geq 0$.

Following theorem discusses the case when the bundle method terminates after finitely many iterations with $\epsilon_{s}=0$.

Theorem A.1.7. If the modified bundle method terminates at the iteration $k$ and $\epsilon_{s}=0$, then the point $\mathbf{p}_{k}$ is stationary in the extended sense on $S$.

Proof. Since $\mathbf{w}_{k}=0, \mathbf{v}_{k}=\mathbf{0}, \nu_{k}^{f} \tilde{\alpha}_{k}^{f, v}=0, \nu_{k}^{G} \tilde{\alpha}_{k}^{G, v}=0$. The algorithm produces only $\mathbf{p}_{k}$ that are feasible. Therefore $\mathbf{p}_{k}$ is feasible and $G\left(\mathbf{p}_{k}\right) \leq 0$.

Assume $\nu_{k}^{f} \neq 0$. Then $\tilde{\alpha}_{k}^{f, v}=0$. Lemmas A.1.4 and A.1.5 yield

$$
\mathbf{v}_{k}^{f}=\mathbf{0}, \mathbf{v}_{k}^{f} \in \Gamma f\left(\mathbf{p}_{k}\right)
$$

Let $\nu_{k}^{G} \neq 0$ Then $\tilde{\alpha}_{k}^{G, v}=0$. Lemmas A.1.4 and A.1.6 yield

$$
\mathbf{v}_{k}^{G}=\mathbf{0}, \mathbf{v}_{k}^{G} \in \Gamma G\left(\mathbf{p}_{k}\right), G\left(\mathbf{p}_{k}\right)=0
$$

Then $\mathbf{v}_{k} \in \Gamma H\left(\mathbf{p}_{k} ; \mathbf{p}_{k}\right)$. Note that $\nu_{k}^{G}=\mathbf{0}$ and $\nu_{k}^{f}=\mathbf{0}$ cannot occur due to the constraint (6.3.23).

Remark A.1.8. In the remainder, it is assumed that $\epsilon=0$ and that the modified bundle generates an infinite sequence $\left\{\mathbf{p}_{k}\right\}$ such that $w_{k}>0$ for all $k$.

Lemma A.1.9. Assume $\overline{\mathbf{p}} \in \mathcal{P}$ is a limit point of the sequence $\left\{\mathbf{p}_{k}\right\}$. Then there exists $K \subset \mathbb{N}, \overline{\mathbf{v}}^{f} \in \mathbb{R}^{n_{p}}$ and $\overline{\mathbf{v}}^{G} \in \mathbb{R}^{n_{p}}$ such that

$$
\begin{equation*}
\lim _{k \in K, k \rightarrow \infty} \mathbf{p}_{k}=\overline{\mathbf{p}}, \lim _{k \in K, k \rightarrow \infty} \mathbf{v}_{k}^{f}=\overline{\mathbf{v}}^{f}, \lim _{k \in K, k \rightarrow \infty} \mathbf{v}_{k}^{G}=\overline{\mathbf{v}}^{G} . \tag{A.1.19}
\end{equation*}
$$

In addition, if $\lim _{k \in K, k \rightarrow \infty} \tilde{\alpha}_{k}^{f, v}=0$, then $\overline{\mathbf{v}}_{k}^{f} \in \Gamma f(\overline{\mathbf{p}})$. If $\lim _{k \in K, k \rightarrow \infty} \tilde{\alpha}_{k}^{G, v}=0$, then $\overline{\mathbf{v}}_{k}^{G} \in \Gamma G(\overline{\mathbf{p}})$ and $G(\overline{\mathbf{p}}) \geq 0$.

Proof. There exists $K_{0} \subset \mathbb{N}$ such that $\lim _{k \in K_{0}, k \rightarrow \infty} \mathbf{p}_{k}=\overline{\mathbf{p}}$ because $\overline{\mathbf{p}}$ is a limit point. Per Lemma A.1.4 and the fact that $\bar{a}$ is finite, it can be deduced that there exists an infinite subset $K_{1} \subset K_{0}$ such that

$$
\lim _{k \in K_{1}, k \rightarrow \infty} \overline{\mathbf{y}}_{k, i}^{f}=\overline{\mathbf{y}}_{i}^{f}, \lim _{k \in K_{1}, k \rightarrow \infty} \overline{\mathbf{y}}_{k, i}^{G}=\overline{\mathbf{y}}_{i}^{G}
$$

holds for all $i \in 1, \ldots, m$ where $m, \overline{\mathbf{y}}_{k, i}^{f}$ and $\overline{\mathbf{y}}_{k, i}^{G}$ are as defined in Lemma A.1.4. By the local boundedness and upper semicontinuity of $\Gamma f$ and $\Gamma G$, there exists and infinite set $K_{2} \subset K_{1}$ such that

$$
\lim _{k \in K_{2}, k \rightarrow \infty} \bar{\zeta}_{k, i}^{f}=\bar{\zeta}_{i}^{f} \in \Gamma f\left(\overline{\mathbf{y}}_{i}^{f}\right), \lim _{k \in K_{2}, k \rightarrow \infty} \overline{\boldsymbol{\zeta}}_{k, i}^{G}=\bar{\zeta}_{i}^{G} \in \Gamma G\left(\overline{\mathbf{y}}_{i}^{f}\right)
$$

hold. This also implies that

$$
\lim _{k \in K_{2}, k \rightarrow \infty} \bar{f}_{k, i}=\bar{f}_{i}, \lim _{k \in K_{2}, k \rightarrow \infty} \bar{G}_{k, i}=\bar{G}_{i}
$$

per the definition of $\bar{f}_{k, i}$ and $\bar{G}_{k, i}$. Since $\boldsymbol{\lambda}_{k}$ and $\boldsymbol{\mu}_{k}$ are bounded, there exists an infinite set $K_{3} \subset K_{2}$ such that

$$
\lim _{k \in K_{3}, k \rightarrow \infty} \lambda_{k, i}=\bar{\lambda}_{i}, \lim _{k \in K_{3}, k \rightarrow \infty} \mu_{k, i}=\bar{\mu}_{i}
$$

hold. Finally, there exists $K_{4} \subset K_{3}$ such that

$$
\lim _{k \in K_{4}, k \rightarrow \infty} s_{k, i}^{f}=\bar{s}_{i}^{f}, \lim _{k \in K_{4}, k \rightarrow \infty} s_{k, i}^{G}=\bar{s}_{i}^{G}
$$

because $s_{k, i}^{f}$ and $s_{k, i}^{G}$ are bounded. Letting $K=K_{4}$ and using Lemma A.1.4, (A.1.19) can be shown.

If $\lim _{k \in K, k \rightarrow \infty} \tilde{\alpha}_{k}^{f, v}=0$, then $\overline{\mathbf{v}}_{k}^{f} \in \Gamma f(\overline{\mathbf{p}})$ follows from Lemma A.1.5. Similarly, if $\lim _{k \in K, k \rightarrow \infty} \tilde{\alpha}_{k}^{G, v}=0$, then $\overline{\mathbf{v}}_{k}^{G} \in \Gamma G(\overline{\mathbf{p}})$ and $G(\overline{\mathbf{p}}) \geq 0$ follows from Lemma A.1.6.

Lemma A.1.10. Let $\overline{\mathbf{p}} \in \mathcal{P}$. Assume there exists an infinite sequence $\mathcal{J} \subset \mathbb{N}$ such that

$$
\lim _{j \in \mathcal{J}, j \rightarrow \infty} \mathbf{p}_{j}=\overline{\mathbf{p}}, \lim _{j \in \mathcal{J}, j \rightarrow \infty} w_{j}=0
$$

Then $\mathbf{0} \in \Gamma H(\overline{\mathbf{p}}, \overline{\mathbf{p}})$ and $\overline{\mathbf{p}} \in S$.

Proof. By (6.3.24) and the boundedness of $\nu_{j}^{f}$ and $\nu_{j}^{G}$,

$$
\lim _{j \in \mathcal{J}, j \rightarrow \infty} \mathbf{v}_{j}=\mathbf{0}, \lim _{j \in \mathcal{J}, j \rightarrow \infty} \tilde{\alpha}_{j}^{f, v}=0, \lim _{j \in \mathcal{J}, j \rightarrow \infty} \tilde{\alpha}_{j}^{G, v}=0
$$

hold. Then Lemma A.1.9 yields $\overline{\mathbf{v}}_{j}^{f} \in \Gamma f(\overline{\mathbf{p}})$ and $\overline{\mathbf{v}}_{j}^{G} \in \Gamma G(\overline{\mathbf{p}})$ and $G(\overline{\mathbf{p}}) \geq 0$. Since $\mathbf{p}_{j} \in S$ and $S$ is closed, $\overline{\mathbf{p}} \in S$.

In order to prove stationarity in the extended sense, given a sequence $\left\{\mathbf{p}_{j}\right\}$ converging to $\overline{\mathbf{p}}$, it is sufficient to show that the corresponding sequence $\left\{w_{j}\right\}$ converges to zero per Lemma A.1.10.

The next lemma shows that if you have a sequence $\left\{\mathbf{p}_{j}\right\}$ converging to $\overline{\mathbf{p}}$ by taking infinitely many long serious steps, then $\overline{\mathbf{p}}$ is stationary in the extended sense.

Lemma A.1.11. Assume there exists an infinite set $\mathcal{J} \subset \mathbb{N}$ such that $\mathbf{p}_{j} \rightarrow \overline{\mathbf{p}}$ if $j \in \mathcal{J}$. Then $f\left(\mathbf{p}_{k}\right) \downarrow f(\overline{\mathbf{p}})$, and $t_{k}^{L} \Delta_{k} \rightarrow 0$ for $k \in \mathbb{N}$. In addition, if there exists an infinite sequence
$\overline{\mathcal{J}} \subset \mathcal{J}$ such that $t_{j}^{L} \geq \hat{t}>0$ for all $j \in \overline{\mathcal{J}}$, then $w_{j} \rightarrow 0$ for $j \in \overline{\mathcal{J}}$ holds and $\overline{\mathbf{p}}$ is stationary in the extended sense.

Proof. The bundle method produces an infinite sequence $\left\{\mathbf{p}_{k}\right\}$ such that $f\left(\mathbf{p}_{k+1}\right) \leq f\left(\mathbf{p}_{k}\right)$. Given any large enough $k$, there exists $j_{k}^{1}$ and $j_{k}^{2}$ in $\mathcal{J}$ such that $j_{k}^{1} \leq k<j_{k}^{2}$. Then $f\left(\mathbf{p}_{j_{k}^{1}}\right) \geq f\left(\mathbf{p}_{k}\right) \geq f\left(\mathbf{p}_{j_{k}^{2}}\right)$ holds. Since $\mathbf{p}_{j} \rightarrow \overline{\mathbf{p}}$ if $j \in \mathcal{J}, f\left(\mathbf{p}_{j_{k}^{1}}\right)-f\left(\mathbf{p}_{j_{k}^{2}}\right) \rightarrow 0$ and therefore $f\left(\mathbf{p}_{k}\right)-f\left(\mathbf{p}_{j_{k}^{2}}\right) \rightarrow 0$. Then $\left|f(\overline{\mathbf{p}})-f\left(\mathbf{p}_{k}\right)\right| \leq\left|f(\overline{\mathbf{p}})-f\left(\mathbf{p}_{j_{k}^{2}}\right)\right|+\left|f\left(\mathbf{p}_{j_{k}^{2}}\right)-f\left(\mathbf{p}_{k}\right)\right|$ and the desired result follows as $k \rightarrow \infty$.

Observe that

$$
0 \leq-t_{k}^{L} \Delta_{k} \leq \frac{f\left(\mathbf{p}_{k}\right)-f\left(\mathbf{p}_{k+1}\right)}{m_{L}}
$$

and $f\left(\mathbf{p}_{k}\right)-f\left(\mathbf{p}_{k+1}\right) \rightarrow 0$. Therefore $t_{k}^{L} \Delta_{k} \rightarrow 0$.
Since $t_{j}^{L} \Delta_{j} \rightarrow 0$ and $t_{j}^{L} \geq \hat{t}>0$ for $j \in \overline{\mathcal{J}}, \Delta_{j} \rightarrow 0$ and therefore $w_{j} \rightarrow 0$ for $j \in \overline{\mathcal{J}}$. Stationarity follows from Lemma A.1.10.

Corollary A.1.12. Suppose there exist $\overline{\mathbf{p}} \in \mathcal{P}$ and an infinite sequence $\mathcal{J} \subset \mathbb{N}$ such that $\mathbf{p}_{j} \rightarrow \overline{\mathbf{p}}$ for $j \in \mathcal{J}$. Assume $\liminf _{k \rightarrow \infty} \max \left(\left\|\mathbf{p}_{k}-\overline{\mathbf{p}}\right\|, w_{k}\right) \geq \bar{\epsilon}>0$. Then $t_{j}^{L} \rightarrow 0$ for $j \in \mathcal{J}$.

Proof. The condition $\liminf _{k \rightarrow \infty} \max \left(\left\|\mathbf{p}_{k}-\overline{\mathbf{p}}\right\|, w_{k}\right) \geq \bar{\epsilon}>0$ and $\mathbf{p}_{j} \rightarrow \overline{\mathbf{p}}$ for $j \in \mathcal{J}$ imply that $w_{k}>0$ for $k$ large enough. Per Lemma A.1.11, $t_{j}^{L} \Delta_{j} \rightarrow 0$. Since for large enough $j, w_{j}>0$, $\Delta_{j}<-\bar{\epsilon}$ for large enough $j$. Therefore, $t_{j}^{L} \rightarrow 0$ for $j \in \mathcal{J}$.

In order to prove that an accumulation point is stationary, it has to be shown that if $t_{j}^{L} \rightarrow 0, w_{j} \rightarrow 0$.

The following lemma relates the solution of the quadratic direction finding problem (6.3.22) to $\Delta_{k}$ and $w_{k}$.

Lemma A.1.13. Define

$$
\begin{aligned}
\hat{w}_{k} & =\frac{1}{2}\left\|\mathbf{v}_{k}\right\|^{2}+\hat{\alpha}_{k}, \\
\hat{\Delta}_{k} & =-\left(\left\|\mathbf{v}_{k}\right\|^{2}+\hat{\alpha}_{k}\right), \\
\hat{\alpha}_{k} & =\nu_{k}^{f} \hat{\alpha}_{k}^{f, v}+\nu_{k}^{G} \hat{\alpha}_{k}^{G, v}, \\
\hat{\alpha}_{k}^{f, v} & =\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{k, j} \alpha_{k, j}^{f}+\tilde{\lambda}_{k}^{v} \alpha_{k}^{f, v}, \\
\hat{\alpha}_{k}^{G, v} & =\sum_{j \in M_{k}^{G}} \tilde{\mu}_{k, j} \alpha_{k, j}^{G}+\tilde{\mu}_{k}^{v} \alpha_{k}^{G, v} .
\end{aligned}
$$

Then

$$
\begin{aligned}
& 0 \leq \tilde{\alpha}_{k}^{f, v} \leq \hat{\alpha}_{k}^{f, v}, 0 \leq \tilde{\alpha}_{k}^{G, v} \leq \hat{\alpha}_{k}^{G, v} \\
& 0 \leq w_{k} \leq \hat{w}_{k}, \Delta_{k} \leq-w_{k} \leq 0, \hat{\Delta}_{k} \leq \Delta_{k} \leq 0
\end{aligned}
$$

hold.

Proof. Note that

$$
\begin{aligned}
\left|f\left(\mathbf{p}_{k}\right)-\tilde{f}_{k}^{v}\right| & =\left|\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{j}\left(f\left(\mathbf{p}_{k}\right)-f_{k, j}\right)+\tilde{\lambda}_{k}^{v} f_{k}^{v}\right|, \\
\gamma_{f}\left(\tilde{s}_{k}^{f}\right)^{2} & =\gamma_{f}\left(\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{j} s_{k, j}+\tilde{\lambda}_{k}^{v} s_{k}^{f}\right)^{2} \leq \gamma_{f}\left(\sum_{j \in M_{k}^{f}} \tilde{\lambda}_{j} s_{k, j}^{2}+\tilde{\lambda}_{k}^{v}\left(s_{k}^{f}\right)^{2}\right)
\end{aligned}
$$

The last inequality follows from Jensen's Inequality. Hence

$$
\left.\tilde{\alpha}_{k}^{f, v} \leq \sum_{j \in M_{k}^{f}} \tilde{\lambda}_{j} \max \left(\left|f\left(\mathbf{p}_{k}\right)-f_{k, j}\right|, \gamma_{f} s_{k, j}^{2}\right)+\tilde{\lambda}_{k}^{v} \max \left(\left|f\left(\mathbf{p}_{k}\right)-f_{k}^{v}\right|, \gamma_{f} s_{k}^{f}\right)^{2}\right)=\hat{\alpha}_{k}^{f, v}
$$

holds. The inequality $\tilde{\alpha}_{v}^{G, k} \leq \hat{\alpha}_{k}^{G, v}$ follows from similar reasoning. The rest of the inequalities
follow from the definitions of the quantities.

The next lemma relates the termination criteria at iteration $k$ to the termination criteria at iteration $k+1$ in case no reset occurs and no long serious step is taken.

Lemma A.1.14. Suppose that $t_{k-1}^{L}<\bar{t}$ and $r_{k}^{a}=0$ for some $k>1$. Let

$$
\begin{aligned}
& \boldsymbol{\zeta}_{k}= \begin{cases}\boldsymbol{\zeta}_{k}^{f} & \text { if } \mathbf{y}_{k} \in S \\
\boldsymbol{\zeta}_{k}^{G} & \text { otherwise }\end{cases} \\
& \alpha_{k}^{v}=\nu_{k-1}^{f} \alpha_{k}^{f, v}+\nu_{k-1}^{G} \alpha_{k}^{G, v} .
\end{aligned}
$$

Let $\Phi_{C}: \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
\Phi_{C}(x)=x-\left(1-m_{R}\right)^{2} \frac{x^{2}}{8 C^{2}}
$$

where $C$ is any number that satisfying

$$
\begin{equation*}
C \geq \max \left(\left\|\mathbf{v}_{k-1}\right\|,\left\|\zeta_{k}\right\|, \tilde{\alpha}_{k-1}^{v}, 1\right) \tag{A.1.20}
\end{equation*}
$$

Then

$$
w_{k} \leq \hat{w}_{k} \leq \Phi_{C}\left(w_{k-1}\right)+\left|\alpha_{k}^{v}-\tilde{\alpha}_{k-1}^{v}\right|
$$

holds.

Proof. The proof is the same as the proof of Lemma 4.7 in Chapter 6 in [54]. Therefore it is omitted for brevity.

Lemma A.1.15. For any $\epsilon_{w}>0$ and $C>0$, there exists numbers $\epsilon_{a}$ and $\bar{N} \geq 1$ such that
for any sequences of numbers $t_{i}$ satisfying

$$
\begin{equation*}
0 \leq t_{i+1} \leq \Phi_{C}\left(t_{i}\right)+\epsilon_{a}, i \geq 1,0 \leq t_{i} \leq 4 C^{2} \tag{A.1.21}
\end{equation*}
$$

$t_{i} \leq \epsilon_{w}$ holds for all $i \geq \bar{N}$.

Proof. Proof is the same as proof of Lemma 4.12 in Chapter 3 in [54].

Lemma A.1.14 and A.1.15 imply that $w_{j} \rightarrow 0$ if $t_{j}^{L} \rightarrow 0$ for some infinite set $\mathcal{J} \subset \mathbb{N}$ provided that for sufficiently many iterations $\bar{N}$,

1. a local bound of the form (A.1.20) exists;
2. no distance resetting occurs;
3. $\left|\alpha_{j}^{v}-\tilde{\alpha}_{j-1}^{v}\right| \leq \epsilon_{a}$
4. and $t_{j-1}^{L} \leq \bar{t}$ holds.

The next lemma provides a finite $C$ so that (A.1.20) is satisfied.

Lemma A.1.16. Let

$$
\begin{aligned}
\boldsymbol{\zeta}_{k} & = \begin{cases}\boldsymbol{\zeta}_{k}^{f} \quad \text { if } \mathbf{y}_{k} \in S, \\
\boldsymbol{\zeta}_{k}^{G} \quad \text { otherwise },\end{cases} \\
\alpha_{k} & = \begin{cases}\max \left(\left|f\left(\mathbf{p}_{k}\right)-f_{k, k}\right|, \gamma_{f}\left\|\mathbf{p}_{k}-\mathbf{y}_{k}\right\|^{2}\right) & \text { if } \mathbf{y}_{k} \in S \\
\max \left(\left|G_{k, k}\right|, \gamma_{G}\left\|\mathbf{p}_{k}-\mathbf{y}_{k}\right\|^{2}\right) & \text { otherwise }\end{cases}
\end{aligned}
$$

For each $k \geq 1$

$$
\max \left\{\left\|\mathbf{v}_{k}\right\|, \tilde{\alpha}_{k}^{v}\right\} \leq \max \left\{\frac{1}{2}\left\|\boldsymbol{\zeta}_{k}\right\|^{2}+\alpha_{k}, \sqrt{\left\|\boldsymbol{\zeta}_{k}\right\|^{2}+2 \alpha_{k}}\right\}
$$

Let $\overline{\mathbf{p}} \in \mathcal{P}$ and $B=\{\mathbf{p} \in \mathcal{P}:\|\mathbf{p}-\overline{\mathbf{p}}\| \leq 2 \bar{a}\}$. Let

$$
\begin{aligned}
C_{g} & =\sup \{\|\boldsymbol{\zeta}\|: \boldsymbol{\zeta} \in \Gamma H(\mathbf{p} ; \mathbf{p}), \mathbf{p} \in B\} \\
C_{\alpha} & =\sup \left\{\alpha\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right): \mathbf{p}_{1} \in B, \mathbf{p}_{2} \in B\right\} \\
C & =\max \left\{\frac{1}{2} C_{g}^{2}+C_{\alpha}, \sqrt{C_{g}^{2}+2 C_{\alpha}}, 1\right\}
\end{aligned}
$$

Then $C$ is finite and

$$
C \geq \max \left(\left\|\mathbf{v}_{k-1}\right\|,\left\|\zeta_{k}\right\|, \tilde{\alpha}_{k-1}^{v}, 1\right)
$$

holds if $\left\|\mathbf{p}_{k}-\overline{\mathbf{p}}\right\| \leq \bar{a}$.

Proof. The proof of the lemma is almost identical to the proof of Lemma 5.4.8 on page 261 in [54]. Instead of using the local boundedness of the generalized gradient, the local boundedness of the linear Newton approximation is used to derive $C_{g}$.

The next lemma states that the difference $\left|\alpha_{j}^{v}-\tilde{\alpha}_{j-1}^{v}\right|$ goes to zero under certain conditions.

Lemma A.1.17. Suppose that there exists $\overline{\mathbf{p}} \in \mathcal{P}$ and an infinite set $\mathcal{J} \subset \mathbb{N}$ such that $\mathbf{p}_{j} \rightarrow \overline{\mathbf{p}}$ and $\left\|\mathbf{p}_{j+1}-\mathbf{p}_{j}\right\| \rightarrow 0$ if $j \in \mathcal{J}$. Then the sequences $\left\{\mathbf{v}_{j}^{f}\right\}$ and $\left\{\mathbf{v}_{j}^{G}\right\}$ are bounded for $j \in \mathcal{J}$ and

$$
\begin{aligned}
& \lim _{j \in \mathcal{J}, j \rightarrow \infty}\left|\alpha_{j+1}^{f, v}-\tilde{\alpha}_{j}^{f, v}\right| \rightarrow 0, \\
& \lim _{j \in \mathcal{J}, j \rightarrow \infty}\left|\alpha_{j+1}^{G, v}-\tilde{\alpha}_{j}^{G, v}\right| \rightarrow 0, \\
& \lim _{j \in \mathcal{J}, j \rightarrow \infty}\left|\alpha_{j+1}^{v}-\tilde{\alpha}_{j}^{v}\right| \rightarrow 0
\end{aligned}
$$

hold.

Proof. Proof is the same as in Lemma 5.4.9 on page 262 in [54] therefore it is omitted.

The following lemma establishes the fact that if there exists $\overline{\mathbf{p}} \in \mathcal{P}$ and an infinite set $\mathcal{J} \subset \mathbb{N}$ such that $\mathbf{p}_{j} \rightarrow \overline{\mathbf{p}}$ for $j \in \mathcal{J}$, then $\left\|\mathbf{p}_{j}-\mathbf{p}_{j+1}\right\| \rightarrow 0$ for $j \in \mathcal{J}$.

Lemma A.1.18. Suppose that there exists $\overline{\mathbf{p}} \in \mathcal{P}$ and an infinite set $\mathcal{J} \subset \mathbb{N}$ such that $\mathbf{p}_{j} \rightarrow \overline{\mathbf{p}}$ for $j \in \mathcal{J}$ and $\liminf _{k \rightarrow \infty} \max \left(\left\|\mathbf{p}_{k}-\overline{\mathbf{p}}\right\|, w_{k}\right) \geq \bar{\epsilon}>0$. Then for any fixed integer $m \geq 0$ there exists a $j_{m}$ such that for any integer $n \in[0, m]$

$$
\begin{aligned}
& \lim _{j \in \mathcal{J}, j \rightarrow \infty}\left|\mathbf{p}_{j+n}-\overline{\mathbf{p}}\right| \mid=0 \\
& \lim _{j \in \mathcal{J}, j \rightarrow \infty} t_{k+n}^{L}=0 \\
& w_{k+n} \geq \bar{\epsilon} / 2, \forall j>j_{m}, j \in \mathcal{J}
\end{aligned}
$$

Moreover, for any numbers $\hat{j}, \hat{N}$ and $\epsilon_{a}$, there exists a number $\tilde{j} \geq \hat{j}, \tilde{j} \in \mathcal{J}$, such that

$$
\begin{array}{ll}
w_{k} \geq \bar{\epsilon} / 2 & \text { for } \tilde{j} \leq k \leq \tilde{j}+\tilde{N} \\
C \geq \max \left(\left\|\mathbf{v}_{k-1}\right\|,\left\|\zeta_{k}\right\|, \tilde{\alpha}_{k-1}^{v}, 1\right) & \text { for } \tilde{j} \leq k \leq \tilde{j}+\tilde{N} \\
\left|\alpha_{k}^{v}-\tilde{\alpha}_{k-1}^{v}\right| \leq \epsilon_{a} & \text { for } \tilde{j} \leq k \leq \tilde{j}+\tilde{N} \\
t_{k}^{L}<\bar{t} & \text { for } \tilde{j} \leq k \leq \tilde{j}+\tilde{N} \tag{A.1.25}
\end{array}
$$

where $C$ is defined in Lemma A.1.16.

Proof. This is the same as Lemma 4.15 on page 119 in [54]. The proof is omitted for brevity.

Lemma A.1.19. Suppose there exists $\overline{\mathbf{p}} \in \mathcal{P}$ and an infinite set $\mathcal{J} \subset \mathbb{N}$ such that $\mathbf{p}_{j} \rightarrow \overline{\mathbf{p}}$ for $j \in \mathcal{J}$, then $\lim _{\inf }^{k \rightarrow \infty} \max \left(\left\|\mathbf{p}_{k}-\overline{\mathbf{p}}\right\|, w_{k}\right) \rightarrow 0$.

Proof. Assume for contradiction purposes that $\liminf _{k \rightarrow \infty} \max \left(\left\|\mathbf{p}_{k}-\overline{\mathbf{p}}\right\|, w_{k}\right) \geq \bar{\epsilon}>0$. Let $\epsilon_{w}=\bar{\epsilon} / 2>0$ and choose $\epsilon_{a}$ and $\bar{N}$ as specified in Lemma A.1.15 where $C$ is the constant
defined in Lemma A.1.16. Let $\tilde{N}=10 \bar{N}$. Using the previous lemma, choose $\tilde{j}$ satisfying (A.1.22)-(A.1.25) and

$$
\begin{equation*}
\sum_{k=\tilde{j}}^{\tilde{j}+\tilde{N}}\left\|\mathbf{p}_{k+1}-\mathbf{p}_{k}\right\| \leq \bar{a} / 4 \tag{A.1.26}
\end{equation*}
$$

Suppose there exists a number $\hat{k}$ satisfying $\tilde{j} \leq \hat{k} \leq \tilde{j}+\tilde{N}-2 \bar{N}$ such that $r_{k}^{a}=0$ for all $k \in[\hat{k}, \hat{k}+\bar{N}]$. Then (A.1.23), (A.1.24) and (A.1.25), Lemma A.1.14, Lemma A.1.15 imply that $w_{k} \leq \epsilon_{w}=\bar{\epsilon} / 2$ for some $k \in[\hat{k}, \hat{k}+\bar{N}]$ which contradicts (A.1.22) and the assumption that $r_{k}^{a}=0$ for all $k \in[\hat{k}, \hat{k}+\bar{N}]$. Hence for any $\hat{k}$ such that $\tilde{j} \leq \hat{k} \leq \tilde{j}+\tilde{N}-2 \bar{N}$ holds, $r_{k}^{a}=1$ for some $k \in[\hat{k}, \hat{k}+\bar{N}]$.

Let $\tilde{j}=\hat{k}$. Let $r_{k_{l}}=1$ for some $k_{l} \in[\tilde{j}, \tilde{j}+\bar{N}]$. Then $a_{k_{1}} \leq \bar{a} / 2$. Since $\left\|\mathbf{y}_{k+1}-\mathbf{p}_{k+1}\right\| \leq \bar{a} / 2$ due to the line search rules and

$$
a_{k+1}=\max \left\{a_{k}+\left\|\mathbf{p}_{k+1}-\mathbf{p}_{k}\right\|,\left\|\mathbf{y}_{k+1}-\mathbf{p}_{k+1}\right\|\right\} \leq \max \left\{a_{k}+\left\|\mathbf{p}_{k+1}-\mathbf{p}_{k}\right\|, \bar{a} / 2\right\}
$$

$a_{k} \leq 3 / 4 \bar{a} \leq \bar{a}$ follows using (A.1.26). Hence no reset occurs for $k \in\left[k_{l}+1, k_{l}+1+\bar{N}\right]$. However, $\hat{k}=k_{l}+1$ satisfies $\tilde{j} \leq \hat{k} \leq \tilde{j}+\tilde{N}-2 \bar{N}$ and therefore there has to be a reset for $k \in[\hat{k}, \hat{k}+\bar{N}]$. This is a contradiction. Hence $\liminf _{k \rightarrow \infty} \max \left(\left\|\mathbf{p}_{k}-\overline{\mathbf{p}}\right\|, w_{k}\right) \rightarrow 0$ has to hold.

Theorem A.1.20. Each accumulation point of the sequence $\left\{\mathbf{p}_{k}\right\}$ generated by the bundle method is stationary in the extended sense.

Proof. The proof follows from Lemma A.1.19 and Lemma A.1.10.

Corollary A.1.21. If the level set $P=\left\{\mathbf{p} \in \mathcal{P}: f(\mathbf{p}) \leq \mathbf{f}\left(\mathbf{p}_{1}\right)\right\}$ is bounded, $\mathrm{cl}(P) \subset \mathcal{P}$, and the final accuracy tolerance $\epsilon_{s}$ is positive, then the bundle method terminates in a finite number of iterations.

Proof. The boundedness of the level set $P$ implies that there exists an infinite set $\mathcal{J} \subset \mathbb{N}$ and $\overline{\mathbf{p}}$ such that $\mathbf{p}_{j} \rightarrow \overline{\mathbf{p}}$ if $j \in \mathcal{J}$ per the Bolzano-Weierstrass Theorem. Then per Lemma A.1.19, $w_{j} \rightarrow 0$ for $j \in \mathcal{J}$. Hence for large enough $j, w_{j} \leq \epsilon_{s}$. This implies that for large enough $k, w_{k} \leq \epsilon_{s}$.
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[^0]:    ${ }^{1}$ For a comprehensive collection of examples see [32].

[^1]:    ${ }^{2}$ In this thesis, piecewise continuously differentiable functions are continuous functions.

[^2]:    ${ }^{\dagger}$ Clarke does not mention the set $Q$ when defining the generalized Jacobian in [25]. The indifference of the generalized Jacobian to a set of measure zero is proven in [113].

[^3]:    ${ }^{\dagger}$ Theorem 7.5 .17 considers the function $\mathbf{G} \circ \mathbf{F}$ where $\mathbf{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $\mathbf{G}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$. The proof holds for the general case where $\mathbf{G}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{p}$.

[^4]:    ${ }^{1}$ Note that the solution of this program is the projection of the zero vector on the nonempty compact convex set $\partial f(\mathbf{p})$. Therefore, the solution exists and is unique per Theorem 2.4.6.

[^5]:    ${ }^{2}$ Note that the solution of this program is the projection of the zero vector on the nonempty compact convex set $\partial H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$. Therefore, the solution exists and is unique per Theorem 2.4.6.

[^6]:    ${ }^{3}$ Note that the solution of this program is the projection of the zero vector on the nonempty compact convex set $\Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ Therefore, the solution exists and is unique per Theorem 2.4.6.

[^7]:    ${ }^{4} \mathbf{v}$ is well-defined per Theorem 2.4.6 because $\Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$ is a nonempty compact and convex set and $\mathbf{v}$ is the unique projection of the zero vector onto $\Gamma H(\overline{\mathbf{p}} ; \overline{\mathbf{p}})$.

[^8]:    ${ }^{1}$ The controls can be approximated by other functions than piecewise constant.

[^9]:    ${ }^{2}$ The measurable controls can be approximated by functions other than piecewise constant functions.

[^10]:    ${ }^{1}$ It is shown in [77] that directional second order derivatives are relatively cheap to compute.

