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Abstract

Biological membranes form transient, conductive poresesponse to elevated transmembrane
voltage, a phenomenon termed electroporation. These paciisate electrical and molecular
transport across cell membranes that are normally impdyi@eBy applying pulsed electric fields
to cells, electroporation can be used to deliver nucleidsaarugs, and other molecules into cells,
making it a powerful research tool. Because of its widely destrated utility for in vitro applica-
tions, researchers are increasingly investigating relizt&ivo clinical applications of electropora-
tion, such as gene delivery, drug delivery, and tissue iallat

In this thesis, we describe a quantitative, mechanisticehoflelectroporation and concomitant
molecular transport that can be used for guiding and iné¢imy electroporation experiments and
applications. The model comprises coupled mathematicalrgigions of electrical transport, elec-
trodiffusive molecular transport, and pore dynamics. Where plessach of these components is
independently validated against experimental resultbérliterature. We determine the response
of a discretized cell system to an applied electric pulsegsgmbling the discretized transport re-
lations into a large system of nonlineaftdrential equations that isteciently solved and analyzed
with MATLAB.

We validate the model by replicating in silico two sets of exments in the literature that mea-
sure electroporation-mediated transport of fluorescentigs. The model predictions of molecular
uptake are in excellent agreement with these experimergaborements, for which the applied
electric pulses collectively span nearly three orders ajmitade in pulse duration (53 —20 ms)
and an order of magnitude in pulse magnitud8 {23 kV/cm).

The advantages of our theoretical approach are the alnlify)tanalyze in silico the same quan-
tities that are measured by experimental studies in vi2p simulate electroporation dynamics
that are dificult to assess experimentally, and (3) quickly screen a w&rday of electric pulse
waveforms for particular applications. We believe that approach will contribute to a greater
understanding of the mechanisms of electroporation andgean in silico platform for guiding
new experiments and applications.

Thesis Supervisor: James C. Weaver, Ph.D.
Title: Senior Research Scientist, Harvard-M.1.T. Divisf Health Sciences and Technology
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Chapter 1

Introduction

1.1 Research Significance and Objectives

Electroporation is widely used for delivering exogenoudeauoles (nucleic acids, drugs, and fluo-
rescent probes) into cells in biological research laboieg@nd is increasingly pursued for medical
applications [1, 2]. It is most often used to transfect a@tlcells in vitro, though it has also found
use for a number of other more specialized experimentalagians, such as transfecting retinal

cells [3] and single neurons [4] in vivo and chick embryoswo ¢b].

Electroporation is fundamentally attractive because,rapdiently disrupting the plasma mem-
brane, it provides an operationally simpl&eetive means of facilitating the transport of a wide
range of diferent molecules into cells. Additionally, for in vivo apgditions, by appropriately lo-

calizing the applied electric field, the region of tisstii@eted by electroporation can be controlled

and limited [6—14], which is advantageous for many applocet.

Following the success of in vitro electroporation in expental applications, researchers began
investigating potential electroporation-based medicatdpies, currently emphasizing drug deliv-
ery, gene delivery, or electroporation alone (without @jug treat or ablate tissue. A number of in
vivo studies have shown that electroporation can be usedabgolid tumors by greatly enhancing
the delivery of nonpermeant anticancer drugs [15-17] arideigenes [18], with both approaches

leading to the destruction of the treated tissue.

Perhaps even more intriguing, recent studies have showelgwiric pulses alone with very short
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duration and large magnitude can induce apoptosis in c¢eldro [19-22] and in vivo [23-26],
thereby leading to the destruction of treated cells or éssithout the need to introduce any drugs
or genes. Rather large conventional electroporation pulae be used to ablate tissue in a similar
manner. However, this leads to necrosis rather than apeg¥% 28]. There is also ongoing in-
terest in using electroporation to transfect skeletal neusells in vivo [29] for applications such

as DNA vaccines [30] and increasing production of protekesérythropoietin [31].

The common characteristic among all of these applicatidreseatroporation is that they involve
transmembrane transport though temporary pores. Indesgmembrane transport underlies not
only electroporation-based applications but also thechmsichanisms of electroporation and there-
fore our fundamental understanding of electroporation.ciMaf what we know about electro-
poration has been determined through the analysis of maasumts of electroporation-mediated
electrical and molecular transport. More direct methodslsferving pores appear infeasible be-
cause of the very short length scales (nanometers to miteos)@nd time scales (nanoseconds to
milliseconds) characteristic of electroporation and the&essce of a significant contrast mechanism
for imaging. With a few exceptions [32, 33], these measur@mmvolve the collectiveféects of

large ensembles of pores rather than single pores.

Lacking the ability to measure specific details about paomeay research studies focus ahat
results are observed and nehy they are observed, at least not in any rigorous sense. Additi
ally, most electroporation studies are not quantitatifeerg for example, reporting changes in
relative fluorescence rather than calibrating the measeméesystem and reporting the total num-
ber of molecules transported. As a result, only limited carrgpns can be made among the many

experiments in the literature.

Accordingly, the primary objective of this research projeas to develop a theoretical framework
within which experimental findings can be interpreted anchgared. This framework takes the

form of a robust, comprehensive model integrating sepanaiehanisms for independent physical
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phenomena, with each mechanism having an establishecetloabior experimental basis. More
specifically, the comprehensive, system-level model casaprseparate mechanistic models for
pore creation and destruction, pore expansion and coitmaetnd electrical and electratiisive
molecular transport in bulk electrolyte and through pofiggese mechanisms can be independently
investigated and provide a means of breaking the complecegrathat is electroporation into sim-
pler pieces that can be more readily characterized andatatidorior to usage in a cell model. In
addition, these quantitative, mechanistic models aressem®ce, hypotheses. They represent pre-

liminary, testable statements of our current understandirelectroporation.

Although a number of theoretical models have been used twidbesand investigate electropora-
tion, each has been limited in its scope or its assumptioomeSof these models have provided
insights into particular aspects of electroporation, sagpore creation, but none has characterized
the process of electroporation and itfeets comprehensively. The system-level model presented
here allows the investigation of electroporation from theet of the applied electric pulse to the
resealing of pores, throughout including the transport ofatules of interest. This enables us
to make direct comparisons with measurements made in @peetition experiments, which gen-
erally evaluate transmembrane transport of tracer matsanl the transmembrane voltage /and
resistance of the membrane during and after the electrit digplication. Additionally, because
electroporation fiiects biological systems by facilitating transport betweeth compartments in

an unregulated manner, the model enables the investigatipotential mechanisms by which

electroporation leads to observed downstream biologieaits, such as apoptosis.

1.2 Experimental Electroporation Literature

Electroporation is very diicult to study experimentally because it involves very stesrgth scales

(nanometers to micrometers) and time scales (nanosecomdiliseconds), and applicable mea-
surement systems are limited in their spatial and tempesalution. In fact, most studies do not
observe pores in any direct sense. Rather, they examinaedagodiects of large ensembles of

pores. For example, many studies have examined the chamflasriescence of cells electropo-
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rated in the presence of fluorescent dyes [34—48]. Others éveamined the transmembrane volt-
age of pulsed cells during or after electroporation usiniigge sensitive dyes [49-52] or patch
clamp techniques [53, 54]. The comprehensive electrojporamodel presented here will be of

great use in making comprehensive sense of the wide arrayadéble experimental data.

A useful way to approach the experimental electroporatitendture is to first recognize that, in

essence, all electroporation experiments measure eftbelitect &ects that pores have on trans-
membrane transport or the downstream chemical or biolbgitects that occur as consequences
of transmembrane transport. With this in mind, one can begform sensible hypotheses about

the mechanisms of electroporation.

Downstream chemical and biologicdfects indicate thasomethinghappened, with varying de-

grees of sensitivity and specificity. However, theffieas generally do not provide insights into
the mechanisms of electroporation because they are mdvegrneble endpoints of complex se-
guences of events, but they do provide a place to begin hgpizing about potential mechanisms,
and this can subsequently lead to important insights. Téexg®rical observations are most useful

when interpreted within the context of basic mechanisms.

More specifically, reported experimental studies have eéxadmany biological and chemical ef-
fects that occur downstream of electroporation. Gene sgpe [55, 56] and cell death [43, 57]
following conventional electroporation pulses have lorgibof interest because of the widespread
use of electroporation to transfect cells. Studies thatsmeegene expression and transfectifin e
ciency are helpful to researchers who use electroporatitnansfect cells, but they do not provide
much information about the electroporation processesléaat to DNA uptake. Studies of cell
death are of similar utility to electroporation users. Qhdhth likely results from transport be-
tween cell compartments that are not supposed to commaenican unregulated manner [2].
Experiments that quantify cell death following variousgrd [43, 57] are helpful in forming hy-

potheses about precisely what sequence of events mightdeaell death and how they relate
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to electroporation. Recent studies on tifkeets of submicrosecond, megavolt-per-meter electric
pulses have demonstrated that these pulses can lead totdmavnsgfects, such as apoptosis in-
duction [19-26], that are not observed in response to maomgectional electric pulses. These
effects are thought to result from electroporation of organeléembranes. All of these biological
and chemical events occur as the result of transmembramsptet, though the details of the rele-

vant transport are not always immediately clear.

Experiments that directly measure transport during aret afectroporation, as opposed to infer-
ring it from downstreamféects, are of much greater potential use in explaining thenar@sms of

electroporation. Such studies examine either the trahgpemall ions or polar tracer molecules.
They provide information that is essential for developing #esting quantitative models of elec-
troporation. The experiments can be replicated in silichttwe model results can then be directly

compared with the experimental results.

Electroporation drastically increases the membrane adadae, thereby allowing small ions to
pass through the membrane with relatively little resistanExtremely sensitive experiments on
planar membranes have actually detected the stepwisetize@nchanges in membrane conduc-
tance associated with the creation and destruction of ichaial pores [32]. Importantly, the sizes

of the pores can be straightforwardly calculated from tlsepwise changes in conductance.

Similar (but lower resolution) measurements have been raatiee cell level using patch clamp
techniques [53, 54]. To date, these methods have not bedriapeovide details about individual
pores, but they have been used to measure the conductantarsdembrane voltage of the en-
tire plasma membrane in the minutes after electroporafibe.experiments have provided useful
information on the rate of recovery of the plasma membrapnee(pesealing), and they have also
provided experimental confirmation that submicrosecoretjawolt-per-meter pulses electroporate

the plasma membrane, despite numerous earlier claims twtiteary [20, 58—66].
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Changes in membrane conductance can also be detected byrimgaise transmembrane voltage
using voltage sensitive membrane dyes [49-52]. Upon agipic of an electric field, the creation
of pores in the plasma membrane causes a tremendous inoneigsemembrane conductance.
This limits the peak transmembrane voltage and leads toseguient drop in transmembrane volt-
age in a process called reversible electrical breakdowis. ddn be measured experimentally. The
transmembrane voltage has been measured for both longatysrhall magnitude pulses [49-51]
and short duration, large magnitude pulses [52] in severpléssive experimental studies. No-
tably, predictions of mechanistic models of cell electn@pion are consistent with these results
[10, 14, 67—74].

Electroporation can also be investigated experimentglimbasuring the transport of tracer mole-
cules during and after electroporation. Some studies haasured the total uptake of fluorescent
molecules at single time point after the applied electris@dor a number of dierent pulses [38,
39, 43, 44, 48]. Others have measured the uptake at many timesfior a few diferent pulses [42,
46, 47]. The most insightful and useful of these studieslarsd that used calibrated measurement
systems [34, 38, 39, 42—44, 46, 48], enabling them to reperhimber of transported molecules
(with some quantified error), rather than just relative fasmence [41, 45, 47], which cannot be

interpreted with a useful degree of confidence.

1.3 Theoretical Electroporation Literature

To understand why the presented electroporation moderigpiarly comprehensive and useful,
one should first consider the previous electroporation sddehe literature. These models range

from simplistic to sophisticated, but each is limited irhett its scope or assumptions.

The simplest models of electroporation are empirical, cidaor descriptive models. Such mod-
els describevhat electroporation does but do not provide details aBdw or why. For example,
one model describes electroporation as a process thatnpseie transmembrane voltage from
exceeding a threshold (1 V) [75, 76]. After the thresholdeimahed, the transmembrane voltage is
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fixed at the threshold until the end of the pulse. Electrofanadoes, in fact, limit the transmem-
brane voltage as pore formation alters the voltage divisetween the membrane and electrolyte,
but this sort of model representation is a gross oversimgtitin and cannot provide any real quan-

titative insights into electroporation.

Somewhat more complex are spatially distributed passivedt) cell models [77-80]. Such mod-
els appear sophisticated because they often have memithatese spatially distributed in 2-D
or 3-D systems that “look” like a cell. The spatial sophiation of these models masks unso-
phisticated passive representations of cell membrane$easlectrical (and other) properties in
passive models are time-invariant. However, the very reaéectroporation is interesting is that
the membrane properties amet time-invariant: in response to elevated transmembranage)
membranes form pores that increase the conductances ofeimdranes by orders of magnitude
and facilitate transport. Passive models cannot accourgléatroporation of membranes or the

tremendous changes in the electrical properties of thesystat accompany electroporation [72].

The use of passive models increased with research intoffteet® of ultrashort pulses, and these
models were (mis)used to support claims that ultrashosgsutould electroporate organelle mem-
branes without electroporating the plasma membrane [266688 Such claims have since been
refuted [53, 54, 72, 76]. Passive models are of little usewestigating electroporation because
they cannot actually make any predictions about pores\iiteen and where pores form, how many
pores form, etc.) orféects of pores, such as how pores contribute to the redistiibaf electric

fields or molecular transport.

Spatially distributed models that incorporate the asyitnptoodel of electroporation are typically
similar to passive models in the sophistication of the systased but have a membrane represen-
tation based on a mechanistic model of electroporationd2670, 72, 81]. These models allow for
the formation of conductive pores in membranes as functbtise local transmembrane voltage.

The pores are not dynamic, however. Rather, they are fixedsalias of~0.8 nm until they reseal.
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Asymptotic models capture approximately the electricdlaweor of cells in response to applied
electric fields reasonably well and predict reversibleteiesl breakdown and “flattening” peaks

in angular transmembrane voltage profiles, both hallmafkeseatroporation [49-52, 82].

In contrast to passive models, asymptotic models can mad@igbions about pores (i.e., when
and where pores will form, how many pores will form, etc.) dhd redistribution of electric
fields in response to electroporation. Their predictioesparticularly reasonable for short pulses,
for which pores do not expand significantly [83]. Howevegraptotic models are not useful for
estimating molecular transport because their small,cspaires artificially limit transmembrane

transport to small ions.

Spatially distributed models with dynamic pores represleatmost sophisticated electroporation
models that have been developed to date. These models hafetlzd desirable properties of

asymptotic models plus the added advantage that they degbe temporal evolution (expansion
and contraction) of pores [13, 14, 71, 73, 74]. Importantipdels with dynamic pores have the
potential to be coupled with molecular transport modelsve g complete picture of the dynamics
of electroporation and concomitant molecular transpat tinderly electroporation applications
and experimental observations. Indeed, the objectiveisfrésearch project was to develop just

such a model.

All of the cell models described above are continuum modiist is, they assume that atom scale
fluctuations can be consideredfistiently averaged temporally and spatially as to follow éarg
scale continuum dynamics. Discrete, molecular dynamicdaisoof electroporation have also
been developed. These models consider strongly forceatiens between atoms that have been
assigned to small lipid bilayer-electrolyte systems. Malar dynamics models have bolstered our
understanding of how pores form and what they look like antleéecular level [84—94], partially
validating the longstanding aqueous pore hypothesis [DviMg forward, they have the potential

to provide important information about pore dynamics ang assist in determining parameters
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for continuum models, neither of which can be easily accashpl by experimental approaches.
They cannot (and will not for the foreseeable future) previtsights into the process of electropo-
ration at the cell (or higher) level. Nonetheless, molecdiamamics models are likely to continue

to generate fundamental and practical information abaubhtbchanisms of electroporation.

1.4 Thesis Structure

The first half of this thesis describes the “building blockéthe comprehensive cell system elec-
troporation model. Each chapter focuses on a single aspdot comprehensive model. Specifi-
cally:

Chapter 2: Molecular transport properties.

Chapter 3: Molecular transport (electroffusion) in bulk electrolyte.

Chapter 4: lonic and molecular transport through pores.

Chapter 5: Pore energy and dynamics.

The second half of this thesis describes (1) the integraifdhe building blocks into a compre-
hensive cell electroporation model, (2) model validati(®),general features of the responses of
cells to applied electric pulses, and (4) implications @f tmodel results. Specifically:

Chapter 6: Transmembrane transport resulting from nanosecond iel@ciises.

Chapter 7: Implementation and validation of the comprehensive celtieho

Chapter 8: General features of the responses of cells to applied El¢ctises.

Chapter 9: Potential mechanisms by which large magnitude pulses ntacaapoptosis.

This thesis is written as a collection of eight manuscript till be submitted to peer-reviewed
journals following thesis submission. As a result, refeemto other chapters appear as citations

of the associated “in preparation” manuscripts.
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Chapter 2

Compilation and Computation of the Size, Charge, and
Diffusivity of Fluorescent Dyes and Other Small Molecules

Abstract

Quantitative descriptions of molecular transport withinkomedia and through small aqueous
pathways are of long-standing interest. Motivations rafnge fundamental mechanistic under-
standing to optimization of drug delivery, involving pr@ses such as filisive permeation, ion-
tophoresis, and electroporation. Molecular size, change difusivity are critical input parameters
in these quantitative descriptions that are often unabigla the research literature, even for im-
portant and widely used molecules. Here, we describe ioosiiethods to estimate molecular
size, charge, and filusivity and provide these parameters for a number of fluerdstyes (e.g.,
Alexa, Rhodamine, and propidium) and proteins (e.g., huseanm albumin) that are widely used
in experimental research. First, we describe methods ohSmeng” molecular dimensions us-
ing software and the advantages of regarding their shapepaiexamately cylindrical, rather than
spherical. Second, we show how software tools can be usetitraté” molecules to determine
their net charge. Third, we describe the development of moéss- and molecular volume-based
diffusivity correlations, and show how considerations of mal@cshape can be used to increase
the quality of these correlations. The resulting molecularge and diusivity estimates are in
good agreement with published values. The predictédisivity values have a mean error of
~10 % for the basic (non-shape-corrected) correlations @astd-# % for the shape-corrected cor-
relations.
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2.1 Introduction

The most fundamental parameters relevant to the transponotecular solutes are their size,
charge, and diusivity (diffusion codicient) [1-3]. Knowledge of these parameters is important
to a wide range of experimental and theoretical studiesamisiport phenomena in biological sys-
tems, from intracellular transport within the cytoplasm$4to transmembrane transport through
channels [6, 7] and lipidic pores [8, 9]. Additionally, quiative characterization of transport and
transport parameters is highly relevant to a range of dimpplications. Examples include ion-
tophoresis for transdermal drug delivery [10-13], phylsicathods for improving gene delivery

[14], and electroporation-mediated delivery of drugs [1%}and genes [20—-26] to cells.

Accurate determinations of ftlisivity for many molecules of biological and experimenighs-
icance either have not been reported or af@atilt to find in the research literature. The dif-
fusivities of some molecules have only been measured wipiranise, dated methods, and the
diffusivities of many others have simply never been measurelll d¥lareover, some of the pa-
rameters that are available are of questionable accurabg widely used Rhodamine 6G, for
example, was long said to have dfdsivity of 28x 10-1tm?/s [27], but several recent studies
[28—30] have used a range of high-precision methods anddfthat its value is actually in the
range 411 x 10— 455 x 10 m?/s, which is~50 % larger.

Mathematical models of transport phenomena uffesivity, and often size and charge, as basic
input parameters, and therefore the quality of the modalt®ss limited by the quality of the input
parameters (the well-known “garbage in, garbage out” ol As a result, accurate values of

these parameters for widely used molecules are of greatrtanpze.

In this study, we developed in silico methods of determirand verifying molecular size, charge,
and dffusivity values. Our particular motivation was to deterntine transport properties of fluo-

rescent dyes, like propidium and yo-pro-1, that are widekldiin investigations of electroporation
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[8, 31-35], as well as molecular species that are widely uséiblogical experiments, many of
them fluorescent dyes or proteins that are commonly labeidfiworescent dyes. Several recent
studies have used high-precision methods to measfitesiity [28—30, 36], and we took advan-

tage of this to increase the quality of ouftfdsivity estimates.

The methods described here, as well as the results and watsm of useful experimental values

from the research literature, should aid researchers istgdbyological transport.

2.2 Methods and Results

2.2.1 Molecule Selection and Structure Acquisition

Molecule Selection

Each molecule examined was selected for one of a few reasdresfirst and main reason was
relevance to our primary field of study, electroporationclsmolecules included ATP, bleomycin,
calcein, fluorescein, lucifer yellow, propidium, yo-pro-dytochromec, human serum albumin
(HSA), bovine serum albumin (BSA), and lactalbumin, amotigecs. The second reason for
selection was the availability of recent high-precisiofiiudiivity measurements [28—-30, 36]. Such
molecules included the Alexa dyes, Atto 655, Oregon Gred) d8d the Rhodamine dyes. The
third reason for selection was shape. Our initial resul¢gyested a relationship between molecular
shape and diusivity. Therefore, the vital stains Congo Red and FastI8gdoth of which are
rod-shaped and have publishedfdsivity values, were added to help elucidate tifea of shape
on diffusivity. Finally, the ions chloride, calcium, sodium, anotgssium, were selected for their

importance to the functioning of biological systems anddmmparison purposes.
Acquisition of Molecular Structures

The structures of the small (non-protein) molecules weraiobd from the PubChem (http:
pubchem.ncbi.nlm.nih.gov) and Chemical Entities of Bgpdal Interest (ChEBI) (httg/www.ebi.
ac.ullchebi) databases. When possible, the structures were daded in their pre-optimized 3-D

conformations. When their 3-D conformations were unadéatheir 2-D conformations were
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downloaded and the ChemAxon MarvinView (version 5.3.8, @(ittpy//www.chemaxon.com)

conformer was used to find the lowest-energy 3-D conformatfor the structures.

The structures of the proteins were obtained from the Rrdeita Bank (PDB) (httg/www.pdb.

org) in their 3-D conformations.

Table 2.1 lists all of the molecules studied here with thacttire source and basic properties of

each.

2.2.2 Molecular Size and Shape

Molecular Size

The molar masdVis of each molecule studied was taken from its entry in its stmgcsource
database (Table 2.1).

UCSF Chimera [37] (version 1.4.1, 2010, httpww.cgl.ucsf.edfchimera) was used to visualize
the structures of molecules and measure their van der W&BM/} volumes. After loading and
examining each molecule with the Chimera software, the VDMase was added using ti&ir-
facetool and the molecular volumé; was determined using thdeasure Volume and Areaol.

The molecular volume of each molecule is shown in Table 2.1.
Molecular Shape and Dimensions

UCSF Chimera was also used to assess the shapes of molecdleseasure their dimensions.
In general, molecules do not exhibit simple geometric shapeather, they are amorphous and
“lumpy”. Nonetheless, for many purposes, it iistient to approximate the shapes of molecules
as simple, well-defined geometric shapes (e.g., spheresydinders). We chose to approximate
the molecules as cylinders because this allowed a much nrecésp description of molecular
shape than approximating them as spheres, while still b&imgle enough to facilitate in silico

“measurement” of the molecular dimensions.
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Table 2.1: Molecular Structure Sources and Basic Properties

Molecule Database ID Mg Vs rs Is Ss Zs
Alexa 350 ChEBI 51744 396.3 0.3015 0.43 1.65 1.92-1.00
Alexa 488 ChEBI 52953 532.5 0.4046 0.67 1.44 1.08-3.00
Alexa 546 PubChem 25164103 1056.4 0.8920 0.86 2.63 1.533.00
Alexa 594 ChEBI 51250 819.9 0.6980 0.80 1.84 1.15-2.00
Antipyrine PubChem 2206 188.2 0.1695 040 1.19 1.49 .000
ATP PubChem 5957 507.2 0.3792 0.62 1.22 0.98-349
Atto 655 PubChem 16218785 527.6 0.4522 0.79 1.74 1.16-1.00
BCECF PubChem 4241719 520.4 0.4380 0.65 1.71 1.32-4.48
Bleomycin A ChEBI MSDCHEM:BLM 1416.6 1.2470 0.89 2.76 155 +0.67
Bleomycin B ChEBI MSDCHEM:BLB 1426.5 1.2480 1.14 3.83 1.68 +0.84
Calcein PubChem 65079 622.5 0.5204 0.58 1.89 1.63-361
Congo Red PubChem 11314 652.7 0.5259 049 281 2.87200
Cy5 ChEBI 38047 752.9 0.6555 0.92 249 1.35-1.00
Eosin Bluish PubChem 452704 580.1 0.4092 0.67 149 1.1:x200
Eosin Yellowish PubChem 27020 647.9 0.4523 0.64 1.26 0.99-1.85
Ethidium PubChem 3624 314.4 0.2872 056 1.37 1.22+1.00
Ethidium Homodimer  ChEBI 52843 650.9 0.6014 0.65 251 1.93+311
Fast Scarlet PubChem 13817 680.8 0.5610 0.53 2.80 2.642.00
FITC PubChem 18730 389.4 0.3103 0.60 151 1.27-0.05
Fluorescein PubChem 16850 332.3 0.2712 0.57 1.28 1.120.05
Glucose PubChem 24749 180.2 0.1503 032 1.09 1.70 .000
Glutamic Acid PubChem 104813 146.1 0.1215 0.32 0.96 1.50-1.01
Lucifer Yellow PubChem 93368 445.4 0.3172 061 146 1.20-200
Meglumine PubChem 4049 195.2 0.1738 0.33 1.30 1.97+0.98
Methylene Blue PubChem 4139 284.4 0.2514 0.38 165 214100
Oregon Green 488 PubChem 5289081 412.3 0.3124 0.63 143 1.12.88
Propidium PubChem 4939 414.6 0.4041 0.69 1,55 1.12+2.00
Rhodamine 110 PubChem 65204 330.3 0.2852 0.61 1.23 1.010.19
Rhodamine 123 PubChem 65218 344.4 0.3062 0.59 1.25 1.0¥0.66
Rhodamine 6G PubChem 65211 443.6 0.4174 0.68 1.61 1.18005
Rhodamine B PubChem 6695 443.6 0.4115 0.69 1.74 1.26 .00 0
Serva Blue PubChem 5856033 833.0 0.7804 0.72 252 1.751.00
Sucrose PubChem 5988 342.3 0.2827 0.45 121 133 .000
Trehalose PubChem 7427 342.3 0.2798 0.47 127 135 .000
Trypan Blue PubChem 5904246 868.8 0.6663 0.59 3.16 2.684.00
Urea PubChem 1176 60.1 0.0499 0.29 0.58 1.00 .000
Yo-pro-1 PubChem 6913121 375.5 0.3531 053 1.71 1.63+2.00
Cytochromec PDB 2B4zZ 12212.0 12.4900 2.04 4.27 1.05 +9.00
HSA/BSA* PDB 1N5U 68330.2 71.3500 4.32 9.26 1.07-1102
Lactalbumin PDB 1A4V 14173.4 155100 1.76 4.30 1.22-4.00
Calcium PubChem 271 40.1 0.0335 0.20 0.40 1.00+2.00
Chloride PubChem 312 355 0.0225 0.18 0.35 1.00-1.00
Potassium PubChem 813 39.1 0.0871 0.28 0.55 1.0G6+1.00
Sodium PubChem 923 23.0 0.0490 0.23 0.45 1.00+1.00

*HSA (human serum albumin) was used for all structural messants and charge andfdsivity calculations. BSA
(bovine serum albumin) was used for experimentéiugivity values. Ms: Molar mass (gmol). Vs: van der Waals
molecular volume (nd). rs: Radius of cylindrical approximation to molecule (nm}: Length of cylindrical ap-
proximation to molecule (nm)S;: Ratio of length to diameteld/2rs). zs: Net charge (valence) of molecule at pH
7.4.
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The measurements were made using the Chimers and Planetools. TheAxestool aligns a
semi-transparent cylindrical axis with the molecule udimg orientation that minimizes the aver-
age distance from each atom to the axis. The radius of thaedrydial axis was adjusted until it
was just large enough to encompass the VDW surface of theeantilecule. The radius and
lengthlg of the cylindrical axis were then recorded. The cylindridehensions of the molecules

are summarized in Table 2.1.

The ChimeraPlanetool was used to double-check the length measurementPlretool aligns

a circular plane with the molecule using the orientatiornt thenimizes the average distance from
each atom to the plane. The diameter of the circular planeadassted until it was just large
enough to encompass the VDW surface of the entire moleauigeneral, the diameter measured

by theplanetool agreed very well with the length measured with fhestool.

The ChemAxorCalculator Pluginsvere used to provide a final check on both the radius and length
of each molecule. Th€alculatorfeatures a tool that can determine the orientation of a nutdec
whose projection has minimum area and compute both thegadithe projection and the length

of the molecule parallel to the projection (perpendicutethie surface onto which the projection is
cast). Similarly, theCalculatorcan determine the orientation of a molecule whose projedtas
maximum area and compute both the radius of the projectidritenlength of the molecule paral-

lel to the projection. Although the ChemAx&alculator Pluginslid not measure the molecules in
exactly the same way as the Chimera manual measuremenntpytiveded a check on the Chimera

measurements, and the results were generally consistent.

Figure 2.1 shows two example molecules: trypan blue (FibARand calcein (Fig. 2.1B). Try-
pan blue, with a length-to-diameter ratio of 2.68, was amibrggmost elongated, non-spherical
molecules studied. Calcein, with a length-to-diameteorat 1.63, was more typical. For both

molecules, the cylindrical approximatioffectively characterizes the general molecular shape.



2.2 Methods and Results 43

(A) Trypan blue

< I >

(B) Calcein

< I8 >

Figure 2.1: Cylindrical approximation to molecular shag@) Trypan blue (s = 0.59 nm,

s = 3.16 nm). (B) Calcein (s = 0.58nm,ls = 1.89nm). Note that the two molecules
are not shown to the same scale. The cylindrical approxamab molecular shape gives
a more precise description of molecular shape than a sphepproximation, while still
being simple enough to facilitate in silico “measuremeritinmlecular dimensions.

2.2.3 Molecular Charge

The ChemAxonCalculator Pluginsvere used to determine the net chargef each small (non-
protein) molecule. This was done by using tBelculator Plugingo determine the distribution of
microstates, or configurations, of each molecule at pH 7dtlaa charge of each microstate. The

net charge of each molecule was then calculated as the wdighierage of its microstate charges.

The online tool H-+ [38, 39] (version 2.0, 2010, httfbiophysics.cs.vt.edd++) was used to

calculate net charge of each protein at pH 7.4. This comiputttool is specifically designed for
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macromolecules and evaluates their chazge a manner similar to that described for the small

molecules.

The molecular charge data are summarized in Table 2.1.

2.2.4 Molecular Diffusivity

The use of diusivity correlations is one strategy for estimating thudiivities of molecules for
which accurate measurements are unavailable [40]. The lolesi behind a dliusivity correlation

is to correlate experimentally measurefwsivities with some other quantity that is available for
a wider range of molecules (e.g., molar mass). Then thattijyaan be used with the correla-
tion equation to estimate fiiusivity for molecules for which diusivity is unknown. The quality
of the correlation can be tested by inputing the quantity thie correlation for molecules with
known difusivity and then comparing the predictedfdsivity with the experimentally measured

diffusivity.
Experimental Diffusivity Data

We searched the research literature fdiudiivity values for the molecules in our library, and were
able to find values for all of the proteins and about half ofgsh&ll molecules (Table 2.2). In a
few cases, dfusivity values were found but excluded from this study. Téasons for exclusion

included:
1. Clear from context that ffusivity value was only approximate (only one significant fegu
given, large error estimate, etc.).
2. No temperature information provided.
3. Referenced a primary source that could not be obtained.
4. Multiple more recent studies using more precise methbde/ed an older or less precise

measurement to be inaccurate.

The range of experimentalftlisivities found for each molecule is shown in Table 2.2 uriter

heading Dy, range” along with citations of their sources.
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For the purposes of developing thétfdsivity correlation, if multiple difusivity values were found,

it was necessary to reduce the range didivity values to a single value,, for each molecule.
Generally, the average value was used. However, in some,@@sevalue was given more weight
than others based on the data source. For example, a stucdgwbte focus was on using high-
precision methods to measurétdsivity was given more weight than a study that mentioned-mea

suring difusivity in passing as a means to some other end.
Temperature Dependence of Ofusivity

Diffusivity is a temperature-dependent quantity. Therefarejeveloping a dfusivity correla-
tion, diffusivity values must be adjusted to a standard temperatare,258C. The temperature

dependence of ffusivity is clear from the Stokes-Einstein equation:

kT
s 6nnrst.

2.1)

Here,Ds is the solute dfusivity, k is the Boltzmann constant, is the absolute temperaturgjs
the solvent viscosity, and; is the Stokes radius. The Stokes radius is that of the sphateuill
have ditusivity Ds when difusing in the solvent. It is often used as a rough estimateeo$itte of

a molecule when its dliusivity is known.

The temperature dependence dfusivity arises not just from the expliclt in Eq. 2.1, but also,

and indeed mostly, from the implicit temperature dependerithe solvent viscosity.

It follows from Eq. 2.1 that if a molecule hasfilisivity Ds o at absolute temperatufg with solvent

viscosityno and has diusivity Dg at absolute temperatuiie with solvent viscosity;, thenDs is

o-ouff) )

related toDs o by

Equation 2.2 was used, when necessary, to adjust expeahufitisivity values to 28C (T =

29815K). The viscosity values were calculated using the tabdlgiscosity values in Ref. [60].
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Table 2.2: Diffusivity Values for Small Molecules, Proteins, and lons

Molecule Dexp range Dexp Dwm Dwm Dy Dy References
Alexa 350 46.92 59.79 48.78 62.22

Alexa 488" 46.5 465 41.99 40.02 43.91 42.06 [28]
Alexa 546 36.5 365 32.46 36.58 33.08 37.30 [28]
Alexa 594 35.70 35.13 36.12 35.69

Antipyrine* 65 65 62.06 67.29 59.95 65.54 [41]
ATP* 40.1-47.5 43 42.76 39.41 44.94 41.65 [42,43]
Atto 655" 40.7-42.7 417 42.13 40.51 42.19 40.82  [30, 36]
BCECF 42.35 43.86 42.68 44.41

Bleomycin A 29.07 33.14 29.34 33.44

Bleomycin B 29.00 34.59 29.34 34.95

Calcein 39.59 45.92 40.12 46.62

Congo Red 50-76.3 67 38.90 69.44 39.97 70.87 [44-46]
Cys'f 37 37 36.87 38.90 36.94 39.12 [47]
Eosin Bluish 40.66 39.33 43.73 42.46

Eosin Yellowish 39.01 36.16 42.19 39.28

Ethidium 51.18 50.97 49.64 49.84

Ethidium Homodimer 38.94 50.07 38.10 49.03

Fast Scarlét 68.2-72.2 @ 38.29 63.21 39.06 64.15 [44, 45]
FITC 47.23 47.89 48.28 49.24
Fluoresceih’ 46.6 -50.04 48 50.13 48.27 50.66 49.16  [28,48]
Glucosé 67.28 6728 63.09 73.51 62.58 73.38 [49]
Glutamic Acid' 76.23-781 77 68.25 7407 6753 7391 [49,50]
Lucifer Yellow 44.90 44.51 47.90 47.70

Meglumine 61.22 78.58 59.41 76.63

Methylene Blué 76 76 53.15 73.57 52.06 72.20 [51]
Oregon Green 488 41.1 411 46.22 44.81 48.16 46.96 [30]
Propidium 46.13 44.54 43.92 42.77

Rhodamine 110 46 46 50.24 46.45 49.76 46.42  [29]
Rhodamine 123 47 47 49.46 46.72 48.51 46.22  [29]
Rhodamine 6G' 41.4—-455 42 44.97 44.39 43.42 43.17 [28-30]
Rhodamine B 44.9 449 44.97 45.60 43.64 4455 [29]
Serva Blue 35.49 43.08 34.71 42.17

Sucrosé’ 52.09 5209 49.57 51.27 49.92 51.95 [49]
Trehalose 49.57 51.68 50.10 52.54

Trypan Blue 34.93 58.68 36.73 61.25

Urea 137.3-145 138 95.32 85.77 92.88 84.86 [41,52, 53]
Yo-pro-1 47.88 55.00 46.10 53.22
Cytochromec*™ 13.51 1351 12.94 12.75 12.86 12.62  [54]
HSA/BSA* 6.53-7.83 ® 6.78 6.90 6.89 6.94 [54-58]
Lactalbumiri ¥ 10.5-13.0 1B 12.24 1284  11.90 1243 [55,57,59]
Calcium 79.2 @ 110.97 99.34 107.09 97.51 [60]
Chloride 203.2 202 116.20 103.85 123.61 112.09 [60]
Potassium 195.7 196 112.00 100.24 76.08 69.93 [60]
Sodium 133.4 132 136.74  121.47 93.48 85.43 [60]

All di ffusivity values are for 25C and have units of 13*m?/s. *Used for development of initial and
shape-corrected filusivity correlations. TUsed for development of basic (non-shape-correctefijisiv-
ity correlation & < 1.5). Dexp: experimental diusivity. Dv: mass-based flusivity without shape-
correction. Dy: mass-based fiusivity with shape-correction.Dy: volume-based diusivity without
shape-correctiorDy : volume-based diusivity with shape-correction.
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A cubic spline interpolation of the tabulated viscosityued was used to determine viscosity values

at intermediate temperatures.

Diffusivity Correlations

The Stokes-Einstein equation (Eg. 2.1) shows théitisivity is related to solute sizeDs o rgl.
The Stokes radiusy is itself not a useful correlation quantity because it isegaity not known.
Moreover, even when the size of a molecule is known (e.gngufie method described above),
it is unclear how the measured dimensions relate to the StakBus because most molecules are

not perfectly spherical in shape.

In this study, we considered two other means of quantifyizg:smolar massMs and (VDW)
molecular volumeVs. Importantly, these are ideal quantities for a correlati@cause they are
widely available and easily obtained, much more so théislity itself. Becaus®s o« rg! and

rst o« M2 andrg o V3, it follows thatDs o« Mg¥® andDs « V3. Indeed, the assumption
that Ds o« M3 is the basis of several filisivity correlations [55]. Here, rather than impose a

particular exponent, we determined the exponent that i¢kefdata.

The molar mass-basedfdisivity correlation proposed here is

T
Dw = aw (;) MM, (2.3)

and the molecular volume-basedfdsivity correlation proposed here is

Dy = ay (%)V_EV. (2.4)

Here,Dy andDy, are the molar mass-based and molecular volume-baffedidities, respectively.
av, bv, av, andby, are parameters to be fit by the experimental data. The tetysel and sol-
vent viscosityn were not absorbed intay anday to allow easier calculation ddy andDy at

non-standard temperatures.



48 Molecular Transport Properties

(A) Mass-based diffusivity correlation (B) Volume-based diffusivity correlation
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Figure 2.2: Correlations betweenfilusivity and(A) molar mass an(B) molecular volume.
Diffusivity Dexp decreases as molar madg and molecular volum¥s increase. The slope
of the best-fitline is-—1/3 (in a log-log representation). The plots are similar inegpnce
because molar mass and molecular volume are strongly at@delOn each plot, there are
three experimental data points located significantly tarfrom (above) the best-fit line than
the other data points. These outlying points corresponddiecules that are particularly
elongated in shape.

Figure 2.2 shows the results of plottilg,7/T vs. Mg andVs using the diftusivity, molar mass,

and molecular volume data in Table 2.1. For a perfect cdroglathe point plotted for each
molecule would be located on the best-fit line. Indeed, mb#teplotted points do lie on or near
the best-fit line. However, there are three points that ligtireely far off (above) the best-fit line.

For these points, the experimentally measurdiigivity is significantly larger than the filusivity

that would be predicted by either the mass-based or volusseebcorrelation.

Effect of Molecular Shape on Dffusivity

After creating the initial correlation, we compared thediceed ditfusivity values with the exper-
imentally measured €usivity values to see whether there was a pattern to the epacifically,
we hypothesized that molecular shape and charge, which na¢ractored into the correlations,

might afect difusivity and thereby féect the accuracy of the correlations.

We did not find a relationship between molecular charge améttior in the predicted fiusivities,
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(A) Mass-based diffusivity correlation (B) Volume-based diffusivity correlation
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Figure 2.3: Effect of molecular shape on t{@&) molar mass-based ar{®) molecular
volume-based diusivity correlations. For each molecule, the ratio of theesmental
diffusivity Deyp to predicted ditusivitiesDy andDy is plotted against the shape factay

which is the ratio of the molecule’s length to its diametehaNS; < 1.5, the correlations
slightly overestimate diusivity (i.e., Dy > Dexp andDy > Deyp). WhenS > 1.5, the

correlations underestimatefdisivity (i.e.,Dy < Dexp @andDy < Deyp).

but we did find a relationship between the molecular shapealandrror in the predicted fliusiv-
ity values. Figure 2.3 showB.,,/Dwn plotted against the shape fact@&rfor the molar mass-based
correlation (Fig. 2.3A) ande,/Dy plotted against the shape fac®&rfor the molecular volume-
based correlation (Fig. 2.3B). Here, the shape faSier |5/ 2r is the ratio of a molecule’s length
to its diameterS; ~ 1 for molecules that are approximately spherical 8nd 1 for less spherical,

more rod-like molecules, like trypan blue (Fig. 2.1A).

The relationship found betwedD,,/Dy and S is, as shown in Fig. 2.3, a linear relationship
between the logarithm dd.,,/Dy andS,. (The same is true of the relationship betw@&gg,/Dy
andS;, but here we will focus on the molar mass-based correlaboibrfevity.) Thus, the best-fit

line is described by an equation of the form

Dexp
Dwm

~ aM,B%, (2.5)

whereay andgBy are parameters determined by the best-fit line. The righttisade of Eq. 2.5 can

be viewed as a shape-correction factor for the molar massebaitusivity correlation. Therefore,
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given the initial estimate of éfusivity Dy from Eq. 2.3, an improved fiusivity estimateDy, that

takes into account thetect of shape on éiusivity is

f)M = DMaMﬁﬁ- (26)

Substituting forDy, the molar mass-basedidisivity correlation with shape-correction is
N _ A T bw ASs 2
Dv = awm E Mg Cy (2.7)

wheredy,, by, andd, are parameters. The simplest set of values that could befasttese pa-
rameters iy = ayam, by = by, anddy, = Bu, Whereay, am, by, andBy are all calculated from
best-fit lines to their respective plots, as described abldegvever, in using this set of values, the
shape-corrected correlation is stuck with some of the aefes of the original correlation. For
example, the points in Fig. 2.2 associated with the molecwiéh largeS; values cause the initial
correlation to overestimate thefiisivity of small molecules and thereby increases the madeit
of the slope. This would only be partially corrected by thimple set of parameters because the

bu, which describes the slope of the best-fit line in Fig. 2.2uldgemain the same.

A better approach to settirag,; by, andc, is to simultaneously fit all three using a nonlinear fitting
algorithm. To do this, we used the MATLAB (version R2009a)20http//www.mathworks.com)
nlinfit function using the simple set of parameters as initial gesiy usingnlinfit, the objective

was to find the parameteag,, BM, andcy that result in the best-fit
~ A I BM AS
Dexp = am ; Mg"Cy- (2.8)
Taking the logarithm of both sides and rearranging,

" T - "
109,0(Dexp) = 109;0(am) + |Oglo(;) + by 10g,5(Ms) + S109,4(Cwm). (2.9)
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As input intonlinfit, the independent variables were JgidM) andS;, and the dependent variable
was log(Dexp). The fit parameters returned Inyinfit were log(awm), bu, and logy(Cwm), from

which the desiready;, by, andcy, were easily determined.

Through similar development, the molecular volume-baséllisivity correlation with shape-

correction is
. T\ -
Dy = &y (—)v;’ve&. (2.10)
n

The best-fit parameters found for the correlations are showable 2.3.

Table 2.3: Diffusivity Correlation Parameters

Parameter Value

am 1.3255x 10 ¥ N/K
bm -0.3757

W 7.9520x 100 T°N/K
b -0.3618

ew 14174

ay 2.0512x 100> N/K
by -0.3580

EY 2.5534x 100°N/K
by -0.3480

ev 1.4080

Basic Diffusivity Correlation

After examining the fect of shape on diusivity, we reevaluated the parameters for the basic cor-
relation (i.e., without shape-correction) using only thelesules withS; < 1.5 to prevent the more
elongated molecules from skewing the correlation. (Modecules in this study meet tig < 1.5
criterion, as the media® across all of the small molecules and proteins is 1.29.) €heltingay
andby for the molar mass-basedfisivity correlation (Eq. 2.3) and, andby for the molecular

volume-based diusivity correlation (Eq. 2.4) are shown in Table 2.3.

The basic correlations, though less accurate than the stwapected correlations, are appropriate

when a molecule is known to be relatively spherical, its@trrgdimensions are unavailable, or
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(A) Mass-based diffusivity correlation (B) Volume-based diffusivity correlation
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Figure 2.4: Quality of the(A) molar mass-based ar{B) molecular volume-based ftli-
sivity correlations both withiflue circle$ and without fed x-mark$ shape-correction. The
diffusivity valuesDy, and Dy calculated with the basic correlations (i.e., without shap
correction) are generally in good agreement with the erpanial valueDe,p, except for
elongated molecules, for which the predictedfudiivity values are significantly smaller
than the measured values. Théfaivity valuesDy and Dy calculated with the shape-
corrected correlations are in excellent agreement withettperimental value®eyy, re-
gardless of molecular shape, and are generally closer texiperimental values than the
diffusivity values calculated using the basic correlations flean and median relative er-
ror are~10 % and~5 % for the basic correlations, and the mean and medianvelatror
are~4% and~4 % for the shape-corrected correlations.

when an approximate filusivity value is adequate.

Quality of Di ffusivity Correlations

Figure 2.4 shows the predictedidisivity values plotted against the experimentally measwed-
ues for both correlations, with and without shape-corogcti The difusivity values calculated
with the basic correlations are generally in good agreeméhtthe experimental values, except
for elongated molecules, for which the predictedudivity values are significantly smaller than
the measured values. The mean and median relative erro@argland 41 % for the basic molar
mass-based correlation, and the mean and median relatoreaee 101 % and 56 % for the basic

molecular volume-based correlation.

The diffusivity values calculated with the shape-corrected catigis are in excellent agreement

with the experimental values, regardless of molecular shapd are generally closer to the ex-
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perimental values than thefflisivity values calculated using the basic correlationsné@dt every
diffusivity value predicted by the shape-corrected corralatie within+10 % of the experimen-
tally measured value (Fig. 2.4). The mean and median relatikor are 6 % and 35 % for the
molar mass-based correlation with shape-correction, gennand median relative error ar@ %

and 32 % for the molecular volume-based correlation with shagreection.

There is not a significant fierence between the quality of the molar mass-based and uheiec
volume-based diusivity predictions. From a practical standpoint, the maleass-based corre-
lation is better simply because molar mass is more easilgirdd than molecular volume. The
molar mass is available in the structural database entrydon molecule. The molecular volume,

on the other hand, has to be calculated using software (&hgnera).

2.2.5 Stokes Radii

While we have focused on characterizing molecular shapeiaedn terms of cylindrical dimen-
sions, it is common in the research literature to charaztedhe size of molecules in terms of their
Stokes radii. Thus, it is instructive to compare the dimensimeasured using Chimera to the

Stokes radii calculated from the experimental and coiigaidbased dtusivity values.

The Stokes-Einstein equation, as given in Eq. 2.1, rel@eslttusivity to the size of sphere dif-
fusing in a smooth medium. However, when the size of the satutlecule is on the same order
as the size of the solvent molecule, continuum assumpticeekidown, and the Stokes-Einstein
equation (Eq. 2.1) must be modified to account for micrafsit{61]. Without this correction, the
Stokes radius calculated from the Stokes-Einstein equatih underestimate the size of small

solute molecules.

Rearranging the Stokes-Einstein equation (Eg. 2.1), dialigiuess at the corrected Stokes radius
is
I KT
0~ 6rnDs’

(2.11)
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Starting withi = 0 andrg; = rso, the following iteration will converge on the corrected I8te
radiusrg; asi — oo [61]:

rst,i

r 2.234
Mstie1 = Tt (1 + 0.695(—W) ) (2.12)

Here,ry, is the radius of the solvent molecule, which in this case iewg, = 0.14 nm).

Table 2.4 shows the cylindrical dimensions of each molefadad using Chimera and the micro-
friction-corrected Stokes radii of the molecules founadhgghe experimental and correlation-based
diffusivity values. In addition to the Stokes radii, the volunyeigalent radius is shown for each

molecule. This is the radius of a sphere with the same volwstieeamolecule.

In general, all of the calculated Stokes radii for each mdkeare relatively similar, as expected,
since the dtusivity values from which they are calculated are in gooceagrent. The Stokes
radii tend to be larger than the volume equivalent radii beeamost molecules are much less
tightly packed than spheres. It is interesting to note thattylindrical radii are in relatively good

agreement with the Stokes radii, even for elongated masciike fast scarlet and congo red.

2.3 Discussion

2.3.1 Molecular Size and Shape

In this study, molecular size and shape were showtfextransport properties primarily through
their dfect on difusivity. However, there are many biological systems in Whransport occurs
in confined spaces, such as in the cytoplasm of a cell [4, Shrmugh a membrane pore [8, 9]
or channel [6, 7]. In these cases, an understanding of tieeasid shape of a molecule can be
critical in understanding its transport [9]. The ability @imolecule to fit through a tight pore is
determined by the actual size of molecule, not the diamé#sphere that has the saméuasivity

as the molecule (Stokes sphere).

Here, small ions (e.g., calcium, chloride, sodium, and g&itan) bear special mention because,
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Table 2.4: Cylindrical and Spherical Approximations of Molecular &iz

Molecule rs Is  Texp 'm fm rv fv  Tveg
Alexa 350 0.43 1.65 054 043 052 042 042
Alexa 488 0.67 144 055 060 063 058 0.60 0.46
Alexa 546 086 263 069 077 068 075 0.67 0.60
Alexa 594 0.80 1.84 070 071 069 0.70 0.55
Antipyrine 040 119 040 042 039 043 040 034
ATP 062 122 059 059 064 056 060 045
Atto 655 0.79 174 060 060 062 060 062 048
BCECF 065 1.71 060 058 059 057 0.47
Bleomycin Ay 0.89 276 0.85 075 085 0.75 0.67
Bleomycin B 1.14 3.83 0.86 0.72 0.8 0.71 0.67
Calcein 0.58 1.89 0.63 055 0.63 054 0.50
Congo Red 049 281 039 065 038 063 037 0.50
Cy5 092 249 068 068 065 068 064 054
Eosin Bluish 0.67 1.49 0.62 064 058 059 0.46
Eosin Yellowish 0.64 1.26 0.64 069 0.60 0.64 0.48
Ethidium 0.56 1.37 050 050 051 051 041
Ethidium Homodimer 0.65 2.51 064 051 066 052 0.52
Fast Scarlet 053 280 038 066 041 064 041 051
FITC 0.60 1.51 054 053 053 052 042
Fluorescein 057 128 053 051 053 050 052 0.40
Glucose 032 109 039 041 036 042 036 0.33
Glutamic Acid 032 096 035 039 036 039 036 031
Lucifer Yellow 0.61 1.46 0.56 057 053 053 042
Meglumine 0.33 1.30 042 034 044 035 0.35
Methylene Blue 038 165 035 048 036 049 037 0.39
Oregon Green 488 063 143 061 055 056 053 054 042
Propidium 0.69 1.55 055 057 058 059 0.46
Rhodamine 110 0.61 123 055 051 055 051 055 041
Rhodamine 123 059 125 054 051 054 052 055 042
Rhodamine 6G 0.68 161 058 056 057 058 058 0.46
Rhodamine B 069 174 056 056 056 058 057 0.46
Serva Blue 0.72 252 0.70 059 0.72 060 0.57
Sucrose 045 121 049 051 050 051 049 041
Trehalose 0.47 1.27 051 049 051 049 041
Trypan Blue 0.59 3.16 0.72 044 068 042 054
Urea 029 058 022 029 032 030 032 0.23
Yo-pro-1 053 171 053 047 055 048 044
Cytochromec 204 427 182 190 193 191 195 144
HSA/BSA 432 926 356 362 356 356 354 257
Lactalbumin 1.76 430 208 201 191 206 198 1.55
Calcium 020 040 034 026 028 0.27 0.29 0.20
Chloride 0.18 035 017 025 027 024 026 0.18
Potassium 028 055 0.18 026 028 035 0.38 0.28
Sodium 023 045 023 022 024 030 032 0.23

All lengths have units of nmrs: radius measured using Chimera softwale.length
measured using Chimera softwargy: radius calculated from Stokes-Einstein equa-
tion using experimental fusivity. ry: radius calculated from Stokes-Einstein equa-
tion using ditusivity from mass-based correlation without shape-cdioBcry: radius
calculated from Stokes-Einstein equation usinffudivity from mass-based correla-
tion with shape-correctionry: radius calculated from Stokes-Einstein equation using
diffusivity from volume-based correlation without shape-ection. ry: radius calcu-
lated from Stokes-Einstein equation usingfusivity from volume-based correlation
with shape-correction.eq: radius of sphere with same volume as molecule.
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in contrast to the larger species, they are truly spherithkrefore, the corrected Stokes radius
is a reasonable means of characterizing the size of small iboreover, because of the strong
interaction between the ions and surrounding water madscii2], the corrected Stokes radius,
relative to the VDW radius, will better capture thfeztive size of an ion insofar as it interacts

with its surroundings and is transported through tight spalike pores [9].

2.3.2 Molecular Charge

Molecular charge is an important transport parameter [secawetermines how a molecule will
move in response to gradients in electric potential, whighc@mmon in biological systems, es-
pecially at the interfaces like membranes. Molecular chaigo #ects the interactions among
molecules in solution and between transported moleculdstactures like pores through parti-

tioning [9].

The net charge values calculated for the small moleculespanigins were in good agreement
with analytically determined and experimentally measwealdies. The net charges of the small
molecules were consistent with their formal charge vallidge advantage of charge calculation
method described here is that it considers the distribudfanicrostates to give a clearer picture

of the net charge when there are multiple microstates witkerdint charge.

The net charge values calculated for the proteins were alssistent with experimental measure-
ments. BSA has a charge of abetitO at pH 7.4 [63], consistent with the value-efl (for HSA)
found here. Similarly, the reported charge of cytochrarreg pH 7.4 is in the range6 to +9
[64—66]. The value determined here wes

2.3.3 Molecular Diffusivity

Numerous dtusivity correlations have been proposed in the past [4068568]. The typical
average error of correlations is in the range 8—-16% [40, 55,68]. The basic molar mass
and molecular volume-based correlations developed hereaanparable with an average error of

~10%, and the shape-corrected correlations do significéettier with an average error of just
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~4%. It should be noted, however, that the library of molesuglensidered here was considerably
smaller than some others. Tyn and Gusek, for example, ceresildB86 macromolecules in devel-
oping their correlation [55]. Additionally, the small errfiound here benefits from the inclusion
of recent precisely measured experimentéiugdivities. A difusivity correlation, no matter how

good, will exhibit large error if the measurements on whids based exhibit large error.

To our knowledge, the explicit inclusion of shape in ouifuBivity correlation is largely new, at
least for small molecules. Hayduk and Buckley [69] found thiaear” (i.e., more elongated and
rod-like) molecules had ffusivities~ 30 % higher than spherical molecules of the same volume,
which is broadly consistent with our findings here. Howektatyduk and Buckley did not quantify
shape in any way (i.e., molecules were either sphericaheal). Here, we found an explicit rela-
tionship between a measurable shape factor affidsility. The significant reduction in the error
that resulted from the inclusion of a shape factor suggéstismolecular shape may have been
an overlooked, or at least unaccounted for, source of enrtivd development of otherfélisivity

correlations.

The shape-based correlations do come with a few caveass, thie shape factors for the molecules
considered ranged from about 1 to 3, and the data in this reungorted the exponential form of
the shape-correction factor developed. However, becégseetationship between shape and dif-
fusivity is empirical, rather than based on basic physisights, it is not clear that the relationship
will hold for shape factors greater than 3, and we would segfiether validation before using
the shape-based correction factors for such elongatedcoiele Second, all of the elongated
molecules considered here were small molecules; the thioteips were all relatively spherical,
with shape factors- 1. Therefore, it is not clear from the data that the shapesction factors
will extend to larger molecules (proteins, nucleic acids,)e We would suggest further validation
before using the shape-correction factors for larger nudésc Considerable work has been done
relating dttusivity to shape for ellipsoidal [68] and rod-shaped maat@oules [68, 70], like nu-

cleic acids, and these may be more appropriate for molethé¢gre especially large or long.
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The difusivity correlations should also not be used for exceptlgrsanall solute molecules, as
they tend to break down in this regime due to the granulafitthe solvent. It is for this rea-
son that the small ions (chloride, calcium, potassium, adiusn) and urea (6@ g/mol) were
not used in the development of the correlation, even thouglerementally measured filusivity
values are available. We note that th&usivity values predicted by the correlations for the next
larger molecules in the library, glutamic acid (126/mol), glucose (18@ g/mol), and antipyrine
(1882 g/mol), are all consistent with experimental values. Thisgasgs that the lower limit for

validity of the correlations is perhapslL00 g/mol.
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Chapter 3

Electrodiffusion of Molecules in Aqueous Media: A Robust,
Discretized Description for Electroporation and Other
Transport Phenomena

Abstract

Electrically driven transport of molecules and ions withojueous electrolyte is of long-standing
interest, with direct relevance to applications involvihg delivery or release of exogenous and
endogenous biologically active solutes. Motivating exBapnclude iontophoretic and electro-
poration-mediated drug delivery. Here we describe a rolmethod for characterizing electrod-
iffusive transport in physiologic agueous media. Specificalfytreat the case of solute present
in suficiently low concentration as to negligibly contribute te ttotal ionic current within the
system. In this limiting case, which applies to many systehisterest, the predominant electrical
behavior due small ions is decoupled from solute transpdnis, electrical behavior may be char-
acterized using existing methods and treated as known mactegizing electrodiusive molecular
transport. First, we present traditional continuum eaqurtigoverning electroffusion of charged
solutes within aqueous electrolytes and then adapt thenstoetized systems. Second, we ex-
amine the time-dependent and steady state interfaciakotration gradients that result from the
combination of difusion and electrical drift. Third, we show how interfaciahcentration gradi-
ents are related to electric field strength and durationalfinve examine how discretization size
affects the accuracy of these methods. Overall these methedsaivated by and well-suited to
addressing an outstanding goal: Estimation of the net iantctmolecular transport facilitated by
electroporation in biological systems.
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3.1 Introduction

Understanding electrically driven transport within bigical systems is of general importance
[1, 2]. Here we consider continuum descriptions of transjpar spatial scales ranging from
nanometers (cell membranes) to tens of micrometers (celisuitiple cells). Over this range,
exogenous and endogenous electric fields may lead to laagkegis in solute concentration and
electric potential. Therefore, the combination offasion and electrical drift underlies resulting

transport.

In this study, we limit our consideration to movement of setuwithin physiologic aqueous elec-
trolytes that have a relatively large electrical conduttivlue to the presence of many small,
monovalent ions. In bulk, these electrolytes contaihl — 0.3 M total concentration of small ions

(sodium, potassium, and chloride). Solutes used and studl#ological applications and research
are typically present at much lower concentrations. As altghe transport number (transference
number), which accounts for the fraction of the total ionicrent (drift) due to a charged solute
[3], is small for typical solutes of interest (e.g., drugsldluorescent probe molecules). Thus,
electrical transport can be characterized independehtlyeocontribution of the solute of interest

and then treated as known in characterizing the eledfumive transport of the solute of interest.

Our primary motivation is the characterization of molecutansport that results from the highly
nonlinear and hysteretic phenomenon of electroporatidnchwis generally believed to involve
the creation of dynamic pores within the lipid regions ofl ceembranes [4-9]. Electroporation
significantly increases solute transport though membraresthereby leads to delivery, release,
or redistribution of biologically active ions and molecsiithin electroporated cellular systems.
Because of the large electric fields required for electrapon, we expect that electrdtlision is

fundamentally involved in the biological response.

Indeed, electrodliusion has been considered in a number of electroporatiatestu For exam-
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ple, Klenchin et al. [10] reported, based on their experitsdhat electroporation-mediated DNA
delivery into cells is a fast process involving electrog®is. In contrast, Neumann et al. [11]
reported that DNA uptake can involve calcium-mediated gutgan of DNA as an initial step at
the membrane level, followed by a multi-step process inngj\electrodifusion, which is noted
to be an order of magnitude moréextive than simple diiusion. Small molecule delivery into
electroporated cells has also been analyzed quantitatiyelconsidering electroffusion [12].
Additionally, the response of the more complex system of#ir’s stratum corneum at low volt-

ages € 1V) has also been related to electibaision [13].

Electrodifusion is also relevant to biological responses to eleceidgimuch smaller than those
used for electroporation. For many decades iontophoresibeen used for transdermal drug de-
livery [14, 15]. In most cases iontophoresis involves a $marent density, usually at essentially
steady state. This is an example of transport by eledftedon in which drift is the major contrib-
utor, but iontophoresis can also involve electro-osmoadditionally, electrodifusion has been

used to describe morphogen concentration profiles in deretatal biology [16].

The method described here for approaching eledfiuglve transport problems is explicitly ap-
propriate for dealing with the large concentration solutadgents that arise in electroporation.
Unlike many transport phenomena in biology, electroporasitands out as having large gradients

in space, time, and pore size (radius) distribution.

Within biological systems, these gradients occur oveadists from sub-membrane size (nanome-
ter scale) to cell and organelle scale (micrometer scaléssoe scale with both interstitial vol-
umes and irregularly shaped cells participating. The spoading electroporation time scales
range from nanoseconds (slightly greater than the bulkgeheglaxation timey~ 0.5 ns, of bulk
physiologic saline) to microseconds (the approximaterpdasembrane charging time) to mil-
liseconds and seconds (post-pulse behavior). This apfehrdd for biological systems exposed

to electric field pulses of greatly varying duratiorgl(ns — 100 ms) and corresponding magnitudes
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(10 MV/m—10kV/m).

The electrodiusion of solutes within electroporated systems thus ire@b/wide range of electri-
cal pulse stimuli. The resulting, diverse responses ire/éiblds and small ion currents that redis-
tribute throughout the cell. This redistribution takesggldoy rapidly changing small ion currents
that respond to the evolving heterogeneous pore popugimaughout cell membranes within the
system. The co-transport of larger solutes by elecfifosion also changes rapidly in space and
time because of combination of current redistribution dredgolute selectivity of dynamic popu-
lations of diferent size pores [7, 8]. The present, robust discretizecriggion of electrodifusion

appears well-suited to this important, long standing, drallenging problem.

3.2 Methods

3.2.1 Basic Assumptions

As noted in thentroduction we focus on solute electrdilision within aqueous electrolytes rel-
evant to biological systems. In this case there is a largkgvaand total concentration (typically
0.1-03M) of small ions, mainly sodium, potassium, and chloriddae Bolute concentration is
much less than this, so that the transport number (tramgfersumber) can be used to describe

fraction of the total ionic current that is due to chargedites.

3.2.2 Electrodffusion

Electroditfusion is the transport of charged solute by the combinatiatextrical drift and difu-

sion. The electrodiiusive fluxJs is described by [1, 2]
Ds
Js=-DsVy - ﬁqezsyvﬁb' (3.1)

Here,v is solute concentration; is electric potentialDs is solute difusivity, z is solute charge
(valence),ge is elementary charge is the Boltzmann constant, afddis absolute temperature.

The first term in Eq. 3.1 describes the flux of solute resulfiogn a gradient in concentration
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(diffusion), and the second term describes the flux of solutetiegudtom a gradient in electric

potential (electrical drift).

In the absence of sources and sinks (e.g., chemical reagtibe amount of solute is conserved as
the solute is transported. Thus, for transport alone, the tate of change of solute concentration

is related to the solute flux by the continuity equation

o
W .3, =D+ 2

m —0ez(Vy) - (Vo) ty qe257V2¢ (3.2)

KT

This is simply a statement that if the net flux into an infinitesl region of space is non-zero, then

the amount of solute, and therefore the concentration otspomust be changing in time.

3.2.3 Electrodiffusion in 1-D

Our focus here will be on transport in 1-D. We note that higivder systems can be modeled using
1-D flux equations to describe transport between nodeshiistd in higher-dimensional systems
[17-19]. Specifically, 2-D cell models are already in use-{22), and the extension to 3-D cell

models should be relatively straightforward but more cotaponally demanding.

In 1-D, electrodifusive flux Js in the +x-direction (and dispensing with the vector notation) be-

comes
dy Ds 6¢
= —Dg—= :
Js s 8X KT qe257 (3.3)
and the continuity equation becomes
c’)y 03 0’y Ds_ _0yo¢ ¢
hitd =Do—t 4+ = ) A4
ot ax o KT axax T kTq N (34)
For convenience, we define a dimensionless electric patenti
QeZs
y==9. (3.5)

kT
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Written in termsy, the electrodtusive flux equation (Eg. 3.3) simplifies to

3 oy o
Js = Ds(ax+7’ax), (3.6)
and the continuity equation simplifies to
dy [Py oy Oy

3.2.4 Electrodffusive Flux in a Discretized 1-D System

Here, we recast established continuum theory in a fashetratiiticipates large transport networks
with many discrete nodes [18, 19, 23]. Consider adjacenespdnd j in a 1-D system with
positionsx andx;. We seek to calculate the instantaneous eledtiugive quxJis’j from x; to X;

in terms of the solute concentratiopsandy; and electric potentialg; and¢;, with associated
dimensionless potentialg andy;. No assumptions are made about how concentrativaries
from x; to X;. In contrast, the electric potentialis assumed to vary linearly from to x;. Thus,

betweernx; andx;
o) A d| (B
oxlij (A oxlij (AN’

(3.8)

where QAg)ij = ¢ — ¢, (AY)ij = ¥ — i, and AX)i; = X; — %. Similarly, for concentration

(Ay)ij = vi—vi

Substituting, Eq. 3.8 into Eq. 3.6, the electibaisive fluxJs! from x; to X;j is

. Oy (AY)i
L] _ _ -5 >
J' = Dsax Dsy (Ax)i,j . (3.9)
Solving fordy/ox, -
dy _ I (A (3.10)

ax  Ds (AN

This differential equation can be solved using separation of vasabl
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Vi o Xj
_ f . f ox (3.11)

Ds = (AX)ij
(AX);.j (Jgi;’j (Ay)i )r X;
- = Inf =— + —— =[xy . 3.12
l(Alﬁ)i,j Ds (AN . 4 (3.12)
Simplifying and solving ford!,
i (Ay)i Yi Vi
o _ g i j
s’ = -Ds (AX)i (1 — ey * 1 — e (A ) (3.13)
Note that Eq. 3.13 is of indeterminate form whew{; ; = 0. However,
. i (Ay)i;
lim J'=-D =, 3.14
(Ay);,j—0 S S(AX)LJ' ( )

In other words, when there is no gradient in the dimensienéésctric potential, the fluﬂis’j re-

duces to that of simple ffusion. Thus, to be rigorouéigj is described by the piecewise continuous

function

n A i R

gl = Pt T(A0) =0, (3.15)
(Aw)i,' i j .

_DS(Ax)i,jJ (1_62/&#)“ + 1_e—y(JAw)i,j) if (Al//)lj # 0.

It is instructive to consider the behavior of the flﬂ'gi in limits of (Ay); j:
~Dsigly; if (Ap); > 1,
N y )
J' =~ ‘Dsmj if (Ay),; ~ 0, (3.16)

Dy if (A < -1,

As expected, when fiusion dominates drift §y); ; ~ 0), the equation for the ﬂuﬂé’j reduces to

that of simple ditusion. Likewise, when drift dominatesttlision ((Ay); ;| > 1), the equation for
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the fluxJ;! reduces to that of electrical drift. Note that the concerdray that determines the flux

Ji) depends on the sign ahg); ;: when Ay);; > 0,y = y;, and when4y);; < 0,y = .

That is, when drift dominates fliision, the fluxJ:! is proportional to the concentration of the
sourcenode and independent of tliestinatiomode. This makes intuitive sense. It also implies
that when the concentration of the source ned®, the quxJis’j — 0. This is an important prop-

erty because it ensures that solute cannot be “pulled ow"rafde that does not have any, which

would cause its concentration to become negative (whenesotunservation is imposed).

It is tempting to make the simplifying assumption that thaaantrationy varies linearly in space
(e.g., in EQ. 3.9). Under this assumptionfdsion and drift would be decoupled and the total flux

would be the sum of the independently determined fluxes:

e (Ay)ij (AY)ij (vi+7i
[ > .
== DS(AX)LJ' > (AX)i ( 2 ) o4
The corresponding behavior of the linear fldlX in limits of (Ay); is
Dt (151) if (Aw) > 1,
B ap B if(agy, ~o0, (8.4

S (AX)i,j

—Ds(@ﬁ)’:j (Z2) i (Ap); < -1,

Importantly, note that when drift dominatedtdision ((Ay); ;| > 1), the flux is proportional to the
averageof the node concentrations. This is a marked contrast todhénear case (Eg. 3.16), in
which the drift flux depends only on the concentration of tberse node. This behavior of the
linear flux formulation can lead to nonphysical and unstdtgkeavior, such as a nonzero flux of
solute out of a node without any solute£ 0). Use of the nonlinear formulation avoids numerical

pathologies and is therefore robust in the presence of gi@gjents iny.
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Using Egs. 3.16 and 3.18, the relative error in the lineantdation of the fluxJy! is found to be

S if (A > 1,

2yj

LinearJis’j Relative Errorx {0 if (Ay)i; ~ 0, (3.19)

i (Ag) < -1

The error is small when thefiierence in dimensionless electric potentia)); ; between the nodes
is small and also when theftirence in concentrations between the nodes; ( is small relative

to the absolute concentratighandy;. Otherwise, the error is large.

This is particularly true when the sign of the dimensionlestential is such that it contributes to
drift from the node with lower concentration to the node whigher concentration. This is the
case because, as discussed, in the linear flux formulakierdrtft contribution to the flux depends

on the average of the node concentrations, rather than @otiree node concentration alone.

Figure 3.1 shows the nonlinear (Eqg. 3.15) and linear (E¢.)2[ectrodifusive fluxJs! from nodel
to j (scaled by £X); j/Ds, as the values of these parameters are not relevant to thitsraisplayed)
plotted against the dimensionless potentaf), ; between nodeisand j for a few combinations of

concentrationg; andy;, and Fig. 3.1B shows the error in the linear electfioive flux.

Wheny; = y; = 1 (i.e., when {y); ; = 0) (dimensionless)J_l;j is linear in Ay); ; for both the non-
linear and linear formulations because solute transpsult®from drift alone. Whent; = y; (i.e.,
when Ay);i; = 0), Ji1 is linear in (Ay)i,; for both the nonlinear and linear formulations because
transport results from @usion alone. It is only for these two limiting cases that tesuanption of

linearity is valid and the linear flux formulation is accugat

In general, howevey; # y; andy; # ¢;, and the fluxJy’ is determined by the combination of drift

and difusion. It is for these realistic conditions that the assuompof linearity becomes numeri-
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(A) Electrodiffusive flux (B) Relative error of linear electrodiffusive flux
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Figure 3.1: Electrodifusive flux between adjacent nodes in a discretized sygi@pElec-
trodiffusive fluxJy! between nodesand j for three sets of concentratiotysandy; calcu-
lated using the nonlinear (“nlin"solid lines) and linear (“lin”,dashedines) flux formula-
tions. (Ay)ij is the dimensionless electric potential between nodewl j. Note that the

flux J' is scaled by AX)i j/Ds, as the values of these parameters are not relevant to the
results displayed(B) Relative error of the linear flux formulation. The error isahwhen
either|(Ay)i ;| is small or|(Ay); j| is small; otherwise, the error is large.

cally pathological and leads to significant error. This lissitrated for the casg = 1 andy; = 0

and the casg; = 0 andy; = 1 in Fig. 3.1.

In the case of the nonlinear flux formulation (Eq. 3.15) (Rid.), when the sign ofAy); ; is such
that drift proceeds from the node with higher concentraips: 1) to the node with lower con-
centration ¢ = 0), Jis’j is increasingly dominated by drift &&\y); ;| increases, and approaches the
flux Ji;j found in the case of pure drift (i.e., when= vy; = 1). Similarly, when the sign ofAy); ;

is such that drift proceeds from the node with lower coneitn (¢ = 0) to the node with higher
concentrationy = 1), s increasingly dominated by drift &\y); ;| increases, and approaches
the quxJiS’j found in the case of pure drift (i.e., when= y; = 0). The key finding is that when
drift dominates over diusion, the fluxJ;! is proportional to the concentration of the drift source

node.

The behavior of the linear flux formulation (Eq. 3.17) is velifferent from that of the nonlinear

flux formulation (Fig. 3.1). The flux is linear im\{); ; with a vertical dfset equal to the eusive
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contribution to the flux, which is independent af4); ;. Regardless of the sign aA¢); ;, the flux

is determined by the average node concentratjpr (/;)/2. Therefore, when the sign olg);

is such that drift proceeds from the node with higher conagion (/ = 1) to the node with lower
concentration = 0), the linear formulation underestimates the magnitudiefflux J. And
when the sign of4y); ; is such that drift proceeds from the node with lower coneitn ¢y = 0)

to the node with higher concentration £ 1), the linear formulation overestimates the magnitude
of the flux J;!. The latter case is particularly problematic, as it predftix out of a node that

contains zero solute. This is clearly impossible.

One could use the linear flux formulation and ensure théd;(; ~ 0 by choosing a small(X); ,
but the AX);; required to keep the error in the flux under control is very IEm@uppose one
wanted to use the linear flux formulation and choosg)(; to keep|(Ay);jl < 0.1. If zs = +1,
this corresponds to a potentialfidirencel(A¢); j| < 2.6 mV (at 25°C). The node spacing\§); ;
required to meet this condition i&K); ; < [(A¢)i j/El, where isE is the electric field magnitude.
For a conventional electroporation pul&ex 1 kV/cm, and thus, the node spacing; ; must be
<26 nm to meet the error criterion. Recently, pulses with ntages of up tce ~ 10 MV/m have
been used. Such conditions would require an incredibly Isppa); ; < 0.26 nm. Moreover, the
typical field in a cell membrane under rest conditions is ald® MV/m (=~ 50 mV/5nm), and
the membrane is precisely where one expects large reldtaeges in concentration For these
reasons, the use of the linear formulation is likely to beipalarly problematic in examining the

transmembrane flux of solute. The nonlinear flux formulatwoids this problem.

3.2.5 Electrodffusive Continuity in a Discretized 1-D System

The electrodiusive fluxJ;! describes the instantaneous movement of solute from ore (pogi-
tion) to another, but it does not describe the resulting gbamconcentratiom at a node (position).
It is the continuity equation (Eq. 3.4) that describes thenge iny that results from the net elec-

trodiffusive flux into the node.
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Ji—l,i Ji,i+1
C tration > i ——>
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Figure 3.2: Discretized 1-D electroéliusion system. Nodehas adjacent nodes- 1 and

i + 1. The positionx, electric potentialp, and concentratiory for each node is indicated
by its subscript. Nodes— 1 andi are separated by distancexj_1 i, nodes andi + 1 are
separated by distancaX);i.1. The region of space associated with notias length Ax);.
J-Lis the electrodfusive flux from nodé—1 to nodd, andJ.'™** is the electrodfusive flux
from nodei to nodei + 1. The electroditusive flux between adjacent nodes is determined
by the positions, electric potentials, and concentratmfrtte nodes, as well as solute (e.g.,
diffusivity) and system (e.g., temperature) properties. Tteeaawhich the concentration
yi changes is determined by the net flilx™' — J5'** into nodei and the lengthAX);.

More specifically, consider the 1-D system shown in Fig. Bl@dei with positionx has adjacent
nodesi — 1 andi + 1 with positionsx,_; and x,; such thatx_; < X < X;;. The nodes — 1,1,
andi + 1 have concentrations_,, y;, andy;,1, electric potential®;_i, ¢i, andg;.,, and associated

dimensionless electric potentiats 1, i, andy, ;.

The distance between nodes 1 andi is (AX)i_1j = X — X1, and the distance between nodes
i andi + 1is (AX)iji;1 = X+1 — X. There is a region of space associated with niofte which

all points are close tg; than to the position of any other node. More specificallyxalich that
Xi_1 + (AX)i_1i/2 < X < X1 — (AX)ii:1/2 are associated with node The length of this region

associated with nodéds (AX); = (AX)i_1i/2 + (AX)ij+1/2.

The fluxJi™> fromi — 1 toi and fluxJi'** fromi toi + 1 at any instant in time can be determined
using Eq. 3.15, as described. The derivative of the flux valipect tok at x; can be approximated
by the following discretized relation:

aJS N Jis,i+1 _ Jis—l,i

v a7y (3.20)
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Substituting into Eqg. 3.4, the continuity equation for note

a,yl _Jis,i+1 _ Jis—l,i B Jis—l,i _ Jis,i+l

at A% (A%

(3.21)

Thus, the concentratiop of nodei increases when the influx of solute exceeds thaxof solute

and decreases when thi#ax of solute exceeds the influx of solute.

Having now developed discretized versions of both Egs. 8d3324, a complete approach has been
described. The combination of the flux and continuity eaquregtifully characterizes the electrodif-

fusion in the 1-D system.

3.3 Results and Discussion

3.3.1 Electrodffusion in 1-D: An lllustrative Example

In systems for which an electric field is applied transie#yg., in electroporating cells), the ini-
tial state of the system is such that concentration andralguitential are separately uniform over
large regions of the system and only change significantlyoanfaries (e.g., membranes) that
impede molecular and electrical transport. As a resultnupiiation of an applied field in such
systems, the electrag@iusive flux throughout most of the system is dominated by daitin the
casey; = y; = 1 described above). The notable exception is at boundaviesie transport is
impeded and large concentration gradients can form rapiddy time. It is here that an accurate

description of transport becomes very important.

We illustrate the principles described above by considegiectrodifusion in a simple 1-D model
system (Fig. 3.3). Specifically, consider a 1-D system witlax (reflecting) boundaries at= 0
andx = L = 10um. The system contains a solute witfffdsivity Ds = 40x 10**m?/s and charge
Z, = +1, which are typical of a small molecule [24]. Initially € 0s), the solute concentration is

uniform and withy(X) = y,, and the applied electric field is uniform with magnitugle- 0V/m.
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v/
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Figure 3.3: Electrodifusion in a simple 1-D system. The concentratigi) at selected
time points is shown for a typical small molecule witlffdsivity Ds = 40 x 1071t m?/s and
chargez; = +1 in a 1-D system with length = 10um and no-flux (reflecting) boundaries
atx = Oum andx = 10um. Initially (t < 0s), the concentration is uniform witi{x) = yp
and there is no applied electric field. &t 0 s a uniform electric field (in the x-direction)

E = -10°V/m is applied, and the positively charged solute thus drifigard x = Oum.
The concentration(X) approaches a steady state of exponential form for whicHiffigsion
and electrical drift contributions to the electrfidsive flux are equal and opposite, and the
resulting net flux is zero.

Here,E is defined as
3¢ $(0) - (L)
= ok - 3 ) (3.22)

At t = 0s, an electric field is applied with magnituBle= —10*V/m. The negative value dt
indicates thap(L) > ¢(0), and thus positively charged solutg ¢ 0) will drift toward x = 0. The
voltage diterence across the systemp{t) — ¢(0) = —-EL = 1 V.

Figure 3.3, shows how(x) changes in time. Immediately after the application of tleeteic field,
solute begins to be drift toward = 0 andy(0) increases while/(L) decreases, as required by
the continuity equation. The flux in the central region of slggtem initially results entirely from

electrical drift, as the concentration is uniform over tieatcal region.

As the solute drifts towardc = 0, the concentration profilg(x) becomes increasingly nonuni-
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form. Initially, the concentration gradients are largesaink = 0 andx = L. As electrodifusion
continues, both the concentration and concentration gnagiearx = O increase while both the

concentration and concentration gradient nearlL decrease.

As the concentration gradient near 0 grows, the diusive flux in the+x-direction increasingly
counterbalances the drift flux in thex-direction. Eventually, the net electrdidisive flux through-
out the system approaches zero and the concentraf(igrapproaches a steady state profile of

exponential form.

3.3.2 Electrodffusion in 1-D: Steady State Solution

As demonstrated in Fig. 3.3, electrical drift causes sdlataccumulate against (impermeable)
system boundariex(= 0 in this case), and this accumulation results in increasedentration
gradients that, throughfiiusion, oppose the electrical drift. At steady statéudion and electrical
drift counterbalance one another. That is, they are equhbgaposite. Thus, at steady state, the

net flux throughout the system approaches zero and Eq. 3d8ri@sc

Js=0= —DSZ—Z/( + %qezsyE. (3.23)
Rearranging, ;
=2 (3.24)
whereaA is the length constant o
= ~0ZE (3.25)

Note that for the example shown above, the valugisfpositive because the valuebis negative.

Equation 3.24 has solution

¥(X) = o™, (3.26)

whereyg is an integration constant determined by the initial cands. yo can be found by apply-
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ing conservation: the total amount of solute in the systemaras constant. Thus,

L
70f e dx = ypL. (3.27)
0

Solving the integral and rearranging,

L/A
o= =t o (3.28

Substituting foryg in EQ. 3.26 yields the steady state concentration

L/A
709 = (ﬁ)ybe-w. (3.29)

Figure 3.4 shows the steady state concentration prof{fdsfor a number of electric field magni-
tudesE for the example system described in the previous sectiorkE lereases, the magnitude
of the drift flux towardx = 0 also increases. Consequently, the steady state cortoc@miyeadient

at x = 0 must also increase such that th&uBive flux counterbalances the increased drift flux.
Additionally, ask increases, the steady state concentration-a0 increases and the steady state

concentration ax = L decreases.

3.3.3 Characteristic Length, Time, and Speed of Electrodiusion

At steady state, dliusion and drift are in balance everywhere in system (i.e.allox). Prior to
reaching steady state filision and drift are not in balance throughout most of thessysbut they
must be in balance at the boundaries because of the no-flindbogcondition. As a result, at
all times there is a region very near the boundaries that@shan (approximately) exponential

concentration profile of the same form as at steady state 32§). This boundary layer has
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Figure 3.4: Steady state concentration profiles in a simple 1-D systerhe Steady
state concentratiory(x) (normalized by the initial, uniform concentration,) is shown
for selected electric field magnitudes for a typical smallenole with dttusivity Dg =
40x 1011 m?/s and charges = +1 in a 1-D system with length = 10um. The uniform
electric field is oriented such that the positively chargeldite drifts towardx = Oum. At
steady state, the filusion and electrical drift contributions to the electiftubive flux are
equal and opposite, resulting in a concentration proffld of exponential form. As the
electric field magnitude increases, the steady state ctratien increases at= Oum and
decreases at= 10um.

characteristic length
KT

A= e (3.30)

The length constant (Fig. 3.5) characterizes the length scale over which s@aoteimulates at
boundaries (e.g., membranes). It is in this interfaciaimeghat the concentration and concentra-
tion gradient change most dramatically in time as the redulte interplay between electrical drift

and difusion.

The Debye lengthlp, screens charged solutes and also charged surfaces. Rappbed electric
fields of interest, the electrdtlision lengtht is larger thamp (Fig. 3.5). Benedek and Villars give
values ofip ~ 0.31 nm for bulk 1 M saline andp ~ 0.96 nm for Q1 M saline [26]. More relevant
to the cytoplasm, Ando and Skolnick 2010 [25] reportigd~ 0.8 nm inside the cell{0.15M
salt). Thus, in most of the applications that motivated qapraach, the @ect of the Debye length

can be neglected.
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Figure 3.5: Dependence of electrdtlision length constant on electric field magnitude.
The electrodiusion length constantis inversely proportional to the product of the electric
field magnitudeE and molecular charge (valencg) Note thatl exceeds the Debye length
Ap ~ 0.8nm [25] (inside cells), even at the largest electric magfat(10 V/m) and can
therefore be neglected.

The bulk electrolyte is the source of the solute that accateslin the boundary layer. Within the
bulk electrolyte (i.e., outside the boundary layer), gleat drift is the dominant mode of transport,
as gradients in concentration are small. Thus, the rate ighvglolute enters the boundary layer is

determined by the bulk electrolyte concentratjgrand the solute drift velocity, where

GJzEl _ Ds
kT A’

y = Ds (3.31)

The characteristic time of electroditusion is related to the characteristic lengtand drift veloc-
ity v by

(3.32)

4_i(ﬂf_£
v Ds\QezE D¢
7 is the time required for the solute to drift a distantat speed.. 7 is also the time required
for the solute to diuse a distanca. This is consistent with the notion that drift andfdsion

counterbalance one another in the boundary layer.

7 also describes the rate at which the concentration incseaghe boundary layer. Assuming the
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x = L boundary is sfiiciently far from thex = 0 boundary I > vt), the concentratiom(x) within

the boundary layer is described by the exponential function
y(X) =~ (y(0) = yp)e ¥ +y, fort>rand0<x<2A, (3.33)

and the flux of solute into the boundary layewig,. Continuity requires that this flux result in a

corresponding increase in concentration within the bognidger described by

0
D et fortsrand0<x<A. (3.34)
ot 7

Thus, for every time constamt the concentration at the boundas) increases by an amoup.

3.3.4 Discretization Error

As a practical matter, it is important to examine tlfi@et that discretization has on the accuracy of
the model results. How fine a discretization is fine enoughRdfdiscretization is too coarse, the
results may be inaccurate, but if the discretization is toe fi.e., finer than necessary to achieve
results within some margin of error), obtaining a numersziition will come at an unnecessarily

large computational cost.

Here, we consider a 1-D system with no-flux (reflective) bauie as<x = 0 andx = L. Initially

(t < 0), the uniform concentratiop(x) = vy, and the electric field magnitude = 0. Att = 0, a
uniform electric field is applied with magnitude The solute charge; and electric field magni-
tude are of opposite sign such that the solute drifts towaed = 0 boundary. The system length
L is suficiently large that thex = L boundary has noffect on the results near thxe= 0 boundary
on the time scales examined. (I.e.is much greater than the electrical drift distance on thetim
scales considered.) This simplifies the analysis by rengpaity dfect that thex = L boundary
might otherwise have. The system can be viewed as analogaedl$ in system for which the

boundaries far away (e.g., an electroporation cuvette).
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Unfortunately, a time-dependent analytical solution for system of interest is, to our knowledge,
unavailable. As an alternative, for comparison we use aseserece modeling results obtained
using an extremely fine discretization (so fine that it woudidnpractical to use for 2-D or 3-D

systems). We then compare the model results found using reasenably sized discretizations
with the model results found using the extremely fine diszagibn. This approach is of course
predicated on the assumption that as the discretizatierssignks, the model results converge on

the true solution.

In the interest of generality, the results are presenteérimg of a length constant (Eq. 3.30)
and time constant (Eq. 3.32). All systems with the samieandr will exhibit exactly the same

spatiotemporal dynamics.

Figure 3.6A shows the concentratigmelative to the bulk concentration near thex = 0 bound-

ary for a few diferent discretization sizesx at timet = 7. The Ax/A = 0.001 discretization,
which is much finer than the others, can be considered the eghdion. As the discretization
size decreases, the discretized concentration prafieapproaches the trugx). Ax = 21 is
clearly too coarse to spatially resolve the large concaatrgradient atx = 0, butAx = 1 and

Ax = 1/2 do reasonably well. Note that while the concentration $dnde underestimated at the
discretized points, the total solute is not necessarilyeoestimated because the total solute at a

node is proportional tax.

Figure 3.6B shows the error in the concentration profileaifke to theAx = 1/1000 results) for
the discretizations shown in Fig. 3.6A, as well as a few a@heks one would expect based on
Fig. 3.6A, the error decreases &% decreases. For example, wh&r = A, the error atx = 0 is

11 %. WhenAx is decreased t@/16, the error drops to just@ %. For all of the discretizations,
the error decreases with distance from the boundary. Oeedtlshown, the error drops by 2—-3
orders of magnitude. The reason is that the concentrateignt decreases with distance from the

boundary and féectively become more linear, such that even the coarseretisations can cap-
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Figure 3.6: Concentration profiles and error near bounddA) Concentrationy(x) (nor-
malized by bulk concentratiof,) nearx = 0 boundary at = 7 for various discretization
sizesAx relative to the length constant (The inset showax/1.) As Ax/A decreases, the
associated concentration profile convergé) Relative error in concentratiop(x) near

x = 0 boundary at = 7 for various discretization sizesx relative to the length con-
stantd. (The inset showdx/A.) The error is relative to concentration profile found with
AX/A = 0.001. The error decreases as the size of the discretizaticneakes. The error
also decreases with distance from the boundary. The digierior neax/A ~ 3 is simply
the result of a sign change in the error. Note thatXkelL boundary is sfliciently far away
as to have noféect on the results at the= 0 boundary.

ture the changing concentration. The fact thatAlxeequired to accurately mode(x) at a fixed
error threshold decreases with distance from the boundasighnificant. It suggests that variable
nodes spacing would be an excellent approach to achievgigducuracy in model results near
the boundary without the large computational cost of a fingengpacing throughout the system
[17-19].

While Fig. 3.6 shows the discretization errot at 7, it should be recognized that the concentration
and error change in time. Accordingly, Fig. 3.7 shows therdor a broad range of discretizations
and times. The error is shown in twofidirent ways. Figure 3.7A shows the error (relative to a
much finer discretization) at = 0. By contrast, Fig. 3.7B shows the error in the concentnadio
the boundary layer (& x < 1) taken as a whole. This estimation is equivalent to meaguha
error in the total amount of solute contained in the bountrgr. As noted, the coarser discretiza-

tions tend to underestimate the concentration at nodeddnstuse they have largax, they do
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(A) Relative error in concentration: z = 0 (B) Relative error in concentration: 0 <z < A
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Figure 3.7: Temporal behavior of error in concentration near boundgky.Relative error
in concentration at = 0 is shown for a range of duratioh§relative to electrodfusion time
constantr) and discretization sizesx (relative to electrodiusion length constant). The
error is relative to the results of using an extremely finemiszation Ax/A = 2x 1074
nearx = 0). (B) Relative error in concentration averaged ovet & < 2 is shown for a
range of durations(relative to electrodfusion time constant) and discretization sizesx
(relative to electrodfusion length constant). The error is relative to the results of using
an extremely fine discretizatiomk/1 = 2 x 107 nearx = 0). Both plots use the same
pseudocolor error scale, thereby allowing direct compatrisThe results demonstrate that
the error decreases as the size of the discretization dezeelative to the electrdtlision
length constant. The error concentration at= 0 is generally larger than the error in the
concentration averaged over<0x < A. Note that thex = L boundary is sfficiently far
away as to have ndfect on the results at the= 0 boundary.

not necessarily underestimate the total solute within eoredrhis is clear in comparing Fig. 3.7A
and B, as the error of the boundary layer concentration teméi® smaller than the error in the

concentration ax = O.

Figure 3.8 shows the maximum error for each discretizatwnss 0< t < 100r, and can serve
as a guide in determining the size of the discretizationirequo achieve a specified degree of
accuracy. Note that the error in the concentratiox at 0 is much larger than the error of the
concentration of the boundary layer£0x < 1) taken as a whole. Which measure of error is more

meaningful depends on the particular application and itatitin. In the case of electroporation,
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Figure 3.8: Maximum error in concentration near boundary. The maximelative error

in the concentration over all times<0t < 100r is shown for a range of discretization sizes
AX (relative to electrodiusion length constarm). The error is shown for the concentration
at x = 0 and averaged over 8 x < A. For all discretization sizes, the errorxat= 0
significantly exceeds the error averaged over @ < A. In both cases, error decreases as
the size of the discretization decreases relative to tlwretdiffusion length constant. The
error over 0< x < A is proportional to Ax/1)2.

in which transmembrane transport depends on the condentthe membrane, the errorat 0
is more meaningful it < 7. For longer pulses & 1), the error for the boundary layer as whole is
more meaningful because solute will drift a distaride time r. Thus, for longer pulses & 1),

solute within the boundary layer can drift to the boundarytentime scale of the pulse.

These results provide guidance in determining the disattin size appropriate for a particular
system. Specifically, one can use Fig. 3.8 to determine gweatization sizé\x required to limit
error in the interfacial concentration to a specified levélis Ax should be considered a starting
point, as the particulars of a system may require a smaker permit a largeAx while remaining
within error limits. We suspect that for many systems of ries¢, Ax as given by Fig. 3.8 is
conservative (i.e., smaller than necessary). For exanfiplbpundary is semi-permeable (allowing
transport through it), this will limit the accumulation adflste at the boundary. Similarly, in 2-D in
3-D systems, transport around a boundary (e.g., around & calution) may limit accumulation

of solute at the boundary. Both cases are likely to permitgela\x than shown in Fig. 3.8.
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3.4 Conclusions

We have described a robust method of characterizing etiffisive transport in a discretized
system. This method is appropriate for modeling transpgasbtutes that do not contribute signif-
icantly to the total ionic current in a system. Many solutésterest (e.g., drugs and fluorescent
probes) meet this criterion, as they are typically presennuch lower concentration than the
primary charge carriers (sodium, potassium, and chlonds)iin physiologic electrolyte. Under
these circumstance, the molecular transport problem neatetd separately from the electrical

transport problem.

As a result, the molecular transport model presented heyebmaoupled to existing models of
electrical transport (e.g., spatially distributed eleptiration models [6-9, 18, 19, 27, 28]) to yield
a useful picture of transport in biological systems thaiegignce exogenous or endogenous electric
fields.
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Chapter 4

Effects of Hindrance and Partitioning on lonic and Molecular
Transport Through Small Lipidic Pores

Abstract

Quantitative, mechanistic description and understandfredectroporation is important to diverse
applications in biology, biotechnology, and clinical made. Two broad application categories
can be distinguished: (1) delivery of exogenous ions anceoubés into cells, and (2) redistri-
bution or release of endogenous molecules within or fronscéh both cases, transport through
membrane pores are critical events that influence dowmstbéalogical outcomes. Here we con-
sider two fundamentalfiects that partially govern solute transport through lipigores: steric
hindrance and partitioning. Thesfexts account approximately for the impact of solute size-(hi
drance) and charge (partitioning) on transport. We firstwshaw classic descriptions of hindrance
and patrtitioning for spherical solute in infinitely long psrcan be approximately adapted to elec-
tropores and to non-spherical solutes. As partial valiaatwe then use our methods to interpret
the important lipid bilayer membrane pore conductance oreasents of Melikov et al. (Biophys.
J., 80:1829-1836, 2001). The Melikov et al. experimentsntehe average pore conductance val-
ues for two very dierent electrolyte solutions, KCl and NMDG-glutamate, fdrieh we find that
both are consistent with an average pore radius vald@rim at 180 mV transmembrane voltage.
More broadly, our analysis suggests that the minimum-sare padius for bilayer lipid mem-
brane, an important quantity in electroporation modeds in the approximate range96- 1.0 nm.
Finally, we describe how steric hindranc@eats the solute size selectivity of small pores. In fu-
ture experiments our results could be exploited to estitie@eninimum-size pore radius in cell
plasma membranes using established experimental tea@miQwerall these approximate descrip-
tions and estimates comprise basic ingredients for loeatelporation models embedded in either
single planar membranes or curved cell membranes.
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4.1 Introduction

Two broadly distinguishable applications of electropimmatcontinue to grow: (1) delivery of
molecules into cells (and less often, release of molecutes €ells), and (2) non-thermal cell re-
moval by necrosis or apoptosis, with the type of cell deatipsated to result from fiering lethal
redistribution of one or more types of biologically actiems or molecules. In both broad cases,
lasting biological &ects are hypothesized to depend on the net (cumulative)colaletransport

through electroporated cell membranes.

Significantly, increasingly realistic quantitative deptions of cell-level electroporation are there-
fore important. For this reason, our goal is improved, usdéscriptions of net (cumulative)
molecular and ionic transport. Here, we consider two funelatad éfects that partially govern
pore-mediated transport: steric hindrance and partitgpnSpecifically, we consider short cylin-
drical aqueous pathways, which provide an approximatiothéointernal (central) region of a
toroidal lipidic pore. Further, while a cell membrane talai pore is envisioned, our results are
also relevant to iontophoresis pathways that can be appadgd as cylindrical within low dielec-

tric constant (relative permittivity) media.

Movement of solutes (ions and molecules) through eledlyicaeated transient aqueous pores is
complicated, involving both “insertion” (partitioninghd “frictional drag” (hindrance). In com-
parison to electrodiusion within bulk media such as aqueous electrolytes, nudstes are ener-
getically reluctant to enter the small volume of a pore ioteregion. This is the conceptual basis
of the partition factorK. Moreover, after a solute enters a pore its movement issifrrestricted,
which is often described by a hindrance factdr,In short, “getting in” involves partitioning, and
“moving through” involves hindrance. Both hindrance andigianing are significant if the solute

size is close to that of the pore interior region.

Much of what is known about electroporation and pores has determined through the analysis
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of transport, whether electrical [1-7] or molecular [8=18¢cause the very short characteristic
time and length scales limit the ways in which pores, and ffeets of pores, can be observed. It
is for this reason that characterizing the interaction leetwpores and solutes is important: Anal-
ysis of electroporation-mediated transport can tell ushralmout pores, but only in the context of
a useful, quantitative characterization of the how poféscaitransport. Here, as a first step, we

describe the pore hindrance and partitioning, the primaggms by which pores restrict transport.

Much of the basic work on hindrance and partitioning has lweened out by chemical engineers,
motivated by topics such as molecular transport througficgat porous membranes and narrow
diameter cylindrical tubes [19-24], and by electrical exegrs motivated by problems posed by
biological systems and clinical applications [25]. We Huiln this substantial work in adapting
hindrance and partitioning for approximate, but realigtiore geometries and non-spherical so-

lutes.

In addition to our interest in electroporation, we recogrizat pharmaceutical science has a per-
sistent, strong interest in drug delivery, and therefooigles many examples of experiments and
modeling for ionic and molecular transport [22, 23]. Elaxt drug delivery by iontophoresis is a
major example [26—29]. However, electroporation appidcet provide the primary motivation for

the present paper.

4.2 Methods

For clarity of presentation we begin with implications ofeshape, including molecular properties
[30]. We then consider the relatively simple case of eleliffosion in bulk electrolyte [31], and

progress to the electrical resistance of pores, and thimclisin between transmembrane voltage
and transpore voltage. The next topic of hindrance is cyosdhted to electrical resistance, so we

treat that before partitioning.
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4.2.1 Pore Shape and Size

Hydrophilic lipid pores have long been assumed to be totardahape [1-3, 32, 33], with the
heads of the lipid molecules rotated into the interior of ploee wall to minimize exposure of the
hydrophobic lipid tails to water molecules. Molecular dgmes simulations [34—39] over the past

decade have provided further evidence of the toroidal sbaperes.

In the analysis here, we will generally assume that poresdeed toroidal in shape, as shown in
Fig. 4.1A. However, we find it convenient to sometimes appnate this shape as trapezoidal, as
shown in Fig. 4.1B. That s, as a trapezoid rotated about & @ther than a circle rotated around
an axis (as for a toroid). While some relevant analyses haea based on toroidal pores, such as
the electrical force that drives pore expansion [40], ctteve been based, out of convenience, on
trapezoidal pores. An example of toroidal pore use is thenasibn of the energy of charge in a
pore [2, 3]. As is apparent from Fig. 4.1, théfdrences between the toroidal and trapezoidal pores
are minor. The fluctuating pores created in molecular dynarsimulations variously resemble

both pore conformation.

For both toroidal and trapezoidal pores, the pore radjusfers to that of the centermost position
along the axis of the pore (Fig. 4.1). We will refer to this wahregion as the “internal” region
of the pore, and the entrance and exit regions (on eitherdgdittee internal region of the pore) as
the “vestibules” or “vestibular” regions of the pore. Them@ane has thicknesk, = 5nm and
internal region of the pore has a thicknelgs= d/2 = 2.5nm. The value ofi, was chosen such

that the geometry of the trapezoidal pore closely approtechthe geometry of the toroidal pore.

4.2.2 Molecular Properties

Several molecular species (solutes), ranging from ionsgdtems, were selected for their rele-
vance to electroporation research (Table 4.1). Their widahging size and charge also illustrate
how these molecular properties cdifieat the interaction between transported species and mem-

brane pores. These considerations are particularly nrel@uzen a solute is similar in size to a pore.
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(A) Toroidal pore
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(B) Trapezoidal pore
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Figure 4.1: Pore shape and siz§A) Toroidal pore. (B) Trapezoidal pore. Both pore
conformations have radiug, and lie within a membrane of thicknesls, = 5nm. The
“‘internal” region of the trapezoidal pore has thicknes= dn/2 = 2.5nm, and each
broad “vestibule” on either side of the “internal region”shthicknessdy/4 = 1.25nm.

The wide vestibule contributes relatively little to poredtical resistance, partitioning and
hindrance. The value af, was chosen such that the geometry of the trapezoidal pore
closely approximates the geometry of the toroidal porehis inodel, pore expansion and

contraction are assumed to change agly

The structures of the small (non-protein) molecules weraiobd from the PubChem (http:
pubchem.ncbi.nlm.nih.gov) and Chemical Entities of Bgpdal Interest (ChEBI) (httg/www.ebi.
ac.ullchebi) databases. The structures of the proteins werenelot&iom the Protein Data Bank

(PDB) (http7/www.pdb.org). The source of each structure is shown in Taldle

The size and shape of the molecules were examined with UCSfRetd [41] (version 1.4.1,

2010, http//www.cgl.ucsf.edfchimera). For the purposes of assessing the molecular aimmbs
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Table 4.1: Sources of Molecular Structures and Basic Molecular Piazer

Molecule Database ID rs (nm) Is (nm) Zs

Calcium PubChem 271 0.34 0.68 +2.00
Chloride PubChem 312 0.17 0.34 -1.00
Potassium PubChem 813 0.18 0.36 +1.00
Sodium PubChem 923 0.23 0.46 +1.00
Bleomycin A  ChEBI MSDCHEM:BLM 0.89 2.76 +0.67
Glutamic Acid  PubChem 104813 0.32 0.96 -1.01
Meglumine PubChem 4049 0.33 1.30 +0.98
Propidium PubChem 4939 0.69 1.55 +2.00
Yo-pro-1 PubChem 6913121 0.53 1.71 +2.00
Cytochromec  PDB 2B4Z 2.04 4.27  +9.00
HSA PDB IN5U 4.32 9.26 -1102

rs: Radius of cylindrical approximation to molecule (nny. Length of cylindrical
approximation to molecule (nms: Net charge (valence) of molecule at pH 7.4.

dimensions, the molecules were assumed to be cylindricsthéipe with radiuss and lengthl.
The detailed computational methods used to “measure” theiep based on their van der Waals
surface are described in Ref. [30]. For the small ions (oat¢ichloride, potassium, and sodium),

the corrected Stokes radius [30] was used foand because they are spherical, we asdymer..

Figure 4.2 illustrates the approximation of yo-pro-1, pdiygm, and bleomycin A as cylinders.

While the molecules are clearly far from perfect cylinder®ir shape and size are much better

represented by cylinders than by spheres.

The ChemAxorCalculator Plugingversion 5.3.8, 2010, httppwww.chemaxon.com) were used to
determine the net charggof each small molecule (non-protein) [30]. This was done singithe
Calculator Pluginso determine the distribution of microstates of each mdieatipH 7.4 and the
charge of each microstate. The net charge of each molec@é¢hea calculated as the weighted

average of its microstate charges.

The online tool H-+ [42, 43] (version 2.0, 2010, httfhiophysics.cs.vt.edH++) was used to cal-
culate net charge of each protein at pH 7.4 [30]. This contmurtal tool is specifically designed

for macromolecules and evaluates their charge in a manméasio that described for the small

molecules.
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(A) Yo-pro-1

< I8 =

(B) Propidium
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Figure 4.2: Cylindrical approximation to molecular shapgd) Yo-pro-1 s = 0.53 nm,
s = 171 nm). (B) Propidium ¢s = 0.69nm,ls = 1.55nm). (C) Bleomycin A (rs =
0.89nm,ls = 2.76 nm). Note that the three molecules are not shown to the seate. The
cylindrical approximation to molecular shape gives a moeeige description of molecular
shape than a spherical approximation, while still beingoétnenough to facilitate in silico
“measurement” of molecular dimensions.
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The molecular charge data are summarized in Table 4.1.

4.2.3 Transport in Bulk Electrolyte

Electroditusion is the transport of charged solute by the combinati@textrical drift and difu-

sion. The electrodiiusive fluxJs in bulk electrolyte is described by [25, 31, 44]
Ds
Js = —-DsVy - ﬁqezsyvﬁb' (4.1)

Here,v is solute concentration; is electric potentialDs is solute difusivity, z is solute charge
(valence),ge is elementary charge is the Boltzmann constant, afddis absolute temperature.
The first term in Eq. 4.1 describes the flux of solute resulfiogn a gradient in concentration
(diffusion), and the second term describes the flux of solutetiegudtom a gradient in electric

potential (electrical drift).

In electrolytic systems, the primary charge carriers (gahesmall ions, e.g., chloride, potassium,
and sodium) can be treated collectively for simplicity. Tgreperties that characterize the ions
and influence their transport (i.e. fldisivity and charge) are subsumed into the single macroscopi

guantity conductivityr. The electrical fluxJs in bulk electrolyte is described by [44]
Js= -0V (4.2)

That is, the flux of charge results from the gradient in elegtotential.

The equations describing transport in bulk electrolytegtbr electrodiusive (Eq. 4.1) or electri-

cal (Eq. 4.2), implicitly regard the transported solute@ssisting of point charges. This continuum
assumption is reasonable in the bulk electrolyte, but ndihénlimited confines of a pore, where
the finite size of the solute, as well as the specific eledtitaractions between the charge and

the nearby lipids of a low dielectric constant pore, becoigeiicant.
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The objective of this study is to relate electrical and molarctransport through pores to electrical
and molecular transport in bulk electrolyte. Therefore, ¢hectric potential and solute concen-
tration will be treated as known quantities. It follows thia¢ flux through a pore based on bulk
electrolyte assumptions is also known (through Eqgs. 4.14a20d Specifically, we show that the
flux Js pthrough a pore is simply related to the fldxcalculated using bulk electrolyte assumptions
(Egs. 4.1 and 4.2) by

Js.p = HK s, (4.3)

whereH is the hindrance factor ari€l is the partition factor.

4.2.4 Electrical Resistance of Pores

When an ion subject to an electric field approaches a pore {Flg, its surroundings may no
longer be considered homogenous (as in bulk electrolyte)tarsize and charge become impor-
tant determinants of its interaction with its environmemd aesulting transport. Chief among these

interactions are hindrance and partitioning.

Consider the internal region of the trapezoidal pore in Eid. It has radius,, depthd,, cross-
sectional ared\, = nrg and conductivityr,. Ignoring any interaction between the ions that com-
prise the medium (and give rise to the conductivityy and assuming that the ions are point charges

(i.e., using bulk electrolyte assumptions), the condumtap , of the internal pore region is
P

In general, the conductivities,; ando, on the two sides of the membrane (e.g., extracellular and
intracellular) are not the same. If half of the pore (i.e.ylntrical region with radius, and length
d,/2) is assumed to contain medium of conductivityand half is assumed to contain medium of

conductivityo,, then the average conductivity, in the pore is

20710
= . 4.5
Tp o1+ 0> ( )
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As will be described in the following sections, interactiogtween solute ions (or molecules) in a
pore and the pore gives rise to a pore hindrance fadtand partition factoK that scale the pore
conductance as it is given in Eg. 4.4. That is, accountingpfiodrance and partitioning, the pore
conductance becomes

Opp = O'p(;ﬁ HK. (4.6)

p

The resistanc®, , of the internal pore region is thus

L. I 4.7
Ror Opp OpAHK *.7)

In addition to the resistand®, , of the internal pore region, there is an access resisndd5, 46]
associated with each side of the membypoee. It is clear from Eqg. 4.7, that pore resistance is
determined by both material properties (ed,) and geometric properties (e.@\, andd,) of a
system. Access resistance (which is also known as spreesigjance [47]) arises from the fact,
in order to pass through a pore, ions follow local, inhomagers electric fields in the electrolyte
before entering and after exiting a pore. That is, becausetis can only traverse the membrane
by passing through pores, their paths are “focused” thrqaayks, and this results in the access

resistance.

The pore access resistariRe, is the sum of the access resistance for each side of the poieh w

are not, in general, the same:

1 1 o1+ 02
= = : 4.8
Rp,a 40'1rp " 40'2rp 40'10'2rp ( )
NonethelessR, , can be written in terms af, as
1
Ro.a (4.9)

2071
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The total resistanci, associated with a pore is therefore the sum of the resistirtoe internal

pore regiorR, , and the access resistariRg:

Ry=Rop+ Roa= AR + 2(fprp' (4.10)

4.2.5 Transmembrane and Transpore Voltage

A transmembrane voltagep,, can arise due to either endogenous (e.g., metabolicaliylested
ion concentration diierences or ion pumps) or exogenous (e.g., electric pulsergkm) sources.
Far from a pore, the transmembrane voltage is simply, asaimenmplies, the voltage drop across
the membrane. In the vicinity of a pore, the transmembraittag®eis the voltage drop across the
pore and the electrolyte regions near the pore entfaxitéhat give rise to the pore access resis-

tance.

The definitions of transmembrane voltage in the absence i@se&ipce of a pore may appear con-
tradictory, since the former includes only the voltage dnopss the membrane whereas the latter
includes the voltage drop across the membrane and a regelaaifolyte. The apparent discrep-
ancy is resolved by realizing that the voltage drop acrogstes comprising electrolyte and an
intact membrane occurs almost entirely across the memiecsise the membrane resistivity is
orders of magnitude larger than the electrolyte resistivitherefore, the voltage drop across an
intact membrane alone is the same as the voltage drop abmssembrane and some amount of

electrolyte.

In the vicinity of a pore, a transpore voltage, can also be defined. This is the voltage drop
across the internal pore region (i.e., not across the pa&saaegion). The transpore voltatys,

is related to transmembrane voltafe,, through voltage division:

Rop

" Rop+ Ron A

Adp Ry

Adm Om. (4.11)
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The circuit diagram in Fig. 4.3 shows the relationship be&m#g,, Ag,, and the resistancé,

andR; , that comprise the total resistanRgassociated with a pore.
_|_

Rp.a

A + PR,

App =Rpp

/

Figure 4.3: Pore voltages and resistances. The total resistBpessociated with a pore is
the sum of the pore access resistaRggand the resistance of the pore itsgjf,. The total
voltage drop across the pore and pore access regions isatimriembrane voltag&g,,
while the voltage drop across the pore alone is the transpitageA¢,. The magnitude
of Agp relative toAgr, is determined by the voltage division between R, and Ry .
Generally, the ratid\¢,/A¢pm decreases ag increases.

4.2.6 Hindrance for Spherical lons and Molecules

Continuum models of the bulk medium implicitly assume tlmahsported molecular species ex-
ist as infinitesimal points. However, real molecules are nbtourse, infinitesimal. They have
finite size, and thisféects the transport of molecules through pores, especidignvwhe size of
the molecule is on the same order as the size of the pore. iGomt models are smoothed repre-
sentations of molecular systems. They are useful and paiwhen the spatial scale of the system
region is large enough that statistical fluctuations wittme region are small and thus enable a

spatiotemporal average to approximate the state of thegrey®gion [24].

The general problem motivating our analysis is transpog sblute that is present at a relatively
small concentration compared with the background ubigsitnall ions (sodium, potassium, and
chloride) of physiologic aqueous media. Small ions shoeldistinguished, as they are essentially
ionized, hydrated atoms, which can be regarded as sphericgsiologic media usually exist out-

side or within a cell in vivo, and are often (but not alway)ypded experimentally in vitro.
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The dfect that a molecule’s finite size has on its transport thraauglore can be accounted for
through a hindrance factor [48] that diminishes the transghat one would calculate in the ab-
sence of hindrance. In other words, if one calculated a nuirthrough a pore in the absence
of hindrance, then accounting for hindrance, the currenildvbeiH, whereH is the hindrance

factor. The hindrance factor is dimensionless and lieserréimge O< H < 1.

Hindrance arises from twdlects that impede transport through pores: (1) the decrestigative
(accessible) area of a pore when solute size is accounteohéb(2) the drag (kinetic dissipation)
exerted on the solute by the pore walls [49]. Thus, the himtrdactor, which is a function of the
solute radiuss and the pore radius,, is itself the product of anfiective area factof, and a drag
factor fp:

H = fafp. (4.12)

Accounting for hindrance is flicult. Accordingly, a number of étierent approximate equations
for hindrance have been developed [50, 51]. Here, we usedilietion developed by Bungay and
Brenner [52] because, in contrast to most other hindrangatems, it is valid over the entire range
0 < rs < rp. While the hindrance equation developed by Renkin [48] haes better known, it
only holds for 0< r¢ < 0.4r,, [50].

It should also be noted that these hindrance equations veenreed for systems in which the pore
length is much greater than the pore radidis>$ rp) and solute molecules are spherical in shape.
Here, the initial development and description of hindramdkbe consistent with these traditional
assumptions. However, we will then show how the hindrantienase can be modified for more

realistic geometries (i.e., less elongated pores witmdyical solute molecules).
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Effective Pore Area Factor

In contrast to an idealized infinitesimal solute, which caness the entire interior of a pore, a
realistic solute of finite size can access (occupy) only drgral region of a pore. This means that
the distance from the center of the solute to the pore walltrexiseedrs. As the radius of the
solute approaches the radius of the pote< rp), the solute becomes increasingly restricted, and
when size of the solute exceeds the size of the pgre (), the solute cannot even enter the pore.
This basic concept is well-established. It is mainly a goesof which approximate, numerical

description to employ.

More specifically, a cylindrical pore of radiug has cross-sectional arég = :rcrg. However, a
solute of radiugs can only access the central region with radigis- rs, which has the #ective
pore aredq; = 71(rp — s)?. The (dimensionless)iective area factof, is simply the ratio [48]:

o =

2
E:”(rr’_‘rs)z:(l_k) , (4.13)

A mrs

I'p

Drag Factor

The second source of hindrance for a solute traversing aipdhe drag exerted on the solute
molecule by the walls of the pore. The (dimensionless) deagof developed by Bungay and
Brenner [52] is

(4.14)

where
f(1) = gnz V2(1-2)2 (1+ay(1- 1) + ay(1 - 1)) + 8 + asd + a5 + apA® + azd*  (4.15)

anda = rg/rp. The constants; (i = 1,2,...,7) are shown in Table 4.2.

Figure 4.4 shows how the pore hindrance fa¢t@nd its component factoifg and fp vary with A.
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Table 4.2: Values of Coéicients in the Bungay-Brenner Hindrance Equation

Parameter Value
EY -1.2167
a 1.5336
as -225083
N -5.6117
as -0.3363
ag -1.216
ay 1.647

For all A, the drag factor contributes more significantly than tfieaive area factor in hindering
transport of a solute through a pore. To our knowledge, tiereot intuitive explanation for
Eq. 4.15 and the parameters in Table 4.2. Instead, it is amgheaof the complexity of solute

transport within even a simple pore geometry. This forcesuge of numerical methods.

1 T T T T

:fA
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W
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Figure 4.4: Hindrance factor for spherical solutes. The pore hindrdacer H is shown
with the dfective pore area factdin and drag factoifp that comprise itil = fafp). A is
the radius of the solute relative to the radius of the pare (s/rp). The hindrance factar
(0 < H < 1) scales the transport through a pore. Thus, wihen 0, transport is maximally
hindered (transport goes to zero), and wlien— 1, transport is minimally hindered or
unhindered (transport is as in bulk electrolyte). Foralthe drag factorfp contributes
more significantly than thefiective area factof, in hindering transport.

4.2.7 Hindrance for Cylindrical Molecules

We emphasize the fact that Eq. 4.12 was developed for splheatute moleculedd ~ 2r) in
long, slender cylindrical poresl{ > r,). It follows from these two conditions that the solute
molecules are much smaller than the pore lenbthk«( d,). These three conditions generally do

not apply to electroporation-mediated transport becaokgesmolecules may be large (relative
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to the pore length), solute molecules may be non-sphewcal,pores are not long and slender.
Even for minimum-size pores{~ 0.8 nm) [3]), dn/2r, is only ~3. In response to conventional
electroporation pulses, pores expand to significantlyelasgze [53-55], and the,/2r, becomes

even smaller.

Due to these limitations of the hindrance equation (Eq. $} M2 developed simple modifications
to generalize it for systems with any or all of the followirtgee characteristics: (1) large solute
relative to the pore lengtlis(«« d,), (2) cylindrical (non-spherical) solute moleculés# 2rs), and
(3) short, wide poresd, > r,). To avoid confusion, hats are placed over symbols speoifibé

modified hindrance factdfi and diferentiate them from the original pore hindrance fa¢tor

As in the case of the original pore hindrance fadtb(Eqg. 4.12), the modified pore hindrance

factorH is the product of anféective pore area factdi and a drag factofp:

A A

H = fafo. (4.16)

We assume that fierential torques due to both heterogeneous flow and fieldsthegore en-
trance (and exit) on a cylindrical molecule align the moleauch that it enters a pore with its
long dimension parallel to the axis of the pore (Fig. 4.5)th\his orientation, theféective pore

area factorf, is that of the original formulation (Eq. 4.13):
~ r 2
fa=fa= (1— —S) . (4.17)

'p

The relationship between the modified hindrance drag faigi@nd the original hindrance drag

factor fp is more complicated. First we must relate the drag fatdo the drag resistance itself.
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Figure 4.5: Movement of a cylindrical molecule through a pore. The ajical molecule
has radiugs and lengthls, and the pore has radiug and thicknessl, in a membrane of
thicknessdn,. As shown, the molecule is assumed to traverse the pore igilbrig axis

parallel to the axis of the pore.

Rp

Figure 4.6: Circuit analog for molecular transport through a poyeis the driving force
for molecular transport, which is determined by the graidiem solute concentration and
electric potential across a membrane pdReis the resistance to molecular transport, ex-
cluding hindrance due to draRis determined by factors such as the solutéudivity and
the cross-sectional area and length of a pore. In other wBro=ates the rate of transport

i to the driving forceV, ignoring hindrance due to dradp is the resistance to molecular
transport that arises specifically due to the drag on a midexuit traverses a pore. Lilk

Rp influences the rate of transparfior a given driving forcev.
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Figure 4.6 shows a simple circuit representation of mokactransport through a pore. In this
mathematically analogous circuit abstractighns the driving force for molecular transport, which
is determined by the gradients in solute concentration deciree potential across a membrane

pore (Eq. 4.1).

In this analogyR is the resistance to molecular transport, excluding himcgadue to dragR is
determined by factors such as the solutéugdivity and the cross-sectional area and length of a
pore. In other wordsR relates the rate of transparto the driving forceV, ignoring hindrance
due to drag.Rp is the resistance to molecular transport that arises spaltyfidue to the drag on

a molecule as it traverses a pore. LReRp influences the rate of transpartor a given driving

forceV.

The hindrance drag factdg is, by definition, the ratio of the diminished transport tbaturs with
drag to the transport that would occur without drag. Theesfm terms of the resistanc&sand
Rp in Fig. 4.6,

R
fp = R RS (4.18)
Rearranging Eq. 4.18, the drag resistaRges related to the drag factdp by
1
Rp = R(— - 1). (4.19)
fo

Note that whenfp, — 0 (maximal hindrance)R, > R, and whenfp, — 1 (minimal hindrance),

R < R

We assume that the resistance due to drag on a moleculesirayer pore is proportional to the

length of the interfacé; , between the molecule and internal pore region:

lsp=min (I, dp). (4.20)
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In other words]s  is the lesser ofs andd,. Additionally, we assuméD = fp whenlg = 2rg. That

is, a cylindrical molecule with lengtly = 2rs is considered equivalent to a spherical molecule with
lengthrs. Thus, the drag resistan& on a cylindrical molecule with radiug and molecule-pore
interface lengths ,is approximately related to the drag resistaRgeon a spherical molecule with

the same radius, by

. ls
Ro = Ro (2_rp) (4.21)

Substituting forR, andRp based on Eq. 4.19,

e

Solving for fp yields

(4.23)

A spherical molecule of radius; is regarded as a cylindrical molecule of radigsand length
ls = 2rg so thatH = H. Accordingly, there is no need to use one hindrance equéditspherical
molecules (Eq. 4.12) and another for cylindrical molec(s 4.16) because the is equivalent

to H for small, spherical molecules.

Figure 4.7 shows the dependence of the hindr&hoe pore radius, for the ions and molecules in
Table 4.1. The hindrance factbr (0 < H < 1) is determined by the size of a solute relative to the
size of a pore and scales the transport through a pore. Thes v — 0, transport is maximally
hindered (transport goes to zero), and wkkrs 1, transport is minimally hindered or unhindered
(transport is the same as in bulk electrolyte). As the podeusx, increases the hindrance factor

H also increases, and solute can more easily pass througlea por
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Figure 4.7: Hindrance factor for cylindrical solutes. The hindrancetdaH is shown for
(A) ions and(B) molecules. Note that the distinction between ions and @ubngolecules
is somewhat arbitrary, and the same hindrance equatiats tseth. The hindrance factét

(0 < H < 1) is determined by the size of a solute relative to the sizepire and scales the
transport through a pore. Thus, whein— 0, transport is maximally hindered (transport
goes to zero), and whef — 1, transport is minimally hindered or unhindered (transpor
is the same as in bulk electrolyte). As the pore radyisicreases, the hindrance factdr
also increases, and solute can more easily pass througle.a por

4.2.8 Partitioning

The partition factor is an equilibrium-based quantity ttiescribes the decreased concentration of
a charged solute found inside a pore relative to in the bulktiem. The lowered concentration
results from the energy cost of moving a charge in a mediurn svhigh dielectric constant (e.g.,
water) into membrane pore with a low dielectric constang.(egpore in lipid bilayer) [56, 57].
More generally, the partition factor is the ratio of coneatibns (activities, strictly) between two

contacting media in equilibrium [22].

The partition factor, like the pore hindrance factor, playRindamental role in determining the
transport of charged solute through membrane pores. Thealidevelopment of the partition
factor for an ion within a membrane by Parsegian [56, 57] rmakany of the same assumptions
as those made by Bungay and Brenner [52] for hindrance, famele that the solute is an ion in
the center of a long, cylindrical pore. Chernomordik et 2].\jere the first to develop a partition

factor equation for ionic transport through lipid membraoees by assuming a trapezoidal energy
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profile for an ion passing through pore, which reflects theraxgmately trapezoidal shape of
the pore itself. As in the development of hindrance, we wilke some simple modifications to
generalize the partition factor equation developed by Gtraordik et al. [2] for use with larger

solutes, which we will also treat as cylindrical.
Effective Charge of Molecule in Pore

In developing a partition factor equation relevant for selonolecules with size of the same order
as or larger than a pore, we must address the fact that thie gahd its charge) may not fully
fit within a pore. As in the development of the hindrance eigmatwe assume that molecules
can be characterized as cylindrical in shape and that thé emesgetically favorable orientation
in a pore is with the long dimension of the molecule paraltethte pore axis (Fig. 4.5). Given
this orientation, we further assume that the charge on theeesmolecule moleculez, is evenly
distributed along its lengths. This is a useful simplifying assumption that cannot be cleteby
correct. With this assumption, when a molecule is centerghlirwa pore of thicknessl,, the

charge within the pore is
d
Zyp= zsmin(l, —p). (4.24)

ls

For small moleculed{ < d,), z , = z. For larger moleculed{> d,), z, < Z (in magnitude).
Born Energy

Placing a charge at the center of a pore in a low dielectric brane results in an energy cost
(relative to being in the bulk medium) termed the Born enevgyParsegian calculated the Born
energy for an ion in an infinitely long pore [56, 57], which itleeoretical interest but not directly
applicable to pores of finite length, like those considerexthindeed, Vasilkoski et al. [47] used
numerical techniques to show that Born energy for a cylsadmpore withd, = 5nm is signifi-

cantly smaller than for an infinitely long pore.

Using notation previously established by others, we usddth@wving equation for Born energy

Wo.

2
Wo(rp) = 5.3643255) 1502

T Mo (4.25)
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This is the energy (in units ofT) required to place (insert) a chargg, into the center of a
toroidal pore of radius, for zero transpore voltage. We note that Eq. 4.25 is an umghsd
result developed by Axel Esser (M.I.T.) and Zhen Ji (U. Wisgin, Madison) using a numerical

approach along the lines of those in Kuyucak et al. [58].
Partitioning Equation

Chernomordik et al. [2] developed the following equationtwone small diference: they used
transmembrane rather than transpore voltage, as noted)delothe partition factoK, assuming

that the energy profile (vs. position along axis of pore) ofharged solute in a pore is trapezoidal

in shape:
Mo — 1
Ko Avp) = o T (4.26)
Here,qe is the electronic charge,is the relative entrance length of a pore, and
OeZs,p
Ay = —=Ady,. 4.27
Yp KT ¢p (4.27)

Ay, is the dimensionless transpore voltage. In their formatgtChernomordik et al. [2] used the

dimensionless transmembrane voltage,, rather thamy,, where

_ OeZs,p
Am = KT

Ad. (4.28)

We assume that this is because they did not account for wtagsion due to the pore access
resistance, in which case the transmembrane voltageand transpore voltaga¢, would be
equivalent. We argue that the transpore voltage seems rppregiate for partitioning, as it is the

transpore voltage that relates to the magnitude of thereédild within the pore E, = A¢p/dp).

In Eq. 4.26,n is the relative entrance length of a pore, or the fractiorhefrhembrane thickness
dn over which the trapezoidal energy profile is increasing are@sing. Chernomordik et al. [2]
usen = 0.31, and Glaser et al. [3] use= 0.15. These values were chosen to fit their experimental

data, rather than based on considerations of pore geonitdrg, we use a geometry-based value
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n = 0.25 for two reasons. First, this value is intermediate behnbese of Chernomordik et al.

and Glaser et al., the only experimental determinationsre/@ware of. Second, it is reasonable to
assume that the trapezoidal energy profile should be atitepstt related to the trapezoidal pore
geometry (Fig. 4.1) [3]. In other words, we assume d,/2d,,. Neither the early nor the present

values ofn are based on detailed calculations but appear to be reds@simates.

In using Eq. 4.26, one should note th&tis indeterminate wheny, = 0. This problem can be

resolved by evaluating Eq. 4.26 in the limig, — 0, using L'HOpital’s rule twice to obtain

Wo
(Wo(1 = 2n) + 2n)e% —2n°

Aumo K(rp, Agp) = (4.29)

Figure 4.8 shows the partition factor as a function of poteusr, and solute charge (in pora),
for a few transmembrane voltagas,. Asr, increasesz , decreases, afml A¢n, increasesk
increases (approaches 1), as all of these decrease thg baetigr for a charged solute entering a

pore.

4.3 Results and Discussion

4.3.1 Estimation of Radius of Minimum-size Pores in BilayeLipid
Membrane

Transport through pores is both size-dependent and cliggendent due to hindrance (Eq. 4.16)
and partitioning (Eq. 4.26). As a result, quantitative deieations of pore conductance for solutes

that difer in size angbr charge can enable estimation of pore size.

Melikov et al. [6] examined pore conductance in voltagexgad bilayer lipid membranes (BLM).
Using highly sensitive methods, they measured noisy buhtiged steps up and down in mem-

brane conductance, which they attributed to the creatiohdastruction of discrete pores. Given
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Figure 4.8: Partition factor for transmembrane voltage,, values(A) 0.0V, (B) 0.1V,

(C) 0.3V, and(D) 1.0 V. For each, the partition factdt is plotted against the pore radius
rp for a range of solute charges (in the porg), as indicated by the inset. The partition
factorK (0 < K < 1) arises because of the Born energy cost (relative to beitigei bulk
medium) required to place a charge in pdfescales transport through a pore. Thus, when
K — 0, transport is maximallyféected (transport goes to zero), and wiker»> 1, transport

is minimally afected (transport is as if bulk electrolyte filled the porejcreases in the
pore radiug, and transmembrane voltagér, increase the partition factdt, resulting in
greater transport, and increases in the solute chargeg(ipdfe)z , decreases the partition
factorK, resulting in less transport.
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the relatively small magnitude of the transmembrane vekapplied £ 500 mV), we expect that
the pores were at or negy mi,, the radius at which there is a local minimum in pore energgnwh

the transmembrane voltaged$00 mV [55, 59, 60].

To probe pore size, Melikov et al. [6] insightfully perforchéheir experiments using twofterent
electrolyte solutions: KCl and NMDG-glutamate. (Note tNMDG and glutamate are also known
as meglumine and glutamic acid, respectively.) Becauséattes solution resulted in a decrease
in average pore conductance relative to the former, Meldoal. reasoned that pores should be
roughly the same size as NMD@nd glutamaté ions and that the results were consistent with a
pore radius ok 1 nm reported in the literature at that time. Here, we use tathaus developed
above to take a closer look at the Melikov et al. experimext tie implications for pore size.
Furthermore, we use the results to test our methods, as thesjze predicted by KCl and NMDG-

glutamate should be the same.

Melikov et al. [6] did not specify the temperature at whiclkitrexperiments were performed, so
we assumed a typical room temperature of@2The conductivity of 100 mM KCI is . 298 §m

at 25°C [61], which we adjusted t0.20 §m at 22°C, as described by Smith et al. [30]. Melikov
et al. reported that the conductivity of their NMDG-glutamaolution was smaller than their KCI

solution by a factor of 1.5 [6], or.80 §m at the assumed 2€.

We examined the relationship between pore radjuand pore conductanag (= 1/R,) using
the methods described above for calculating pore condcetand the solute properties of potas-
sium, chloride, NMDG, and glutamate listed in Table 4.1. thertransmembrane voltage, we used
A¢m = 180mV. Itis unclear from Melikov et al. [6] exactly what tismembrane voltage was used
for the KCl and NMDG-glutamate comparison, but we tdak, = 180 mV to be most likely, as it
was this transmembrane voltage that was used to presenhisteigram of conductance measure-
ments for KCI (Fig. 5 of Ref. [6]). Additionally, the mean goconductance in their histogram was

consistent with the mean pore conductance reported for K@la main text.
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Figure 4.9: Relationship between pore conductance and pore radiusrisrused in Me-
likov et al. [6]. That study investigated the average comaluce of pores in BLM using so-
lutions of KCl and NMDG-glutamate at transmembrane voltagg we take to be 180 mV.
This figure shows, for each species, the pore ragjusrresponding to pore conductance
gp- In their important experiments, Melikov et al. [6] foundatithe mean pore conductance
was 450 pS for the KCI solution and 100 pS for the NMDG-glutensalution. As shown,
the pore radius,, corresponding to 450 pS for KCl is(3 nm, and the pore radiug corre-
sponding to 100 pS for NMDG-glutamate is als@3nm. That both electrolyte solutions,
which comprise solute of veryfilerent shape and size, are consistent with the same average
pore sizerp provides partial validation of the methods presented is $hidy and suggests
that the average pore siggin BLM is indeed~1.03 nm.

Figure 4.9 shows the relationship between pore conducigyaed pore radius, for all four so-
lutes. In their experiments, Melikov et al. [6] found thaétimean pore conductance was 450 pS
for the KCI solution and 100 pS for the NMDG-glutamate saati In our analysis, 450 pS was
consistent with a mean pore radius dd41 nm for potassium and@6 nm for chloride, for an av-
erage of 103 nm for KCI. 100 pS was consistent with a mean pore radius0&0lnm for NMDG
and 1007 nm for glutamate, for the same average.08hm for NMDG-glutamate. Both solutions

were therefore in fortuitous agreement, and the overallmpeae size we found wag = 1.03 nm.

The analysis of Melikov et al. [6] provides important valida because the transport associated
with two different solutions comprising solutes of veryfeient shape and size are in excellent
agreement (Fig. 4.9). And this would still be the case if safh@ur assumptions, such as temper-

ature, were inaccurate because changes in the assumpignsémperature) will shift the pore
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radius calculated for the two electrolyte solutions by ailsimamount. However, these assump-
tions do have somdiect on the mean pore radius that we calculated. A lower tesyrer would
result in a slightly larger mean pore radius and a higher sgatpre would result in a slightly
smaller mean pore radius because of the impact that tenpertads on electrolyte conductivity.
Similarly, if our assumptions about conductivity itselfhiwh was not reported for either solution

by Melikov et al., were inaccurate, this would algteat our calculations.

The value we determined for the pore radius of average cdadcer, (1.03 nm) based on our
analysis of the Melikov et al. conductance measurementgsrffides insight into the approximate
value ofrp min, the pore radius at which the pore energy has a minimum wgn~ 0V [60].
Accurate estimation af, min is important for both the interpretation of electroporatéxperiments
and as an input into electroporation models, as it stronglyénces the size selectivity (through
hindrance) and charge selectivity (through partitioniafminimum-size pores, which predomi-
nate both during short pulses [62] and following all pulgess{-pulse), when pores shrink to radius

I'o,min- AS @ result, an accurate valuergfi, is critical for accurate modeling of molecular transport.

The value ofrp min is likely slightly smaller than the value of for two reasons. First, the radius
of the energy minimum increases slightly in going from theailized value oi\¢,,, = 0V (fully
depolarized membrane) to the Melikov et al. experimentiiezaf 180 mV [60]. Second, the pore
density distribution is approximately centered gkin, but because of the nonlinear relationship
between pore radiug and pore conductancg (Fig. 4.9), the pores with, min+Ar,, will contribute
slightly more significantly to the total conductance thamesowithr, min — Arp, thereby slightly
skewing the average towargmi, + Ar,. (Here,Ar, is a small distance withr, < rp min.) Given

these considerations, we estimate haf, is in the approximate range®-10 nm.

4.3.2 Estimation of Radius of Minimum-size Pores in Plasma dmbrane

Much of the interest in electroporation centers on its gbib facilitate transmembrane transport

of various solutes of interest, such as drugs and nucledsadne of the primary determinants
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of the magnitude of transmembrane transport mediated loyreporation is the size of the pores
through which solute passes. While experiments on BLM, siscthose performed by Melikov et
al. [6], provide fundamental insights into the basic med$ras of electroporation, we must bear
in mind that the properties of BLM éer from those of the plasma membrane (PM) of cells, which

contain a wide variety of lipids and proteins [63, 64].

Given the importance of pore size in mediating transporugh the PM, we sought a robust
method of determining the size of pores in the PM, specifidalé minimum-size pores present
post-pulse. Note that the analysis of pore size above rehethe fact that Melikov et al. [6] per-
formed their experiment with two flerent electrolyte solutions. This aspect of their expenime
could not be repeated in a patch-clamped cell because, thglextracellular electrolyte can be
set by the experimentalists, the intracellular electmlgannot. Nonetheless, the essence of our
approach to estimating pore size relied on the fact thatspdigcriminate based on solute size.
That is true of electrical drift-dominated transport, ashia Melikov et al. experiments [6], and it
is also true of difusion-dominated transport. We can exploit this size-discation to estimate

the size of pores in the PM.

Here, we propose an approach for estimating the radius afmim-size pores in the PM of cells
by using established experimental techniques to meastfexatices in molecular transport be-
tween diterent types of fluorescent probe molecules. The set of arpets we propose is similar
to those in Vernier et al. [65] in which they subjected celi®he or more very short pulses (4 ns,
8 MV/m) in pulsing medium with either propidium or yo-pro-1 andasered the relative change
in intracellular fluorescence for each. They reported langereases in relative intracellular flu-
orescence for yo-pro-1 than for propidium for the same nunob@ulses [65]. However, their

measurement system was not calibrated (i.e., the measor@lection limits were not deter-
mined), and thus one cannot determine how much yo-pro-1 raasported into cells relative to
propidium. Suzuki et al. [66], for example, stained DNA (ielgwith yo-pro-1, propidium, and

similar dyes and found significant variation in the fluoresmeof the DNA-bound dyes. The ap-
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proach we propose requires a calibrated measurement siséiow determination of the number
of fluorescent probe molecules taken up by cells. A numberafipus studies have made these

measurements using flow cytometry [8, 10, 16]. Temporalkgiaformation is not required.

As will become apparent in the analysis that follows, oneroaimize the number of assumptions
required through careful selection of the electroporapantse and fluorescent probe molecules

used.

It turns out that the 4 ns, 8 M\fn electrical pulse used by Vernier et al. [65] is ideal. Thgda
magnitude ensures the creation of many pores (“suprareferttion”) [47, 67, 68], and the short
duration ensures that essentially all transport occursrasudt of post-pulse ¢liusion, rather than
electrical drift during the pulse [62]. This greatly sinf@s the transport analysis. Additionally,
post-pulse, pores can be assumed to be tightly distributeshe the minimum pore sizg mi, [60],

and this too simplifies the analysis.

The choice of fluorescent probes is also important. By cmgpprobes that have some com-
mon features (e.g., charge), fewer assumptions are requirgnalyzing the relative transport of
the probes. The use of the propidium and yo-pro-1 solute paiin Vernier et al. [65], is ideal
for several reasons. First, both have a chargeZfso the partition factors will be essentially
the same. Second, propidium and yo-pro-1 are both inténcgldyes [69], which means that
they bind tightly to intracellular DNA (and indeed, it is theund dye that fluoresces strongly).
As a result, the intracellular concentratipnof free (unbound) dye can reasonably be assumed
¥ ~ 0 moleculegm?, which simplifies the analysis. Third, while propidium aratgro-1 are oth-
erwise similar (e.g., in charge), theyfi@rr in size, and thus fferences in the transport of propidium
and yo-pro-1 can attributed primarily toftérences in hindrance. (Theflidirence in their dfusiv-
ities is also a factor, but a much more minor one.) Moreoveugh difering, both propidium
and yo-pro-1 have sizes approaching that expected for amimisize pores (e.g.,®—10nm

reported by Glaser et al. [3]). For these reasons, the hicdriactors for the two molecules should
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be highly nonlinear and ferent over the plausible size range of minimum-size poteseby

resulting in high sensitivity.

Post-pulse, the transmembrane voltagg, ~ 0V, and the electrodfiusion equation (Eq. 4.1)
reduces to simple ffusion. Thus, given the considerations above, the instantanpost-pulse

flux Jg(t) of solute into a cell is

Js(t) = DS($) nrg,min I3I(rs, ls, I'p,min) K(Zs,p» I'p,min, 0) N(1), (4.30)
m

whereDs is the solute dtusivity, ye is the extracellular concentration of soluth, is the mem-
brane thickness, min is the minimum-size pore radiuét(rs, ls, rp,min) iS the hindrance factor for
the solute (of radiuss and lengthl) at radiusrp min, K(Zs . I'p,min: 0) is the partition factor for the
solute (of charges , with Ag, ~ 0V at radiusrp min), andN(t) is the pore density (porgs?) at
timet. Equation 4.30 will hold for both propidium and yo-pro-1.

Denoting variables specific to yo-pro-1 with “yo” and vatiedb specific to propidium with “pro”
and noting thak(zyo,p, p,min, 0) = K(Zro,p, I'p,min, 0), the instantaneous flux of yo-prod},(t) rela-

tive to the instantaneous flux of propidiulg,(t) is

Jyo(t) B Dyo ('}’e,yo) T”S,min |:|yo(rp,min) K(Zyo,p, I'p,mins 0) N(t) _ Yeyo Dyo |:|y0(l’p’min) (4.31)
5 .

dm
e,pro

\]pro(t) Dpro (ydm ) J'Erg’mm ﬁpro(rp,min) K(Zproyp, rp’min, O) N(t) ye,pro pro |:|pr0(rp,min) .

Here,HAyo(rp,min) = |:|(ryo, Iyo, rp,min) and HApro(rp,min) = HA(rpro, Ipro, rp,min)-

Note that the ratio of the fluxes in Eq. 4.31 is independeniroét Therefore, the ratio of the
total transport of yo-pro-1 to the total transport of prapid is the same as the ratio of their
instantaneous fluxes. Similarly, the ratio of the final in&léular concentration of bound yo-pro-1

Yiyo to the final intracellular concentration of bound propididig, is also the same as the ratio of
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Figure 4.10: Relationship between pore radius and relative transpostogbro-1 and
propidium. The plot shows the ratio of (bound) intracelia-pro-1 concentratiory; yo
(normalized by extracellular yo-pro-1 concentratigy,) to (bound) intracellular propid-
ium concentrationy; pro (Normalized by extracellular propidium concentratigf}yo plot-
ted against, min. For very short (nanosecond time scale) pulses, essgnaialiransport
through pores occurs post-pulse through minimum-sizespofreadiusry min. The value of
I'n,min CaN be determined by measuring the transport ratio of yekdoopropidium because
the relative transport of these species is related by tlaivelvalues of their hindrance
factorsl:l(rp,min), which are functions ofy min.

the instantaneous fluxes: )
Yiyo _ Ye.yoDyo Hyo(I'p,min)

Yipro  Ye,pro Dpro Hpro(rp,min)

(4.32)

If the final intracellular concentrations of bound yo-pr@id propidium are normalized by their
extracellular concentrations, then the ratio of their nalined transported is purely a function of

their diffusivity and hindrance factors:

5’i,yo/7e.yo _ Dyo |'A|yo(rp,min)

; _ Dy H , (4.33)
7i,pr0/7e,pro Dpro Hpro(rp,min)

Using the difusivities of yo-pro-1 and propidium (Table 4.1) and the hamte equation for cylin-
drical solute (Eqg. 4.16) and its dependence on pore radnesratio of yo-pro-1 to propidium

transport can be related to the minimum-size pore radiushasn in Fig. 4.10.

Note that we would arrive at the same transport ratio (E¢q3Me®en if we did not assume that

post-pulse transport occurs purely byfdsion. The reason is that the drift flux (Eq. 4.1) through
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pores, like the dfusive flux, is proportional tdsy.H KN(t)an’mm/dm, and thus the same factors
would drop out of the transport ratio. (Drift is also propomnal tozs, but yo-pro-1 and propidium
have thez,, and thus would also drop out of the transport ratio.) Thus, even itpion potentials

or a slowly recovering resting potential are non-zero, aalysis still holds.

While it is interesting that the transport ratio (Eq. 4.38nhde expressed so simply in terms of
diffusivity and hindrance, in some sense it is not surprisinghémodel presented here, the trans-
port properties of a solute are fully characterized by iffugdivity, size, and charge, with the size
determining the hindrance factor and the charge detergnihiepartition factor. Because yo-pro-1
and propidium have the same charge (and therefore parféatar), the only characteristics that
differentiate yo-pro-1 and propidium are theiffdsivity and size (and therefore hindrance factor).

Thus, it is these quantities that determine the relativesirart of the two solutes.

Importantly, the relationship between the transport atid r@nd the minimum-size pore radius
I'o,min IS Very nonlinear (Fig. 4.10). Thus, the proposed expertratows estimation of , min with
excellent sensitivity. For example, a yo-pro-1 to propiditransport ratio of 5 would correspond
to Ipmin = 1.07 nm, and a ratio of 10 would correspond §ein = 0.93 nm. Ifr, mi, were 103 nm,
as we estimated based on Melikov et al., then we would expegtd-pro-1 to propidium transport

ratio to be 58.

Here, we considered the fluorescent probe pair yo-pro-1 eslggum. However, there are other
such sets that one could use and, indeed, repeating thega@xperiment with multiple sets
would enable calculation af, mi, with greater confidence. Some specific sets, chosen sucthénat
probes have the same charge (and therefore partition faictdude Lucifer Yellow and Alexa 594
(-2); Alexa 488 and Alexa 546-3); and Alexa 350, Atto 666, Cy5, and ethidiuml). Probes
with different charges from one another could also be used, but titkgring partition factors

would have to be accounted for in because they would not duwomasimplifying Eq. 4.31.
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4.4 Conclusions

We have motivated and described methods for estimatingtiiegameeded in models of mem-
brane and cell electroporation. Although we presentedrakt@pics, we emphasized thé&ect
that the hindrance factdl and partition factoK have on ionic and molecular transport through
lipidic pores. The impact of these factors is particulargngicant when the size of the solute and

pore are similar and, in the case of the partition factor,wthe solute charge is large.

Together, hindrance and partitioning constrain the siz& @drarge of significantly participating
solutes, both small and large. This has clear implicationgfectroporation-mediated transport.
Longer duration pulses that have conventionally been usedléctroporation provide flicient
time for some pores to expand to well beyond the minimum-4sae radius, min * 0.8 nm, and
thus these pulses result in transport of large and highlygeltbsolutes. In contrast, nanosecond
duration pulses do not provide figient time for pores to expand much beyang,,, and thus
these pulses result in significant transport small and matyntharged solute (e.g., monovalent

ions) only.

Thus, hindrance and partitioning are both important to ¢tative understanding of solute trans-

port during and after pulsing.
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Chapter 5

The Energy Landscape and Dynamics of Electropores

Abstract

Electroporation is a valuable tool for diverse applicasiar biological and clinical significance.
The appeal of electroporation is that it provides an esaintuniversal method of facilitating
transmembrane transport of a variety of solutes, partiyul@ioactive molecules (e.g., nucleic
acids and drugs). The amount of electroporation-mediatetsport (molecular dose) that results
from a particular pulsed electric field depends stronglytmriumber and size of the pores that
develop in the membrane. Thus, to understand and interf@etr@oration experiments and to
optimize electroporation-based applications, it is nsassto first understand the creation and
subsequent evolution of pores that result from a partiquigsed electric field. Accordingly, here
we describe the pore energy landscape and a discretized afaly@amic pores. First, we provide
guantitative descriptions of the total pore energy andoits fnteraction energies: steric repulsion
of lipid head groups, edge energy, membrane tension, amtriel energy. Second, we show
that the evolution of pores in radius space is analogousettreldifusive transport in physical
space. We utilize this analogy to adapt a description oftedditfusion to the characterization of
pore evolution in response to the gradients in pore densityre energy. Third, we use the
resulting model to generate a description of pore dynaniiki in turn provides a straightforward
means of understanding the apparently complex resultsrateneby models of electroporation
with dynamic pores. Finally, as partial validation, we telthe pore conductance measurements
of Melikov et al. (Biophys. J., 80:1829-1836, 2001) to padius. This yields insights into the
pore energy landscape and approximate values of the inmp@tectroporation model parameters
r., the radius of hydrophilic pore creation and destruction 1&,, the radius of minimum energy
at zero transmembrane voltage.
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5.1 Introduction

Electroporation is widely used to deliver bioactive molesy such as nucleic acids [1-19] and
drugs [20-29], into cells. It is an attractive approach tbveey because it provides an opera-
tionally simple means of delivering a variety of solutest, despite the widespread use of electro-
poration, there is little fundamental understanding of hewptimally deliver a particular solute in

particular cell system. This is evidenced by the sheer nuwitstudies that have sought optimized

electroporation protocols for specific applications [12, 15, 19, 30—42].

Transport through pores is expected to be strongly depe¢iodehe size and number of pores and
the size and charge of the transported solute [43]. Thushdenstand, interpret, and optimize
electroporation experiments and applications on a fundéahkevel, we must first understand the
creation, evolution, and destruction of pores. To that end objective in this study is to develop

a quantitative, mechanistic description of pore dynamics.

In a series of previous papers [43—45], we investigateddomehtal biophysical topics that may be
considered “ingredients” for increasingly comprehensimechanistic models of electroporation
with concomitant molecular transport. First, we descripgt] how important transport param-
eters of ionic and molecular solutes, specifically sizeyghaand diusivity, may be estimated
in silico. Second, we reported a general method [45] of desg electrodifusive transport in
discretized 1-D systems, noting that that higher dimensnadels can be constructed through
the assignment of 1-D elemental models in a discretized 2-B-0 system [46, 47]. Third, we
showed [43] how ionic and molecular properti¢geat transport through small (minimum-size and
somewhat expanded), lipidic pores. In particular, we slibiaev steric hindrance and partitioning
strongly influence transport through pores relative to laléictrolyte. This influence is especially
significant when the solute is approximately the same sizkeapore or when the solute is highly

charged.
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In this study, the final in this series of basic methods-dedmpapers, we consider the energetics
and dynamics of pores. Our previous work on electtadion [45] and pore conductance [43] have
direct relevance here. We show that electfiagion is directly related (mathematically equivalent)
to transport of pores in pore radius space. This is equivatea quantitative description of the

evolution of heterogeneous pore populations. We use oarigésn of pore conductance to relate

the pore conductance measurements of Melikov et al. [48pbte padius and then use this data
to provide partial validation of our description of the pamergy landscape. At the outset, we

emphasize that this description builds on the work of maheist [49-56].

5.2 Methods

5.2.1 Pore Geometry

Hydrophilic lipidic pores have long been assumed to be tialan shape [49, 51, 52, 57], with the
head groups of the lipid molecules rotated into the intesidhe pore wall to minimize exposure
of the hydrophobic lipid tails to water molecules. Molegulignamics simulations over the past

decade have provided further evidence of the toroidal shaperes [58—63].

In the analysis here, we generally assume that pores aredrideidal in shape (Fig. 5.1A). How-
ever, we find it convenient to sometimes approximate porpesha trapezoidal (Fig. 5.1B). While
some analyses have been based on toroidal pores, such desctinead force that drives pore ex-
pansion [54], others have been based on trapezoidal parels,as the Born energy (energy to
place a charge within a pore) [51, 52]. The trapezoidal pppr@imation provides relative sim-
plicity, clarity, and ease of computation while deviatingyslightly from a toroidal pore. Further,
molecular dynamics simulations show that pore geometrytfiies and is variable. As is apparent

in Fig. 5.1, the diferences between the toroidal and trapezoidal pores are.mino

For both toroidal and trapezoidal pores, the pore ragjusfers to that of the centermost position
along the axis of the pore (Fig. 5.1). We will refer to this wahregion as the “internal” region

of the pore, and the entrance and exit regions (on eitherddittee internal region of the pore) as
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(A) Toroidal pore (side view) (C) Toroidal pore (top view)
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(B) Trapezoidal pore (side view)
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Figure 5.1: Pore shape and sizglA) and (C) Toroidal approximations to pore shape.
(B) Trapezoidal approximation to pore shape. Both pore cordtions have radius, and

lie within a membrane of thicknes$, = 5nm. The “internal” region of the trapezoidal
pore has thickness, = dyn/2 = 2.5 nm, and each “vestibule” on either side of the “internal
region” has thicknesd,/4 = 1.25nm. The value ofi, was chosen such that the geometry
of the trapezoidal pore closely approximated the geomdtihetoroidal pore. Thehin
dashed lineshows the toroidal shape, as(iy). (C) The total area of lipidy, (associated

with each side) of the membrane is the sum of the area of thgdsilregionA , and the
pore edge regiol . The aqueous area of the porefs= nrg.

the “vestibules” or “vestibular” regions of the pore. Them@ane has thicknesk, = 5nm and
internal region of the pore has a thicknelgs= d,,/2 = 2.5nm. The value ofl, was chosen such

that the geometry of the trapezoidal pore closely approt@sitne geometry of the toroidal pore.

We refer to the relatively large region of the pore-membrsystem for which lipid molecules are
rotated into the pore as the “edge” of a pore (Fig. 5.1). The galge includes all lipid within a
distancer, + d,/2 of the axis of a pore. We refer to the lipid outside the edgéhéayer”. The

bilayer includes all lipid that is a distance greater thas d,/2 from the axis of a pore.



5.2 Methods 131

5.2.2 Pore and Lipid Area

To our knowledge, in previous publications, a pore of radpis assumed to reduce the area of
lipid A/ (associated with each side of the membrane) by an am&gusatzr2, with A, regarded as
the aqueous area of a pore (Fig. 5.1C). However, it is clean ffig. 5.1 that this does not properly
account for the area, . of lipid in the edge of the pore. Assuming that a pore reducedipid area

by an amoun#\, is equivalent to assuming that a pore is cylindrical in shéfp®o, there would be

no lipid head groups lining the pore interior, and this isoinsistent with the view that pores are
approximately toroidal in shape, or at least lined by lipgdt groups so as to reduce the exposure

of the lipid tails to water.
Effect of a Single Pore on Lipid Area

Consider the ffect that adding a single pore to a membrane has on the tathhligaA in a system
with fixed areaA. As shown in Fig. 5.1C, all lipid contributes to either thea#,;, of the bilayer
region or ared\ ¢ of the pore edge region. Thus, the total lipid afgeas simply the sum of the

two:

A =Ap+Ae. (5.1)

Initially, the membrane is intact (no pores). Therefére= A, A, = A, andA . = 0. (Note, that

A, A, andA . all refer to the area associated with one side (leaflet) obilager membrane.)

Introducing a pore with radius, has two &ects: it decreases , and it increasesy .. The combi-

nation of these ffects determines the net cham§gEq. 5.1). Let us consider eaclfect in turn.

First, the introduction of the pore reduces the area of ttagyér to

d 2
Ab:A—nowwg). (5.2)

This is clear upon inspection of Fig. 5.1C.
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Figure 5.2: Aqueous vs. lipid reduction area of pores. The pore aque@as®g and lipid
reduction areaA , are plotted against pore radigs A, describes the area of the fluid-
filled region in the center of a pore, whiléy , describes the net change in lipid amka
that results from the introduction of a toroidal pore of tedi,. Though not apparent in the
plot, in the limitr, — oo, Ay = A p. However, for smaller pores, like those plotted here,
A, is significantly larger thanA, p. Indeed, forp < 3.14 nm,6A , < 0, which implies that
small pores actually increase the total lipid afea

Second, the introduction of the pore increases the areaqfdte edge to

2
o= (%) )2 5

This formula can be found through integration, as describéke Appendix

Thus, the net reductiofi , in total lipid aread that results from the introduction of a single pore

2 2
SAp(p) = n(rp + d—zm) —~ nZ(d?m)(rp - d?”‘) + 23'5(%“) : (5.4)

Figure 5.2 shows a comparison of the aqueous Aggg) and lipid reduction aredA ,(r,) of

of radiusrp is

pores. A, exceedsA , for all r,, and the relative dierence between the two is quite large for

small pores.

Note thatA, > O for all r, > 0, butéA, < O forr, < 3.14 nm andA, > 0 for r, > 3.14 nm (for

dm = 5nm). In other words, small pores, (< 3.14 nm) actually increase the total area of ligid
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Table 5.1: Model Parameters

Symbol  Value Description and Source

dm 5nm Membrane thickness [52]

dp 2.5nm Pore thickness (internal region) [43]

I 0.65nm Pore radius at local energy maximum
I'm 0.98nm Pore radius at local energy minimum
W, 45KT Energy at local maximum [52]

W 28341 KT Energy at local minimumm

Wy 16.659 kT Energy barrier to pore destruction

B 1.47x 10719 Steric repulsion constant

b 3.3965 Steric repulsion constént

C -5.2456x 102°J  Steric repulsion constant

y 20x 101 J/m Pore line tension [64]

r 1x 1073 J/m? Membrane tension (BLM) [64]

I’ 20% 1073 J/m? Hydrocarbon-water interface tension [55]
Frax 6.9x10°10N/V2  Maximum electric force fongm = 1V [54]
rh 0.95nm Electric force constant [54]

re 0.23nm Electric force constant [54]

Dp 5x 107 m?/s Pore dfusion codicient [64]

a 1x10° /(m?s) Pore creation rate density [56]

B 20KkT/V? Pore creation constant [56]

forot 0 Membrane protein fraction (BLM)

T 05s Pore resealing time constant

T 29515K Absolute temperatute

o 1.209m Conductivity of electrolyte (100 mM KCl at 22°C)
rs 0.175nm Radius of charge carrigiKCl) [44]

n 0.25 Pore relative entrance length [43]

*Value selected or calculated as described in main text.

The slope ofA y(rp) < 0 forr, < 1.43nm, and the slope d¥ ,(rp) > 0 forr, > 1.43nm. This
implies that the membrane tension will contribute to thetmstion of small pores and expansion

of larger pores.
Effect of a Distribution of Pores on Lipid Area

The dfect that a distribution of pores has on the total lipid akeis the sum of theféect that each
pore has o. (We assume that pore edges cannot overlap.) Again, carsidembrane system
with fixed areaA. The membrane has a distribution of pores given by the parsityedistribution
n(r,) that describes the number of pores per unit area with rativéerr, andr, +drj, [53]. Thus,
the total number of pores in the system with radii betwggandr,, + dr, is An(rp)dr,, and each
of these pores contributes an amodA,(rp) (Eg. 5.4) to the reduction in lipid area. The net
reductionA, in lipid area that results from the distribution of pores ni@yfound by integrating
over allry:

Aa=A [ om(ran(r) dr, (5.5)
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5.2.3 Pore Energy

The dynamic behavior of pores is determined by the transmemabvoltage-dependent pore en-
ergy landscape, as pores tend to expand or contract so asitmia@ their free energWV. Fig-

ure 5.3 shows the energy landscafér,) of a pore with zero transmembrane voltages =

0V) (Fig. 5.3A) and the equilibrium pore densityr,) associated with this energy landscape
(Fig. 5.3B). Pores created with radigs < r. are assumed to be short-lived, hydrophobic pores
(full “water chains” in molecular dynamics studies) thaé aapidly destroyed through thermal
fluctuations in the membrane [49]. Pores created with ragliusr, are assumed to spontaneously
transform from hydrophobic pores to metastable hydroplpidires, with lipid head groups lining
the pore edge (Fig. 5.1) [49]. This view of pore evolutionipgorted by recent molecular dynam-

ics studies.

The critical radiug,, at whichW(r,) = W, (Fig. 5.3A), is determined by the relative energy of
hydrophobic pore®\pnonidrp) and hydrophilic pore8Vypiic(rp). Hydrophobic pores created with ra-
diusr, < r. remain hydrophobic becau®,,qnidrp) < Woniic(rp). Hydrophobic pores created with
radiusr, > r,, spontaneously transform into hydrophilic pores becalsgic(rp) < WohobidI'p)-
Thus, (hydrophilic) pore creation requires that a pore cwere\W,, the energy barrier to pore cre-

ation.

The energy of hydrophilic pores has a minimunr@t= ry,, at whichW(r,) = Wy, (Fig. 5.3A).
(Note that the symbai, iy is often used in place af,. Here, we use, for succinctness.) As a
result, pores accumulate neay, thereby leading to a pore density distributia(n,), as shown in
Fig. 5.3B. Just a3V, is the energy barrier to pore creatiohy = W, — W,, is the barrier to pore

destruction.

The model presented here only explicitly describes the lyesof hydrophilic poresr(, > r.) be-

cause hydrophobic pores are assumed to be very short-libdanconductive [49]. Nonetheless,
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(A) Pore energy
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Figure 5.3: Pore energy landscape and pore density distribu(i@nThe pore energW(rp)

at transmembrane voltagesy, = OV is plotted against pore radiug. Pores created with
radiusry < r, are assumed to be short-lived, hydrophobic pores that piélyadestroyed
through thermal fluctuations in the membrane, while thosated wittr, > r, are assumed
to spontaneously transform from hydrophobic pores to ntatées hydrophilic pores. Thus,
the critical radiusr,., which has energyV,, is the minimum radius of hydrophilic pores.
Pores tend to expand or contract so as to minimize their gn&tgTherefore, newly cre-
ated hydrophilic pores slide down the energy gradient andraalate near the radius of
minimum energyrm, which has energW,. (B) The pore density distribution(rp), which
describes the number of pores per areadvgr associated with the pore energy(i) is
plotted against pore radiug. The distribution is centered g}, where the pore energy has
its minimumW = W;,. W, is the energy barrier to pore creation, ahid = W, — Wy, is the
barrier to pore destruction. In this study,= 0.65 nm and, = 0.98 nm.



136 The Energy Landscape and Dynamics of Electropores

we include the approximate energy of hydrophobic poresf@3ompleteness:

2
Wt ~ W (2] 56)

3k

The energy of hydrophilic pores is the sum of several coatidns (Fig. 5.4):

W(rp’ A¢m) = Wsteric(rp) + Wedgérp) + Wsurf(rp) + Welec(rp’ A‘lﬁm)- (5-7)

Here,WaieiidI'p) is the energy that results from the steric repulsion otllipead groupSiNededrp) is
the energy that results from the bending of lipid around titerior edge of a poré\s,«(rp) is the
interfacial energy of water contacting lipid moleculesd & .{rp, A¢m) accounts for the energy
that results from the force exerted on the pore edge by tlrieléield. In the following sections,

we describe each of these energy contributions in depth.
Steric Repulsion Energy

The first contribution to the pore energy is the steric repualenergy [52]:

b
I
Weteric = B (r—) +C. (5.8)
p

The mathematical form of this version of the steric repuigaergy term is not based on any basic
physical insight, other than that the derivative of the tevith respect to pore radius should
rapidly decrease to zero with increasing pore radius. Itimaxily the decrease of the steric repul-
sion energy with pore radius and the increase of the edggemeth pore radius that determine

the radiug, of the energy minimum.

Neu and Krassowska [53] first introduced a similar ter@rf)?, in which C and the exponent
were chosen such that the resulting pore energy would givédagive values of,, W,, andr,,

close to those reported by Glaser et al. [52]. We have altdgredorm of this term slightly and
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Figure 5.4: Pore energy components. The total pore en&gsy,) and its componentsit-
sel) are plotted against pore radiggat transmembrane voltagesy, = 180 mV. The total
pore energyVN(rp) (of hydrophilic pores) is the sum of several contributio(ly Wsterid'p)

is the energy that results from the steric repulsion of lipged groups, (QWVedgdrp) is the
energy that results from the bending of lipid around theriateedge of a pore, (3)Vsuri(r'p)

is the interfacial energy of lipid molecules, and Wiedrp, A¢m) accounts for the energy
that results from the force exerted on the pore edge by tharieldield. Also shown is
the energyWphonidI'p) Of hydrophobic poresrf < r.). The edge energWeqge contributes
to pore contraction, while all other energy components rifaurte to pore expansion. For
rp < 1.43nm, the interfacial energys,s also contributes to pore contraction, though its
contribution is much smaller than that of the edge en&gyye

introduced another parameter, which enables us to ensatdhiee conditions are met (when
Adm = 0V): (1) The energy curve passes through\V.), (2) the energy curve passes through
(rm, Wn), and (3) the energy curve has a local minimumrgt ) (i.e., the derivative of energy
with respect ta, is zero at (m, Wi)). (Herer., W,, ry,, andW, should be regarded as established,

or known, parameters.)

The advantage of this description of the steric repulsiogrggnterm lies in its flexibility. The
values ofr, andr,, have not been well-established. Additionally, reportetues of the pore
resealing time constamg, which is directly related to the size of the pore resealingrgy barrier
Wy = W, — W,,,, vary widely [48, 52, 65-67]. Thus, the form described hé&ig. 5.8) allows one
to specifyr.,, r,, andr,, and the constan®, b, andC can then be calculated, as described in the

Appendix
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Edge Energy

The second contribution to the pore energy is the edge en&hay term accounts for the energy
associated with the bending of the lipid about the interfca pore. The edge energy is described
by [49]

Wedgdlp) = 2myry, (5.9

wherey is line tension.

Note that one could consider the steric repulsion energy §8) and the edge energy (Eq. 5.9)
to be a single entity, as in Wohlert et al. [61], because besllt from bending the lipid bilayer,
though in diferent (orthogonal) directions. As defined here, the stepailision energy is associ-
ated with bending the lipid about the central axis of a poné, the edge energy is associated with
bending the lipid around a circle defining a pore (i.e., wrag@round the toroidal interior of the

pore).

Interfacial Energy

The third contribution to the pore energy is the interfaeaérgy of lipid in the membrane. A
reduction in lipid area reduces the interfacial energysTontribution to the energy has generally
been given as

Waur(rp) = —I"Ap, (5.10)

where!l" is the membrane tension adg = nrg is the aqueous area of a pore. The problem with
this expression is that, as discussed, the creation of agfoseliusr, does not reduce the lipid
area by an amouri,. Rather, it decreases the lipid area by an amoép (Eqg. 5.4), and the
difference between the two is quite significant, especially foalspores (Fig. 5.2). Making the

appropriate substitution, théfect that a pore has on the interfacial energy is given by

Wsurf(rp) = _F(sAl,p(rp)- (5.11)
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Note that the membrane tensipns treated as a constant. However, as Neu and Krassowska [55]
noted, the creation and expansion of pores generally dezsdhe membrane tension and this af-
fects the interfacial energy. This relaxation of the membraan be accounted for through the use

of an dfective membrane tension that is a function of pore densgy, [5

In their treatment, Neu and Krassowska [55] assumed thatre ngaluces the lipid area by an
amountA,. Here, we replacé,, width 5A,. Given that consideration, theéfective membrane
tension in a system with fixed arédaand pore distributiom(rp) is [55]

ow 2" - T

Ter(Ap) = oAy 2I" - m- (5.12)

A

Here, I'"" is the interfacial energy per area of the hydrocarbon-wiaterface,l” is the surface
tension of the intact membrane, aAg, is the total reduction in lipid area that results from the
pore distribution (Eq. 5.5). Thus, witlfective membrane tension, the energy of a pore is given
by

Wsuri(rp) = —Le(Arp) 6Ap(rp)- (5.13)

Electrical Energy

The final contribution to the pore energy results from thedaxerted on a pore by an electric field.
Neu et al. [54] developed an expression, based on a fit to ncahemulations of the electric field

in the vicinity of a toroidal pore, for the electrical foré€r,, A¢n,) expanding pores:

_Th
Mp+rt

Fmax
F(rp, Agm) = 1o o (Agm)* . (5.14)

Here,Fnax is the maximum force expanding a pore with,, = 1V andr,, andr; are constants.
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rp (nm)

Figure 5.5: Dependence of pore energy on transmembrane voltage. Tdigtre energy
W(rp, A¢m) is shown for several (evenly spaced) transmembrane \&stagm| in the range
0.0-Q7V. For|A¢ml < 0.5V, a local energy minimum exists nesy. However, for
|A¢m| = 0.5V, this energy minimum disappears. Thus, pores tend torekpdoien|A¢m| =
0.5V and remain at or contract ter,, when|A¢m| < 0.5 V. In this studyy, = 0.98 nm.

The electrical energy of a pokedry, A¢m) can be found by integrating the force (Eq. 5.14):

Welec(rp, Apm) = — f(;rp F(r)dr (5.15)

_ _fetfh 2
- Fmax(rp +rpln (rp . rh)) (Agm)”. (5.16)

Note thatWec goes asdem)?. Therefore, (1)Weec does not depend on the signaf,, and (2) the

influence ofWgec ON the total energyV increases rapidly withAg,|.

Figure 5.5 shows the how the pore eneW{r,, A¢gm) changes with transmembrane voltaye,|.
For|A¢m| < 0.5V, alocal energy minimum exists nea. However, folA¢n| = 0.5V, this energy
minimum disappears. Importantly, all pores in a local meanbrregion experience the same
transmembrane voltagep,, regardless of their radi},. Therefore, all pores in a local membrane
region are located on the same energy curve (Fig. 5.5). \WHelenergy curve shifts withg,, all

pores will necessarily remain on that changing curve.
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5.2.4 Pore Flux and Continuity

In a recent study [45], we developed a description of eleldiiasion, the transport of charged
solute resulting from the combination of electrical drifitediffusion, in a discretized 1-D system.
Interestingly, our mathematical description and analgéislectroditfusion is directly relevant to
the dynamics of pores. Indeed, the same equations thatrgeleatrodifusion in 1-D also govern
the dynamics of electropores in pore radius space. Putgjpmle radius space involves pores be-
ing transported from one size to another as the result ofignglin pore density and pore energy
in a manner analogous to charged solutes being transpededdne position to another as the
result of gradients in concentration and electric poténfihis mathematical analogy is presented

in more detail below.

In 1-D, electrodifusive fluxJs of solute in the+x-direction is [45]

B dy Ds 0P
Js = Dsax KT qezs')’ax, (5-17)

wherey is solute concentration is electric potentialDs is solute difusivity, z is solute charge
(valence),ge is elementary charge is the Boltzmann constant, afddis absolute temperature.
The first term in Eqg. 5.17 describes the flux of solute resglfrom a gradient in concentration
(diffusion), and the second term describes the flux of solutetiegudtom a gradient in electric

potential (electrical drift).

In Eq. 5.17, the electrical drift flux term is written in terroielectric potentialp. However, it can
also be written in terms of the electrical energy of solutdenalesW. The gradient in electrical

energyW is related to the gradient in the electric potengiddy

oW 9
Ix = OB (5.18)

This is essentially a statement of the Lorentz force on a cutdewith chargegez (in the absence
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of a magnetic field). Thus, the electr@disive flux (Eq. 5.17) may be written in terms of the

electrical energyV as
oy Ds 0W

=Dy T ax

(5.19)

This is mathematically equivalent to the form used to désctie fluxJ, of pores in radius space
[50]:
Jo=-Dp— — —n— (5.20)

where J, is flux of pores (per unit area) is the pore density (per unit area pa,), W is the
pore energyD, is the pore dtusion codicient, k is the Boltzmann constant, arfdis the ab-
solute temperature. This description of pore transportini@sduced by Pastushenko et al. [50]
and has been used in a number of subsequent studies and &3] &S, 56, 64, 68—70]. Just as
the electrodtusive flux is determined by gradients in solute concentnadiod electrical energy,
pore flux in radius space is determined by gradients in ponsitieand energy (the energy land-
scape). This mathematical analogy is important becausiewsimproved analytic methods for

electrodifusion [45] to be carried over directly to pore dynamics.

5.2.5 Discretized Pore Flux and Continuity

Because the continuum-based pore flux has the same matbahiatm as the electroffusive
flux, the discretized pore flux has the same mathematical &sithe discretized electrdtlisive
flux [45]. Thus, it follows that the flux of pore3;’ between adjacent nodeandj in a discretized
pore radius space is

Dp (An)ij .
KT B i (AW);,; =0,

Dp (AW)i,j n nj .
_k_'IF') (Arp)i,; (l_e(AW)i‘j/kT + l_e—(A\}V)i‘j/kT) |f (AW)i,j * 0.

3= (5.21)

Here, nodesandj have pore radi, andrrj), pore densities; andn;, and pore energiéa andW;.
(An)i,j = nj - N, (Arp)i,j = I'j -1, and @W)i’j = Wj - VV|

The number of pores is conserved during transport, excepedboundary, = r., where pores
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Figure 5.6: Discretized 1-D pore transport system. Nddwas adjacent nodés- 1 and

i + 1. The pore radius,, energyW, and densityn for each node is indicated by its subscript
or superscript. Nodas- 1 andi are separated by distance (in radius spaggy){-1,, hodes

i andi + 1 are separated by distance (in radius spatg)){i.1. The region of radius space
associated with nodiehas length 4rp);. J' L is the pore flux from nodé— 1 to nodei,

and J' i+1is the pore flux from nodéeto nodel + 1. The pore flux between adjacent nodes
is determined by the pore radii, energies, and densitieseohbdes, as well as pore (e.g.,
diffusivity) and system (e.g., temperature) properties. Tteeatwhich the pore density
changes is determined by the net flijx"' — J;"** into nodei and the lengthArp);.

are created and destroyed. Thus, the time rate of change®tipasity is related to the pore flux

by the continuity equation

0 0J a°n D 0 6W D, 8°W
M- Zr_p 2 n (5.22)
ot arp 6r2 KT ar, arp kT 6r2

Figure 5.6 shows a discretized 1-D pore transport systemdeMNavith radiusr‘p has adjacent
nodesi — 1 andi + 1 with radii r;* andrj* such thatrg™ < r, < ryt. The noded - 1, i,
andi + 1 have pore densitieg_;, n;, andn;,;, pore energie®V,_;, W,, andW,,;. The distance
between nodes— 1 andi is (Arp)i-1i = r‘p - r‘p‘l, and the distance between nodesndi + 1
is (Arp)iis = rip+1 - rip. There is a region of radius space associated with mndde which all
points are close te; than to the radius of any other node. More specifically,rglsuch that
rpt + (Arp)isi/2 < rp < 1yt — (Arp)iiea/2 are associated with node The length of this region

associated with nodes (Arp,); = (Arp)i—1i/2 + (Arp)iis1/2.
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In this discretized system, the continuity equation (E§2pbecomes

an Ji,i+1 _ Ji—l,i Ji—l,i _ Ji,i+1
i _ P P _p p

(5.23)

The fluxJ; ™ fromi — 1 toi and fluxJ;™** fromi toi + 1 at any instant in time can be determined

using Eq. 5.21, as described.

5.2.6 Pore Creation and Destruction

r. is the smallest pore radius explicitly represented in thdehand is the smaller radius boundary
of pore radius space. Therefore, in contrast to other nodesse pore densities change purely as
a result of pore flux to and from adjacent nodes (Eq. 5.23);.thede’s pore density also changes
as a result of pore creation and destruction. (The largeusaabundary of pore radius space at

I'o,max 1S Simply a no-flux (reflecting) boundary.)

Pore creation and destruction can be cast as additionaldimstat the', node. Applying conti-
nuity (as in Eq. 5.23) then determines the time rate of chahge = n(r.):
an* JS,C _ Js,d _ J;,*+1

= AR (5.24)

Here, J;° is the creation flux,J;¢ is the destruction fluxJ;*** is the flux from ther, node to the

adjacent (larger radius) node (as described by Eq. 5.2d)(%m). is the discretization size af.
By constructionJ;° > 0 andJ;? > 0. That is,J;° can only increase, andJ; can only decrease

n..

The pore creation flux is described by [52]
J(Adm) = af O T, (5.25)

Here,a is the pore creation rate densifyis a pore creation constant, afgdis the fraction of the
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membrane available for pore creation, as discussed belmte tiat the pore creation fluk*
is highly nonlinear inA¢,,, and thus a small relative increase|M,,| will result in a much large

relative increase idy*.

The pore destruction fluﬂ;;’d results from applying an absorbing boundary condition,463].
Speciﬂcally,\],j;’d is equal to the flux front, to a slightly smaller radius, — Ar, node with pore

densityn(r. — Arp) = 0.

In Eq. 5.25,f. is the fraction of the membrane available for pore creafidms factor arises because
we assume that pores cannot be created in the edges of gxistias, as this would result in
overlapping pores. Additionally, for biological membrana major fractiorf,: of the membrane
is occupied by protein and therefore presumed unavailabjedre creation. Thé factor accounts
for the reduced participation. In a region of membrane wita#, protein fractionf,., and pore

density distributiom(rp), the fraction of the membrane available for pore creatson i

) 2
fo=1- fprot—f n(rp + %’“) n(rp) drp. (5.26)
0

As the membrane becomes saturated with pdtes; 0, and thereford,“ — 0. Thus,f; prevents

the generation of nonphysical pore density in responseriolaege magnitude pulses.

5.2.7 Pore Resealing

The application of a dticiently large pulsed electric field will charge the membrand lead to a
burst of pore creation (Eq. 5.25). Because of the large grggaglient between, andr, (Fig. 5.3),
newly created pores rapidly expandia,, or larger, depending on the energy landscape (Fig. 5.5).

This large energy gradient is smalleshat, = 0 and grows significantly larger for increagég,|.

Post-pulseA¢n, ~ 0V until most pores reseal [47]. Therefore, pore creationiramal (Eq. 5.25),
but pore destruction is significant. While some previous et®¢e.g., [70]) have implemented re-

sealing using explicit resealing expressions that removegfrom radius space, in the model pre-
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sented here, resealing occurs as porgask over the pore destruction energy baiger= W,—W,,
atr, (Fig. 5.3). Resealing continues until the pore densityrithistion reaches its equilibrium. At
equilibrium,on/dt = 0 (includingadn., /ot) anng’*+l = 0. Thus, the continuity equation (Eq. 5.24)
requires that thaf;© = J;‘,’d. In other words, pore creation is non-zero (Eq. 5.25) bukacty

offset by pore destruction, on average. (Pore creation andidgsh events are stochastic.)

We have found that resealing time constgyis approximately related to the energy barrier to pore
destruction\g by

(rm—r*)z(Wd)‘% WakT
v Am L) (T . 5.27
7, lir) © (5:27)

This expression is adapted from a nondimensionalized sgjme for the resealing rate in Neu and

Krassowska [53].

Equation 5.27 can be numerically solved to find the value efgbre destruction barriéy that
will result in approximately the desired resealing timestantr,. We have found that estimating
Wy using Eq. 5.27 generally results imgvalue within~10 % of the desired value. In practice, we
use simply use Eq. 5.27 to estimate the valu¥\pfand then use an algorithm to adjust the value

until the resultingr, is equal to the desired value.

Note that, in this modelV, is a fixed constant and/; is chosen to given the specifieg. Wy, is
then calculated aéd/, = W, — Wj.

5.2.8 Pore Electrical Conductance

In a previous study [43], we developed a detailed descnpifche conductance of pores, includ-
ing the dfects of hindrance and partitioning. Here, for the convereenf the reader, we give a

brief description and note that greater detail may be fouarfdaf. [43].

Consider the internal region of the trapezoidal pore in &i@B. It has radius,, depthd,, aqueous

areah, = nrg, and conductivityo. The interaction between solute ions in a pore and the pore
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gives rise to a pore hindrance factdrand partition cofficientK that scale the pore conductance
relative to a region of the same dimensions in bulk electeol{These factors are described in the
Appendixand Ref. [43].) Thus, accounting for hindrance and partitig, the conductance of the
internal pore region is given by

Gpp = O'%H K, (5.28)

and the resistandg, , of the internal pore region is thus

1__ 9%
Opp OAHK

Rop = (5.29)

In addition to the resistand&, , of the internal pore region, there is an access resistaric&Pj
Ry,aassociated with each side of the membypoee that accounts for the fact that ions are focused

by heterogeneous fields into and out of a pore. This acceistamce is described by [71, 72]

Rpa= =—. (5.30)

The total resistanci, associated with a pore is therefore the sum of the resistirtoe internal

pore regiorR, , and the access resistariRg:

R = Ropt Roa= 0K * 20m) (5:31)
The total pore conductance is simply the reciprocaRof
1
Op= —. (5.32)
"Ry



148 The Energy Landscape and Dynamics of Electropores

5.3 Results and Discussion

5.3.1 Relative Significance of Pore Energy Components

Pores expand and contract in response to the time-depegraelient in the pore energy (Eq. 5.20).
Thus, in a particular region of radius space, the relatigricance of each energy term in Eq. 5.7

can be determined by considering its gradient relativeeéajiadients of the other terms.

It is clear from Fig. 5.4 that the steric repulsion energyn€Eq. 5.8) is the dominant mechanical
energy term whem, < rp, and that the edge energy term (Eq. 5.9) is the dominant mazian
energy term whem, > ry,. Indeed, it is primarily the combination of these opposiagrts that

determines the radiusg, of the energy minimum (Fig. 5.3).

The significance of the electrical energy term (Eg. 5.16)dég strongly on the transmembrane
voltageA¢n, as demonstrated in Fig. 5.5. Whé&#, is small, the electrical energy term contributes
negligibly to pore dynamics. However, whéw,, is large, it significantly fiects pore behavior.
Indeed for pores with, > ry,, pore expansion and contraction are determined by thevekizes

of the gradients in edge energy and electrical energy.

For the range of radiirfp < 3nm) shown in Fig. 5.3, the gradient in the interfacial egegym
(Eqg. 5.11) is quite small. However, the gradient in intedhenergy, and thus its significance,
grows linearly withr,. Therefore, the relative significance of the interfaciatrgy term depends

on the membrane tensidhand pore radiuss.

The significance of the interfacial energy term can be assgldsg comparing its gradient with the

gradient of the edge energy:

AWeurs
drp

r
dWedge N ’)/
drp

(5.33)
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Figure 5.7: Ratio of the interfacial energy gradient to the edge energgignt. The rela-
tive importance of a pore energy component is determinedhéyrtagnitude of its energy
gradient relative to the energy gradients of the other comapts. This is because pores
expand and contract in response to the gradient in totabgnétere, the ratio of the in-
terfacial energy gradiertWs,+/drp| to the edge energy gradiejtlWeqqe/drp| is plotted
against pore radiug, for a selection of membrane tension values, as shown intbet
WhenI" = 10-3J/m?, the ratio is> 1 for r, > 20 nm and the interfacial energy gradient is
larger than the edge energy gradient. However, for the fegdbtied I” (107 — 1074 J/m?),

the ratio is< 1 for all radii plotted (, < 100 nm) and the interfacial energy gradient is much
smaller than the edge energy gradient. Note that the typiemhbrane tension for BLM is
I' ~ 1x10°3J/m? [64], while the typical membrane tension for cell plasma rbeanes

is a much smallef” ~ 2 x 10°—-20x 10°%J/m? [73]. Thus, these results suggest that the
impact of membrane tension on pore dynamics is small or gibtgi for cells.

Figure 5.7 shows the ratio of the interfacial energy graidierihe edge energy gradient for sur-
face tension” in the range 10’ —102J/m? and pore radir, up to 100 nm. The ratio increases
in proportion tor, andZ”. WhenI" = 103J/m?, the ratio is>1 for r, > 20nm and the inter-
facial energy gradient is larger than the edge energy gnadi¢owever, for the rest of plottef
(107=10"J/m?), the ratio is< 1 for all radii plotted ¢, < 100 nm) and the interfacial energy

gradient is much smaller than the edge energy gradient.

The tension of the cell plasma membrane is typically in tmgea2x 10°—-20x 1076 J/m? [73].
This is 2—3 orders of magnitude smaller than typical bildigd membrane (BLM) tension of
~1x102J/m? [64]. At the upper end of this membrane tension rangex(207°J/m?) and at
pore radius 100 nm, the ratio of the interfacial energy gmatlio the edge energy gradient is just

~0.1, which is considerably smaller than the range of repoiitezltension values (6 x 1011 -



150 The Energy Landscape and Dynamics of Electropores

3 x 1071 J/m) relative to the intermediate value used hers (@11 J/m).

In other words, for a typical plasma membrane, the uncdytaimnthe value of the line tension

is a more significant determinant of pore behavior than thenbmane tension. Moreover, as Neu
and Krassowska [55] noted, the creation and expansion ef\piifurther decrease the membrane
tension. The implication is that, if the tension of the meamt#& is insignificant when intact, then it

will become even more insignificant upon the creation an@egn of pores.

The interfacial energy is significant in systems with largenmbrane tension (e.g., BLM and os-
motically swollen cells) or large pores. However, in a tgbiplasma membrane, the contribution

of interfacial energy to the behavior of pores is negliginéess very large pores are considered.

5.3.2 Description of Pore Dynamics

The dynamic behavior of pores is complicated. The transmangoltage determines the rates of
pore creation, expansion, and contraction, and in resp@ase creation, expansion, and contrac-
tion determine, in part, the transmembrane voltage. Acldily, in spatially distributed systems,

the behavior of one system region mdjeat another communicating system region through its

impact on system-level electrical response.

Despite this complexity, the results of mechanistic modélslectroporation (featuring pore ex-
pansion) [64, 69, 70, 74, 75] exhibit some common featur@ecifically: (1) During an applied
electric pulse, the transmembrane voltagg, tends to a plateau value ef0.5V. Notably, this

is true for both trapezoidal (or square) pulses [69, 70, B},and exponential pulses [69, 70].
(2) During an applied electric pulse, some pores tend tmkha (or remain at) the minimum-size
pore radius,, while other pores expand significantly beyond These specific features and,
indeed, the general behavior of pores can be understoodghrie pore dynamics phase space

shown in Fig. 5.8.
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Figure 5.8: Pore dynamics phase space. The rate of pore expadsigdt is shown as a
function of pore radius, and transmembrane voltage magnititi¢|. The white curve
indicatesdrp/dt = 0. Note that the unit of drift speed, nmis) is equivalent tqum/ms,
nm/us, and pnins. Most pores are “born” in the upper-left corner whergy/dt is positive
and large, and therefore the pores initially expand rapiély they expand, their conduc-
tance increases and this leads to a decrea@eiyl. The combination of increasing and
decreasingA¢m| sets the ensemble of pores on a trajectory poimigidt and down As
described in the main text, the exact trajectory dependgliaon the magnitude of the ap-
plied electric pulse, with small pulses leading to a trajgcpointed more to theight and
large pulses leading to trajectory pointed mdmvnward Regardless of the specific pulse
applied, pores tend to accumulate alonguhegte curve This is an important result: pores
evolve to join this curve. It is also the basis for the tengetocform two pore populations,
one large and one small.

The drift speed of pores in radius space (from Eq. 5.20) isrghwy

drp Dp OW

Thus, pores expandliy/dt > 0) whendW/dr, < 0 and pores contract(,/dt < 0) when
dWj/or, > 0. Because the pore energy(Eq. 5.7) is a function of transmembrane voltags, and
pore radius,, the drift speedir/dt is also fully determined by¢, andr,. Accordingly, Fig. 5.8
shows the drift speedr,/dt plotted against, andA¢p,.

Using Fig, 5.8 we can understand the “life cycle” of an endemnbpores, as well as the cause of
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the specific features of electroporation model resultschab®ve.

The rate of pore creation is strongly dependent on transmemebvoltage magnitud\¢n|
(Eq. 5.25). (Pore creation and evolution, as described, lagecindependent of the sign ab,.
For simplicity, we useA¢n,, though|A¢.| is implied.) Upon application of an electric pulse, the
membrane charges and then reaches a transient peak duroigthwre is a burst of pore creation,
which leads to a subsequent decrease in transmembrangetéia. Thus, essentially all pores
are created at a large transmembrane voltage, typicaply,~ 1.0— 15V, depending on the ap-
plied electric pulse. Recalling that in the present modeépa@re created at radius~ 0.65 nm,
pores are “born” in theipper-left cornenf Fig. 5.8. In this regiondr,/dt is positive and large,

and thus pores expand rapidly.

As the newly created pores expand, their conductancesaiser@qg. 5.32). This leads to a de-
crease iM¢n,, by shifting some of the total system voltage drop from thenine to the bulk
electrolyte. The combination of increasingand decreasingi¢, sets the ensemble of pores on a

trajectory pointedight anddownin Fig. 5.8.

Eventually, the ensemble of pores reachesvhée curvedefiningdr,/dt = 0. In other words,
the white curve which primarily lies alongA\¢,, » 0.5V, defines the boundary between pore ex-
pansion and contraction. We refer to this transmembrartag®ithdr,/dt = 0 asA¢m o, While

noting that the exact value is dependentgn

After reaching thewhite curve the ensemble as a whole is not driven to expand or contnagdt, a
if the pores are not expanding or contracting, then the tn@nsbrane voltage should remain con-
stant. However, while in our model all pores in a local regi@ve the same transmembrane
voltageA¢n, the population of pores contains a distribution of poreirggas a result of (1) pores

not being created at exactly the same time and position isgopace and (2) thermal fluctuations

that lead to “difusion” in radius space. Note also that théite curvehas a slightdownward
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slope. Therefore, if the ensemble of pores is centered owtlite curve at some radiug = rp,
and transmembrane voltage,,, then pores with radii, < r, lie below the curvedr,/dt < 0) and
pores with radir, > r, lie above the curvedf,/dt > 0). As a result, the ensemble of pores splits,
with some pores contracting and some pores expanding. Tleffeet is necessarily such that the

A¢m remains relatively constant at the plateau voltAgg = Agm o~ 0.5V.

The contraction of smaller pores enables the expansionrgéigores: the decreasing conduc-
tance of the contracting pores compensates for the inagasnductance of the expanding pores.
However, this process cannot proceed indefinitely. Evdiytuae smaller pores readh ~ ry
and cannot contract further. At this point, the smaller parethe larger ensemble begin to con-
tract, enabling the continued expansion of the largestgdrowever, this too, cannot continue
indefinitely. Eventually, essentially all pores contrd€the pulse is long enough, this outcome is
inevitable. While pore creation (Eq. 5.25) proceeds at almslawer rate al¢,, ~ 0.5V than at
higherA¢n,, over the course of a long pulse it may lead to a non-negeigiitrease in membrane

conductance that then contributes to the decreasejrand resulting contraction of large pores.

Following the end of the applied puls&g,, ~ 0V. Thus, all pores will shrink to, ~ ry,, and the
pores will assume a distribution like that shown in Fig 5.3 pores dituse into in the tail of the

distribution atr, = r, they are destroyed (“die”), thus completing the pore lifeley

It is important to understand why the system tends to mairitae plateau transmembrane volt-
ageA¢pm = Apmo ~ 0.5V (in the short term). Consider what would happemd,, decreased
belowA¢m . As shown in Fig. 5.8drp/dt < 0 whenA¢m, < Agmo, and therefore pores contract.
However, as pores contract their conductance decreaseshiandeads to an increase A, that
counteracts the hypothetical decrease. Now, considerwald happen ifA¢,, increased above
Apmo. drp/dt < O whenA¢, < Agmo (Fig. 5.8), and therefore pores expand. However, as pores
expand their conductance increases, and this leads to@ag&img¢,, that counteracts the hypo-

thetical increase. Put simply, any shiftA®,, away fromAg¢n, o results in a shift in the distribution
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of pore radii that restore&¢,, ~ A¢mo. This negative feedback response by dynamic pores even
results in the temporary maintenanceAdf,, = A¢m o during an exponential pulse [69, 70] as the

applied electric field decreases.

The behavior described is typical for conventional elqubration pulses. However, other re-
sponses are possible, and they can be readily interpreitagl leig). 5.8. The rates of pore creation
and expansion are both transmembrane voltage-dependdufitiohally, pore creation and expan-
sion both increase membrane conductance and thereby laalttwease in transmembrane voltage
that, in turn, causes a decrease in the rates of pore creattbaxpansion. That is, electroporation
is self-limiting. Whether pore creation or expansion is daamnt in increasing the membrane con-
ductance depends on the peak transmembrane voltage, whicim, depends on the magnitude of
the applied electric pulse. In terms of the phase plot (FR), Bhis implies that the initial trajectory

of the pores depends on the magnitude of the applied elgctise.

In response to a very large magnitude pulse (e.g., 10M)y pore creation increases the mem-
brane conductance and decreades much faster than possible by pore expansion [56]. As a
result, the pores are “born” in thepper-leftcorner of Fig. 5.8, as in the typical case described, but
follow a trajectory pointed nearly straigdbwn Thus, the pores reach thite curveat a radius

I'n = I'm, for which there is no possibility of any significant pore arpgion.

In response to a relatively small magnitude pulse (i.e.,lsgpioo small to charge the membrane
beyond~ 1V), pore creation proceeds slowly, and thus pore exparisitire primary mechanism
by which the membrane conductance increases/fygldecreases. As a result, the pores are
“born” in the almost upper-left corneof Fig. 5.8, as in the typical case described, but follow a
trajectory pointedight andslightly down Thus, the pores reach tmhite curveat a large radius

rp. If the max radiug, nax that a pore can attain is limited (e.g., by a boundary coowljtithen
pores may accumulate BfmaxWith A¢m > Agm o until a large enough number of pores are created

and expand to forcAg¢,, to decrease and some pores to contract.
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Note that, in spatially distributed cell models, this sa@me almost inescapable, occurring some-
where in the membrane. Because the peak transmembrangevalégpends on the membrane
location (and orientation) in addition to the magnitudehs aipplied pulse. Thus, somewhere be-
tween the “pole” of the PM (where the membrane is normal tcaihidied field), where the peak
A¢n IS largest, and the “equator” of the PM (where the membraparallel to the applied field),
whereA¢, ~ 0V, there is a region where the peal, is ~1V and the above scenario plays out.
Krassowska et al. [75], for example, reported a region abalftvay between the PM pole and

equator with slightly elevatelg,, (relative to other regions of the PM) and very large pores.

The final possible deviation from the typical behavior démd is the response to a pulse that is
too small in magnitude to charge the membrane beymd, ~ 0.5V. In this case, pores are
“born” in the lower-left cornerof Fig. 5.8 and follow a trajectory pointetght until reaching the

white curve In this case pores remain distributed abQut rp,.

The phase plot (Fig. 5.8) can also be applied to patch-claqperanents. In these experiments, the
transmembrane voltages,, is fixed over the entire plasma membrane, regardless of shitaat
behavior of pores. Thus, k¢m < A¢gmo, pores are “born” in théower-left cornerof Fig. 5.8
and follow a trajectory pointedight until reaching thewhite curve In this case pores remain
distributed about, ~ r,. However, ifAgm > Apm o, pores will expand without boundii(,/dt > 0

for all Agm > Adm o), thereby leading to irreversible membrane rupture.

5.3.3 Partial Validation of the Pore Energy Landscape

Melikov et al. [48] examined pore conductance in voltageyged BLM over the range 150 —
400 mV. Using highly sensitive methods, they measured noigyguantized steps up and down
in membrane conductance, which they attributed to theioreand destruction of discrete pores.
Intriguingly, Melikov et al. [48] presented a histogram qansing thousands of individual pore

conductance measurements with a distribution that apgé#sngly similar to the distribution of
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pores in radius space at low transmembrane voltage (FiB)5.3

In a previous study [43], we analyzed the average pore cdadoe values, that Melikov et al.
[48] reported for two dierent electrolyte solutions, KCl and NMDG-glutamate, t@nhprise ions

of very different size and shape [43, 44]. Using our description of panelgctance, including hin-
drance and partitioning, we showed that ggeeported for KCl is consistent with an average pore
radius valuer, = 1.03nm and that the, reported for NMDG-glutamate is also consistent with
r, = 1.03nm. That both electrolyte solutions were consistent Wighsame average pore radiys

provides partial validation of our description of pore caothnce [43].

In this study, we take our analysis of the Melikov et al. [48periments one step further by analyz-
ing the full set of pore conductance measurements for BLIvhplked atA¢,, = 180 mV (presented
in Fig. 5 of Ref. [48]). We digitized this conductance datangthe open-source Engauge Digitizer

software (version 4.1, 2008, httfdigitizer.sourceforge.net).

Melikov et al. [48] did not specify the temperature at whibkit experiments were performed, so
we assumed a typical room temperature of@2The conductivity of 100 mM KCI is . 298 §m
at 25°C [76], which we adjusted t0.20 §m at 22°C, as described by Smith et al. [44].

For the size of the KCI electrical charge carrier, we useé 0.175nm, the average of the cor-
rected Stokes radii for potassium and chloride ions [44pt@\hat the s values for potassium and

chloride ions are nearly identical.)

Using Eq. 5.32, we calculated the pore conductagctor a range ofr, at A¢,, = 180 mV, the
transmembrane voltage at which Melikov et al. [48] madertbenductance measurements (for
the pore conductance histogram that they presented inRlgeib). Figure 5.9 shows the resulting

relationship between pore conductaggend pore radius,.
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Figure 5.9: Relationship between pore conductance and pore radiubddvielikov et al.
[48] experiments. The plot shows the pore radiysorresponding to pore conductarge
for BLM clamped atA¢,, = 180 mV in KCI solution, as in the Melikov et al. [48] single-
pore conductance measurements. The relationship betyeeng, was determined using
Eq. 5.32 and enables the Melikov et al. pore conductance urerasnts to be mapped to
pore radius.

We then used the relationship betwegnandr, to map the Melikov et al. [48] data from pore
conductance to pore radius. The resulting distribution efsurements is shown in Fig. 5.10A
and B. The number of measuremehtss normalized by the number of measurements of the local
maximumMpmax atr, & 1 nm, for reasons that will become clear. Note that the thstion of

measurements has two peaks: ong,at 0.65 nm and another, smaller peak gt- 1 nm.

Our interpretation of the bimodal distribution of the Maliket al. measurements is that the sub-
distribution of measurements at larger raditsl fim) corresponds to metastable pores. The in-
terpretation of the distribution at smaller radiusQ(65 nm) is less clear. We note that a similar
histogram for a cell membrane patch (though with far feweasneements) in Fig. 3 of Melikov
et al. [48], does not feature a sub-distribution at smalterductance (radius) but does feature
an approximately Gaussian distribution at larger condweetgradius). We reason that the sub-
distribution at smaller, may approximately correspond to the radiuat which pores are created
and destroyed. The number of conductance measuremestsifathpidly with radius below the
assumed, (Fig. 5.10A). This is consistent with the view thatis the minimum radius of hy-

drophilic (i.e., conducting) pores.
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Figure 5.10: Comparison of the Melikov et al. [48] conductance measurgrdistribution
with the model-generated pore density distributiqA) and (B) The Melikov et al. [48]
distribution is plotted as the number of measureméhest each pore radius (as determined
through pore conductance) normalized by the number of nmeamnts of the local max-
imum Mpax atrp = 1nm. Similarly, the normalized pore densitynmax is plotted for
comparison. The value of the minimum-energy radjysvas selected such that the leading
edges of the distributions were horizontally aligned. (Tistributions were best aligned
usingrm, = 0.975 nm.) The shape of the leading edges of the distributiomgavery close
agreement(C) and(D) The pore energy landscape associated with the pore derstity d
butions showr{A) and(B). Note that the pore density distributions and pore energiiles
are shown such that thaig align. At equilibrium for an enforced¢n, value, the shape of
the pore density distribution is fundamentally determiigdhe shape of the underlying
pore energy landscape. Thus, the fact that the pore deristtybdtion generated by our
model agrees well with the experimental data provides glarélidation of the underlying
description of the pore energy landscape, at leastsfarrm.
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Given this interpretation, we used our model to determieeetijuilibrium pore density distribution
n(rp,) for a membrane with transmembrane voltage, = 180 mV andr. = 0.65nm. Because
Melikov et al. reported that some pores persisted for up 18, we used the resealing time con-
stant valuer, = 0.5s to determin&V,, andWjy. (The results were not sensitive to the value used
for 7,.) We adjusted the value of, used in the model until the leading edges of the normalized
distributions of measurementd]/Max, and pore densityn/Nmax, Were horizontally aligned, as
shown in Fig. 5.10A and B. The distributions were best aligansingr,, = 0.975nm. As is clear

in Fig. 5.10A and B, the agreement between the leading eddhs distributions is excellent.

Figure 5.10C and D show the pore energy (on two scales) asedavith the pore density distribu-
tions shown in Fig. 5.10A and B. Note that the pore densitritistions and pore energy profiles
are displayed such that thesraxes align. The shape of the equilibrium pore density iigtion is
fundamentally determined by the shape of the underlying paergy landscape. Thus, the finding
that the pore density distribution generated by our modedegywell with the experimental data
provides partial validation of the underlying descriptimirthe pore energy landscape, at least for
o = 'm. Note that this region of the energy landscape is dominayetiéopore edge energy and,

to a lesser extent, the steric repulsion energy (Fig. 5.4).

It is important to bear mind the flierences between the Melikov et al. [48] distribution of mea-
surements, or events, and the time-averaged pore distmbggnerated by our model. The former
treats all pores equally, regardless of the duration of #sdstence, while the latter is fundamen-
tally time-averaged (i.e., normalized by duration of exmte). Melikov et al. [48] distinguish
between conduction “spikes” with durations of a few milisads and conduction “steps” with
durations of up to several hundred milliseconds. Thus, Xangle, if the sub-distribution of mea-
surements at low conductance (radius) corresponded t@ ploaé exist for milliseconds and the
sub-distribution of measurements at high conductanceugadorresponded to pores that exist for

hundreds of milliseconds, then the resulting time-avettagdjstribution of measurements would
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still look much like the model-generated pore distribution

The estimation of ,, (~0.98 nm) in this analysis is significant, gsis an important parameter for
electroporation models and in the interpretation of etguiration experiments. Small pores with
I, = I'm predominate during short pulses 100 ns) [56, 77] and post-pulse, when pores shrink to
~I'm. Thus, an accurate value of, is important in determining transport during pulses of shor
duration and following pulses of any duration. Note that assumption that the temperature was
~22°C does slightly &ect the value determined foy, through the &ect of temperature on KCI

conductivity, but this does not alter our conclusions.

5.4 Conclusions

We have described the energy landscape of electropores emtiauum approach to character-
izing pore dynamics in radius space. Our description irnesugfinements to the steric repulsion
and interfacial energy terms commonly used in electropmranodels. Additionally, we have

employed a phase space description of pore dynamics thatdpsoa straightforward means of
understanding the apparently complex, though relatedltssgenerated by models of electropora-
tion. Finally, we related the pore conductance measuresyilelikov et al. [48] to pore radius,

and used the results to provide partial validation of thecdpson of the pore energy landscape

and to determine approximate values of the important @potation model parametersandr .

As noted in thelntroduction this paper is the last in a series [43—45] of basic methoesyizd
papers. In the previous papers, we characterized the vetnm@perties of ionic and molecular
solute [44], developed methods of modeling electifodive transport in discretized systems [45],
and described the factors thdfext transport through pores [43]. The methods describezifber
modeling the dynamics of pores in discretized systems geothie final “ingredient” necessary
for building spatially distributed cell models of electayption with concomitant molecular trans-
port. Such models will aid the interpretation of electrgggmom experiments, which often assess

electrical or molecular transport, and be useful for ingeging and optimizing applications of
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electroporation.

5.5 Appendix

5.5.1 Pore Edge Area

Hydrophilic pores are assumed to have toroidal shape (FLj, With lipid head groups lining the
edge of the pore. LetA . be the total area of lipid lining the edge of a pore. Then thgeeatea

associated with each side of the membran is

A ¢ can be found through integration. Consider a toroidal patle mdiusry, in a membrane with
thicknessl, (Fig. 5.1). The area of a small region of the edgeniﬁtg 40 _ sin@Le) (%"‘) do,
where@, ¢ is the angle of lipid molecules in the pore edge with respeeettical. A ¢ is found by

integrating this expression from e = 0t0 O = 3:

i

d 2 d d, .
d d d 2

=21 (7”‘) (rp + 7'") Oe + 7”‘ cos@LeL (5.36)
d d dn \?

_ 2(0Gm Om)_ 5 (GYm

(e ) -2n [ -

5.5.2 Calculation of Steric Repulsion Energy Constants

At zero transmembrane voltaged,, = 0 V), the pore energy (Eg. 5.7) is described by

b
W(rp) = B(:—*) +C + 20y — 6Ap(ro)T (5.38)
p

Here,0A x(rp) is the pore lipid area reduction given by Eq. 5.4.

As noted in the main text, we impose three conditions on tleeggncurve, and this enables deter-

mination of the values of the three steric repulsion coristayb, andC. The first condition is that
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the pore energyV(r,) has a local minimum ar §, Wr,). This implies that the derivative of energy

with respect to pore radius be zero at this point:

FE Om
=0= _Bb(m) +2my — (anm + (?) (2n - nz))r. (5.39)

m

The last term arises as the result of taking the derivativi@pf(r,) with respect ta,:

A(6Ap) O
arpp = 2mr, + (?) (2n - n%). (5.40)

Equation 5.39, can be solved fBrand simplified to give

[ZJnrmy — (2t + (%) (27 - 72)) rmr] (fm)b, (5.41)

b T,

B is given in terms ob. Thus, one must determine the valuebdfefore using Eq. 5.41 to deter-

mine the value oB.

The second condition is that the energy barrier to destm®ti(r.) — W(r,,) equal the specified

value of the energy barrier to pore destructilpn Imposing this condition,

Wy = W(r.) — W(rm) (5.42)

b
- 5(1 - (:—) ) + 27 (1 = 1)y = (6Ap(rs) = 6A(Tm)) T (5.43)

m

Note that in the last term

SA(r.) = 6Ap(m) = 7 (rZ = 12) + (%’“) (2 = 7®) (r = 1) (5.44)
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Substituting forB (Eq. 5.41) and théA ,(rp) terms in Eq. 5.43 and simplifying,

3k

2nt oy — (200 + (%) (2 - 72)) rmr] ((rm

b
b r_) —1)+2n(r*—rm)y
- (n(rf —ra)+ (%"‘) (2m - =) (r. - rm))r ~Wy=0. (5.45)

b is the only unknown in Eq. 5.45, and its value can be deterdhiryeusing a graphical method or
root finding algorithm. After determining the value lnfthe value oB can be found by substitut-
ing forbin Eq. 5.41.

The third condition is that the enerdy(r.) equal the specified vall¥,. Thus,
W(r,) =W, =B+ C+2nr,y — A p(r.)r. (5.46)

Substituting folsA ,(r.) and simplifying,

~ dn)’ 5 (dm A A\
C—W*—B—Zﬂr*’)/'i‘(ﬂ(r*-i'?) — It (?)(r*ﬁ‘?)ﬁ‘ZﬂT(?) I. (547)

After substituting for the value determined Br(Eq. 5.41), Eqg. 5.47 can be evaluated to give the

value of the final steric repulsion const&ht

5.5.3 Hindrance Factor

We described the hindrance factor in detail in a previoudigaton [43]. Here, for the conve-

nience of the reader, we provide an abbreviated descrigonmore details, please see Ref. [43].

The hindrance factor accounts for théeet that a solute’s size has on its transport through a pore.

The hindrance factdf is the product of anféective area factof, and a drag factofp [43]:

H = fafo. (5.48)
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The dfective area factoffy, accounts for the fact that a solute of finite size can only sstke

central region of a pore [43, 78]:

r 2
fa = (1— r—:) . (5.49)

The drag factoifp accounts for the drag exerted on a solute ion by the walls ofa @3, 79]:
(5.50)
where

f(2) = %52 V2(1- 072 (1+ a1 ) + 81 - 2)?) + 8 + aud + 852 + 86> + a71*  (5.51)

andA = rg/r,. Here,rs is the solute radius ang, is the pore radius. The constargs (i =

1,2,...,7) are shown in Table 5.2.

Parameter Value
a -1.2167
a 1.5336
a3 -225083
as -5.6117
as -0.3363
ag -1.216
az 1.647

Table 5.2: Values of Constants in the Bungay-Brenner Hindrance Eouati

5.5.4 Partition Factor

We described the partition factor in detail in a previouslmation [43]. Here, for the convenience

of the reader, we provide an abbreviated description. Foerdetails, please see Ref. [43].

The Born energyy, is the energy required to place a chargin the center of a pore [43]:

2
Wo(ry) = 5.36432%) 102

et (5.52)

Here,wy is in units ofkT.
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The partition factolK(rp, Ayp) is [43, 51]

e — 1
K(rpa Awp) = WoewO—nAl#p_nAl//p eAw WoeWO+nA¢p+nAl//p . (5-53)
Wo—NAyp P Wo-+NAyp
Here,qe is the electronic charge,is the relative entrance length of a pore, and
OeZs
Ay, = —Adp, 5.54

whereAg, is the transpore voltage, the voltage drop across the @itpore regionAg, is related

to transmembrane voltages,, by voltage division [43] :

Rop

Adp = EAqﬁm. (5.55)

Here,R, ; is the resistance of the internal pore region &pdk the total resistance associated with

the pore (i.e., the sum &, , and the access resistariRg,).
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Chapter 6

Transmembrane Molecular Transport During Versus After
Nanosecond Electric Pulses

Abstract

Recently there has been great and growing interest in tHedioal efects of nanosecond elec-
tric pulses, particularly apoptosis induction. Theffe@s have been hypothesized to result from
the widespread creation of small, lipidic pores in the plasand organelle membranes of cells
(supra-electroporation), and more specifically, ionic amalecular transport through these pores.
Here we address the basic question of whether such trarsgants predominantly during or after
pulsing. First, we demonstrate that the electrical dritaice for typical charged solutes during
nanosecond pulses (up to 100 ns), even those with very laageitades (up to 10 M¥m), ranges
from only a fraction of the membrane thickness (5 nm) to sEverembrane thicknesses. This
is much smaller than the diameter of a typical celleum). This implies that molecular drift
transport during nanosecond pulses is necessarily minifttas implication is not dependent on
assumptions about pore density or the flux through poresth&unore, considerations of pore
density, hindrance, and partitioning suggest that tranghoing nanosecond pulses is several or-
ders of magnitudes smaller. Second, we show that moleaalasgort resulting from post-pulse
diffusion through minimume-size pores is orders of magnitudgelathan electrical drift-driven
transport during nanosecond pulses. While field-assidtathe entry and the magnitude of flux
favor transport during nanosecond pulses, th@&es are too small to overcome the orders of or-
ders of magnitude more time available for post-pulse trarisp.ccordingly, our basic conclusion
holds across the plausible range of relevant parameters.
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6.1 Introduction

In the past decade there has been intense and growing intetbs dfects that extremely short
duration k 1us), large magnitude (10— 100 k¥im) pulsed electric fields have on cells [1-30].
A number of studies [6, 8, 11, 16, 18] have reported that sutbeg result in significantly less
transport than the longer duration (1€- 10 ms), smaller magnitude (1 k¢m—-10 kV/cm) pulsed
electric fields widely used for electroporation (“conventl electroporation”). In fact, some of
these early studies [1-7, 9, 10, 13] even concluded that phtses do not result in plasma mem-

brane (PM) electroporation.

In a previous study [27], we showed that for short duratiargé magnitude pulses to escape elec-
troporation of the PM, the PM would have to endure extrenaaiyd transmembrane voltages, e.g.,
approaching-30V. These extremely large values have not been observdeéahtb implications
that are not convincing. Moreover, such large transmengvattages are in marked contrast to
experimental evidence [24] that suggests the transmemlw@tage has a maximum value closer

to ~1.5V, consistent with the results of mechanistic models oftebgoration [19-22, 27, 28].

We have argued that the primary mechanism by which shortidardarge magnitude pulsed elec-
tric fields dfect biological systems is through the widespread pertimbaf cell membranes (both
the PM and organelle membranes) by supra-electroporat@2pR, 27, 28]. Theféects reported
in response to these pulses, such as apoptosis [1-4, 8, 125226, 29, 30], are not seen in
response to conventional electroporation pulses, andhatgght to occur due to electroporation
of the PM and organelle membranes and resultant transparhsfand molecules through these

membranes.

To understand and potentially optimize and exploit theékects for therapeutic purposes, we must
therefore gain a better understanding of the molecular anid transport that results from short

pulses. To that end, here we address a basic question: Wiesrtramsmembrane transport pre-
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dominantly occur for these pulses? During or after pulsing?

We have previously argued [20-22, 27, 28] that short pulkesld result in minimal molecular
transport because small pores discriminate strongly basesblute size and charge. Here, we
support and expand this assertion using simple, quarmgtatguments. Specifically, we demon-
strate that very little molecular transport occurs durihgrspulses £ 100 ns). Instead, essentially
all molecular transport takes place post-pulse. This mag berprise. However, it is consistent
with the experimental findings that these pulses resultds teansport per pulse than conventional
pulses [6, 8, 16, 18] and that a large number of pulses (ofrdrde 1000) is required to achieve
significant éfects [14, 16, 23, 25, 29, 30].

6.2 Methods

Here we consider approximate descriptions, first based nelbectrolyte and then on additional
estimates that involve pore properties. Out analysis sntidnally simplified, seeking general
insight that is essentially independent of cell details.rolighout we consider electrdiiision.

Post-pulse inflow of water may also occur, particularly fowvitro conditions, but such hydrody-

namic dfects should only strengthen our conclusion that post-puatdecular transport dominates.

6.2.1 Pore Creation, Expansion, and Destruction

Electroporation is a phenomenon in which pores are hypibedo form in lipid bilayers in
response to large transmembrane voltatygs [31]. The process is self-limiting because the cre-
ation and subsequent expansion of pores is driven by etkttrai@smembrane voltages,,, but the
creation and expansion of pores tends to decraageby increasing the conductance of the mem-
brane and thereby decreasing the rate of creation and egparigores. That is, the dynamics of

electroporation are such that they diminish its own driviorge.

Whether pore creation or expansion is dominant in incregisia membrane conductance during

a pulse, and thereby limiting further creation and expandmdetermined by the time scale and
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magnitude of the pulse. For nanosecond time scale pulskswagnitudes on the order of several
megavolts-per-meter, creation dominates and rapidlyedny,,, down to a level £0.5V) at which
further pore creation and expansioffieetively cease [22]. As a result, there is very little pore
expansion for these pulses [22, 28], and pores accumulategte ry min ~ 0.8 nm [32], the radius

at which there is an energy minimum wh&n,, < 0.5V [33-35].

Rapid pore creation results in the establishment of a laage densityN in the PM (and other
membranes) of the cell. For a nanosecond time scale pulbeawitegavolt-per-meter magnitude,
the pore densitiN may reach values up te5 x 10'°poregm? [20, 27]. Nonetheless, the actual
value ofN is not important to the central point of this paper: Transporesponse to short pulses
occurs predominantly post-pulse. While there is a shomsiemt (e.g.~1—3ns [19, 27], depend-
ing in part on the pulse rise-time) between the applicatfanpmulse and the burst of pore creation,
for clarity of presentation we assume that the initial poeagityN = Ny is established immedi-
ately and remains constant for the duration of the pulses Simplifies our description, but it is a

useful approximation.

Post-pulse, the pore densit(t) is assumed to decay with an exponential resealing timstaah
(pore lifetime)ry:
N(t) = Noe /™. (6.1)

Estimates of the resealing time-constanteported for various membrane systems (bilayer lipid
membranes, vesicles, and cells) vary widely, from fracioha second [36, 37] to minutes [38].

Here, we use an intermediate valtye= 1s.

Figure 6.1 shows a pore with toroidal conformation. As a byptilic pore forms, the lipid
molecules wrap around the interior edge of a pore, givingtdraidal shape [32, 39—41]. This

general picture is supported by recent molecular dynanmeslation results [42—-47].
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Figure 6.1: Movement of a cylindrical molecule through a toroidal pofidne cylindrical
molecule has radius and lengths, and the pore has radiugin a membrane of thickness
dm. As shown, the molecule is assumed to traverse the poretwiibnig axis parallel to the
axis of the pore [48, 49].

6.2.2 Molecular Transport in Bulk Electrolyte

Molecular transport in bulk electrolyte occurs by unhiretkeelectrodiusion, the combination of

electrical drift and diusion. The electrodiusive fluxJsis described by [50, 51]
Ds
Js=-DsVy - ﬁqezsyvﬁb' (6.2)

Here,v is solute concentration; is electric potentialDs is solute difusivity, z is solute charge
(valence),ge is elementary charge is the Boltzmann constant, afddis absolute temperature.
The first term in Eq. 6.2 describes the flux of solute resulfiogn a gradient in concentration
(diffusion), and the second term describes the flux of solutetiegudtom a gradient in electric

potential (electrical drift).

During the application of a large electric field, moleculansport (for charged species) is domi-

nated by electrical drift. The terminal velocity (steadgte)vy;ir at which charged solute drifts in
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the presence of an applied electric field with magnitids

D
Varitt = ( SS.IeJZS') E. (6.3)

In timet, the solute will drift distanC@gyi:

Dsqe|25|) Et. (6.4)

= et =
ddnft Vdrift ( KT

In the absence of an applied electric field (e.g., followihg application of an electric pulse),
molecular transport is dominated byffdision. In electroporation systems (e.g., cuvettes), the so
lute concentratiory tends to be uniform over large regions of the system. The itapbexception

is at interfaces (e.g., membranes and electrodes), whaeeotration may change significantly

over short distances, and it is in these regions thasion becomes important [52].

6.2.3 Molecular Transport Through Pores

The electrodiusive flux equation (Eg. 6.2) for bulk electrolyte can be addpo describe electrod-
iffusion through pores by scaling the fldxby the hindrance factdf and the partition ca@cient
K, as described in detail in Smith and Weaver [49]. That isfline Js , through a pore is simply

related to the fluxis calculated using bulk electrolyte assumptions (Eqg. 6.2) by

Jsp = HK . (6.5)

The hindrance factdd (0 < H < 1), is a function of solute size and pore radius [49, 53, 5d]aut
counts for the gect of finite size on a solute as it interacts with and movesun a poreH — 0

(and transport is significantly impeded) when the solute approaches the pore size, ahd- 1
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(and transport is not significantly impeded) when the sodite is much smaller than the pore
size. We are aware of our invoking a “rigid sieving” approaiinon, appreciating that lipid pores

experience both fluctuations and the possibility of some pae change as solute approaches [55].

As examples, consider the hindrance factors for yo-proelpaapidium for the approximate radius
of a minimum-size pore&,, min = 0.8 nm. Yo-pro-1, which can be approximated as a cylinder with
radiusrs = 0.53nm and lengths = 1.71 nm [48], has hindrance factbi(r, mi) = 4.0x 1073, The
larger propidium, which can be approximated as a cylindén vadiusrs = 0.69 nm and length

ls = 1.55nm [48], has smaller hindrance facté(r, min) = 8.3 x 107°. It is important to note that
for a minimum-size porél < 1 for both molecules (and indeed all molecules of similag)siand

thus, hindrance greatly diminishes transport through mmimn-size pores.

The partition co#éficientK (0 < K < 1) is a function of the solute charge, pore radius, and trans-
membrane voltage [32, 41, 49] and accounts for fifiece that the solute charge has on its inter-
action with and transport through a pore in a low dielectdanstant material (e.g., lipid) [56, 57].
To first order, partitioning only féects charged molecules, and thas= 1 (and transport is to

a reasonable approximation unimpeded by partitioning)efgolute charges = 0. For charged
solute ¢s # 0), K — 1 (and transport is less impeded) as the pore ragiugreases or the trans-
membrane voltaga¢,, increases, and — 0 (and transport is more impeded) as the pore radius
I, decreases or the transmembrane voltagg decreases. For any givepandA¢y, K is smaller

for solutes with larger chargey| [49].

Again, consider a minimum-size pore with radiys,, = 0.8nm. AtA¢, = 0V, the partition
codficientsK(z) for several solute chargeg are K(0) = 0, K(x1) = 0.51, K(x2) = 0.053,
K(+3) = 8.9 x 104, andK(+4) = 2.6 x 10°%. For a much larger (supra-physiologicA, = 1V,
the partition coéficientsK(z) for these same solute chargesare K(0) = 0, K(x1) = 0.91,
K(+2) = 0.83,K(+3) = 0.74, andK(+4) = 0.65. (Note that yo-pro-1 and propidium both have

chargezs = +2 [49]). Thus, partitioning impedes transport through gareich more significantly
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whenA¢, = 0V (e.g., post-pulse) than wheéw,, = 1V (e.g., during a pulse).

In the results and analysis that follow, we characterizesipart during a pulse by partition dée
cientKquring @and characterize transport after a pulsdye. Here,Kquing iS the partition cofiicient
for a minimum-size pore, min = 0.8 Nm and transmembrane voltagyé, = 1.5V, approximately
the maximumAg,, reported by Frey et al. [24]. This maximum transmembran&agel value is
also seen in mechanistic models of electroporation [2022228]. Kaser iS the partition cofficient
for a minimum-size pore, mi» = 0.8 nm and transmembrane voltage, ~ 0V, the transmem-
brane voltage that persists for many multiplesrpfollowing a large electric pulse, as the large
number of pores shunts the resting potential sources ih@reventing the recovery of the resting

potential until nearly all pores have resealed [27].

6.3 Results and Discussion

6.3.1 Electrical Drift Distance During Short Pulses

The electrical drift distancéy;ir (Eq. 6.4) provides an explicit but approximate and inteitiveans

for understanding why molecular uptake during short puisest be extremely small: If molecules
drift only a short distance during a pulse, then it is not ggedor many of the molecules to pass
through membrane pores and into a cell. In other words, thHecutar dose (mass or molecules

per cell) delivered during a pulse will be small. This is cleaFig. 6.2.

Consider a circular plane with arég.;/2 (area of one side of a cell with total arég) in a
standard pulsing medium containing a fluorescent probe (@apidium or yo-pro-1). An electric
field of magnitudeE,,se is applied normal to the plane for a duratigpse The distancey
through which solute molecules withffiisivity Ds and valences drift during the pulse is (from

Eq. 6.4)
Ds0le|Zd]
KT

ddrift = ( ) Epulsetpulse (6-6)

wherede is elementary chargd;, is the Boltzmann constant, afidis absolute temperature. (The
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Figure 6.2: Electrical drift during short pulses. The position of a @& solute is shown
before pink) and immediately afterréd) application of an electric pulse. During the pulse,
the solute drifts a distanady,is. Because the pulse is shog 100 ns),dy/ift is hecessarily
much smaller than the cell diametercg (dgrir < 2reen). Consequently, only a small
number of solute molecules enter the cell during the pulsd,the intercellular concen-
tration of solutey; immediately following the pulse is much smaller than theaoellular
concentration of solutge (y; < ye).

grouped factor is electrical mobility.) For short pulsdgy is incredibly small. As an example,
consider propidiums = 428 x 101 m?/s, z, = +2 [48]). With an applied electric field pulse
with durationtyyse = 4ns and magnitudBpyse = 8 MV/m [16] at 25°C, dyir is only 11 nm, a
fraction (~0.2) of the membrane thicknes$.,(= 5nm). Even for a significantly longer pulse, with
durationt,yse = 60 Ns and magnitudByuse = 9.5 MV /m [24], dyii is just 19 nm, o~ 4 times the

membrane thicknes$,. Thus, very little solute will enter the cell.

Note that in both of these examplédgix is much smaller than the diameter of a typical cell
(2rcen = 16um). This implies that the amount of transport that takeseldgring a short pulse
must be exceedingly small compared to what is needed to eaidestantial change in intracellular
concentration. The number of molecules that can be detiveréghe membrane on the time scale
of a pulse is jusBceidaritye/ 2, Wherey, is the extracellular solute concentration (in moleciey.
Thus, even if the membrane posed no barrier to transportsebegr (bulk electrolyte approxima-

tion), the relative intracellular concentratioryy. immediately following a short pulse would be
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limited to
Vi Acenarint _ 3Curin
Ye 2Veell 2rcen

(6.7)

Here, I is the radius of a cell with aref.;. Again taking propidiumDs = 42.8 x 1011 m?/s,
Z, = +2 [48]) as an example and using a typical, = 8um, in the limit of the membrane posing
no barrier to transporty; /ye ~ 2.0 x 10~4 immediately following a 4 ns, 8 M¥m pulse [16] and
¥i/ve = 3.6 x 1072 immediately following a 60 ns,.8 MV /m pulse [24]. This is orders of magni-

tude less transport than can be achieved by conventiorat@beration pulses (e.g., [58]).

Moreover, the bound is very conservative because it doesarwider the limited aqueous pore
area £ 0.1 [27]), hindrance £ 8 x 107°), or partitioning & 0.9), and accounting for these factors

the actual transport would be5 orders of magnitude smaller.

Figure 6.3 shows the drift distandg;x for a wide range of pulse durations and magnitudes. For
illustrative purposesiyix was calculated usins = 40 x 10-1* m?/s and charggs| = 1, which are
typical of small fluorescent probes [48]. The results cailyebs scaled for othezs by considering
thatdyit « |z5| (EQ. 6.6).

6.3.2 Molecular Uptake During Short Pulses

Here, we extend the bulk electrolyte estimates by expficiging basic properties of small pores.

The number of moleculelly,ing €ntering a cell during a short pulse can be approximated by

1
Mauring = é(ddriﬂye)(AcellApNO)(H Kduring)s (6.8)

wheredyi; is the drift distance during the pulse (Eq. 6.%),s the extracellular concentration of
solute,H is the hindrance factoKquring is the partition cofficient during the pulseNg, = 1.5V),

No is the pore density in the plasma membrane, Apd= nrg) is the aqueous area of a single
pore. The first grouped factalyqve, is the number of solute molecules that drift through a negio

of unit area during the pulse. The second grouped fagi@jiA,No, is the total area of pores in
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Figure 6.3: Electrical drift distance in bulk electrolyte resultingpin rectangular electric
pulses. The electrical drift distan@®i is shown for a range of pulse duratiotygse
and magnitude€pyse for a molecule with diusivity Ds = 40x 1071 m?/s and charge
|zs] = 1. dgrit; is shown only for pulses resulting in a temperature A%e< 25°C (assuming
electrolyte conductivityr = 1 S/m and volumetric heat capacig/= 4.18 x 1 J/(m K)).
For pulses resulting inT > 25°C, dgrit is shown asvhite. For a fixed temperature riger

(e.9., 25°C), drit is greater for smalleEpyise becausa@lyir o« Epuise PULAT o E[2)u|se'

the plasma membrane due to pulsing. The third grouped fadtguing, is the factor by which
hindrance and partitioning diminish transport (relatiweransport in bulk electrolyte). The/2
prefactor accounts for the fact that electrical drift isyodirected into the cell for one of its sides.
Put simply, half of the cell accommodates entry, and therdia# departure, because of field di-

rection. Bipolar pulses can be treated by our approach,rbuieyond the scope of this paper.

There are two important assumptions implicit in Eq. 6.8 hboft which stem from the primary
assumption that the pulse is short. The first is that poreresipa is negligible during the pulse,
and therefore, the pores can be assumed to be distributeddatioe minimum-energy pore radius
r'o.min [22, 27, 28]. Thus, the hindrance factdrand partition cofficient Kyying Can be calculated
based o, min. The second assumption is thatat the membrane interface is constant. This is
reasonable for short pulses becadgg is so small. However, for a longer pulse, the solute not

immediately passing through membrane pores would accuenatahe membrane interface [52],
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thereby raisingy. (adjacent to the extracellular side of the membrane) angasing the rate of

transport through pores.

6.3.3 Molecular Uptake After Short Pulses

The number of moleculed e, entering a cell after a short pulse (post-pulse) can be appeated

by

_ * Ye— i
Mafter = fo (Ds dm ) (ApAceIIN(t))(H Kafter) dt, (6-9)

whereN(t) = Noe™¥™ (Eq. 6.1),y; is the intracellular concentration of soluts, is the pore re-
sealing time constanK e IS the partition cofficient after the pulseAg,, = 0V), and all other

variables are as previously defined. The pore demtyis the only time-dependent quantity.

We can assume; ~ 0 moleculegm?® because very little molecular transport has been observed
following short pulses [16], and even for longer pulses tkatilt in more transpoft; < ye [59].
Additionally, for propidium and yo-pro-1; ~ 0 moleculegm? because they are intercalating dyes
that tightly bind to nucleic acids in the cytoplasm [60], risley resulting in low levels of free (un-

bound) intracellular solute.

Taking these considerations into account, Eq. 6.9 can bgli§ied to

Matter = (%ye) (AceIIApNO)(H Kafter)- (6.10)

The form of Eq. 6.10 is very similar to the form of Eq. 6.8. Thstfigrouped factosryye/dm

is the number of solute molecules that woul@fase through a region of unit area during one re-
sealing time constant, for a concentration gradient/d,. The second grouped fact@e;A,No,

is the total area of pores in plasma membrane immediatdiyoig the pulse (i.e., before reseal-
ing). The third grouped factoH Kaser, IS the factor by which hindrance and partitioning diminish

transport (relative to transport in bulk electrolyte).
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Implicit in Eqg. 6.10 is the assumption that post-pulse tpamsproceeds by fiusion alone. This
is reasonable becaug®, ~ 0V for many multiples ofr, following a pulse [27]. Nonetheless,
we note that even a smallp,,, could contribute to a drift component that would incred&ge,

(for positively charged species), and further support tivagry conclusion of this studyMager >

I\/Iduring-

6.3.4 Ratio of Molecular Uptake During to After Short Pulses

Assuming drift dominates during a pulse anffuion dominates after a pulse, the ratio of transport

during the pulse to after the pulse can be determined fron6Bcand Eqg. 6.10:

Mduring 1 (ddriftdm) ( Kduring)
= — ) 6.11
Magter 2 DsTp Kafter ( )
Substituting fordg,ir (EQ. 6.6) and simplifying,
Mduring _ } (Qe|zs| Epulsedm) ( Kduring) (tpulse) (6 12)
M aster 2 KT Katter Tp . .

Note that the hindrance factors drop out of the r&#i@ying/Mater (EQ. 6.12), thus reducing the
number of assumptions implicit in the analysis. A key asstiongs that the pores have the same
radius (p,min) both during and after the pulse and therefore the samedmoédrduring and after the

pulse.Ny also drops out.

Figure 6.4 shows the ratio of molecular uptake during a pMgging to molecular uptake after a
pulse Mqe; fOr a range of pulse durations and magnitudes. The transaibotis shown forzg|
values of 1, 2, 3, and 4 because the partitionfioccientsKqying and Kaser are functions of solute
chargezs (based on the Born energy) [49]. For all of the conditionssodered Mqyring/ Mater < 1.
Mauring/ Matter iS particularly small for the smalleg values. For any given, Mqyring/ Mater iS largest
for the pulse withtyyse = 100 ns andEpyise = 10 MV/m (Fig. 6.4). For this pulséMguring/ Mater IS
1.8x 10" for |z = 1,32 x 107 for |z] = 2, 27 x 10* for |z = 3, and 012 for |z = 4.
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Figure 6.4: Molecular uptake during vs. after short pulses. The ratimofecular uptake
during a pulséMgyring to molecular uptake after a pulaser is shown for a range of pulse
durationstyyise and magnitude&pyse The transport ratio is shown féw| values of(A) 1,
(B) 2, (C) 3, and(D) 4. Note that only the-axis (colormap) changes wit3, and thus the
same pseudocolor plot applies for all The ratio Mguring/Mafter IS proportional totyyise
andEpyise and it is smaller for smaller values of solute chagge For all of the conditions

COﬂSIdered Mduring < Mafter.
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Consideration of the grouped factors in Eq. 6.12 providsg it into whyMgyring/ Magter IS SO small.
The first,ge|zs| Epuiscdm/KT , is the ratio of drift flux to difusive flux over a distanad,. This factor
depends offz| and Epyise and is somewhat larger than 1 for typical (relevant) valdehese pa-
rameters. For example, with| = 1 andE,use = 10 MV/m, the factor is~19. Thus, this factor

favors transport during the pulse.

The second grouped factor in Eq. 6.X2ring/ Katter, iS the ratio of the partition cdigcient during
the pulse to the partition céiecient after the pulse. This factor depends stronglyzgrand is
always larger than 1 (field-assisted charge entry) [49]. fabwor is 18 for |z = 1, 17 for|z| = 2,
930 for|z| = 3, and 30 x 10° for |z = 4. This factor also favors transport during the pulse,

particularly for largetz.

The third grouped factor in Eq. 6.18yse/7p, iS the ratio of the pulse duration to the pore reseal-
ing time-constant. This factor is much smaller than 1. Here,consider pulses with durations

touse S 100 NS, butr, = 1s. Therefore, the ratiRyse/7p < 1077, and it dominates.

Thus, while the drift flux (during a pulse) exceeds thfusiive flux (after a pulse) over distance
dm and the partition cd&cient during a pulse exceeds, sometimes dramatically fa.elarge|z|),
the partition co#ficient after a pulse, these factors simply are too small topesrsate for the ratio
touse/ Tp- IN Other words, the flux of solute into a cell during a pulsee®ds the flux of solute into a
cell after a pulse, but because the time available during#é ghilse is so much smaller than after

a pulse, the vast majority of transport takes place aftedsepu

To this point, we developed the results presented here usingnum-size pore radiug, min =
0.8 nm and pore resealing time constgnt 1s. However, the values reported for these parameters

vary, and it is therefore important to consider how otheugalwould &ect our estimates.
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6.3.5 Hfects of the Minimum-size Pore Radius and Resealing Time

Constant Values

The value used for the minimum-size pore radiysin is important because itf@ctsMgyring/ Master

(Eq. 6.12) through the partition ciientsKqying andKarer [49]. Glaser et al. [32] reported that
I'o,min IS iN the range ® — 10 nm, and the average of min = 0.8 nm has been widely used in math-
ematical models of electroporation (e.g., [28, 35, 61])cdrding to Barnett et al. [33], packing
constraints require that, min be somewhat larger thaninm, and they useth min = 1.0nm in

their model. In a recent study [49] in which we analyzed tHayar lipid membrane conductance
measurements by Melikov et al. [36], we founghin» * 1.0nm. Nonetheless, in the interest of

taking a conservative approach, in this study we used thelyigsed p nin = 0.8 nm.

The extent to which changing mi, affects Kyyring/ Kater (@nd thereforéMgyring/Mater) depends on
the solute charge,. For|z| = 4, decreasingp min to 0.7 nm increase&yring/ Kater Dy @ factor of
36, and increasing, min to 0.9 nm decreaseSyyring/ Katter DY a factor of 12. Theféect of changing
I'o,min ON Kauring/ Katter fOr smaller|zg| is much less significant. Thus, using other larger or smaller

values ofr, min would not d@fect our general conclusion thislly,ing < Magter-

The value used for the pore resealing time constgris important because it directlyffacts
Mauring/ Matter (EQ. 6.12). Values reported for the pore resealing timeteots, vary widely. While
Glaser et al. [32] reported, ~ 3s and He et al. [62] reporteg ~ 0.8—22s, Tekle et al. [37]
reported a shorter, ~ 0.16 s and Djuzenova et al. [38] reported a much longer 60—-120s.
Here, we used a resealing time constgnt= 1s, which is on the lower end of the range of
experimentally determined values. Decreastpgvould decreas®qyring/ Mater and increasing,
would increaseMgyyring/ Masier. While reported values of, vary widely, they do not vary widely

enough to change our general conclusion Mafing < Mageer.
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6.4 Conclusions

This analysis strongly suggests that the vast majority @ftebditusive molecular transport that
results from nanosecond electric pulsg400 ns) occurs post-pulse. Indeed, the transport during
these pulses appears to be negligible. While simplifyirgyagptions were made in this analysis
and some uncertainty exists in a few of the parameters (g,g.the overall estimates appear

conservative.
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Chapter 7

A Unified Model of Electroporation and Molecular Transport | :
Model Design and Validation

Abstract

Electroporation is well-established in biological res#aand is increasingly pursued for appli-
cations in clinical medicine. While the use of electropmnmatis compelling, the absence of a
guantitative, mechanistic, and predictive understangiegents utilization of engineering princi-
ples. Even though electroporation is driven by electrintriactions, its applications rest mainly
on cumulative (net) ionic and molecular transport througingient, heterogeneous pore popula-
tions in cell membranes. Here we present a quantitative hamestic model of electroporation
with concomitant molecular transport. The model compresgsponents that have been described
and validated in a series of previous studies. Specificddgse components include the charac-
terization of solute properties (size, charge, arftudivity), electrical and molecular transport in
bulk electrolyte (electrodiusion), electrical and molecular transport through pocesductance,
hindrance, and partitioning), and pore energy and dynami&sintegrate these components into
a comprehensive 2-D cell model that can describe the etatpbtential, molecular solute con-
centration, and pore density on time scales ranging fronesesonds to hundreds of seconds and
length scales ranging from nanometers to millimeters. Wielat the cell model by replicating
in silico two extensive sets of experiments in the literattivat measured total molecular uptake
of fluorescent probes. The model predictions of molecul@akgare in excellent agreement with
these experimental measurements, for which the appliedriel@ulses collectively span nearly
three orders of magnitude in pulse duration (§6-20 ms) and a corresponding order of magni-
tude in pulse magnitude (3-3kV/cm). We use the model and the experimental data to determine
optimal values of several important electroporation patans, including the first estimate of the
asymmetric pore creation constantind perhaps the most accurate estimate to date of the pore
diffusion codicientD,. The advantages of the present model include the ability xsi(nulate
electroporation dynamics that ardidtiult to assess experimentally, (2) analyze in silico theesam
guantities that are measured by experimental studiesno, &hd (3) quickly screen a wide array
of electric pulse waveforms for particular applicationgislis a step toward in silico screening of
electroporation conditions for optimal outcomes.
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7.1 Introduction

Electroporation is a widely used tool for delivering exoges molecules (nucleic acids, drugs,
and fluorescent probes) into cells in biological researblordatories and is increasingly pursued
for medical applications [1, 2]. It is most often used to sf@at cultured cells in vitro, though it
has also found usage for a number of other more specializeeriexental applications, such as
transfecting retinal cells [3] and single neurons [4] inovand chick embryos in ovo [5]. Elec-
troporation is fundamentally attractive because, by teanly disrupting the plasma membrane, it
provides an operationally simpleffective means of facilitating the transport of a wide range of
different molecules into cells. Additionally, for in vivo apgditions, by appropriately localizing the
applied electric field, the region of tissuiexted by electroporation can be controlled and limited

[6—14], which is advantageous for many applications.

Following the success of in vitro electroporation in expental applications, researchers began
investigating potential electroporation-based mediwatdpies, most involving drug delivery, gene
delivery, or electroporation alone to treat or ablate gsgMnumber of in vivo studies have shown
that electroporation can be used to treat solid tumors bagtigrenhancing the delivery of non-
permeant anticancer drugs [15—17] or suicide genes [18h lath approaches leading to the

destruction of the treated tissue.

Perhaps even more intriguing, recent studies have showelgwiric pulses alone with very short
duration and large magnitude can induce apoptosis in e¢el#trio [19-22] and in vivo [23-26],
thereby leading to the destruction of treated cells or éssithout the need to introduce any drugs
or genes. Rather large conventional electroporation puae be used to ablate tissue in a similar
manner. However, this leads to necrosis rather than apeg¥% 28]. There is also ongoing in-
terest in using electroporation to transfect skeletal neusells in vivo [29] for applications such

as DNA vaccines [30] and increasing production of protekesérythropoietin [31].
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The common characteristic among all of these applicatibreseatroporation is that they involve
transmembrane transport though temporary pores. Indeggmembrane transport underlies not
only electroporation-based applications but also theclrasichanisms of electroporation and there-
fore our fundamental understanding of electroporationcivief what we know about electropora-
tion has been determined though the analysis of measursrokalectroporation-mediated elec-
trical and molecular transport. More direct methods of olieg pores appear infeasible because
of the very short length scales (nanometers to micromesgdYime scales (nanoseconds to mil-
liseconds) characteristic of electroporation and theradxsef a significant contrast mechanism for
imaging. With a few exceptions [32, 33], these measuremewbdve the collective ffects of large

ensembles of pores rather than single pores.

Specifically, most experimental studies of electroporaetiave examined the transmembrane volt-
age of pulsed cells during or after electroporation usiniigge sensitive dyes [34—-37] or patch
clamp techniques [38, 39] or examined the changes in fluenescof cells electroporated in the
presence of fluorescent dyes [40-54]. The most insightfdiluseful of these molecular transport
studies used quantitatively calibrated measurementregsi¢0, 43-45, 48-50, 52, 54], enabling
them to report the number of transported molecules (withesquantified error), rather than just

relative fluorescence [47, 51, 53], which cannot be intéearevith a useful degree of confidence.

The important implication is that to truly understand thesibanechanisms of electroporation, we
must first come to understand electroporation-mediatesp@t and the implications of experi-
mental quantitative measurements of transport. Additipriaecause applications of electropora-
tion rely on its ability to facilitate transmembrane traogpan improved quantitative understand-
ing of transport will enable optimization of both existingdaemerging applications of electropo-
ration. Importantly, this will also set the stage for engineg, the application of science, and an

increasingly used tool in basic research.

With these primary and pragmatic objectives as motivatiornhis theory-based modeling study
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we present a spatially distributed model of electroporatith mechanistic descriptions of electri-
cal transport, electroffusive molecular transport, and dynamic pores. The compsdemodel
presented includes independent, mechanistic comporteaitsve developed and described in a

series of basic methods papers [55-58].

Specifically: First, we developed methods of estimatingsilae, charge, and fiusivity of solutes
[55]. Second, we developed a robust method of describiragreliffusive transport in discretized,
spatially distributed systems [56]. Third, we charactdlithe interaction between ionic and molec-
ular solutes and lipid pores and described the factors thetteelectrical and molecular transport
through pores [57]. Finally, we characterized the pore ggn&andscape and the role it plays in
pore dynamics [58]. Where possible, we validated each @tlvasic mechanisms. For example,
we used the single pore conductance measurements of Melikady[32] to validate our descrip-

tions of pore conductance [57] and pore energy [58].

Although a number of theoretical models have been used twridbesand investigate electropora-
tion [10, 14, 59-70], each has been limited in its scope asgimptions. Some of these models
have provided insights into particular aspects of eledrapon, such as pore creation, but none
has characterized the process of electroporation andfé@ste comprehensively. The model pre-
sented here enables the investigation of electroporation the onset of the applied electric pulse
to the resealing of pores, including the transport of mdkesaf interest. Thus, direct comparisons
can be made with experimental measurements of electricaterecular transport. Additionally,
because electroporatioffects biological systems by facilitating transport betweeth compart-

ments, the model can be used to investigate and optimizeapphs of electroporation.

To demonstrate the ability of the model to make accurate cotde transport predictions, we use
it to test in silico the extensive experimental moleculansport measurements of Canatella et al.
[49] and Puc et al. [50]. The Canatella et al. data set wasifsgly developed to be “used to

optimize electroporation protocols, test theoretical siesdand guide mechanistic interpretations”
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[49]. The Canatella et al. [49] and Puc et al. [50] studiessuezd the cellular uptake of calcein

and lucifer yellow [55], respectively, in response to dlieal pulses that collectively span nearly

three orders of magnitude in pulse duration (S6-20 ms) and an order of magnitude in pulse
magnitude (B—-3 kV/cm). As we demonstrate, the model is in excellent agreeméhttirese

results.

Additionally, we use the model and the Canatella et al. [#@] Ruc et al. [50] measurements to de-
termine optimal values of several important electroporaparameters, including the asymmetric
pore creation constamat, which has not been previously estimated, and the pdfesitbn codfi-
cientD,, which has previously only been estimated to within pertiap2 orders of magnitude of
its actual value. The optimal values determined for thergblagameters, including the symmetric
pore creation constapt the maximum size of poresg ma, and the pore resealing time constant

are all consistent with previous estimates.

The scope of this paper is such that it covers the responke @fdanatella et al. and Puc et al. model
cell system responses to a large number Gedent applied electric pulses but does not describe
the detailed responses of the systems to particular puitk®gever, in a companion paper [71], we
comprehensively examine the responses of the CanatellsagicbPuc et al. systems, as described
here, to two illustrative electric pulses. Additionallyeyresent a general theoretical framework

for understanding the factors that dictate electroponati@diated molecular transport.

7.2 Methods

7.2.1 Model Cell Systems

We represent the Canatella et al. [49] DU-145 cells and Pud. §50] DC-3F cells as simple,
circular cells (plasma membranes) (Fig. 7.1). Though osidiapproach is compatible with the
inclusion of organelles [10, 66, 68, 72], we elected not tdude them as they should have negligi-
ble impact on molecular uptake but significantly increasel@hcomputational demands. Because

the model presented here is 2-D, the cells diectively treated as cylindrical rather than spherical.
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Figure 7.1: Model cell system. The circular cell is centered in a 1 mmil mm region

of electrolyte. Only the vicinity of the cell is shown. Thelldeas radiusreey = 11um
and corresponds to the Canatella system. The Puc systerhéhaare layout bute =
8.55um. The system transport propertiesteli between the intracellular and extracellular
regions. The solute concentratignsolute difusivity Ds, and electrical conductivity- are
shown, with subscript “i” indicating intracellular quatitis and parameters and subscript
“e” indicating extracellular quantities and parameters.

(Our basic methods extend to 3-D, but the computational desaf 3-D models are prohibitive.)
Canatella et al. [49] reported an average cell raditis= 11um, and Puc et al. [50] reported an
average cell radiug,; = 8.55um. We use these reported values gf in the respective model

systems here.

In both model systems, the cell is centered in a 1 mmM mm region of electrolyte. The large
system size (relative to the cell size) ensures that coret@ of solute in the region of the cell
remains relatively constant during a pulse, as expectegindl in vitro experiments. If a smaller
system were used (e.g., several multiples.gf in size), then all solute would drift past the cell
during a stfficiently long pulse, resulting in zero extracellular cortcation. Moreover, using the
meshed approach described here, placing the boundarierfathe cell has minimal impact on

the model computation time.

To represent an applied, spatially uniform field, the ansdedated along thg = 0.5 mm system

boundary and the cathode is located alongytke—0.5 mm system boundary (creating two ideal
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Table 7.1: Model System Parameters

Symbol Canatella et al. System Value  Puc et al. System Value  esciliption and Source

Icell 11um 855um Cell radius [49, 50]

Agpmyrest —50mV -50mVv Membrane resting potential [68]

Te 1.295m 158 Sm Extracellular conductivity [49, 73]
T 0.3S/m 03S/m Intracellular conductivity [74—78]
om 95%x109S/m 95x10°9S/m Membrane conductivity [68]

€ 72 = 6.38x 10°10F/m 720 = 6.38x 10°1°F/m Extracellular permittivity [68]

& 72 = 6.38x 10 1°F/m 720 = 6.38x 10 1°F/m Intracellular permittivity [68]

€m 5¢p = 443x 10711 F/m 5¢ = 4.43x 1011 F/m Membrane permittivity [68]

Dse 466x 1011 m?/s 477 %101 m?/s Extracellular solute dusivity’ [55]
Ds; Dse/4 = 117 x 10711 m?/s Dse/4 =119x 101t m?/s  Intracellular solute diusivity*

rs 0.58nm 061nm Solute radius[55]

s 1.89nm 146 nm Solute length[55]

Zs -3.61 -2 Solute charge (valence55]

*Value selected or calculated as described in main téalcein is the solute in the Canatella et al. system.
Lucifer yellow is the solute in the Puc et al. system.

parallel plate electrodes). Thus, when a pulse is appleclectric field points in they-direction.
Accordingly, calcein and lucifer yellow drift, which aregegively charged, drift in they-direction

(opposite the applied field).

7.2.2 Electrical Transport Parameters

Canatella et al. [49] reported the conductivity valig = 1.29 §m for their pulsing medium
(RPMI-1640 with 25 mM HEPES Hter), and we use that value for the Canatella model here. Puc
et al. [50] did not report the conductivity of their pulsingecium (SMEM) but a paper from the
same research group reported [73] the conductivity valye 1.58 §'m for the same medium,

and we use that value for the Puc model here.

Intracellular conductivity values reported [74—78] foverl cell types are in the approximate
rangeo; ~ 0.23-Q37Sm. Here, we use the intermediate valte = 0.3 S/m for both the

Canatella and Puc models.

For the unperturbed membrane, we use conductivity valye= 9.5 x 10°S/m [68] and mem-

brane resting potential values, est= —50 mV [68] for both models.

We use extracellular and intracellular electrolyte petimify valuese, = ¢ = 6.38x 107°F/m
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(A) Calcein

< I8 >

(B) Lucifer yellow
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Figure 7.2: Cylindrical approximation to molecular shap€A) Calcein ¢(s = 0.58 nm,

Is = .89 nm) [55]. (B) Lucifer yellow (s = 0.61 nm,ls = 1.46 nm) [55]. Note that the
molecules are not shown to the same scale. The cylindrigaio&pnation to molecular
shape gives a more precise description of molecular shapestlspherical approximation.

< I >

and membrane permittivity valug, = 4.43x 101* F/m [68] for both models.

7.2.3 Molecular Transport Parameters

Canatella et al. [49] measured the calcein uptake. As werithescpreviously [55], calcein can
be approximated as cylindrical with radias= 0.58 nm and lengtl = 1.89 nm (Fig. 7.2A). Its
charge (valence) at pH 7.4 &5 = —3.61 [55]. We useDs. = 46.6 x 101t m?/s [55] for the ex-
tracellular (aqueous) flusivity of calcein. The dfusivity of small molecules in the cytoplasm is
typically ~25 % of the aqueousfilusivity [79-81]. Thus, we usBs; = Ds¢/4 = 11.7 x 107 m?/s

for the intracellular (cytosolic) diusivity of calcein.
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(A) Exponential pulse (B) Trapezoidal pulse
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Figure 7.3: Applied electric pulses(A) 1 ms, 1 kV/cm exponential pulse. The pulse has
linear rise in the applied field tBapp = 1 kV/cm over rise-timeyise = 10 ns, followed by an
exponential decay to zero with time constapfise = 1 ms. (B) 1 ms, 1 kV/cm trapezoidal
pulse. The pulse has a linear rise in the applied fiel&dg, = 1kV/cm over rise-time
trise = 1us, a plateau aEapp Of durationtyas = 998us, and a linear fall to zero over fall-
timety = 1us.

Puc et al. [50] measured the lucifer yellow uptake. Lucifellgw can be approximated as cylin-
drical with radiusrs = 0.61 nm and lengtl = 1.46 nm [55] (Fig. 7.2B). The charge (valence) of
lucifer yellow at pH 7.4 izs = —2 [55]. We useDs . = 47.7 x 10-1tm?/s [55] for the extracellular
diffusivity of lucifer yellow andDs; = Ds¢/4 = 11.9 x 101t m?/s for the intracellular (cytosolic)

diffusivity.

7.2.4 Applied Electric Pulses

In their respective experiments, Canatella et al. [49] i@gpldecaying exponential pulses
(Fig. 7.3A) and Puc et al. [50] applied trapezoidal pulseg.(F.3B). Exponential pulses are char-
acterized by a linear rise in the applied fieldBg,, over rise-timése, followed by an exponential
decay to zero with time constani,se (Fig. 7.3A). Trapezoidal pulses are characterized by a lin-
ear rise in the applied field t&,p, Over rise-timet;se, a plateau aE,y, of durationt,,, and a

linear fall to zero over fall-timeg, (Fig. 7.3B). Thus, if the pulse has total duratippse then

tplat = tpulse_ trise — raul-

Neither study reported the pulse rise-time. Canatella.¢#8] used a BTX pulser that generates
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an exponential pulse by means of a simple capacitor disetj@&j. Thus, in accordance with the
analysis of Pliquett et al. [83], we assume an extremely lsvallet;s. = 10 ns for the Canatella
pulses. Puc et al. used a Jouan square wave generator tBatamsplex circuitry to generate
trapezoidal pulses, and this results in a longer rise-tidgng the same pulser as Puc et al. [50],
Cukjati et al. [84] reported rise-time rangge = 0.6 —21us. Accordingly, for the Puc pulses, we

use an intermediate valtig. = 1us. We also use fall-time valug, = 1us.

Here we defineE,p, to be the applied electric field as experienced by the celihénpulsing
medium. It is often assumed th},, = Vapp/ Leiec, WhereVyy, is the applied voltage (at the elec-
trodes) and_¢e. is the distance between the electrodes. However, as Rligjualt [83] reported,
electrochemical reactions at the electrodes can resblpx Vapp/ Lelee, particularly for aluminum
electrodes. Canatella et al. [49] used aluminum electrbdetook measurements to account for
this dfect and reported electric field values as experienced by @edl, consistent with how we
have definedE,,,). Puc et al. [50] reportely,, rather thark,,, However, because they used
stainless steel electrodes, which do not exhibit the sartagedrops at the electrode-electrolyte

interface [85], we assunt€,pp = Vapp/ Lelec, Whereleec = 2 mm [S0].

Canatella et al. [49] applied exponential pulses wiilike = 50us, 90us, Q5ms, 11 ms, 28 ms,
5.3ms, 10 ms, and 21 ms with applied fidg,, up to 31kV/cm. Here, we examine all of these
pulses except,use = 0.5 ms because the associated data were touli to discern in the crowded
Canatella et al. [49] plots. Puc et al. [50] applied trapdabpulses with durationtg,se = 100us

and 1 ms with applied fiel&,p, up to 2 kV/cm, and we consider all of these pulses.

7.2.5 Experimental Data

The Canatella experiments [49] measured calcein uptakg flsiv cytometry, a single cell method
that yields cell population distributions that enable agerbehavior to be computed. They reported
data in a series of plots, specifically Figs. 2 and 3 of Ref].[#Bese figures show molecular up-

take plotted againdf,p, for a range ofrpuse Molecular uptake was presented as both number of
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molecules taken up per cell and the corresponding relativadgellular concentratiop = vy, /ve,
wherey; is average intracellular concentration ands initial extracellular concentrationy; Wwas
determined using the number of molecules per cell and thewelof a cell with the average radius

The Puc experiments [50] measured lucifer yellow uptakegispectrofluorometry, a total popu-
lation determination yielding average behavior. The dafai@. 6 of Ref. [50] shows the number

of molecules taken up per cell plotted agaigi, for botht,yse used.

We digitized both sets of reported data using the open-sobdngauge Digitizer software (ver-
sion 4.1, 2008, httgdigitizer.sourceforge.net). Specifically, for the Cafllatexperiments [49]

we digitized the relative concentration data. For the Pyearments [50], we digitized the aver-
age number of molecules taken up per cell and converteddhigdtive concentration using the

volume of a cell with the reported average radiys = 8.55um [50].

Canatella et al. [49] reported data for both single and plalgpulses (1, 2, 4, 10 pulses). For the
pulses withrpyse = 50us and 10@is we use the 10 pulse data (divided by 10 to give the uptake
per pulse) rather than the single pulse data. There is atwkyad in the data showing uptake in
proportion to the number of pulses, and the amount and gualihe multiple pulse data for the

50us and 10Qis pulses is significantly better than the single pulse data.

7.2.6 System Discretization

The systems are discretized (Fig. 7.4A) using a modifiedwesf an open-source meshing algo-
rithm [86]. The algorithm generates very high-quality meskwvith triangular elements that may
vary widely in size. The system nodes are defined by the it&mns of the edges of the triangular
mesh elements. Here, the membrane for each system is liné@gode pairs. As a result, the
spacing between nodes along the membrane is 115 nm for tregellarmodel and 89 nm for the

Puc model.
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(A) Mesh (C) Mesh and Voronoi cells

(B) Voronoi cells

Figure 7.4. System mesh and Voronoi cell§A) The system mesh is shown at the level
of the cell (eft) and the membraneight). The edges of the triangular mesh elements
represent the connections between adjacent system ndae&léments are small near the
membrane and expand in size with distance from the memb(&)&.-he system Voronoi
cells (VCs) associated with the mesh /&) @re shown using the same fields of view. Each
VC defines the region of physical space represented by itxiassd node.(C) The VC
edges bisect the edges of the triangular mesh elementdaarigles. This is an important
property that simplifies the description of transport betwadjacent nodes.

A Voronoi cell (VC) (Fig. 7.4B) is associated with each noddhe discretized system. Each VC
defines the region of physical space represented by its iagsdamode. Thus, while the mesh
(Fig. 7.4A) determines the connections between nodes, @edétermine the small volumes into
which the system is discretized. Each node is taken to beseptative of the behavior of the
region represented by its associated VC. Note that VC edgestlthe edges of the triangular mesh
elements at right angles (Fig. 7.4C). This is an importaoperty that simplifies the description of

transport between adjacent nodes [68].
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Table 7.2: Electroporation Parameters

Symbol  Value Description and Source

dm 5nm Membrane thickness [87]

dp 2.5nm Pore thickness (internal region) [57]

I 0.65nm Pore radius at local energy maximum [57]
Ip,min 1.0nm Pore radius at local energy minimum [57]
I'p,max 12nm Maximum pore raditis

W, 45KT Energy at local maximufr{87]

W 28341KkT Energy at local minimuii

Wy 24729 kT Energy barrier to pore destructian

B 1.6301x 107197 Steric repulsion constdrit

b 35341 Steric repulsion constant

C -5.9522x10°2°J  Steric repulsion constdnit

¥ 20x 1011 J/m Pore line tension[59]

r 1x10°°J/m? Membrane tension[88]

I’ 20% 1073 J/m? Hydrocarbon-water interface tensiof89]
Frax 6.9x101°N/V2Z  Maximum electric force foAgm, = 1 V¥ [90]
h 0.95nm Electric force constanf90]

re 0.23nm Electric force constanf90]

Dp 2x 1018 m?/s Pore diftusion codicient

a 1x10° /(m?s) Pore creation rate density [91]

B 18 kT/V? Symmetric pore creation constant

a 11kT/V Asymmetric pore creation constant

T 4s Pore resealing time constant

fprot 0.5 Membrane protein fraction [66]

r's 0.19nm Radius of charge carfi&f55]

n 0.25 Pore relative entrance lentj{57]

*Optimal parameter. See Table 7.3 and main text for det&flarameter value
determined by values of other parameters. The listed valteesonsistent with
parameter values listed in this table. See Ref. [58] forilsetéParameter used
in the pore energy equation, as given in Ref. [38arameter used in hindrance
or partitioning equation, as given in Ref. [57jAverage of corrected Stokes
radii of sodium, potassium, and chloride, as given in R&5].[5

7.2.7 Pore Radius Space

The model presented here uses fixed pore rgdind accounts for pore expansion and contraction

through the transport of pore densitypetween adjacent radii in radius space [58]. The minimum

hydrophilic pore radius, at which pores are created andaed, isr.., and the maximum pore ra-

dius isrp max Slightly larger tharr, is rp min, the radius at which the pore enefgyhas a minimum

at zero transmembrane voltagesi, = 0V). Here, we use valugs = 0.65nm andp ynin = 1 nm

[58]. The value of , maxis varied in our results.

The pore radii are distributed non-uniformly in radius spéxincrease computationdlieiency.

Specifically, between, andr, min we used discretization sizer, = 0.025 nm, and between, min

andrp maxWe linearly increased the discretization siag from 0.025 nm to 025 nm.
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7.2.8 Transport in the Discretized Model System

The discretized system represents three types of trangfppeiectrical and (2) molecular transport
in 2-D physical space and (3) pore transport in 1-D radiusespBelow we address each type of

transport in turn.
Electrical Transport

The electrical fluxlgj from nodei to adjacent nodg¢is described by [68]

3 =700, - g eo, 1)
where (\¢); j = ¢; — ¢i is the electric potential dierence between nodeand j, o j is the conduc-
tivity between nodesandj, ande  is the permittivity between nodésindj. o j = e, o, Of o,

as appropriate for the system region, and= e, €, or en, as appropriate for the system region
(e.g., if nodes andj are in the extracellular region, then; = oc ande ; = €). If the connection
between nodes lies along a boundary (e.g., the membraee)itib flux associated with each side

of the connection is calculated independently [68].

The electrical currerit’ from nodei to nodej is simply the fluxJs! (Eq. 7.1) scaled by the area

A ; = w ;d of the interface shared by VGsndj (Fig. 7.5):
i) = AL, (7.2)

For node pairs and j that span the membrane (i.e., nadan the extracellular side of the mem-
brane and adjacent nodeon the intracellular side of the membrane, or vice versa),pssive
currentis! (Eq. 7.2) only accounts for the ionic and displacement curtierough the membrane

lipid. In addition to this current, there is ionic currdb}g through pores.

Consider a pair of nodasand j that span the membrane, with naden the extracellular side and

nodej on the intracellular side. The interface shared by V@sd j represents a small region, or
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Figure 7.5: Electrical and molecular transport between adjacent sysiedes. Adjacent
nodesi and j are shown with their associated VCs. Nadeas electric potentiap; and
solute concentratioty;, and nodej has electric potentiap; and solute concentratiop;.
The distance between the nodes js The VCs share an interface with width; and area

Aij = w; jd, whered is the system depth. The VC associated with nobdas volumev;,
and the VC associated with nogénas volumeV;. Using the system transport parameters

and the local mesh geometry, the electrical ﬂl@kand molecular fluxdy! from nodes to
nodej can be calculated.

patch, of membrane with are®;. The membrane patch has transmembrane voMéand a
radius space with discretized pore ratgiiwith discretization 4r,),. The pore density associated
with eachrg and Arp) is njjx. Note that all membrane patches have a radius space debcribe
by the same}; and (Arp)x, but the pore density; jx associated with each radius in each patch is

different.

The total currenﬂ;,"l{J through pores in the membrane patch associated with n@dekj is the sum

of the currents through pores of each radi{ps
ich= A Adi > Nk (A K Adr 7.3
le,p Au,] dm nl,j,k( rp)kgp(rp, bm)- (7.3)
k

Here, the functiom,(r,, A¢m) describes the conductance associated with a single prm@yiating
for the resistance of both the internal pore region and the access region [92, 93]. It is given by

[57]
dp 1\

+
oprr s H(rp) K(rp, Agm) 2071

Ip(rps Adpm) = ( (7.4)
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Here,d, is the thickness of the internal region of the parg,= 20i0¢/(0i + 0¢) is the average
conductivity of the electrolyte within the porkl(r,) is the hindrance factor, ari(r,, A¢n,) is the
partition codficient. H(r,) andK(r,, A¢n,) are described in detail in Ref. [57].

The total current:’  between nodeisandj is the sum of théiéj (Eq. 7.2) andie’fp(Eq. 7.3):

e,tot

|’J _ .i’j |’J
letot = le” T lep (7.5)

(Note thauiie’fp = 0 for node pairs andj that do not span the membrane.)

The current"’

e,tot

describes the transport between nodes, but does not speuifihe electric poten-
tial at the nodes changes as a result. This is provided bysmgaontinuity. Continuity requires

that for every node with adjacent nodesg
D igha=0. (7.6)
i

In other words, the sum of the currents flowing out of each nodst equal zero (KirchHis

Current Law).
Molecular Transport

In bulk electrolyte, the molecular (electréidisive) flux J:' from nodei to adjacent nodg is
described by [56]

L (A7) : ~
3= -Ds 5 if (Ay);; =0, a7
O (i + ) T80 40

lij 1-A¥ij 1-g i j

Here,y is the dimensionless potentigl= dezsp/KT, (Ay)ij = ¥ — ¢i is the diterence in dimen-
sionless potential between nodeand j, y; andy; are the solute concentrations at nodesd |,
and D% is the solute dfusivity between nodeisand j. D' = Ds.or Ds;, as appropriate for the

system region.
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In bulk electrolyte, the flow of soluté;! (units: moleculess with concentrationy in units
moleculegm?®) from nodei to nodej is simply the quxJis’j (Eq. 7.7) scaled by the arelq; of

the interface shared by V@sndj (Fig. 7.5):
igh = A 3L, (7.8)

Note that whild’ is analogous to electric current, both drift anfasion contribute, and therefore

it applies to both charged and neutral solutes.

Like electrical transport (charge carried by small ionsptigh pores, molecular transport through
pores is alsofdected by hindrance and partitioning. For nodesd j that span the membrane, the

flow of soluteiy), through pores is
ich= A 351 i (Arphe(r)? Hr) K(rs, Agrd). (7.9)
k

Here, the relevant @usivity of Eq. 7.7 that determine®’ is the average €usivity within the
poresDs , = 2D iDs ¢/ (Ds,i + Ds o). H(rp) andK(rp, A¢rm) are described in Ref. [57].

Noting that Eq. 7.8 describes the flow between nddesd j that do not span the membrane and
that Eq. 7.9 describes the flow between nadesd j that do span the membrane, the total fi(';ﬂ[g{t
between nodeisand | is

sl if i and j do not span membrane,

it~
s,tot —

- (7.10)
ish if i andj do span membrane.

Unlike small ion charge, this means that solutes only passitfih the membrane via pores.

The rate at which concentration changes as a result of stiixes determined by continuity,
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which requires that for every nodevith adjacent nodesg

i 1 L
a_tl =7 ighop (7.11)
j
whereV; is the volume of VA (Fig. 7.5). In other words, a net flow of solute out of or intocala

must result in a corresponding decrease or increase in tientration of the node.
Pore Transport

Expansion and contraction of pores is treated by behavipoie radius space. Transport of pores
in radius space is analogous to 1-D electfiagiion in physical space [56, 58]. Just as solute is
transported in response to gradients in concentration beudrie potential (Eq. 7.7), pores are
transported in response to gradients in pore demsétyd pore energWV (Fig. 7.6), with the pore
energy landscape [58].

The flux of pores],io’j from nodei to adjacent nod¢ (in radius space) is described by [58]

Dp (An)ij if (AW);; = 0,

KT (Arp)ij

Dp (AW)i j n; nj :
~2 i (g + ) I (AW, # 0.

g = (7.12)

Here, AW);; = W; — W is the diference in pore energy between nodasd j, n; andn; are the
pore densities at nodesand j, D, is the dttusivity of pores in radius spack,is the Boltzmann

constant, and is the absolute temperature.

The pore energyV(rp, A¢n) is described in detail in Ref. [58]. Briefly, the pore is gmMey

W(rp, A‘ﬁm) = Wsteric(rp) + Wedg&rp) + Wsurf(rp) + Wpolar(rp, A¢m) + Wdipole(rp, A(bm)' (7-13)

Here,Wseridrp) is the energy that results from the steric repulsion otilipead group3NVegqgdp) IS
the energy that results from the bending of lipid around terior edge of a poréis,«(r,) is the

interfacial energy of lipid molecule§V,oadrp. Agm) accounts for the polarization energy that re-
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Figure 7.6: Pore transport between adjacent nodes in radius spacetjewnobdf pore popu-
lations). Node has adjacent nodés 1 andi+ 1. The pore radius,, energyW, and density

n for each node is indicated by its subscript or superscripidddi — 1 andi are separated
by distance (in radius spaceirp)i-1i, nodes andi + 1 are separated by distance (in radius
space) 4rp)ii+1. The region of radius space associated with nidus length 4rp);. JL‘“

is the pore flux from node- 1 to node, andJliO’iJr1 is the pore flux from nodeto nodei + 1.
The pore flux between adjacent nodes is determined by theradiieenergies, and densi-
ties of the nodes, as well as pore (e.gffdiivity) and system (e.qg., temperature) properties.
The rate at which the pore densitychanges is determined by the net flijx"' — J5"** into
nodei and the lengthArp);.

sults from the force exerted on the pore edge by the eleadtit, aNdWyipoie(rp, Adm) accounts for
the energy associated with rotation of dipoles within theepedge. A quantitative description of

the dipole energy term is given in tfgppendix All other energy terms are described in Ref. [58].

A basic, established assumption is that all pore creatiahd@struction occurs at pore radius
Thus, pore creation and destruction can be cast as addiflorderms at ther, node. The pore

creation flux is described by [58]
3% (Adm) = afelf@om resm)kT, (7.14)

Here,a is the pore creation rate densiByis the symmetric pore creation constanis the asym-
metric pore creation constant, afds the fraction of the membrane available for pore creatsn,

discussed below.

The pore destruction flua};;’d results from applying an absorbing boundary condition 8, 61].
Specifically,J,j;’d is equal to the flux fronr, to a slightly smaller radius, — Ar, node with pore

densityn(r. — Arp) = 0.
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The rate at which pore density changes as a result of the porasfldetermined by continuity,
which requires that for every nodevith adjacent nodesg

on; _ 1 i
Here, (Ary); is the size (length) of the region of radius space assocwitbchodei (Fig. 7.6). Note

that for nodes with rl, = r,, the creation fluxj;® and destruction flux;“ are considered flux from

“adjacent” nodes.

In Eq. 7.14, 1. is the fraction of the membrane available for pore creati8].[ Specifically, f.
accounts for the fact that (1) a fractidg, of the total membrane area is occupied by protein and

(2) a fraction of the membrane is occupied by existing pdBesh are unavailable for pore creation.

Specifically, the fractiorfé’j of the membrane available for pore creation in the membramehp

Cc prot E 1], P k p 2 . ; .

Accordingly, as the membrane becomes saturated with pdrb& 0, and thereford;“ — 0 for
the membrane patch. Thuk,prevents the generation of nonphysical pore density inoespto

very large magnitude pulses.

7.2.9 Numerical Implementation

Each of the continuity equations (Eqgs. 7.6, 7.11, and 7.4S)ahtime derivative term that can be
isolated on the left-hand side (LHS) of the equation. Y&k an array containing ai andy for
the physical space nodes amtbr the radius space nodes. The corresponding system ahodmgt
equations can be constructed: ;

y

M= = (L) (7.17)
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whereM is a sparse matrix of constants afh, y) is a nonlinear function that evaluates the right-
hand size (RHS) of the continuity equations. This systengofh#&ons can be solved numerically.
We use MATLAB (version 7.8, 2009, htppvww.mathworks.com) to construct, solve, and subse-

guently analyze the system of transport equations. The stefis process are:

1. Define model system regions and properties.

2. Generate system mesh and find associated VCs.

3. Evaluate mesh and VC geometry.

4. Assign transport properties associated with node cdiomsc
5. Construct system of equations (Eq. 7.17).

6. Solve system using MATLAB functioadel15s

7. Analyze results.

7.2.10 Determination of Optimal Electroporation Parametes

Because our model features a mechanistic description cfaular transport by electraglision
[56], our model results can be directly compared to quaitéaexperimental measurements of
cellular uptake, e.g., those of Canatella et al. [49] andd®@&t. [50]. We took advantage of this to
use the Canatella et al. [49] and Puc et al. [50] measureroénptake to determine optimal values
for several important electroporation parameters tha¢ imat been well-established. Specifically,
we examined the asymmetric pore creation consiatite symmetric pore creation constgnthe
pore dttusion codficient in radius spacB,, the maximum pore radiug max, and the pore reseal-
ing time constant,. The range of values reported for these parameters in #ratiitre, as well as

the range we examined here, are shown in Table 7.3.

For each combination of electroporation parameters, welsied the response of the Canatella
model and Puc model for the specific pulses for which experiaielata was provided in the ex-
perimental studies [49, 50]. Because we considered fi¥erdint parameters, the total number of

parameter combinations was potentially very large. Tioeegfwe use an approach in which we
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performed successive rounds of simulations and tightemedange of parameter values consid-

ered in reach round.

Initially we chose approximately three values spanningpglaeisible range for each parameter
(e.g.,8 = 10kT/V?, 17KkT/V?, and 25kTV?). We then used each combination of parameters to
simulate the responses of the Canatella model and Puc nurdilef pulses for which molecular
uptake data was provided [49, 50]. We assessed the agrebstargen the model results and the
experimental results by calculating the average relatik@ @nd also visually by using plots like

those shown in th&®esults and Discussiaection (e.g., Fig. 7.7).

After each round of simulations we tightened the window @uglible parameter values. For
example, using the valup, = 1x 10*m?/s, the transport predicted for both model systems
was far smaller than the experimentally measured transgegyardless of the values of the other
electroporation parameters examined. Thus, in the nexidrofisimulations we raised the lower
bound onD, from 1x 10-*m?/s to 5x 10*m?/s. With each successive round of simulations,

we tightened the bounds on the parameters until we arrivitbaiptimal set.

7.3 Results and Discussion

7.3.1 Optimal Electroporation Parameters

Using the model and the described approach for iterativetgrahining optimal values of select
electroporation parameters, we obtained those shown ile TaB. Table 7.3 shows the range of
values previously reported in the literature, the rangeatfi® we examined with our model, and
the final optimal set of values. In general, the optimal paatens are well within the range reported

in the literature.

In the sections that follow, we compare our model resulth whie Canatella experiments [49]
and Puc experiments [50], and then vary each tested elecatign parameter to demonstrate its

effect on the model results. This sensitivity testing is an irtggd part of our overall methods,
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Table 7.3: Optimal Electroporation Parameters

Symbol  Values in Literature Values Examined Optimal Value esEription and References

a 0-20kT/V 11kT/V Asymmetric pore creation constant [94]

B 15-20kTV? 10-25KkT/V? 18KkT/V? Symmetric pore creation constant [62, 91]

Dp (0.001-110x 10 ¥m?/s  (1-110x 10 “m?/s 20x10m?/s Pore diusion codicient [59, 60, 95, 96]

I'pmax 3-2200nm 5-50nm 12nm Maximum pore radius [14, 59, 60, 646%,739]
Tp 0.16—-120s 1-10s 4s Pore resealing time constant [48, 87, 97, 98

made realistic by having ficient computational capability to examine many versionisath the

models and the applied pulses.

7.3.2 Comparison of Model Results with Experimental Resugt

Figure 7.7 shows a comparison of the relative intracellcbsacentratiory; predicted by our model
with the experimental measurements reported by Canatel& §9] and Puc et al. [50]. For
the Canatella experiments, the model slightly overesgmatansport in response to the ths
exponential pulses, and for the Puc experiments, the mdidéltlg overestimates transport in
response to the 103 pulses withE,p, < 1.5kV/cm. However, overall the model results are
in excellent agreement with the experimental results,iqadrly considering the large range of
pulses durations and magnitudes considered. Pulse cwsaman nearly three orders of mag-
nitude (5Qus—20ms) and corresponding pulse magnitudes span aboutrdeeas magnitude

(3kV/cm—-Q3kV/cm), viz., larger pulses pair with shorter pulses.

Several interesting results are evident in Fig. 7.7. Firansport in the Canatella experiments
occurs almost entirely during the pulse (Fig. 7.7A). (Fog gxponential pulses applied in the
Canatella experiments, we can take “during” to meair,se) POst-pulse transport is propor-
tional to the total number of pores created (during the pubsed the total number of pores cre-
ated increases rapidly with,,, Yet, the total transport in response to the largest pulsds w
Eapp ® 3KV/cm is justy; ~ 0.01, far below equilibrium with the extracellular medium.s®pulse
transport in response to the pulses with smaligy, is even smaller because the number of pores
created by these pulses is much smaller. This is an examfie dighly nonlinear nature of elec-

troporation, but here examining the net molecular trarts@adher than electrical behavior.
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(A) Canatella comparison (B) Puc comparison
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Figure 7.7: Comparison of model predictions of molecular transporhvekperimental
measurements for th@) Canatella experiments aifl) Puc experiments. Line color indi-
cates the pulse duratiomy,se for the Canatella experiments atyise for the Puc experi-
ments) (nsed. Open circlesanderror barswhere available, indicate experimental measure-
ments [49, 50]. For the Canatella experiments, the modgith)i overestimates transport in
response to the.2 ms exponential pulses, and for the Puc experiments, thelnsbghtly
overestimates transport in response to theylpulses withE,pp < 1.5kV/cm. Other-
wise, however, the overall model results are in excellené@ment with the experimental
results. Note that the pulse durations span nearly threr®af magnitude (50s —20 ms)
and pulse magnitudes span one order of magnitu@k{/cm — 3 kV/cm)

In contrast, significant post-pulse transport occurs inRtbe experiments (Fig. 7.7B). In general,
for pulses withE,,, > 1 kV/cm, essentially all pore creation occurs during the first ieisrosec-
onds of a pulse. (See the companion paper [71] for an exanifilerefore, to first approximation
the total transport during a pulse is proportional to pulseation t,yse and the total post-pulse
transport is determined by pulse magnituglg,. It follows that if all transport in the Puc experi-
ments occurred during the pulse, then the 1 ms pulses waosihit ia 10 times pore transport than
the 10Qus pulses of the same magnitude. If all transport in the Pueraxjents occurred post-
pulse, then the 1 ms pulses would result in the same amourdrdgort as the 193 pulses of
the same magnitude. The actual transport ratio betweenriedhd 10Qs pulses (of the same
magnitude) is-3 —4 for the pulses witk,p, 2 1 kV/cm (Fig. 7.7B). This implies that a significant

fraction of the transport in the Puc experiments occurs-pakte.

The reason that there is relatively little post-pulse tpamsof calcein but significant post-pulse
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transport of lucifer yellow results from thefterence in the Born energy barrier and its impact on
the partition co#ficient [57]. Calcein has charge= —3.61, and lucifer yellow has charge= -2.

In our approximation, the Born energy goeszas Therefore, the Born energy for calcein iS3
times larger than the Born energy for lucifer yellow, andceal is much less likely to pass through

a minimume-size pore post-pulse.

A second interesting result that is evident in Fig. 7.7 ig thaany givenE,p, transport during a
pulse is approximately proportional to pulse duration.sTikiclear for transport in the Canatella
experiments (Fig. 7.7A), for which the transport during fhese is approximately equal to the
plotted total transport, but not for transport in the Pucezkpents (Fig. 7.7B), for which the trans-
port during the pulse is significantly less than the plottadlttransport (due to the large amount
of post-pulse transport). As previously mentioned, mosé moeation and expansion occurs soon
after the pulse onset (unleBgy, is small). As a result, the rate of transport (transmembfiaxg
does not depend strongly on pulse duration. Therefore ptiaéttansport scales with pulse dura-

tion.

A final interesting result in Fig. 7.7 is that each curve hasndllection point at which transport
¥i shifts from superlinear (increases faster than lineaB to sublinear (increases slower than
linear) inE,pp For the Canatella experiments, the inflection occuiS,gf ~ 0.8 kV/cm, and for
the Puc experiments, the inflection occur&g), ~ 0.9 kV/cm. This transition can be understood

by considering the factors that influence transport and ey thange withE .

For the smallesE,p, there is very little transport, regardless of pulse dorabecaus&,y, is too
small to charge the membrane to a large enough transmemitiageA¢,, to cause significant
pore creation. That is, transport in response to pulsessitdll Ep, is pore creation-limited [71].
When transport is creation-limited any change that in@gdise number of pores will result in a
corresponding increase in transport. A small increade,jp gives rise to a large increase in the

number of pores. Therefotg increases superlinearly By
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In the creation-limited range &y, the pores that are created will tend to expand. (In the compa
ion paper [71] this is described as an expansion-dominatadlitrajectory in pore phase space.)
This occurs becaus®p, is large enoughx0.5 V) to drive pore expansion but not large enough to

cause a high rate of pore creation.

As E,pp increases beyond the value at whighhas its inflection point, the rate of pore creation
increases dramatically, and the initial pore trajectorj ghifts from expansion-dominated to bal-
anced. That is, pore creation and expansion are both sigmific increasing the membrane con-
ductance and thereby decreasing,. As a result, an increasing fraction of the pores remainismal

(rp = rpmin) @and a decreasing fraction of the pores expand.

Due to hindrance and patrtitioning, transport through pdegsends strongly on pore size relative
to solute size [57]. Thus, &S,y increases, the number of pores increases but a smalleofract
of the pores become the large pores that predominate irpweatirsg solute. As a result, the total
transporty; increases sublinearly .y, In short, at the inflection point transport shifts from lgin

creation-limited to expansion-limited.

7.3.3 Electroporation Parameters and Their Impact on ModelResults

In this section, we discuss the optimal electroporatiorapesters (Table 7.3) and examine the

impact that the value of each has on the model results.
Symmetric Pore Creation Constant

The symmetric pore creation constgnlargely determines the relationship between the creation
rate and transmembrane voltage,, (Eq. 7.14). The larger the value Bf the larger the pore

creation rate for any giveA@,.

Krassowska and colleagues have generally used the valpeegsed in a dierent but equivalent
form) 8 = 15kT/V? [61, 62, 64, 67]. According to DeBruin and Krassowska, [GA]s value
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(A) Canatella comparison (B) Puc comparison
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Figure 7.8: Impact of symmetric pore creation constgn model predicted transport in
the (A) Canatella experiments arfiB) Puc experiments. Line color indicates the pulse du-
ration (rpuise for the Canatella experiments atygise for the Puc experimentsjrise). Line
style indicates the value ¢ (inse). Open circlesindicate experimental measurements
[49, 50]. 8 partly determines the relationship between the creatitmaad transmembrane
voltageA¢m. Increasing the value gfresults in increased transport during pulsing over the
range ofEapp for which y; is creation-limited Eapp < 0.8 kV/cm) and decreased transport
during pulsing over the range &fppfor whichy; is expansion-limitedEapp 2 0.8 kV/cm).
Increasing the value gfalso results in increased transport post-pulse fd£ gl by increas-

ing total pore creation. Decreasing the valug dfas the oppositefkects.

was chosen to fit the experimental data of Kinosita and ogllea [34—-36]. We (Weaver and col-
leagues) usef = 15kT/V? in Stewart et al. [99], but have subsequently [65, 68, 69, &Hd
B = 20kT/V? based on a fit to the Melikov et al. [32] experimental data,essdbed in Vasilkoski
et al. [91].

Figure 7.8 shows the impact that the valugdias on the model results. The overall impact across
the range of values used in the literature (15— 20\ is relatively small. In the Canatella ex-
periments (Fig. 7.8A), increasing the valuggfrom 18 kT/V? to 20 kT/V? results in increased
transport over the range &, for which v; is creation-limited E5pp < 0.8kV/cm) and results
decreased transport over the rangégy, for whichy; is expansion-limited&,,, > 0.8 kV/cm).

Decreasing the value gffrom 18 kT/V? to 15 kT/V? has the oppositefiect.

In the Puc experiments (Fig. 7.8B), increasing the valygfodm 18 kT/V? to 20 kT/V? results in
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slightly increased transport across@Bll,, While the changing the value gfhas the same impact
on transport during a pulse as described for the Canateflarements (Fig. 7.8A), the impact
on post-pulse transport (which, as discussed, is much nigméisant in the Puc experiments) is
larger. Specifically, increasing the valuegafesults in increased pore creation and therefore results
in increased post-pulse transport. Decreasing the valgeedults in decreased pore creation and

decreased post-pulse transport.
Asymmetric Pore Creation Constant

Like B, the asymmetric pore creation constardffects the relationship between the creation rate
and transmembrane voltage,, (Eq. 7.14). Unlikes, the impact ofe depends on the sign of
A¢n,. For calcein and lucifer yellow, transport during a pulsews entirely through the cathodic
side of the membrane, and most post-pulse transport alsosottorough the cathodic side of the
membrane because it has higher pore density than the andelii@$]. Thus, the results presented
here show the impact that the valuemhas on transport through the cathodic side of the cell,

specifically.

Esser et al. [94] introduced to account for some of the experimentally observed asynyniretr
transmembrane voltage [37] and transport [41, 42, 46, 48, 101] during electroporation of
mammalian cells. The mechanism is not yet fully understaatdshypothesized to involve the
rotation of lipid and other dipoles within the edge of a pasdtés created and as it expands. Minor
asymmetry is also expected from the resting potential adgXcitable cells (muscle, nerve), the

conductance change due to many ion channels. Esser etlasf@fates additional contributions.

Figure 7.9 shows the impact that the valueaohas on the model results. In the Canatella ex-
periments (Fig. 7.9A), increasing the valuesofrom 11 kT/V to 18 kT/V results in a substantial
decrease in transport by significantly increasing the rip®ie creation and thereby limiting pore
expansion. Decreasing the valuesofrom 11 kT/V to OKT/V results in increased transport by
decreasing the creation rate and thereby leading to gneaterexpansion. Note that the results are

more sensitive to the value af(Fig. 7.9) than to the value @f(Fig. 7.8), particularly at smal .
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(A) Canatella comparison

(B) Puc comparison
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Figure 7.9: Impact of asymmetric pore creation constargn model predicted transport in
the (A) Canatella experiments arfiB) Puc experiments. Line color indicates the pulse du-
ration (rpuise for the Canatella experiments atygse for the Puc experimentsjrise). Line
style indicates the value af (insel). Open circlesindicate experimental measurements
[49, 50]. a partly determines the relationship between the creatitnaiad transmembrane
voltageA¢,. The dfect of the value ofr depends on the sign @df¢,,. For the negatively
charged solutes considered here, which predominantly émecell through the cathodic
side [71], increasing the value af results in decreased transport during pulsing and in-
creased transport post-pulse. Decreasing the valaéhak the oppositefkects.

This is because in the pore creation rate equation (Eq. ,7a14¢alesA¢,, andg scales f¢)>.

Therefore, the creation rate is more sensitive to the valuevthenA¢,, < 1 V.

In the Puc experiments (Fig. 7.9B), the impact of the value @ total transport is more muted be-
cause of the significant post-pulse transport. The genfegitéhat the value af has on transport
in response to the 1 ms pulses is the same as in the Canatediearegnts (Fig. 7.9A). However,
for the 10Qus pulses, theféect on transport is reversed, with increased transporthfervalue
18 kT/V than for the value 11 kAV. This occurs because the increase in post-pulse transooet

than compensates for the decrease in transport during tbe. pu

Pore Diffusion Codficient

The pore difusion codicientD, is the perhaps the least precisely determined electraporpa-
rameter relative to its impact on transport. Indeed, thezdew values oD, in the literature.D,

determines the rate at which pores expand and contractpomss to a gradient in pore energy.
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The only estimate oD, based on fundamental physical considerations, of which rweaare,

is that of Powell and Weaver [95]. By treating water as analsgto a dense ideal gas, they ar-
rived at the order of magnitude estim@iig ~ 1.1 x 10°*?m?/s. Subsequently, Barnett and Weaver
[59] and Freeman et al. [60] chose to use the somewhat rediateeD, = 5 x 104m?/s based
on simulation results and the assumption that the viscadityater, which was not considered
in the Powell and Weaver [95] estimate, should somewhatceedie value oD,. The value
D, = 5x 10 m?/s has been widely used since, as it has been the best estivadsble, but

there is little reason to think that it is very accurate.

There is one other estimate Bf, in the literature [96], but the valuB, = 1 x 101" m?/s appears
much too small. If the value dd, were~1 x 107*" m?/s, then under essentially all conditions pore
dynamics would be creation-dominated and there would kdgnifeant pore expansion. This is
clear from the following order of magnitude estimate of tloegoexpansion rate. The drift speed
of pores in radius space (i.e., rate of expansion and cditrggs [58]

% _ Dpow

TR (7.18)

For pores withr, > rp min, W(rp,) is dominated by the edge energy and electrical energy. rAissu
that the electrical contribution is equal to its asymptgitiar,) value—Fmax p(A¢m)?, then the drift

speed may be approximated by

drp Dp 2
=t~ it (207 — FnaAm)?) . (7.19)

Generously assuming thaw,, is clamped at 1V, we can use Eq. 7.19 to determine how much
time is required for a pore to expand by 1 nm. Using the vélye= 2 x 10-2*m?/s determined
here, pores expand at rate 27 fenThus, it takes 37 ns for a pore to expand by 1 nm. Using the
much smaller valu®, = 1 x 101" m?/s, pores expand at ratedlum/s. Thus, it takes @1 ms for

a pore to expand by just 1 nm. Here, we assumedAbgt= 1V, but if pore expansion required
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(A) Canatella comparison (B) Puc comparison
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Figure 7.10: Impact of pore ditusion codicient D, on model predicted transport in the
(A) Canatella experiments aif@) Puc experiments. Line color indicates the pulse duration
(Tpuise for the Canatella experiments atygise for the Puc experimentsjrsed. Line style
indicates the value dd,, (inse)). Open circlesndicate experimental measurements [49, 50].
D, determines the rate at which pores expand and contractpomes to gradients in pore
energy. Increasing the value bBf, results in increased transport during pulsing, partidylar
over the range oEapp for which y; is expansion-limited Eapp > 0.8 kV/cm). Increasing
the value ofD, also results in decreased transport post-pulse foEgl by decreasing
total pore creation. For the Canatella experiments, thee@se in transport during pulsing
is greater than the decrease in transport post-pulse. Edrtic experiments, for which
post-pulse transport is a much larger fraction of totalgpamt, increase in transport during
pulsing is smaller than the decrease in transport posepiiscreasing the value Bf, has
the opposite fects.

durations on the order of milliseconds, then pore creationld/lead to a decrease iy, (the
driving force for pore expansion) long before a pore couldagd by even 1 nm. Therefore, the
valueD, = 1x 107" m?/s is inconsistent with the amount of pore expansion requezkplain
the levels of molecular transport observed experimentsfighout the present cell system model
analysis that yields quantitative new molecular transpstimates, it would have been venytdi

cult to testD, values.

The valueD, = 2 x 10 m?/s that we determined here is well within the range of earbéneates
[59, 60, 95]. Indeed, it is approximately equal to the gesime@hean of their values, and thus lies

in the middle of the previous estimates in a logarithmic sens
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Figure 7.10 shows the impact that the valudgfhas on the model results. The overall impact is
quite large across the rangex3.014—80x 10-1*m?/s. In the Canatella experiments (Fig. 7.10A),
increasing the value dd, from 20x 10**m?/s to 80x 107**m?/s generally results in increased

transport, and decreasing the valudgffrom 20x 107 m?/s to 5x 10**m/s? generally results

in increased transport. The relative impact of the valuBpbn transport is larger over the range

of Eapp for whichy; is expansion-limitedEp, = 0.8 kV/cm).

In the Puc experiments (Fig. 7.10B), increasing the valueDgffrom 20x 10 *m/s* to

80x 107 m/s results in slightly decreased transport acrossEal}, and decreasing the value

of D, from 20x 1074 m/s* to 5x 10+ m/s? results in slightly increased transport across=a,

While the changing the value @, has the same impact on transport during a pulse as described
for the Canatella experiments, the impact on post-pulsepmart (which, as discussed, is much
more significant in the Puc experiments) is larger. Spedtlfidacreasing the value dD, results

in decreased pore creation and therefore results in dextqasst-pulse transport. Conversely,

decreasing the value @f, results in increased pore creation and increased post-pralssport.
Maximum Pore Radius

In contrast to artificial membrane systems (e.g., bilaysdlmembranes and vesicles), cell mem-
branes contain a substantial amount of protein [102]. Pnably, the protein impedes expansion
and limits the size to which pores can generally grow. Wegatae, however, that the distribution

of protein, therefore the maximum pore radius, is likely éamywith membrane region.

Pores are clearly large enough to transport macromoledikieONA [15, 103-109], dextran
[40, 43, 54, 108], lactalbumin [44], and BSA [43-45]. Indeetkectroporation is widely used
for cell transfection. That these macromolecules are praned through pores suggests that pores

can grow at least as larges —10 nm.

In the context of our modet, nax Should be viewed as the maximum radius to which pores gen-

erally expand. That is, there may be membrane sites thatifpgreater pore expansion, bitgtmax
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(A) Canatella comparison (B) Puc comparison
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Figure 7.11: Impact of maximum pore radius, max On model predicted transport in the
(A) Canatella experiments aif@) Puc experiments. Line color indicates the pulse duration
(Tpuise for the Canatella experiments atygise for the Puc experimentsjrsed. Line style
indicates the value af, max (inse). Open circlesndicate experimental measurements [49,
50]. rpmaxis the maximum radius represented in the model. Large paegominate

in transporting solute during pulsing. Therefore, inciegghe value ofrp max results in
increased total transport acrossidhy, by increasing transport during pulsing. The relative
impact is greater over the rangetf,, for whichy; is creation-limited Eapp < 0.8 kV/cm).
Decreasing the value of maxhas the oppositefiects.

is intended to capture the maximum radius to which poresrekpa average. We note that the
models of Krassowska and colleagues [64, 67, 89] do notreguor do they choose to impose) a
set value of, maxbeCause they represent discrete pores rather than comtiibased pore distribu-
tions. As a result, the largest pores predicted by these Imagiege from~300 nm [67] to 22um
[64, 89]. However, we are unaware of compelling evidencealestrating that pores of this size

form in cell membranes for widely used pulses.

Because we consider only small solutes here, the abilityiofrodel to resolve an optimal value
of rp maxis relatively weak. Using the model to analyze quantita¢ixperimental transport results

of a larger solute would provide greater insight, but thdtegond the scope of the present paper.

Figure 7.11 shows the impact that the valueof.xhas on the model results. Increasing the value
of rp max from 12 nm to 25 nm results in increased transport acrossglifor both the Canatella

and Puc experiments. As noted above, large pores predamimatansporting solute. Therefore,
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increasing the size of the largest pores results in inccetiaasport. The relative impact is greater
over the range oE,p, for which y; is creation-limited Ezp,p < 0.8kV/cm). In this range, pores
are limited in number but large in size. Thus, increasingy thige results in increased transport.
Increasing the value af, nax also results in a slight decrease in valuebgf, at whichy; has its
inflection point. Decreasing the value Qfnax from 12 nm to 5nm results in decreased transport

and a slight decrease in valuetf,, at whichy; has its inflection point.
Pore Resealing Time Constant

The pore resealing time constaptstrongly influences the amount of post-pulse transportciipe
cally, post-pulse transport is proportionaltp Post-pulse transport is also strongffeated by the
value ofr min, the pore radius at which pores accumulate post-plgg & 0V). In this study, we
usedrp min = 1.0 nm based on our previous analysis [58] of the Melikov et3] pore conductance
measurements. Because post-pulse transport is veryigemsithe value of, i, due to hindrance
and partitioning, our, mi» choice necessarilyfiected the optimal value af, determined. If we

had used a smaller value Gfin, then we would have arrived at a larger valuegfand vice versa.

Values reported for the pore resealing time constgmiiary widely. While Glaser et al. [87] re-
portedr, ~ 3s and He et al. [98] reportegy ~ 0.8—-22s, Tekle et al. [97] reported a shorter

7, ~# 0.16 s and Djuzenova et al. [48] reported a much longer 60—-120s.

Here, we found the valug, = 4 s to be optimal. This value is well within the range repoiited
the literature but, as noted, is inextricably tied to oumasgtion thatr, mn = 1.0nm. Puc et al.
reported [50] significant post-pulse transport a minutergfulsing. This suggests that the value

of 7, in their cells system was much larger than 4 s, which would @gply thatrp nin < 1.0 nm.

Figure 7.12 shows the impact that the valuerphas on the model results. In both systems, in-
creasing the value af, from 4 s to 6 s results in increased post-pulse transporttirardby results

in increased total transport. Decreasing the valug &fom 4 s to 2 s results in decreased transport.
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(A) Canatella comparison (B) Puc comparison
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Figure 7.12: Impact of pore resealing time constagton model predicted transport in the
(A) Canatella experiments aif@) Puc experiments. Line color indicates the pulse duration
(Tpuise for the Canatella experiments atygise for the Puc experimentsjrsed. Line style
indicates the value of, (inse)). Open circlesndicate experimental measurements [49,
50]. 7, determines the time available for post-pulse transportrelmsing the value ofy,
results in increased post-pulse transport, and therehitsas increased total transport. The
impact of the value of, is larger for the Puc experiments, for which post-pulsespant is

a significant fraction of total transport. In the Canatekpaximents, post-pulse transport is
a significant fraction of total transport for the shortedispa only, as shown.

For most of the Canatella experiments (Fig. 7.12A), only alsfraction of total transport occurs

post-pulse, and thus the impact of the valuerpfs weak. The exception is for transport in re-
sponse to pulses that are short in duratigiid = 50us and 9Qus). Because such short pulses
result in relatively little transport during the pulse, ppsilse transport comprises a larger fraction

of the total transport.

In the Puc experiments (Fig. 7.12B), a large fraction of ttelttransport occurs post-pulse. As a

result, total transport is sensitive to the valuerpf

7.4 Conclusions

We have described a robust, spatially distributed, meshiannodel of electroporation that fea-
tures coupled quantitative descriptions of electrical¢port, electrodiusive molecular transport,
and pore dynamics. The modeling approach allows the caionlaf electric potential, molecular

concentration, and pore density throughout the systemnoa sicales ranging from nanoseconds



228 Electroporation: Model Design and Validation

to minutes with a level of spatial and temporal resoluticat tannot be achieved by typical exper-

imental methods.

Importantly, the model enables direct comparison of modsults with experimental measure-

ments, which generally report molecular transport, natteleal behavior.

We validated the ability of the model to make accurate ptexis of molecular transport at the
cell level by using it to replicate (in silico) two sets of expnents in the literature that measured
electroporation-mediated transport of fluorescent probas model predictions of molecular up-
take are in excellent agreement with these experimentasuneaents, which collectively span
nearly three orders of magnitude in pulse durationy®020 ms) and an order of magnitude in

pulse magnitude (8 —3 kV/cm).

We further exploited this comprehensive experimental datdetermine the optimal values of
several electroporation parameters. Included among tresthe first estimate of the asymmetric
pore creation constamt and perhaps the most accurate estimation to date of the pidusidn

codficientD,,.

7.5 Appendix

7.5.1 Dipole Pore Energy Term

The pore energy termiVgipoe(rp, Adp) accounts for the energy associated with rotation of lipid
dipoles within the pore edge [94]. The dipole energy scalgl the number of lipid dipoles
involved, which we assume to be proportional to the lipideedgeaA ¢(rp), and the sine of the
average lipid orientatio@he(rp) relative to the electric field, which we assume to be paradléhe

axis of the pore. Thus, the dipole energy is given by

Aqie(rp)) (sin(él,e(rp))

a
Wiaipote("ps Adpp) = KT ( Ae(r.) ) \sinO,(r.))

) Adp, (7.20)
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whereAg, is the voltage drop across the internal pore region [57]. dimplicity, the form of
Wiaipole(r'p, A¢pp) is such that
04
Wdipole(r*, A(lﬁp) = EA(ﬁp- (7.21)

The area of lipid in the pore edge is given by [58]

Ae(rp) = nZ(d?m)(rp + d—zm) - 2n(d—2m)2. (7.22)

The average orientation of lipid molecules in the pore edmge lwe found by taking an area-

weighted integral 06, . over the pore edge:

2] _23'5 d_m % dm dm .
@I,e(rp) = Al ((rz)) f (rp + 7 - ? S|n@|’e) @Le d@l,e (723)
ellp) Jo
700y, On) O%  Om . 3
= Aty [(rp + 7) > "% (SiNBe— B¢ cos@he)]0 (7.24)
(72 dn\  dpn
 Ae(rp) (ﬁ (rp 2" ?)' (7.25)

Substituting forA ¢(r,) and simplifying,

2m%ry + (nz — 8) dm
8rrp +4(n—2)dm

O1e(rp) = (7.26)
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Chapter 8

A Unified Model of Electroporation and Molecular Transport| I:
Dynamics of Electrical, Molecular, and Pore Transport

Abstract

Cell membrane electroporation involves complex intecatiamong electrical transport, molecu-
lar transport, and pore dynamics. In a companion paper, weritbe and validate a quantitative,
mechanistic model of cell electroporation with concontitaolecular transport. Here, we use this
model to examine in detail the electrical transport, mdl@ctransport, and pore dynamics that
result from the application of electric pulses. First, wecdiss pore dynamics in general terms
and demonstrate that the membrane electroporation respoaslocal membrane region may be
creation-dominated, expansion-dominated, or balanceih@r dominates). This has important
implications for molecular transport: If the response eation-dominated, then resulting molecu-
lar transport is expansion-limited because pores are langember but small in size. Conversely,
if the response is expansion-dominated, then resultinggoutdr transport is creation-limited be-
cause pores are large in size but few in number. Second, vegilokeshe response of our model
of the Canatella et al. (Biophys. J., 80:755-764, 2001) exymntal system to a 1 ms, 1 Kem
exponential pulse. Similarly, we describe the responseaiohwwdel of the Puc et al. (Bioelectro-
chemistry, 60:1-10, 2003) experimental system to a 1 ms,/thkMrapezoidal pulse. Specifically,
we examine the spatiotemporal evolution of the electrieptél, solute concentration, and pore
density distribution throughout the systems during anergftilsing. The model results are in good
agreement with experimental studies of electroporati@aiated molecular uptake and theoretical
studies of the electrical and dynamic pore responses toeapglectric pulses. While this study
focuses on the transport of fluorescent probes, our basioagip can be used to investigate and
optimize delivery of bioactive solutes, such as drugs aigbalicleotides.
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8.1 Introduction

In a companion paper [1], we describe the design and vadidati a model of electroporation and
concomitant molecular transport. Here we consider in H#iai electrical transport, molecular
transport, and pore dynamics that result from two pulsegci@pally, we examine the response
of the Canatella et al. [2] system [1] to a 1 ms, 1/k¥h exponential pulse and the response of the

Puc et al. [3] system [1] to a 1 ms, 1 Kdn trapezoidal pulse.

Previously, spatially distributed, mechanistic modelthwdynamic pores [4—8] have been used to
examine the electrical transport and pore dynamics thattrieem the application of pulsed elec-
tric fields. However, to our knowledge, this is the first madetouple a spatially distributed model
of electrodifusive molecular transport [9] with a mechanistic model etaloporation assigned to
curved membranes [10]. Using this model we can thus begiddeeas fundamental issues, such
as which regions of the membrane contribute most signifigémtransmembrane molecular trans-
port, as well as total (cumulative) transport, which is rezkfbr molecular dose (amount delivered

per mass cell or mass tissue).

Here we consider the fluorescent probes calcein and lucdéow, which were used in the Cana-
tella et al. experiments [2] and Puc et al. experiments [3hweler, essentially any solute of
interest can be characterized [11] and used in the model. wswdt, the model may produce
new insights into electroporation-mediated applicatigwh as drug delivery [12—-21], nucleic
acid delivery [22—40], and tissue ablation [5, 41-48]. Thhe model opens the possibility of

screening cell, molecule, and pulse combinations for $ipeggpplications.

8.2 Methods

As described in the companion paper [1], we designed andatalil a mechanistic, 2-D model
of cell electroporation using quantitative measureme2iS] of total transport (during and after

pulsing) for which the applied electric pulses collectvepan a wide range of durations (-
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20 ms) and magnitudes (3 kgm—Q3 kV/cm) and include two dierent waveforms (trapezoidal
and exponential). The model characterizes electricakpart and molecular (electrdtlisive)

transport in physical space and pore transport in radiusespa

Here, we describe in detail the spatiotemporal dynamicdedaftgcal, molecular, and pore evo-
lution (transport in radius space) for two pulses. Spedificave examine the response of the
Canatella model system [1] to an exponential pulse with peagnitudeE,y, = 1 kV/cm and time
constantr,use = 1 ms, and we examine the response of the Puc model systemdIfapezoidal

pulse with magnitud&,p, = 1 kV/cm and duratioft,se = 1 ms.

Both model systems characterize mammalian cells in vitt@leisomewhat étierent. The Cana-
tella model system [1] has a cell with radiug;, = 11um, extracellular conductivityre =
1.29 9m, and contains the (initially extracellular) fluorescenbh@e calcein, which has radius
rs = 0.58 nm, lengths = 1.89 nm, and charge (valence)= —3.61 [11]. The Puc model system
[1] has a cell with radiuss = 8.55um, extracellular conductivity. = 1.58 §m, and contains
the (initially extracellular) fluorescent probe luciferigsv, which has radiuss = 0.61 nm, length

Is = 1.46 nm, and charge (valencg)= -2 [11].

The basic modeling approach [1] involves discretizing (neg) the cell system and describing
electrical and molecular transport between adjacent nodesms of the mesh geometry, trans-
port parameters, and the electric potergi@nd solute concentrationof the nodes. In addition,
for the node connections that span the membrane, a dismtetizlius space is used to determine
the evolution (transport) of pore densitypetween the discretized radii. This creation, expansion,
contraction, and destruction of pores is largely deterohibg the local transmembrane voltage
Adm(t), and electrical and molecular transport through the mamdrs largely determined by the
local pore density(r,, t). Thus, the electrical, molecular, and pore transport lsety linked, but
with electrical and pore behavior governing molecular $paort that does not alter electrical and

pore behavior.
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The time-dependent system behavior is determined fronrdineport relations by imposing conti-
nuity [1]. That is, solute, charge, and pores must be coesgiexcept for pores at the creation and
destruction boundary radiug). These continuity equations are assembled into a largersysf
nonlinear equations and solved using MATLAB (version 7@)2, http//www.mathworks.com).

MATLAB is also used for analysis of the results.

Presently a typical cell model with a curved plasma membiargains~ 11 000 nodes, with
~30 000 local models for passive aqueous media regions anthé@0membrane models that ac-
count for (1) a resting potential source, (2) a passive (jigechponent of the membrane resistance
and (3) a highly nonlinear and hysteretic local membranetporation response with dynamic,

heterogeneous pore populations.

For more details on the basic methods and system paramatase see the companion paper [1].

8.3 Results and Discussion

Electroporation involves complex interaction among eleat transport, pore dynamics, and
molecular transport. Thus, before considering in detalrésults of the simulations of the Puc
and Canatella model systems, it is instructive to considgeneral terms how these transport phe-
nomena interact. Specifically, we consider the interadtietween electrical transport and pore
dynamics and how both of these influence molecular transparhoted above, molecular trans-

port is assumed not tdfact electrical transport or pore dynamics.

8.3.1 Interaction Between Electrical Transport and Pore Dyiamics

Electrical transport and local pore populations (pore gred size distribution) féect one an-
other through the transmembrane voltdgg,. (Unless otherwise notedy,, should be taken to
mean|A¢nl.) A¢n arises as the result of spatially distributed voltage @videtween the mem-

brane (including pores) and the bulk electrolyte [49]. BReeathe conductance of the electrolyte
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is time-invariant (fixed) A¢n, is determined by the magnitude of the electric field appleethe
system and the spatially distributed conductances of thebrene, which in turn are determined

by the local distribution (size and number) of pores in thenbene.

The pore density distribution(r,) in a local membrane region is the result of the transmengbran
voltageAg¢n(t) that the local region has experienced [10]. Note that thre pastribution is hys-
teretic: it depends not only on the instantaneaus, but also the on the history @f¢,,. Specif-
ically, A¢y, is the driving force for both pore creation and expansionatTib, asA¢,, increases,
the rate of pore creation increases and the tendency of pmeegand also increases. However,
pore creation and expansion both increase conductance ofi¢imbrane, and therefore decrease
A¢m. Thus, pore creation and expansion tend to diminish thendyilorce for further creation and

expansion. As a result of this negative feedback, electadjmm is self-limiting.

Because pore creation and expansion are driven by elexatgedut then diminism\¢,,, a compet-
itive process is involved. In other wordsg,, may be diminished predominantly by pore creation,
pore expansion, or a mix of both. Electrical and moleculangport through pores is strongly
affected by pore size, and therefore the particular combinatigpore creation and expansion that

results from a given pulse has a largéeet on net transport.

The interpretation of that electrical transport and poreadyics can most clearly be explained in
the context of pore phase space [10], as shown in Fig. 8.1luimodel, the rate of pore expan-
siondr,/dt is fully determined by the pore radiugand transmembrane voltage.,. For clarity,

Fig. 8.1 was constructed with simplification that the elegtration parameter = 0kT/V such
thatdr,/dt is independent of the sign a&lp,,. Therefore, all pores lie somewhere on the phase plot

(Fig. 8.1).

As described above, pore creation and expansion are rgletedsses that compete to lowe,,

to a level at which pore creation and expansion are sloweplir€i8.1 only shows the rate of pore
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drp/dt (mm/s)
0 20 40 60

[Adw| (V)

Figure 8.1: Pore dynamics phase space. The rate of pore expadsigdt is shown as

a function of pore radius, and transmembrane voltage magnitiie.,|. (For simplicity,
this plot was created wittr = OKT/V such that the results are independent of the sign
of A¢m.) The white curveindicatesdrp/dt = 0. Note that the unit of the rate of pore
expansion, mis, is equivalent toam/ms, nmus, and pmins. Elevated\¢, is the driving
force for both pore creation and expansion, and both porgioreand expansion diminish
A¢m. These the two processes compete to push the system towaesiasteady state for
which all pores are distributed along théite curve(drp/dt = 0). Whether pore creation
or expansion is dominant depends on the rate of the incraasg,d. WhenA¢n, rises very
quickly to a large value, the response is creation-domihé@®), and the pores follow the
CD initial trajectory. Whem\g,, rises slowly, the response is expansion-dominated (ED),
and the pores follow the ED initial trajectory. Intermedidtetween these responses is a
balanced (B) response that exhibits significant pore aeahnd expansion. The balanced
response is indicated by the B initial trajectory.

expansion. Therefore, a little imagination is required ¢ocaunt for the impact of pore creation.
The key is that the rate of pore creation is highly nonlineaké,, [1, 10, 50], much more so than
the rate of pore expansion [10]. Thus, the rate of pore @eaticreases much more dramatically

with A¢n, than does the rate of pore expansion.

Nevertheless, whether by pore creation or expansion, tsnwequired for the pores be become
suficient in number or size to significantly dimini{®,,. Therefore, the fastek¢,, rises at the
beginning of a pulse, the larger the pesk,. The larger the peak¢,,, the larger the total number

of pores created because, as noted, the rate of pore creatimhly nonlinear ilrA¢y,. It follows
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from these considerations that the fagter, rises, the more dominant pore creation is, relative to
pore expansion, in reducinyp,. On the other hand, i\¢,, rises slowly, the pore creation rate
remain smalls, but providetly,, is large enough to drive pore expansiawg, = 0.5V), then the
pores that are created expand ox rpmax = 12 nm. (This maximum pore raditigmax = 12 nm

is a construct of the present model. The value was determim#te companion paper [1] and
appears reasonable given the 50 % protein in the plasma rmaem[B1].) Thus, wheng¢,, rises

slowly, pore expansion is dominant in reducifgy,.

These basic principles are demonstrated by the initial pajectories shown in Fig. 8.1. Whether
by pore creation or expansion, the pores tend to evolve tbtiwr quasi-steady state indicated by
the white curve Along thewhite curve dr,/dt = 0 and the pore creation rate is small, though
nonzero. Note that (1) pores assume a distribution of radis the result of thermal fluctuations
(diffusion in radius space), (2) all pores in a local membran@regxperience the same,,, and

(3) thewhite curveindicatingdr,/dt has a slight negative slope (foy > 2nm). Thus, in a pore
distribution that lies along thevhite curve the smaller pores in the distribution el ow the white

curve(dr,/dt < 0) and the larger pores in the distribution éibovethe white curve(drp/dt > 0).

This leads to a striking expectation: the smaller poresrachind the larger pores expand, thereby
resulting in the formation of two pore subpopulations, onithwarge pores and the other with
small pores. The combinedfect is such that thag¢,, remains approximate at the approximate
value A¢,, ~ 0.5V. This outcome, in which there the rates of pore creatich eéxpansion are
relatively balanced (insofar as they diminist,,), and result in subpopulations of small and large

pores is illustrated by the balanced (B) initial trajectshpwn in Fig. 8.1.

The other possible initial pore trajectories are creadominated (CD) and expansion-dominated
(ED) (Fig. 8.1). The CD initial trajectory results from a yeapid rise inA¢y, such that pores are
created in a rapid burst that diminish&g,, to a level for which the driving force for expansion

is small and over such a short duration that expansion ddniedpurst of pore creation is negligi-
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bly small. The CD initial trajectory describes the respoosthe membrane to submicrosecond,

megavolt-per-meter pulses [52].

The ED initial trajectory (Fig. 8.1) results from a very slose inA¢,, such that rate of pore cre-
ation is too slow to appreciably diminigfy,, on the time scale required for pores to expand to the
maximum pore radius, max [N Other words, pores are created slowly but every poresiaeated
expands to, max The expansion of these pores diminishes,, but until a stficiently large num-
ber of pores are created and expafd,, remains elevated above the levelQ5 V) required for
pores to expand. If the pulse is long enough, then eventaalificient number of pores is created

to diminishA¢n, to a level at which a subpopulation of the pores contracts.

It is important to recognize that a full spectrum of poredcapries is possible (Fig. 8.1). The CD

and ED initial trajectories lie at the extremes of the speutrand B trajectory lies in the middle.

The initial trajectories (Fig. 8.1) characterize the gahezsponse of a local region of membrane.
However, the initial pore trajectory, and pore behavior engenerally, varies with location in a
membrane (e.g., plasma membrane). This arises becausgdb@f charging are location depen-
dent. Specifically, the poles of a cell charge faster tharldtezal regions [53]. Therefore, the
response of the polar membrane regions tends to be relativele creation-dominated and the

response of the lateral membrane regions tends to be edathore expansion-dominated.

8.3.2 Impact of Electrical Transport and Pore Dynamics on Mdecular

Transport

Molecular transport through the membrane (via pores) dépestrongly on (1) the number of
pores and (2) the size of pores. The number of pores is impdoecause, all else being equal,
total transport is proportional to the number of pores. Tike ef the pores, and in particular the
size of the pores relative to the size of the transportedesgdkiimportant because steric hindrance

and partitioning [49] are highly nonlinear in pore radiuslsthat larger pores permit a much larger
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solute flux than smaller pores.

Thus, the initial pore trajectories, which characterize blalance between pore creation and ex-
pansion in a region of membrane, have significant implicetifor net molecular transport. In
general, neither extreme maximizes transport for typichltes. (An exception: small, uncharged
molecules that are predominately transported throughl¢ma! rp, i) pores post-pulse are trans-
ported in greater amounts when the pulse results in a CIaliitre trajectory because the total

number of pores available for post-pulse transport is targe

When the membrane response is CD, molecular transport sneign-limited (EL). There are
many pores available to transport solute, but because thes @we small they do not transport
significant amounts of solute due to hindrance and partitgpnThus, transport is limited by the

minimal amount of pore expansion.

When the membrane response is ED, molecular transportasaneimited (CL). The pores are
large enough to transport solute without significant hindesor partitioning, but because the pores

are so few in number they do not collectively transport gigant amounts of solute.

The overall implication is that the membrane response #satlts in maximal molecular transport
lies somewhere in between the CD and ED responses. The swhjerties (size, shape, and
charge) are then important. As noted, the local membrapense varies with location. Therefore,
somewhere between the more CD response of the cell pole atthesponse of the more lateral
regions lies a region of membrane with just the right balarioeeation and expansion to maximize
transport. By examining the responses of the Puc and Cématedel systems, we show where

this membrane region lies.
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8.3.3 Puc Model System Response to a 1 ms, 1 km Trapezoidal Pulse

The response of the Puc model system [1] to a 1 ms, /tkVtrapezoidal pulse is shown in
Figs. 8.2 and 8.3. Figure 8.2 shows the electrical and peporese and Fig. 8.3 shows the molec-

ular response.

Upon application of the electric field pulse (Fig. 8.2C), thembrane begins to charge (Fig. 8.2D),
with similar charging rates for both the anodé € 90°) and cathodic® = 270°) sides of the cell.
However, due to electroporation asymmetry, the anodic gfdbe cell must overcome a larger
energy barrier to create pores than the cathodic side. Theidurst of pore creation (Fig. 8.2B)
commences earlier for the cathodic side and at a lower pggkhan the burst of pore creation on
the anodic side (Fig. 8.2D). Specifically, the cathodic plajg, reaches a peak value of02 V at

t = 0.93us, and the anodic poleg,, reaches a peak value o6BV att = 1.24us.

Adr, is the driving force for pore expansion with largkg,, driving faster expansion (Fig. 8.1).
Thus, because the cathodic pole electroporates at a lowa&rnadue ofA¢,, than the anodic pole,
the response of the cathodic pole is more CD than the resmdrtiie anodic pole. As a result, a
greater fraction of the pores on the cathodic pole remairnlgmax r, min) than on the anodic pole
(Fig. 8.2B). However, the total number of pores (of any segnted on the cathodic pole4s/
larger (12 x 10*/m? vs. 18 x 10'3/m?).

As each side of the cell electroporates, the increased aeioet of the electric field into that that
side of the cell is manifest in the electric potentalFig. 8.2A). An interesting aspect of the elec-
trical behavior is that it permits behavior of one regionted system toféect another. All regions
are coupled. Specifically, the burst of pore creation on #Hthadic pole results in a decrease in
the cathodicA¢,, from its peak. Slightly later, the burst of pore creation @&xgansion on the
anodic pole results in a decrease in the anadig from its peak. Note that as the anodic palg,
decreases, the cathodic palg,, increases (Fig. 8.2D). Thus, spatially distributed vadtdgyision

links the behavior on the two sides of the cell.
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The charging rates of the lateral membrane regions are sltyvae at the poles (Fig. 8.2E and F).
As a result, electroporation of the lateral regions occlighly later and at a smaller peaky,,
than at the poles. Therefore, the lateral membrane regeatare an ED response, with relatively
few pores created but all pores expandinggt@ax (Fig. 8.2B). In the lateral regiondg, remains
elevated relative to the poles (Fig. 8.2E and F) becausegthall pores maximally expand, the
rate at which they are created is too small to appreciablyedseAg,, on the time scale of the

pulse.

After ~10us, the changes in the pore density distribution and eleptriential are small, and these
components of the total system response settle into a gtesily state. However, the time scale
for molecular transport is much longer. Thus, as the elgdttransport and pore dynamics are

settling into a quasi-steady state, the uptake of solutesidyeginning.

During the pulse, essentially all molecular transport es¢hrough the cathodic side of the cell
(Fig. 8.3A) because lucifer yellow molecules drift in thg-direction. Uptake begins immediately
after electroporation of the cathodic side (Fig. 8.3E), tedrate of uptake is approximately con-
stant for the duration of the pulse (Fig. 8.3C, D, and E) bseaas described, the pore density and
transmembrane voltage change very little following a tiemsat the beginning of the application

of the pulse.

The transmembrane fluk , during the pulse (Fig. 8.3D and E) is largestat 240° and 300°.
These® correspond exactly to the positions of the transitions f@ibnto ED in shown in Fig. 8.2B.
It is in this transition region that pores are large in sizatiee to in the CD region and large in
number relative to in the ED region. Thus, the transitionaedas the optimal pore density dis-

tribution for maximal transmembrane flux.

Post-pulse, all pores contractitp~ ry min (Fig. 8.2B) andA¢y, ~ 0V for many multiples of the
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Figure 8.2: Electrical transport and pore dynamics in the Puc modekaydh response to a 1 ms, 1 k&
trapezoidal pulse(A) The electric potentiap(x,y) at select time pointsWhite linesindicate membrane
regions with fractional aqueous arég > 107°, with thicker lines corresponding to largéx,. (B) The
pore density distributiom(rp, ®) (pores per area peirp) at select time points(C) The applied electric
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transmembrane voltag&@¢m(t)| at® = 90° (facing anode) and 270° (facing cathode) on time scagg-c
sponding to those ifC). (E) |A¢m(®)| at select time pointsigsed. (F) |A¢m(O, t)| during the pulse.
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pore resealing time constant,(= 4 s) (Fig. 8.2A and D) as the membrane pores shunt the resting
potential sources. As pores reseal, the resting poteatsdwly re-established\¢,, reaches 90 %

of its resting potentialA¢m rest= —50 mV) value in 36 s.

Post-pulse, molecular transport occurs through both thieodec and anodic sides of the cell
(Fig. 8.3D and E). Post-pulse transport into the cell is prethantly difusive, and the trans-
membrane fluxls , is smaller than during the pulse by orders of magnitude (Fig. 8.3D and E).
Because all pores have radji = rp min post-pulse, the transmembrane fliy, through a region

of membrane is proportional to its pore density. As a resdét,Js ,, is substantially larger on the

cathodic side of the cell than on the anodic side.

Post-pulse transport continues until all pores reseal. tithe scale for resealing is much longer
than the characteristic time forftlision on the size scale of the cell (Fig. 8.3C and E). Theeefor
the concentration within the cell becomes approximatelfoam (Fig. 8.3A) long before the end

of post-pulse uptake (Fig. 8.3C and E).

The total amount of post-pulse transport of lucifer yell@nguite large. At the end of the pulse,
the relative intracellular concentratiomis= 0.035. Post-pulsey; increases t0.045. Thus, 22 %

of the total transport occurs post-pulse.

8.3.4 Canatella Model System Response to a 1 ms, 1 k¢ Exponential

Pulse

The response of the Canatella model system [1] to a 1 ms/&rk\éxponential pulse is shown in
Figs. 8.4 and 8.5. Figure 8.4 shows the electrical and pepmoree and Fig. 8.5 shows the molec-
ular response. Broadly, the response of the Canatella nsydedm is similar to that described
for the Puc model system. Therefore, we emphasize how that@nmodel system response is

different.



8.3 Results and Discussion 253

Because the rise-time of the Canatella pulse is 10 ns [1] §=4f), significantly shorter than the
1us rise-time of the Puc pulse [1], the membrane charges mac&lgyFig. 8.4D), which results
in a burst of pore creation somewhat earlier in the pulse &#B). The cathodic pol&¢,, reaches
a peak value of D4V att = 0.29us, and the anodic pol&¢,, reaches a peak value of6l V at

t = 0.50us.

The much faster rise ing,, in the Canatella model system (Fig. 8.4D) also results in een@D
response (Fig. 8.4B) than that of the Puc model system. Ttakrtamber of pores (of any size)
created on the cathodic pole i¥% 10**/m?, and the total number of pores created on the anodic
pole is a smaller (by a factor6) 4.5 x 10'3/m?). These pore densities ax@.5 times larger than
those in the Puc model system. Because of the large poretylehsre is little pore expansion on
the cathodic pole (Fig. 8.4B), relative to both the anodiebig. 8.4B) and both poles of the Puc
model system (Fig. 8.2B).

As in the Puc model system response, the lateral membraimsecharge more slowly than the
poles (Fig. 8.4E and F), electroporate at smaller peak and exhibit a more ED response. How-
ever, only narrow bands of the lateral membrane regionsrepee significant pore expansion on
the cathodic side of the cell (Fig. 8.4B). The lateral membreegions on the anodic side of the

cell experience greater pore expansion (Fig. 8.4B).

Because the Canatella pulse is exponential (Fig. 8.4C)ei chot have a well-defined end. Rather,
the applied field decays to zero with time constapite = 1 ms. As a result, the pore density dis-

tribution and electric potential do not settle in to a quetelady state, as they do in the Puc model
system. Instead, they experience slow, but continual daxthiwhanges on the time scale of the

pulse time constantyyise

In each local region of membrane, the pore density disiobwghifts to smaller pores in order to

maintainA¢,, ~ 0.5V (Fig. 8.4B) as the applied field decreases (Fig. 8.4C)aBse the anodic
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side of the cell has fewer but on average larger pores thaodtm®dic side, the anodic side has
a greater ability to “bffer” A¢n, through the contraction of large pores [10]. In contrast, ¢h-
thodic has predominantly small pores, which cannot cohtvalowr, ~ r, min, and therefore the
cathodic side has a more limited ability toffer A¢,, as the applied field decreases. As a result,
the cathodicA¢,, begins to decrease long before the anadg,. Specifically, the cathodidg,,
reaches (decreases to2BV (half of the plateang,, ~ 0.5V) att = 1.1 ms, whereas the anodic
A¢r, reaches (decreases ta2BV much later at = 2.4 ms. ThusAg¢,, remains elevated on the

cathodic side for nearly twice as long as on the anodic side.

Note the significant changes in the pore density distrilmdagsociated with this electrical behavior.
By t = 1ouse the pore density distribution on the cathodic side, ineclgdboth the polar and lateral
regions, collapses 1 = rp min (Fig. 8.4B). In contrast, dt= 7,5 the anodic side, including both

the polar and later regions, still has many large pores withr, max (Fig. 8.4B).

During the Canatella pulse, which we may take to medn, s €ssentially all molecular transport
occurs through the cathodic side of the cell (Fig. 8.5A) heeahe calcein molecules drift in the
+y-direction. Uptake begins immediately after electroporabf the cathodic side (Fig. 8.5E). In
contrast to the Puc model system, for which the rate of upta&eproximately constant (Fig. 8.3C,
D, and E), the rate of uptake in the Canatella system deseagslly in time (Fig. 8.5C, D, and E),

as the cathodid¢,, decreases (Fig. 8.4D, E, and F) and the pore density distiboollapses to

r'o.min (Fig. 8.4B). Additionally, as the applied field decreasdg.(B.5B), the drift speed of calcein

decreases, and thus the rate at which calcein reaches hialicaside of the cell decreases.

The transmembrane fluk , during the pulse (Fig. 8.5D and E) is largestat 234° and 306°.

As in the Puc model system, the@ecorrespond to the positions of the transitions from CD to
(more) ED response shown in Fig. 8.48,, in these regions is much larger than at the ca-
thodic pole (Fig. 8.5D and E). For example,tat 0.2ms, the peak value in the later regions

is Jsm = 1.57/(m?s), whereas on the cathodic pole it is a much smaller (by aifauft ~ 5)
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Jsm= 0.31/(m?s). The relative dference between the two is larger than in the Puc model system
because the Canatella model system experiences a more g@hses and thus the pore density
distribution near the pole is strongly dominated by smaitesd, ~ rp min) (Fig. 8.4B) thatimpede

molecular transport to a much greater extent than largespore

By t = 1ms, Jsn is much smaller than at= 0.2ms (Fig. 8.5D and E) because essentially all
pores on the cathodic side of the cell, including those inldéiteral regions, have contracted to
ro.min (Fig. 8.4B) and thus significantly impede the transport diiteo Because all of the pores
are small,Js , is approximately proportional to the pore density. Themrefds ., is largest at the
cathodic pole (Fig. 8.5D and E), which has a larger pore dettsan the lateral membrane regions
(Fig. 8.4B).

The post-pulse electrical and pore behavior in the Camatetidel system is similar to that of the
Puc model system. Specificallg,, ~ 0V for many multiples of the pore resealing time constant
(rp = 4s) (Fig. 8.4A and D). Eventually, after the vast majoritypofes have resealed, the resting

potential is re-established.

As in the Puc model system, post-pulse molecular transpahne Canatella model system occurs
through both the cathodic and anodic sides of the cell (FBD&nd E), and the transmembrane
flux Jsmis smaller than during the beginning of the pulse¥y orders of magnitude (Fig. 8.5D
and E). Post-pulsels , is substantially larger on the cathodic side of the cell tharthe anodic
side because it scales approximately with pore densityt-frdse transport continues until essen-

tially all pores reseal.

The total amount of post-pulse transport of calcein is gantall, much smaller than the amount of
post-pulse transport of lucifer yellow in the Puc model syst At the end of the pulse, the relative
intracellular concentration tg = 0.0142. Post-pulsey; increases t0.0146. Thus, just Z % of

the total transport occurs post-pulse. The reason thag kemuch less post-pulse transport of
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calcein than lucifer yellow is that calcein has a signifibalarger charge% = —3.61) than lucifer
yellow (zs = —2), and thus calcein must overcome a much larger Born enengiebto enter the

cell post-pulse.

8.3.5 Comparison of Model Results with Other Results

The model results presented here are in good general agnewitte experimental and theoretical

results in the literature.

Several experimental studies [54-58] have examined the tiourse and location of molecular
transport into cells using fluorescent probes. It is imptdrta note that most of these studies have
used intercalating dyes [59], like ethidium and propidiuithese dyes fluoresce strongly when
bound to DNA, and therefore allow intracellular dye to beilgadistinguished with “washing”
steps. However, because they tightly bind to DNA, the timarse for transport of intercalating
dyes within the cell is much slower than of typical, non-iotdating dyes and molecules, like
lucifer yellow and calcein. Lucifer yellow and calcein argrinsically fluorescent and thus ex-
tracellular dye must be washed away before the amount adeliular dye can be determined.

Therefore, they are not useful for examining the time coofgeansport.

Despite these tlierences, in most experiments the fluorescent probe is @zberpredominantly
enter the side of the cell into which it electrically driftarthg the pulse. l.e., (positively charged)
intercalating dyes predominantly enter the anodic sidéefcell. This determination is made by
assessing the spatial distribution of fluorescence withéncell after the pulse. However, because
the time scale for post-pulse transport is relatively loagdal on both experiments [54-58] and

our model results (Figs. 8.2C and 8.4C), this delayed measemt approach appears reasonable.

Taking the Tekle et al. studies [54, 55] of ethidium & +1) uptake as examples, the earliest
post-pulse fluorescence imageésy( 0.3 s) show fluorescence on the anodic side of the cell only,

while later imagest(> 1.5 s) show fluorescence on both sides of cell, with the fluorescef the
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cathodic side eventually approaching (qualitatively} thfathe anodic side. This general timeline
of events is in agreement with what we expect based on ourmesldts. Specifically, we expect

transport during the pulse to occur predominantly throughanodic side of the cell (because of
the drift direction of ethidium) and later post-pulse tnaog to predominantly occur through the
cathodic side (because it develops more pores). We expgatisant post-pulse transport of ethid-

ium because it is singly charged.

The model results are also in good general agreement witr sfhatially distributed models of
electroporation with dynamic pores [4—-8]. Krassowska aitel/f4] developed a model that rep-
resents discrete pores rather than continuum distribsibbpores in radius space, as in our model.
Despite this basic tlierence in approach, the results are broadly consistentif8pdy, the results

of both models exhibihg,, ~ 0.5V at poles following electroporation, somewhat elevatég in

the lateral membrane regions, and the largest pores intdr@lanembrane regions.

There are two major éierences between our model results and those of KrassowdKalan [4].

First, the largest pores in the Krassowska and Filev [4] rh@deilts are much largerg ~ 400 nm)

than the largest pores herg € rpmax = 12 nm) because we place a specific constraint on pore size
[1, 10], based on the large content of protein in cell memésdbl]. Krassowska and Filev [4]
did not constrain the pore size. Additionally, we includeadtoporation asymmetry, which was
recently proposed by Esser et al. [8], and thus our modeltsesxhibit greater asymmetry in the

pore density distribution and transmembrane voltage thamesults of Krassowska and Filev [4].

Esser et al. [6] used a similar modeling approach to our gubrbere, and the results are in good
agreement. Specifically, both models exhifdt, ~ 0.5V at poles following electroporation and
the tendency of the membrane tdl@an changes in¢,, as the applied field decreases during expo-
nential pulses. The primaryftierence between the results of Esser et al. [6] and thosenpeelse

here, is the inclusion of electroporation asymmetry [8]um present model [1].



260 Electroporation: Dynamics of Electrical, Molecular, and Pore Transport

8.4 Conclusions

We have described the responses of two model cell systerpplied electric pulses. Specifically,
we examined electrical transport, molecular transpod,@re dynamics in the Canatella and Puc

model systems [1] during and after pulsing.

The interaction between the electrical behavior, spedlfitae transmembrane voltage, and the
creation and evolution of pores resulted in heterogenotes gensity distributions throughout the
plasma membrane. The polar membrane regions exhibiteceapeation-dominated response and
the lateral membrane regions exhibited a pore expansiarirdded response. The transmembrane
flux of solute was largest for the balanced regions locatéavden the creation-dominated and
expansion-dominated regions, where the pores were largigarrelative to the polar regions and
large in number relative to the lateral regions. The exaetai maximal uptake is expected to

depend on the applied electric pulse.

In this study, we examined the transport (uptake) of the #@scent probes calcein and lucifer
yellow in response to pulses used by Canatella et al. [2] aiccePal. [3]. However, we emphasize
that the basic methods [1] are general. The solute, celesygtroperties, and applied electric
pulses can be varied. Thus, the approach opens the pagsibiln silico screening of candidate

electric pulses for specific applications.
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Chapter 9

An In Silico Study of Potential Mechanisms by Which
Extremely Large Pulsed Electric Fields Induce Apoptosis in
Cells

Abstract

Large magnitude pulsed electric fields have been shown tecedpoptosis in cells, but the ba-
sic mechanisms remain poorly understood. Here we use aitaiset mechanistic computational
model of cell electroporation to investigate two candidaezhanisms: (1) release of calcium from
the endoplasmic reticulum (ER) into the cytoplasm throughbteopores in the ER and (2) release
of pro-apoptotic proteins from the mitochondrial interm@ane space (IMS) through electropores
in the outer mitochondrial membrane (OMM). First, we présie model cell system, which
includes realistic representations of the ER and mitochiandSecond, we describe the supra-
electroporation response, in which a large number of snwalt ¢ 1 nm radius) form in mem-
branes throughout the cell, including both the plasma man#and organelle membranes. Third,
we examine the release of calcium from the ER through elpotes, and show that the release
is large, occurs predominantly post-pulse, and resultslange increase in cytoplasmic calcium
concentration. Fourth, we examine the release of cytocemfrom mitochondria through elec-
tropores, and show that the release is small, occurs gntiteing pulsing, and is highly sensitive
to pulse duration. Experimental studies have shown thaige laumber { 10> —10°) of pulses is
required to reliably induce apoptosis. Thus, our modelltesund interpretation of experimental
results in the literature suggest that calcium releaseeal®munlikely to be the sole mechanism
leading to apoptosis. Instead, the large number of pulsgsresl to induce apoptosis is consistent
with the need to transport a large species through OMM ealpotes. A solely calcium-based
mechanism of apoptosis induction is inconsistent with ttiservation, as the model results and
experimental results in the literature both support a lamgtion (minutes) increase in cytoplasmic
calcium concentration from just a single pulse. Howeverpgagpoptotic protein-based mechanism
of apoptosis is consistent with experimental observatiaa®ur model describes a small release
per pulse and therefore the need for many pulses to achiet& adlease of the magnitude required
to induce apoptosis.
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9.1 Introduction

Within the past decade, extremely large magnitude pulssdret fields have been shown to induce
apoptosis in cells in vitro [1-8] and in vivo [9-12]. Not sugingly, there is considerable interest
in both elucidating the basic mechanisms by which theseepuésad to cell death and in potential

clinical applications of these pulses, such as tumor treatf9—12].

Here, we use a quantitative, mechanistic model of electadjmm with concomitant molecular
transport [13] to investigate two possible mechanisms biclwtarge magnitude electric pulses
may induce apoptosis: (1) release of calcium from the eradopic reticulum (ER) and result-
ing increase in cytoplasmic calcium concentration and {Bctirelease of pro-apoptotic proteins
from mitochondria into the cytoplasm. Here, we focus on thlease of cytochrome while
noting that there are other pro-apoptotic proteins that beaseleased from mitochondria, such as
SMAC/DIABLO and OMI/HTRAZ2 [14]. Thatis, we take cytochrontdo approximately represent
these proteins (“death molecules”). Importantly, eachheke candidate mechanisms, increased
cytoplasmic calcium concentration and release of pro-gtigpproteins from mitochondria, is
involved in natural, biochemically controlled apoptosismugh the basic details and pathways in-

volved difer.

The fundamental response of cell membranes to large maignélectric pulses is hypothesized
to involve the creation of a large number of small pores (radi ~ 1nm) in cell membranes
(plasma membrane (PM) and organelle membranes), in a proessed supra-electroporation
[15-22]. What is striking about supra-electroporationhigttits éfects mimic several important

aspects of natural apoptosis.

First, calcium, which plays an important role in apopto&i3429], is released from the intracel-
lular stores in response to large magnitude electric pie30, 31, 31-35], and the increase in

cytoplasmic calcium concentration can persist for a tinsesof minutes [32].
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Second, a critical step in apoptosis is mitochondrial oatembrane permeabilization (MOMP)
[14, 36, 37] and the subsequent release of pro-apoptotieipsointo the cytoplasm. Indeed, in
their comprehensive review article, Kroemer et al. [36{esthat “mitochondrial membrane perme-
abilization is frequently the decisive event that delintite frontier between survival and death”.
The underlying mechanisms of MOMP remains unclear [14, @&ndidate mechanisms include
the formation of protein channels [38, 39] or lipidic poré8+442] in the outer mitochondrial mem-
brane (OMM). That the OMM pores may be lipidic is particwaritriguing, as it implies a pore

structure similar to the electropores that models have stiioMorm in mitochondrial membranes

in response to large pulsed electric fields [15, 16, 18, 20].

Third, loss of the inner mitochondrial membrane (IMM) ragtipotential during apoptosis inter-
feres with the ability of mitochondria to perform their babiological functions [14, 43]. Electro-
poration models have shown that pore formation in mitochi@hchembranes results in a loss of

the resting potential as pores shunt resting potentiaksesyd5s, 16, 18, 20].

Given these fundamental similarities, we hypothesize ldrgte magnitude electric pulses may
induce apoptosis by causing a supra-electroporation nsgpthat replicates critical features of

natural apoptosis and thereby triggers downstream apoptathways.

9.2 Methods

9.2.1 Basic Methods

In a previous study [13], we developed a mechanistic, 2-Dehoficell electroporation with con-
comitant molecular transport and demonstrated that theehppédictions are in excellent agree-
ment with quantitative experimental measurements [44p#i&tal molecular uptake (during and
after pulsing), for which the applied electric pulses odilely span a wide range of durations
(50us—20 ms) and magnitudes (3 kdm—-Q3 kV/cm).
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Here, we use the same basic modeling approach [13] to desbetresponse of a model cell sys-
tem with organelles to applied electric pulses. The bagic@grh involves discretizing (meshing)

the system and describing electrical and molecular tramgmtween adjacent nodes in terms of
the mesh geometry, transport parameters, and the eleotgotial¢ and solute concentratignof

the nodes. For node connections that span the membraneratidisd pore radius space is used
to describe the dynamic behavior of pores (pore creatigpamsion, contraction, and destruction)
in terms of the pore density distributiorfr,). The dynamic behavior of pores is largely deter-
mined by the local transmembrane voltags,, and in turn, the electrical and molecular transport
through the membrane is largely determined by the local gensityn(r,). Thus, the electrical,

molecular, and dynamic pore responses are coupled.

The transport relations are assembled into a large systerarinear equations and solved using
MATLAB (version 7.8, 2009, httg/iwww.mathworks.com). MATLAB is also used for subsequent

analysis of the simulation results (model solutions).

9.2.2 Model Cell System

The model cell system includes a nucleus, ER, and four mitodhia (Fig. 9.1). The 2-D cell is
centered in a 200m x 200um region of electrolyte. The anode is located alongytlre100um
boundary, and the cathode is located alongythe —100um boundary. Thus, when a pulse is

applied, the electric field points in they-direction.

The cell has radius,; = 8um and the system has depth= (4/3)re = 10.67um, such that the
cylindrical cell has the same volume as a spherical cell ®@stiime radius. The nucleus is circular
with 3um radius. The ER has large membrane area and a spatial endeig similar to that of the
nucleus. The mitochondria are elliptical witluth length and &b uwm width. Each mitochondrion
has an OMM that is elliptical and an IMM with cristae. Note tthhile the system has only 4
mitochondria, each one has system depith-(10.67um). Thus, assuming mitochondria have an

actual depth equal to their width.Bum), each of the mitochondridfectively represents21 mi-
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(A) Model cell system
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Figure 9.1: Model cell system and mesliiA) The model cell system is shown at level of
the cell (eft), ER (cente), and a mitochondrionright). The cell has radius,; = 8um
and is centered in a 2Q0n x 200um region of electrolyte. Only the vicinity of the cell
is shown.(B) Mesh of the model cell system with fields of view correspogdim those in

(A).

tochondria, for~ 84 total. Nonetheless, this still underestimates the tatatber of mitochondria
in a typical cell. Taking @45 to be a typical volume density of mitochondria [46, 47de# of the
size considered here haS500 mitochondria. This underrepresentation of the numbeitochon-
dria is unlikely to significantly fiect the main conclusions of this study because we correthi®r

by appropriately scaling the amount of cytochrooyger mitochondrion, as described below.

The initial concentrations of calcium in the cytoplasm amglamelles are set in accordance with
published values, as indicated in Table 9.1. Here the Inttimcentration of calcium in the

extracellular medium is zero. Calcium is assumed to havausad = 0.34nm [48], charge
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Table 9.1: Model System Parameters

Symbol Value Description and Source
PM NM ERM OMM IMM

A¢m rest -90 O 90 0 —-200 Membrane resting potential (mV) [18]
om 9.5 950 9.5 950 47.5 Membrane conductivity (n§ [18]
Torot 0.5 0.5 0.5 0.5 0.75 Membrane protein fraction [18]

ECF C N ER IMS MM
YCa,0 0 0.2 0.2 500 0.31 0 Initial calcium concentratiarM) [53, 54]
YCytc,0 0 0 0 0 905 0 Initial cytochrome concentration (uM)

*Value selected or calculated as described in main text. PAgnpa membrane. NM: nuclear membrane.
ERM: endoplasmic reticulum membrane. OMM: outer mitoch@dnembrane. IMM: inner mitochon-
drial membrane. ECF: extracellular fluid. C: cytoplasm. MNcleus. ER: endoplasmic reticulum. IMS:
intermembrane space of mitochondria. MM: mitochondriatrira

(valence)zs = +2, extracellular diusivity Dg; = 79.2n?/s [49], and intracellular diusivity
Dsi ~ Ds¢/4 = 19.8 mP/s. (The difusivity of small species in the cytoplasm is typicall25 % of
the aqueous diusivity [50-52].)

Cells contain~ 70fg cytochromec [55, 56]. Because the molecular mass of cytochrams
12.2 kg/mol [48], this amounts to .3 x 10¥mol per cell. We distributed this amount of cy-
tochromec evenly among the intermembrane spaces (IMS) of the fouraindodria in the sys-
tem, which equates to an initial IMS concentration of 986 cytochromec. The cytochromes
molecules were approximated as cylindrical with radiys: 2.04 nm, lengthlg = 4.27 nm, and
chargez; = +9 [48]. We use extracellular flusivity Dg; = 13.5x 1071t m?/s [48], and intracel-

lular diffusivity Ds; ~ Dse/4 = 3.38x 10°11m?/s. The structure of cytochromeis shown in
Fig. 9.2.

All electroporation parameters are the same as in our pus\study [13], except as noted below.
We assume that the PM exhibits asymmetric electroporaio]) Eharacterized by the asymmetric
pore creation constant = 11 kT/V, as determined in our previous study [13]. However, we as-
sumea = 0KT/V for the organelle membranes (i.e., no asymmetry), as tieatation and degree
of asymmetric electroporation has not been determinechiese membranes. In contrast to our
previous model [13], we assume for simplicity that the meambrtension is constant, rather than a
function of pore density. This assumption is reasonablealrge under the conditions considered

here (low membrane tension and small pores), ffeceof membrane tension on pore dynamics is
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- [ >

Figure 9.2: Cytochromec structure. Cytochrome is approximated as cylindrical with ra-
diusrs = 2.04 nm and lengtl = 4.27 nm [48]. The radius of cytochrones significantly
larger than the minimum-size pore radiug fin ~ 1 nm) and is highly chargedy = +9)
[48]. As aresult, it is only transported through pores dgifnilsing, when a small fraction
of pores expand shiciently to accommodate its size.

negligible [58].

9.2.3 Applied Electric Pulses

Trapezoidal pulses with durationg,se = 100ns, 300ns, and 1000 ns and magnitédg, =
3MV/m were applied to model cell system (Fig. 9.3). All three palbave the same rise-time
tise = 30ns and fall-timeg,; = 30ns. Note that these pulses, with the exception of the 1600 n

pulse, are typical of the pulses that Nuccitelli et al. [9, 14] have used to treat melanomas.

2.5 H

1.5

Eupp (MV/m)

—— 100 ns
05 B —— 300ns ||
—— 1000 ns

0
0 200 400 600 800 1000
t (ns)

Figure 9.3: Trapezoidal electric pulses. Trapezoidal pulses with tthmatyyse = 100 ns,
300ns, and 1000 ngise) and magnituddE,p,, = 3 MV/m. All three pulses have the same
rise-timetise = 30 ns and fall-timésy; = 30 ns.



272 Potential Mechanisms by Which Large Electric Pulses Indce Apoptosis

9.2.4 Simplifying Assumptions

Our model has two important simplifying assumptions. Fing assume that binding can be ne-
glected. Under normal physiologic conditions most inthad¢ar calcium is bound because the
cytoplasm has a large calcium binding capacity [59]. Theiagal binding capacity of the ER is
also large, though much smaller than that of the cytoplagh [However, the ER can release the
majority of its calcium into the cytoplasm on a time scaleaxfands [60]. This implies that binding

of calcium within the ER does not significantlffect total calcium release, the subject of this study.

Cytochromec electrostatically interacts with cardiolipin on the ousate of the IMM [14, 43, 61].
However, the ionic strength in the IMS following permeatalion of the OMM is hypothesized
to be stficient to disrupt these electrostatic interactions [61]e Tdrge magnitude electric fields
here may also disrupt these interactions. Other pro-afiogimteins, like SMAZDIABLO and
OMI/HTRAZ2, do not exhibit similar interaction with the IMM [61{Given these considerations, it

is reasonable to neglect cytochrombinding here.

The second simplifying assumption is that active transpathanisms (e.g., ions pumps) can be
ignored. Intracellular calcium concentration oscillasare a well known mechanism of intracel-
lular signaling that results from active and passive transpf calcium within the cell [53]. The
frequency of these oscillations is typicalyl02—1 Hz. Thus, the shortest characteristic time of
oscillations is~1s. This is approximately the upper limit of the durationsasasider here. Thus,

to first order it is reasonable to neglect the impact of adtiesport mechanisms here.

9.3 Results and Discussion

9.3.1 Supra-electroporation of Cell Membranes

Supra-electroporation is the creation of many small pates: (rp min = 1 M) in cell membranes
(PM and organelle membranes) in response to large pulsettielgelds [15-22]. The supra-

electroporation response is in marked contrast to the cuioreal electroporation response, in
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which pores predominantly form in the PM and may expand Saanmitly [13, 62—67].

Elevated transmembrane voltatye,, is the driving force for both pore creation and pore expamsio
[58]. As pores are created and expand, they causeto decrease by increasing the membrane
conductance. As a result, both pore creation and pore exatend to diminish the driving force
(A¢rm) for both process. Pore creation and expansion can thusbeasecompeting to redude,.
Whether pore creation or pore expansion predominates medsiagA¢,, depends on the applied

pulse.

When the increase in the applied field magnitude is very &t is for the pulses considered
here, the cell membranes charge rapidly and the membrgmenssis dominated by pore creation
[58, 67]. Pore creation occurs in a quick burst that causegdmsmembrane voltage,, to reach

its peak and then plunge t00.5V on a time scale much too short for pore to expand. Moreover,
after reaching\¢, ~ 0.5V, the driving force for pore expansion disappears ancetislittle sub-

sequent pore expansion [58].

Post-pulseA¢r, ~ 0V until the large majority of pores reseal because porestsiesting potential
sources. Pores remain minimum-size with radius: rp min = 1 nm until resealing. The process
of resealing is characterized by an assumed exponentialdonstant, = 4s [13]. ThusA¢n

remains small and pores persist for long after the pulse.

The essential features of supra-electroporation ardridited in Fig. 9.4, which shows the PM pore
density distribution (pores per area jpieg) (Fig. 9.4A), spatial extent of electroporation (Fig. 9,4B
C), and the concentration of calcium (Fig. 9.4B) and cytoatec (Fig. 9.4C) throughout the cell

system at select time points in response to a 1000 ns, AVApplied pulse. Note that the 1000 ns

pulse shown in some sense “includes” the 100 ns and 300 nsppisnus their fall-times).

Most pore creation occurs within 20—50 ns of the pulse ons#tghown). The spatial extent of
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(A) PM pore density (B) Calcium concentration (C) Cyt ¢ concentration

n(1/m®) YCa (M) YCa (M) Yoyte (M) Yoyte (M)
101 1020 102 107% 1076 107% 107® 1079 107% 10710 10~° 10~ 10 107°

300ns =

970ns

300ps =

3ms

30ms

10s

Figure 9.4: Cell system response to a 1000 ns, 3 MVelectric pulse(A) The PM pore
density distribution (pores per area pigp) at select time points. Note that the anodic pole
has® = 90° and the cathodic pole has= 270°. (B) Concentration of calcium at select
time points shown at the level of the celéft) and the ER fight). (C) Concentration of
cytochromec at select time points shown at the level of the cklft) and a mitochondrion
(right). White linesindicate membrane regions with fractional aqueous dsga- 107,
with thicker lines corresponding to largé, .
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pore formation is considerable, with significant pore fotioain nearly all membrane regions
(Fig. 9.4B, C). The only membrane regions without pores lansé that are parallel to the electric
field. In these regions, the membrane does not charge sigmifjc and thus pores are not cre-
ated. Regions of membrane that are nearly (but not quit@llphto applied field charge slowly

and electroporate later than other membrane regions. dndleese slowly charging regions are
the only regions that exhibit significant pore expansiog(Bi4A). (Note that these larger pores
contribute little to molecular transport because they eveih number and oriented nearly parallel
to the applied field. Thus, drift-dominated transport dgrpulsing is not directed through these

membrane regions as it is in membrane regions that are pgpser to the applied field.)

Pore expansion is minimal in most membrane regions, witmiyed pores distributed around
r, * 1nm. Only an extremely small fraction of pores expand beyeadm (Fig. 9.4A). Note that
only the PM pore density distribution is shown in Fig. 9.44t lt is representative of the response
of organelle membranes as well. That the pores remain smaglsignificant implications for the

transmembrane (transpore) transport that results froge lavagnitude pulses [22].

9.3.2 Calcium Release from the Endoplasmic Reticulum

The model results show that supra-electroporation of the(lH& 9.4B) facilitates a large ef-
flux of calcium. Essentially all of this transport occurs ppslse through minimum-size pores
(rp = 1nm). While the rate of calcium transport is greater durimg pulse than after, the total
time available during the pulse is much smaller than the an@lable post-pulse. As result only

a small fraction of the total transport occurs during thespul

Figure 9.5 shows how the concentration of calcium in the)eRer and cytoplasmyc, . change
with time for the three pulses. The changedgeris minimal during the pulse. Indeed the, er
differences among the three pulses are barely perceptibl®(b)g However, post-pulsg:, erde-
creases tremendously. Concomitant with decreage.ipgris the initial increase ifyc, . However,

vcac increases only transiently because the influx into the dgisop from the ER is eventually
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Figure 9.5: Calcium concentration in the ER and cytoplasm. Supra{@gotation of the
cell membranes by 100 ns, 300 ns, and 1000 ns, 3iYulses leads to a predominantly
post-pulse #lux of calcium from the ER into the cytoplasm and from the cidem into the
extracellular space. By~ 10 s, the calcium concentration is uniform across the thoes c
partments. The rate and total amount of calcium releasedependent of pulse duration
(insed.

exceeded by thefltux of calcium from the cytoplasm to extracellular space.~By) s post-pulse,

the concentration of calcium in the ER, cytoplasm, and egttalar space reach equilibrium (uni-

formity) (Figs. 9.4B and 9.5).

Thus, supra-electroporation enables calcium to trangpivieen the ER and cytoplasm and be-
tween the cytoplasm and extracellular space. This has tapoimplications. Here, we assume
that the extracellular concentration of calcium is zeroweer, in vivo, the typical concentration
of calcium in the extracellular fluid is 2.5 mM [68]. Therefore, these results suggest that in vivo
vcacWould increase as a result of influx from the ER and influx fréva éxtracellular fluid. In
that case, the initial increase g, shown in Fig. 9.5 would not be followed by a rapid decrease.
Rather,yc, c would continue to increase in the short term, until reaclangquilibrium with ER

and extracellular fluid. Longer term, active cell mecharsghat are not represented in our model

would be expected reduge,

The model calcium release results are broadly consistehtthe experimental measurements of

White et al. [32]. They measured the concentration of catadiuthe cytoplasm following the ap-
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plication of 60 ns pulsed electric fields with magnitudedia tange @ — 15 MV /m. Importantly,
they performed these experiments both with and withoutaerttular calcium. For both cases,
they reported [32] an immediate post-pulse increasedn When the experiment was performed
without extracellular calcium (and with extracellular tteng agent EGTA), the initial increase
in ycac Was followed by a relatively rapid decreasey, . and an asymptotic approach to zero
concentration. The decay i, c appears approximately exponential with a time conste8@ s.
When the experiment was performed with extracellular cafGiyc, . remained significantly ele-
vated (much higher than the initigd, o, decreasing only slightly from its peak over thd00 s

time scale of the measurements.

The primary diferences between our model results (Fig. 9.5) and the whatle [82] experimental
results are in the magnitude and time scale of the changes, inSpecifically, the peakc, . pre-
dicted by our model is much larger than the peak measured bieWhal. [32] and the time scale
of the subsequent depletiongf, . is significantly shorter in our model results. Thesgafences
likely result from the absence of calcium binding andfering in our model. We expect that the
inclusion of these féects would blunt changes in concentration and slow the ratehacalcium is

transported.

Nonetheless, both the model results and the White et al.riexpetal results are consistent with
significant transmembrane transport of calcium in resptmésrge applied electric fields. In the
absence of extracellular calcium, the increasgds is transient as the stores of calcium initially
released from the ER eventually find there way into the egthalar fluid. In the presence of
extracellular calcium (e.g., in vivo), the increaseyi) . is long-lived as the ER and extracellular
calcium both contribute to the increasejn,. We speculate that active transport mechanisms
may eventually restorg:, . to normal physiologic levels, though this may béidult on the time
scale for which pores remain in the membranes because théjegpassive calcium transport (i.e.,
down transmembrane concentration gradients) that cagsttére action of active transport mech-

anisms (i.e., transporting calcium into the ER and extialzel space against the transmembrane
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concentration gradients).

9.3.3 Cytochromec Release from Mitochondria

The model results show that supra-electroporation of thteahondria (Fig. 9.4C) facilitates a
small amount of cytochromerelease into the cytoplasm. In contrast to the release ofuralfrom
the ER, which occurs predominantly post-pulse and in largeumts, the release of cytochrome
¢ from mitochondria occurs entirely during pulsing and in $ramounts. Unlike calcium, which
is relatively small and weakly charged, cytochromis large and highly charged. As a result, it
cannot pass through the small pores that exist in the memlpast-pulse. Therefore, the total re-

lease of cytochromeis limited to the small amount that occurs during the apphelge (Fig. 9.6).

Figure 9.6 shows how the concentration of cytochrasria the cytoplasmycy: changes with
time for the longer two of the three pulses applied (i.e.,39@nd 1000 ns). The 100 ns pulse was
also examined, but the resultingyc < 1 pM. Figure 9.6A showgcy for 10ns to 10s, and
Fig. 9.6B showsy i c during (and slightly after) the pulses. It is clear from F3g6A that there
is no post-pulse release of cytochromd3ecause of its size and charge, all cytochrameleases

occurs during the applied pulses.

The model results show that pulse duration has a large inpathe amount of cytochrome
released.ycyicc is 54 x 10711 M after the 300 ns pulse and3x 10°M after the 1000 ns pulse
(Fig. 9.6). Thus, while the 1000 ns pulse-i8.3 times longer than the 300 ns pulse, the amount of

cytochromec released is 170 times larger.

There are two primary reasons why longer duration pulsestriesa highly nonlinear increase in
cytochromec release. First, pore creation and (very limited) expangguires a finite amount of
time to occur (for a given applied field magnitude). Secogthchromec requires time to drift to
the inner side of the OMM. Upon reaching the OMM, only a smiatfion of the cytochrome

is transported through the OMM pores into the cytoplasm. rElse of cytochrome accumulates
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Figure 9.6: Cytochromec concentration in the cytoplas(d) during and after pulsing and
(B) during pulsing. Supra-electroporation of the OMM by 300 nd 4000 ns, 3MYm
pulses leads to release of cytochrom@uring pulsing only (no post-pulse transport). The
total amount of cytochrome released is highly dependent on pulse duratiosg]), with
the 1000 ns pulse resulting in much more cytochramelease than the 300 ns pulse.

on the inner side of the OMM. As time passes, more cytochromeaches the inner side of the
OMM and accumulates. This accumulation leads to an increaefee gradient in cytochrome
concentration across the OMM, which in turn results in adamate of cytochrome transport
through the pores in the OMM. Thus, the accumulation of sotut the inner side of the OMM
increases the local supply concentration for transmenebir@msport. Because the concentration
on the inner side of the OMM continues to increase during thieg[69], the rate of cytochrome
¢ transport also continues to increase. Note that this lotaffacial accumulation is general and

applies to all solutes, not just cytochrome

That cytochrome is not transported post-pulse is consistent with experied@bservations that
short pulses results in minimal (i.e., less than measuretheeshold) uptake of fluorescent probes
[6, 31, 35, 70, 71], such as propidium. These probes are falasnand much less charged than
cytochromec [48]. Thus, we expect that the post-pulse transport of ¢ytmmec is even less than

that of these probes.

The release of cytochromzinto the cytoplasm has been reported in response to largaitudg
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pulses [5, 8], observed long after pulsing. It is thus uncilelaether the release occurs through

electropores in the OMM or as a downstream step in apoptosis.

If cytochromec release does occur through electropores, then the moddtlsreaggest that many
pulses would be required to release an amoufiicsent to induce apoptosis. Experiments have
shown that microinjection of cytochron@anto cells can result in apoptosis [55, 56, 72, 73]. The
required cytoplasmic concentration of cytochromes ~10—-20uM [72, 73], which amounts to
most of the cytochrome in a cell. However, given the simultaneous electroporatiwdiated
release of calcium from the ER, it is conceivable that thelttlease of cytochrome through
electropores required to induce apoptosis is somewhatemiecause of an amplification loop

between calcium and cytochrorag43].

9.3.4 Implications for Apoptosis Induction

Calcium is well-known to play an important role in apoptasiduction generally [23—-29]. Some

studies have speculated [6, 10] that increases in cytoptasattium concentration may contribute
to the induction of apoptosis in cell exposed to large pukdedtric fields. Such increases in in-
tracellular calcium have been reported in a number of erpantal studies [4, 30, 31, 31-35]. In
an early study, Beebe et al. [4] reported that calcium is eqtirred for large magnitude pulses to
induce apoptosis. In their experiments [4], they found mmiicant diference in caspase activa-
tion between cells that had and had not been preloaded vatbaicium chelating agent BAPTA

before pulsing. We agree with their assessment. Based aesulits here and interpretation of ex-
perimental observations that have been reported sinceddbleeBet al. study [4], it appears unlikely

that pulsed electric fields induce apoptosis by elevatinigatgsmic calcium concentration alone.

The model results (Fig. 9.5) exhibit a large release of natdhat is independent of duration for the
pulses considered here, consistent with experimentalredtsens of significantly elevated cyto-
plasmic calcium concentration persisting 0100 s when cells are electroporated in the presence

of extracellular calcium [31, 32], as in in vivo conditionget a number of studies have reported
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that extremely large numbers of pulses (of order 10— 10@®)equired to achieve significant ef-
fects [7-9, 11, 12, 71]. For example, in their 2006 study, ditedi et al. [9] found that applying
100 pulses (300 ns, 2 M¥h (nominal) each) to tumors in vivo led to a much larger reiguncin
tumor size than applying 10 pulses. In their more recent 20d@y, Nuccitelli et al. [12] applied
2000 pulses (100 ns, 3 MM each). Given that the time scale for elevated cytoplasadium
concentration following a single pulse is on the order of u@s [32], the need for such a large
number of pulses is inconsistent with induction of apopgessulting from elevated cytoplasmic
calcium concentration alone. Moreover, Nuccitelli et 4R][reported greaterfiecacy when ap-
plying pulses at 7 Hz than at 1 Hz. Yet, applying 2000 pulsdsH# takes seven times longer than
applying 2000 pulses at 7 Hz (2000 s vs. 286 s), which imphes the total duration of elevated
cytoplasmic calcium should be much longer for the 1 Hz trestinthan for the 7 Hz treatment.
Thus, if calcium is the primary actor in inducing apoptosis, would expect that the 1 Hz treat-

ment would be morefiective, but it is not.

Our results here suggest that the need to apply large nurobprdses to achieve maximatte
cacy is consistent with a larger solute being involved iruidg apoptosis induction in response
to pulsed electric fields. That solute could be cytochrenanother pro-apoptotic protein, or some

other solute altogether. Given available results, it igabymot clear.

What is clear is that transmembrane (transpore) transpalease) of larger solutes due to short
duration, large magnitude pulses (1) occurs entirely dupalsing (Fig. 9.6) and (2) occurs in
small amounts. (This basic conclusion is consistent witheexental observations of minimal
transport of fluorescent probes in response to these puldass, to achieve significant transmem-
brane (transpore) transport of large solutes using larggniale, short duration pulses requires

many pulses.

There is a straightforward means of testing the hypothésisthe release of a larger solute is

involved in apoptosis induction by pulsed electric fieldsgufe 9.6 shows that the relationship
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between cytochromerelease and pulse duration is highly nonlinear, and we éxpatthis basic

relationship holds for other large solutes, i.e., largantthe minimum-size pores characteristic
of supra-electroporation. Thus, if a large solute is inedl¥n apoptosis induction, then far fewer
pulses of longer duration (e.g., 1000 ns) should be requirad pulses of shorter duration (e.qg.,

300 ns) to induce apoptosis.

As yet, experimental support for this hypothesis is someéwrdized and incomplete. In a 2003
paper, Beebe et al. [4] reported greater caspase acti@&llominutes after pulsing) in both Jurkat
and HL60 cells in response to a single 300 n6,\2V /m pulse than in response to a single 60 ns,
6 MV/m pulse or a single 10 ns, 15 Myh pulse. Similarly, in a 2004 paper, Beebe et al. [31]
reported much greater caspase activation (1 hour afteingliis response to 5 300 ns,6MV/m
pulses than in response to 5 60 ns, 6 MVpulses. However, Hall et al. [8] reported similar cas-
pase activation (45 minutes after pulsing) in response t8Qhs, 6 MVVm pulses and 50 60 ns,
6 MV /m pulses. We suspect that experiments that examine thensspo pulses that fler more

significantly in duration would yield clearer results.

A final potential mechanism by which large magnitude pulsey mduce apoptosis is by con-
tributing to osmotic rupture of mitochondria and concomiteelease of pro-apoptotic proteins.
According to Garrido et al. [74] and Kroemer et al. [36], peahilization of the IMM may con-
tribute to water influx into the mitochondrial matrix, leadito distention, OMM rupture, and
release of pro-apoptotic proteins into the cytoplasm. [tlaisible that large magnitude pulses
could lead to apoptosis by a similar mechanism since suckepulo electroporate the IMM, as
shown in Fig. 9.4. However, as in the case of calcium releaseynclear why hundreds or thou-
sands of pulses would be required to achieve membrane gy@sireven a single pulse results in

supra-electroporation of the mitochondrial membraneg. (&4).
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9.4 Conclusions

We have described the response of a model cell system wittneligs to 3 MVYm pulsed electric
fields with durations of 100 ns, 300 ns, and 1000 ns. TheseguBuse supra-electroporation of
the plasma and organelle membranes. This leads to a larggulss release of calcium from
the endoplasmic reticulum and a concomitant increase wptysmic calcium concentration that
is independent of pulse duration. These pulses and thetiresslipra-electroporation also lead
to a small amount of cytochromerelease from mitochondria during pulsing and concomitant
increase in cytoplasmic cytochroraeoncentration that depends strongly on pulse duratiot, wit

the 1000 ns pulse resulting in the most cytochramelease, by far.

Our model results suggest that the increase in cytoplasatotuen resulting from the applica-
tion of large magnitude pulses is unlikely to be the sole eaafsapoptosis induction by these
pulses. Rather, our model results, coupled with the expariat observation that large numbers
of pulses are required to achieve significant cell killing, @onsistent with apoptosis involving the
electroporation-mediated release of a larger solute, agatytochromes or other pro-apoptotic

proteins.
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Chapter 10

Conclusions

In this thesis, we developed a robust, mechanistic modetlbfetectroporation with concomi-
tant molecular transport. The model yields quantitativechanistic descriptions of electrical

transport, electrodfiusive molecular transport, and pore creation, evolutiod, destruction. The

comprehensive cell electroporation model, which intezg#itese basic mechanisms, provides new

methods and insights into the complex processes of elerttpn and electroporation-mediated

transport.

The key advantages of the model:

e The model features robust mathematical characterization®f electrical and molecular

transport. Thus, direct comparisons can be made between model resdltexgerimen-
tal results. This is essential for model validation and gati@en of experimentally testable

predictions.

The model has been validated against quantitative experinmgal results in the litera-
ture. Specifically, the descriptions of pore conductance and @oeegy have been validated
against the individual pore conductance measurements bkdweet al. [1], and the com-
prehensive cell model predictions of net molecular trandpave been validated against the

many experimental uptake measurements of Canatella &f ain¢l Puc et al. [3].

The model simulates electroporation dynamics that are dficult to assess experimen-
tally. Many interesting and important aspects of electroporadiccur on time scales and
length scales that are extremelyfdiult to investigate experimentally. The model enables

calculation of electric potential, solute concentratiangd pore density throughout the sys-
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tem on time scales ranging from nanoseconds to minutes Wetredof spatial and temporal
resolution that cannot be achieved by experimental methagis result, the model results
provide new insights into the underlying dynamics that leaéxperimentally observable

endpoints.

e The model enables screening of electric pulse waveforms fgarticular applications.
Systems and solutes of interest for a particular applinatén be represented in silico. The
model can then be used to find optimal electric pulse wavesdonthe application, e.g.,
maximal delivery of a biologically active solute. This appch does not replace experi-

ments but enhances planning, guiding, and interpretingraxgnts.

Itis our sincere hope that the theoretical framework preslidy this model will further understand-

ing, development, and optimization of both existing and igyimg applications of electroporation.
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Chapter 11

Appendix

11.1 Temperature Rise in Electrolyte

The temperatur@ of the electrolyte in a system places a fundamental boundh@mdration of

pulse at a given field strength. Beyord2°C, cells are irreparably damaged .

The temperature ris&T in response to a field with duratidrand magnitud& is

AT = %Ezt, (11.1)

whereo ands are the conductivity and volumetric heat capacity of thetetdyte, respectively.

Note that it is the maximum temperature reached that lirhiégspulse duration at a given applied
electric field strength, not the temperature rise. If théahelectrolyte temperature is 3C, then
the maximum allowable temperature rise 5 However, if the initial electrolyte temperature is

17°C, then the maximum allowable temperature rise 825

The temperature rise (Eg. 11.1) depends on the conducéwifyvolumetric heat capacity of the
electrolyte. For the purposes of making calculations, veetygical conductivity value- = 1 S/m

and volumetric heat capacity valse= 4.18x 10° J/(m K).

Figure 11.1 shows the temperature risE calculated using these parameters for pulse durations

touseranging from 1 ns to 1 s and pulse electric field magnitudegirgrfrom 16 V/m to 10'V/m.
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Figure 11.1: Temperature rise resulting from rectangular electric gl he temperature
rise AT is shown for a range of pulse duratioygise and magnitude&,ise for electrolyte
with conductivity = 1 S/m and volumetric heat capacity= 4.18x 10° J/(mK). The
maximum temperature rise shownA3 = 25°C. For pulses resulting inT > 25°C, AT

is shown aswvhite.

This spans the full range typically used for electroporatio






