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Abstract

The need for ubiquitous wireless services has prompted the exploration of using increasingly
larger transmission bandwidths often in environments with harsh propagation conditions.
However, present analyses do not capture the behavior of systems in these channels as

the bandwidth changes. This thesis: describes the development of an automated mea-
surement apparatus capable of characterizing wideband channels up to 16 GHz; formulates
a framework for evaluating the performance of wireless systems in realistic propagation
environments; and applies this framework to sets of channel realizations collected during
a comprehensive measurement campaign. In particular, the symbol error probability of
realistic wideband subset diversity (SSD) systems, as well as improved lower bounds on

time-of-arrival (TOA) estimation are derived and evaluated using experimental data at a
variety of bandwidths. These results provide insights into how the performance of wireless
systems scales as a function of bandwidth.

Experimental data is used to quantify the behavior of channel resolvability as a function

of bandwidth. The results show that there are significant differences in the amount of energy

captured by a wideband SSD combiner under different propagation conditions. In particular,
changes in the number of combined paths affect system performance more significantly in
non-line-of-sight conditions than in line-of-sight conditions. Results also indicate that, for a
fixed number of combined paths, lower bandwidths may provide better performance because
a larger portion of the available energy is captured at those bandwidths.

The expressions for lower bounds on TOA estimation, developed based on the Ziv-Zakai
bound (ZZB), are able to account for the a priori information about the TOA as well
as statistical information regarding the multipath phenomena. The ZZB, evaluated using
measured channel realizations, shows the presence of an ambiguity region for moderate
signal-to-noise ratios (SNRs). It is shown that in a variety of propagation conditions,
this ambiguity region diminishes as bandwidth increases. Results indicate that decreases
in the root mean square error for TOA estimation were significant for bandwidths up to
approximately 8 GHz for SNRs in this region.

Thesis Supervisor: Moe Z. Win
Title: Associate Professor
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Chapter 1

Introduction

The emergence of ubiquitous wireless services has prompted the exploration of using increas-

ingly large bandwidth transmission, often in challenging environments and over bandwidths

that are already in use for legacy systems. Current demands in quality and reliability of

wireless connections suggest that ever-higher bandwidths in various frequency bands be

made available in an unlicensed manner for unrestricted wireless access. Along this line,

ultrawide bandwidth (UWB) spread spectrum systems have received considerable attention

from the scientific, commercial and military sectors [1-15].

The use of extremely large transmission bandwidth results in desirable capabilities, in-

cluding: 1) accurate positioning and ranging, and lack of significant multipath fading due

to fine delay resolution; 2) simple implementation for multiple access communications; and

3) superior obstacle penetration due to low frequency components [3-7]. Interest in UWB

systems has intensified owing to a ruling by the United States Federal Communications

Commission (FCC) concerning UWB emission masks.1 This ruling is flexible enough to

allow various implementations that satisfy the emission mask condition [16], enable UWB

to coexist with traditional and protected radio services, and permit the use of UWB trans-

mission without allocated spectrum.

Among other advantages, UWB systems inherently provide covert communication due

to low power operation in an extremely large transmission bandwidth combined with spread

spectrum techniques. UWB systems possess low probability of detection and interception

(LPD/LPI) as well as anti-jam capabilities. By virtue of their robustness against fading

'Similar activities are also underway in other countries.



and superior obstacle penetration, UWB systems allow reliable communication in extremely

challenging environments, where there are obstacles and dense multipath. Examples include

dense urban areas, confined areas, within buildings, onboard vehicles, and in shipyards. It

is known that current communication systems used by the military and emergency services

do not perform well, or may fail altogether, under such conditions. UWB networks promise

reliable, low-power and high-speed services for time-critical information to be relayed to its

destination even in such challenging environments. Consequently, UWB systems are under

consideration for many applications, including high-speed short-range WiFi, emergency

services, military communications networks, sensor networks, and homeland defense systems

[10-15].

1.1 Channel Characterization

Characterization of wideband channels requires precise measurements over a very large

bandwidth. Typically this is done using two methods: 1) time-domain based channel sound-

ing using very short duration pulses and a digital sampling oscilloscope, and 2) frequency-

domain based channel measurement using a vector network analyzer (VNA). The first

method uses a pulse generator to generate short pulses and a digital sampling oscilloscope

to sample the channel response. Usually a series of pulses, modulated by a pseudo-random

sequence, are transmitted to improve the SNR and produce more reliable measurements.

These specialized channel sounders can be prohibitively expensive and are generally not

widely available. Channel sounders also have limited dynamic range because they operate

over the entire bandwidth of interest and hence are subject to the broadband noise floor.

Using the time-domain based method, extensive UWB propagation measurement cam-

paigns have previously been performed in a modern laboratory/office building with the

goal of characterizing the channel [3-7]. For these campaigns, a nanosecond-wide pulse was

transmitted periodically with a repetition rate of 2 x 106 pulses per second.

The research described in this thesis made use of the second method to measure channel

responses in the frequency domain over the 2-18 GHz range. VNAs use a swept sine wave

stimulus and therefore have better dynamic range, because the measurement is only made

over the intermediate frequency (IF) bandwidth; a much smaller bandwidth. VNAs also

come equipped with built in error correction capabilities which can correct for errors induced



by cables and impedance mismatches. Using this method it is easier to characterize the

propagation channel over various bandwidths, since the measured responses can simply

be filtered. The time-domain response can easily be computed using the inverse Fourier

transform of the measured frequency response. A recent measurement campaign using a

VNA to measure the 3-10 GHz frequency range is available in [17].

1.2 Wideband Diversity

Multipath diversity using spread spectrum (SS) signaling [18-25] has played an increas-

ingly important role in current and future wireless systems. Wide transmission bandwidths

available in SS systems allow receivers to resolve closely spaced multipath components. The

detection of signals in multipath environments is typically done using a Rake receiver, where

the components of a received signal (arriving at different delays) are combined to provide

diversity. Discussions on classical Rake architectures can be found in [18-21]. One version

of the Rake receiver consists of multiple correlators (fingers); each correlator detecting the

signal from one of the multipath components created by the channel. The outputs of the

Rake fingers are then combined to achieve the benefits of multipath diversity.

The complexity and performance issues associated with combining all the available mul-

tipath components have motivated studies of receivers that process only a subset of the

available resolved multipath components. Such Rake subset diversity (RSSD) receivers

are a way to reduce resource use in receiver designs while maintaining the benefits of full

diversity order [26-29]

Practical RSSD receivers must estimate the channel gain affecting each multipath com-

ponent, and thereby incur a performance loss [30-35]. This is in contrast to many previous

studies of RSSD which assumed that perfect channel knowledge is available at the receiver.

In the case of practical RSSD, the estimation plays a dual role; it affects both the selec-

tion process as well as the combining mechanism. Indeed, in an RSSD receiver the subset

of multipath components chosen is based on the receiver's knowledge of the channel, i.e.,

the estimated channel gains. Therefore, there is the possibility that the receiver makes an

erroneous selection.



1.3 Ranging Error Bounds

One of the primary advantages of ultra wideband communication is the fine delay resolu-

tion that results from wide transmission bandwidth. For this reason, wideband systems

are receiving increasing attention for use in ranging and localization systems. One way

these systems operate is by time-of-arrival (TOA) estimation, where the first path of the

received signal is detected to form an estimate of the distance from transmitter to receiver.

However, when operating in dense multipath environments these systems are affected by

errors induced by phenomena such as direct path blockage and direct path excess delay.

In some areas of the environment the direct path to a transmitter may be completely

obstructed, so that the only received signals are from reflections, resulting in measured

ranges larger than the true distances. Direct path excess delay occurs when the partially

obstructed direct path propagates through different materials, such as walls. When such a

partially obstructed direct path signal is observed as the first arrival, the propagation time

depends not only upon the traveled distance, but also upon the materials it encountered.

Because the propagation of electromagnetic signals is slower in some materials than in the

air, the signal arrives with excess delay, again yielding a range estimate larger than the true

one. It is important to note that the effect of direct path blockage and direct path excess

delay is the same: they both add a positive bias to the true range, so that the measured

range is larger than the true value. This positive error has been identified as a limiting

factor in UWB ranging performance and it must be taken into account [36,37].

While the performance of a specific TOA estimation algorithm can be evaluated, esti-

mation error bounds play a fundamental role since they can serve as useful performance

benchmarks for the design of TOA estimators. The CRB has been widely used as a perfor-

mance benchmark for assessing estimation error. However, it is well known that the CRB

can be very loose at low and moderate SNR. Other bounds, such as the ZZB, can be applied

to a wider range of SNRs and account for both ambiguity effects and a priori information of

the parameter to be estimated. It is expected that as the bandwidth increases, the bound

on the TOA estimation error will decrease, because larger bandwidth yields finer delay res-

olution. However, there may be a point where the improvement diminishes. Understanding

the point at which this occurs is valuable to system engineers.



1.4 Contributions

This thesis first describes a channel measurement apparatus that was designed and built

to accurately characterize wideband propagation channels over a frequency range of 2-

18 GHz. This frequency range represents more than double the bandwidth of conventional

UWB systems. The apparatus contains an automated positioning subsystem, responsible for

positioning the receive antenna, to enable accurate and rapid collection of channel responses.

The extremely wide measurement bandwidth allows for the investigation of the effects of

bandwidth at ranges beyond those currently available in the literature. The data collected

using this apparatus is used in the subsequent chapters to make conclusions about the

effects of bandwidth in realistic propagation environments.

This thesis characterizes the SEP performance of wideband subset diversity (SSD) sys-

tems operating in multipath channels. These systems operate by selecting and combining

a subset of the resolvable multipath components. Analytical expressions are developed for

the case of non-ideal channel estimation, where the selection and combining process occur

in the presence of channel estimation error. Two channel models are considered. The first

considers a wide-sense stationary uncorrelated scattering (WSSUS) channel with a constant

PDP. The second considers the case where only a set of channel realizations is available.

In this case, the expressions are semi-analytical in nature-they are based on Monte-Carlo

averaging of exact conditional SEP expressions. The analysis is valid for arbitrary two-

dimensional signaling constellations and the expressions give insight into the performance

losses of non-ideal SSD when compared to ideal SSD. Due to estimation error, these losses

occur in branch combining as well as in branch selection. The SEP performance as a func-

tion of bandwidth is investigated under different propagation conditions. Results indicate

that increased bandwidth yields more multipath components, and thereby increases the

diversity present in the channel. However, operation at 1 GHz bandwidth provides better

performance in terms of SEP because there is significantly more energy present in each

path.

This thesis also investigates lower bounds on TOA estimation error for wideband and

UWB ranging systems operating in realistic multipath environments. The thesis specifically

considers developing bounds on TOA estimation for two cases: 1) when a statistical model

of the multipath phenomena is available and 2) when only a finite set of channel realiza-



tions are available. In particular, analytical expressions for the CRB and ZZB on TOA

estimation error for dense multipath channels are provided and discussed under different

operating conditions. It is shown that for practical values of the SNR the classical CRB

does not properly account for multipath effects and hence one needs to resort to improved

bounds, such as those based on the ZZB. Using these bounds it is also shown how a priori

knowledge about the multipath characteristics can improve TOA estimation performance.

Furthermore, these bounds serve as useful performance benchmarks for the design of TOA

estimators.

1.5 Organization

This thesis is organized as follows. Chap. 2 describes the channel measurement apparatus,

including the positioning and measurement subsystems, as well as the software developed

to control them. Chap. 3 gives specific details about the measurement campaign that was

performed on the MIT campus, how the captured waveforms were processed, and describes

the procedure for extracting the gains and delays from individual channel responses. Chap. 4

develops a framework for investigating the performance of non-ideal wideband diversity

systems, both for theoretical models and measured channel responses. Chap. 5 develops a

framework for the evaluation of the CRB and ZZB on the TOA estimation error of wideband

signals affected by multipath propagation.



Chapter 2

Measurement Apparatus

This chapter describes a channel measurement apparatus that was custom designed and

fabricated to precisely measure extremely wideband wireless channels. The measurement

apparatus consists of two major components: 1) the positioning subsystem, and 2) the

wireless channel measurement subsystem. Care was taken in designing both subsystems

to maximize the fidelity of the measurement data, while maintaining the flexibility of the

overall apparatus. The complete channel measurement apparatus, including the transmit

antenna, is shown in Fig. 2-1. The next sections describe the positioning and channel mea-

surement subsystems, as well as the associated calibration procedures. Finally, a detailed

discussion of the software developed to control the measurement apparatus is presented.

2.1 Positioning Subsystem

In order to understand and predict the performance of systems operating in realistic en-

vironments, it is first necessary to understand the statistical nature of the communication

channel. To develop statistical models for the communication channel, one must capture

numerous channel realizations. Typically, each of these channel realizations is collected

by fixing the transmit and receive antenna, transmitting a known signal, and capturing

the response. Then, the position of the receive antenna is moved to the next point and

the process continues. Once all the measurements have been captured over a small-scale

grid, additional measurements are then made by moving the small-scale grid to a new loca-

tion. Since manual positioning of the transmit and receive antenna to collect this data can

be time consuming, tedious, and error prone, the measurement apparatus incorporates an
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Figure 2-1: The channel measurement apparatus: (a) the positioning subsystem and mea-
surement hardware, (b) the transmit antenna mounted at the top of the tripod, along with
the amplifier and coupler located near the base of the tripod.

automated positioning subsystem to position the receive antenna.

2.1.1 Configuration

The positioning subsystem consists of a mobile cart, three linear motion units, and the

necessary motors and motor controllers. The mobile cart was constructed primarily of non-

metallic materials, including wood, plastic, fiberglass, and other composites to minimize any

effects on the propagation environment. It measures 1.73 m x 1.22 m, and was designed to

support the linear motion units, as well as the measurement hardware, while still allowing

mobility. The mobile cart was also designed with enough space below the linear motion

units to store the measurement and control hardware, creating a self-contained measurement

apparatus.

The linear motion units, typically used in factory automation applications, offer speed

and precision in positioning. Each unit consists of a track and a saddle which rides in

the track. The saddle is connected to a timing belt which runs over two timing pulleys

located at the ends of the track. One of the timing pulleys, the drive pulley, is rotated

by a stepper motor. A Cartesian positioning grid is formed using these three units. Two

units, parallel to each other and linked by a common drive shaft, form the y-axis. The third

unit, perpendicular to the other units, is mounted on top of the saddles of the lower units

to form the x-axis. The receive antenna is mounted on a small platform located on the



Name Mfr. Name, Model (Alt. Mfr. Name, Model)

Linear motion units Numatics, BDU 75 (Warner, Rapidtrak M75)
Motor controllers Numatics, NSDP6C (Superior Electric,

SS2000D6i)

Stepper motors Numatics, FLM9310 (Superior Electric,
KM093)

X-axis gearbox GAM, EPL-N34-003G
Y-axis gearbox CAM, HPS-TB-075-003G
X-axis coupler Lovejoy, L-070
Y-axis couplers GAM/Jakob, EKZ 20/304

Table 2.1: Components used in the positioning subsystem

saddle of the top axis. Each linear motion unit is about 1.8 m long and is capable of 1.2 m

of travel. The distance moved for every rotation of the drive pulley, referred to as the drive

ratio, is 12.98 cm/rev. The two axes allow positioning the receive antenna anywhere in a

1.2 m x 1.2 m grid. The positioning subsystem can be seen in Fig. 2-1 and details about the

components can be found in Table 2.1.

Movement of each axis of the positioning grid is accomplished by a stepper motor

mounted to a low-backlash, high precision, 3:1 gear-reducer. The stepper motors have

200 full steps per revolution (1.8' per step), but are operated in micro-stepping mode (with

one microstep equal to 1/64-th of a full step). A separate stepper motor drive controller

is responsible for controlling each the stepper motors. The motor controllers have internal

microprocessors which control the motion profile of each axis and enable the user to issue

configuration and control commands over a serial interface.

Each axis of the positioning grid has three position sensors. Two of these sensors are

used as end of travel limit sensors. These protect the linear motion units from damage if

the saddle attempts to travel past the end of the unit. The third sensor, or home sensor, is

used to determine the origin of the axis. The motor controller software includes commands

that use the end of travel limit sensors and the home sensor to calibrate the axis. These

sensors are also used to check the accuracy of the positioning subsystem.

2.1.2 Accuracy and Precision

Accuracy refers to the degree to which a measurement is close to the true value. Precision,

or repeatability, is the degree to which measurements show the same results. There are

several factors affecting the overall accuracy and precision of the positioning subsystem. In



the context of the positioning subsystem, accuracy refers to how closely the desired position

matches the actual position. Precision refers to how close repeated movements to the same

location are to one another. An ideal positioning system will have both high accuracy and

precision. Below we discuss the individual components of the positioning subsystem and

their effect on the overall accuracy and precision.

The overall accuracy and precision of the positioning subsystem is ±1 mm and 0.42 mm,

respectively. This level of accuracy and precision is acceptable, since, during experiments,

the mobile cart must be moved to locations where measurements will be taken. The coordi-

nates of this location are recorded, to be able to understand propagation conditions and to

calculate the true distance between the transmit and receive antennas. It is extraordinarily

difficult to position the cart and measure its location with greater accuracy than that of

the positioning subsystem.

The positioning subsystem has high resolution, since the motor controllers are config-

ured to operate in micro-stepping mode with 1/64-th step resolution. This gives 12,800 mi-

crosteps per revolution of the stepper motors or a final positioning resolution of < 0.0034 mm

for each axis. The accuracy and precision of the positioning subsystem is dominated by the

linear motion units, where the main contributing factor is the interaction between the tim-

ing belt and timing pulleys. The specified positioning accuracy of the linear motion units is

±0.8333 mm/m and the repeatability is ±0.3 mm. This contributes ±1.2 x 0.8333 = 1.00 mm

and +0.3 mm to the accuracy and repeatability, respectively.

Other components in the system also contribute to the overall accuracy and precision.

However, their effects are much less significant. The stepper motors themselves are accurate

to within ±2% of a full step, non-cumulative. These errors do not accumulate as the number

of steps increases because of the way stepper motors are designed. Thus, the positioning

accuracy of the stepper motors is ±2%.129.79/(3-200) = ±0.0043 mm-significantly smaller

than the accuracy of the linear motion units. The gearboxes also contribute to the accuracy

and precision. Backlash is a term that refers to the clearance between mating components,

in our case the gears in the gear reducers, in a mechanical device. It can be thought of

as the amount of lost motion when movement is reversed and contact between the gears is

re-established. This affects the precision of the positioning system, but again, the effects

are less significant than the precision of the linear motion units. The gear reducers have an

output backlash of <10 arcmin and <6 arcmin for the x-axis and y-axis, respectively. This
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Figure 2-2: Setup of the measurement system

creates an additional positioning uncertainty of t0.060 mm and ±0.036 mm, respectively.

2.1.3 Summary

The positioning subsystem enables extremely flexible positioning of the receive antenna.

Grid layouts which would be very difficult to achieve with manual positioning, are now pos-

sible with the positioning subsystem. Furthermore, moving from one grid point to the next

takes less than a few seconds compared to several minutes for manual positioning. Also, the

accuracy achieved through automated positioning is far better than one can achieve with

manual positioning. This allows for accurate and extremely rapid data collection. The con-

venience and accuracy of automated positioning comes with the cost of additional hardware

and the presence of this hardware during the measurements. Ideally, channel measurements

are taken to capture the propagation environment only. However, in a practical setting,

these measurements will capture the effect of the environment and all the objects in it,

including the measurement hardware. No matter the setup, it is impossible to remove all

the effects of the measurement hardware.

2.2 Channel Measurement Subsystem

A VNA makes up the core of the channel measurement subsystem. VNAs are capable of ac-

curately measuring the incident, reflected, and transmitted signals associated with a device

under test. VNAs operate as a stimulus-response system: a known signal is transmitted

and the resulting signals are measured. The channel measurement subsystem uses an Agi-



Location Mfr. Name, Output Power Gain (dB) Noise Figure
Model (dBm) (dB)

Transmit path Lucix, 20 24 3.5
S001200L2405

Receive path Herotek, 8 18 2.8
AF0120183A

Receive path Lucix, 20 24 3.5
S001200L2405

Table 2.2: Amplifier specifications. The
replaced by the Lucix amplifier.

Herotek amplifier was used initially, but was later

Mfr. Name, Model Frequency Coupling Directivity Insertion
Range Factor Loss

Krytar, 152013 0.5-20 GHz 13±1.0 dB >15 dB <1.4 dB

Table 2.3: Coupler specifications

lent E8362B VNA to measure the frequency response of wireless channels over a frequency

range of 2-18 GHz. The measurement setup is shown in Fig. 2-2. The subsequent sections

describe the configuration of the measurement system in detail, the sources of error in the

system, and the steps taken to mitigate them.

2.2.1 Configuration

The channel measurement subsystem makes use of two vertically polarized, omni-directional

wideband antennas that radiate over a frequency range of 2-18 GHz. The azimuth and

elevation antenna patterns are shown in Fig. 2-3. The antenna patterns indicate that the

antennas have a very flat gain across their azimuth and a broad elevation beamwidth. The

Location Mfr. Name, Model Lengths (in) Loss (dB/m) @
18 GHz

Tx-VNA connection Florida RF, LabFlex 25 0.656
290AW

Rx-VNA connection Huber-Suhner, Sucofiex 5 1.6
104PE

Tx interconnections Megaphase, 0.10, 0.13, 0.33 2.17
Conformable Jumper
CC141

Rx interconnections Megaphase, SuperFlex 0.30, 0.46, 0.76 1.55
SF26

Table 2.4: Cable specifications



gain, averaged over azimuth angle, as a function of frequency is shown in Fig. 2-4. The

figure indicates that the average gain, relative to an isotropic radiator, of the transmit and

receive antennas are closely matched and is nearly uniform over frequency (the variation

is less than ±1 dB about the mean). The receive antenna is mounted on the positioning

platform and connected to port 2 of the VNA. The transmit antenna is mounted to a

tripod made of non-reflective composite materials and connected to port 1 of the VNA.

Both antennas are located at a height of 1.43 m above the ground. Additional details about

the antenna properties will be discussed in Sec. 2.2.2.

The measurement apparatus was designed to support a transmit and receive antenna

separation of up to 25m. This separation distance is reasonable for characterization of

indoor environments in a single large room and between adjacent rooms. To overcome

signal attenuation, the measurement system contains three amplifiers (specifications are

listed in Table 2.2). Each amplifier is mounted to a heat-sink to dissipate heat and improve

measurement stability. The measurement setup requires the transmitter and receiver to be

connected. Thus, the transmit antenna and the VNA are connected by two 25 m low-loss

cables. In the transmission path there are two amplifiers to overcome the loss of the 25m

cable and boost the power at the input to the transmit antenna. To account for drift and

any other sources of error due to the amplifiers in the transmission path, a reference signal

is coupled off the output of the last amplifier [38]. The coupling is achieved through the

use a microwave directional coupler, whose complete specifications are given in Table 2.3.

The output port of this coupler is connected to the transmit antenna. The coupled output

port is fed through an identical 25 m low-loss cable and connected to the reference receiver

on port 1 (the RI input) of the VNA. This reference signal (as opposed to the internal

reference) is used for all measurements. APC-7 connectors are used at the ends of the 25 m

low-loss cables. These connectors mate to corresponding APC-7 panel mount connectors

on the transmit antenna tripod and the channel characterization apparatus. This type of

connector was chosen for its electrical repeatability and durability, since these connections

are frequently disconnected and reconnected.

In the receive path, the output of the receive antenna is connected to an amplifier

which serves to amplify the received signal that has been significantly attenuated due to

propagation through the environment. The output of the receive amplifier is connected to

a 5 m cable and then to port 2 of the VNA. The 5 m length is necessary because the cable
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Figure 2-3: Azimuth and elevation patterns for the wideband antennas used by the channel
measurement apparatus. Note that the azimuth pattern is extremely uniform and the
elevation beamwidth is very broad at a particular frequency.

must be routed through each of the cable carriers. These cable carriers serve to protect the

cable from the moving parts of the positioning subsystem. A summary of the cables used

in the measurement setup, as well as their specifications is given in Table 2.4.

For each position of the transmit and receive antenna the VNA was used to measure the

S21 parameter (B/Ri), which represents the propagation channel from the transmit to the

receive antenna. This measurement is determined by dividing the signal received on port 2

of the VNA (receiver B) by the reference signal (receiver RI). The S21 measurement, along

with the RI measurement, is then stored for later analysis.

2.2.2 Calibration

To achieve the most accurate measurements with a VNA, one typically has to use a full

two-port calibration. Unfortunately, full two-port calibration is not possible because the

amplifiers present in the measurement setup limit measurements in the reverse direction.

Furthermore, all the required signals for two-port calibration are not available at the VNA.

Thus, the calibration procedure reduces to a response calibration where the transmission

response of various components in the measurement subsystem is measured and their ef-

fect is removed during post-processing. Additional details of the calibration procedure are

discussed below.
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Figure 2-4: The manufacturer provided gain data of the antennas, averaged over azimuth
angle, is within t1 dBi of the average over frequency.

Source Power Calibration

First a source power calibration is performed at the cable feeding the transmit antenna.

This ensures that the power level at the input to the transmit antenna is flat over the

entire frequency band of interest. This improves the overall accuracy of measurements

since the transmit antenna is supplied with a uniform power level. Power variations in

the measurements would then be due to the transmit and receive antennas and the wireless

channel. Source power calibration also helps to guarantee that the channel is being measured

at with the highest available power.

The source power calibration is accomplished using a wideband power sensor (Agilent

E4413A) connected to a power meter (Agilent N1911A) and proceeds as follows. The power

sensor is connected to the cable which normally feeds the transmit antenna and the power

meter is connected to the VNA via an ethernet cable. The power meter measures the power

level incident on the power sensor and reports this information to the VNA. The VNA then

makes adjustments to the source power level until the reading of the power sensor is within

the desired range. The procedure then continues for each of the remaining frequencies.

More details on the use of power meters and the source power calibration procedure can be

found in [39,40].



Transmission Response Calibration

A transmission response calibration is performed by directly connecting the cables feeding

the antennas. This measurement includes the effect of all the components in the system,

except for the antennas and the wireless channel. The result of this measurement is stored

for later use. Errors introduced by the transmission amplifiers will be ratioed-out because

of the coupled reference signal on the transmit side. The response calibration will then

correct for frequency response errors and any mismatch associated with the coupler, cables,

receiver-side amplifier, and the VNA. Before connecting the two antenna-feed cables, a

30 dB attenuator is inserted in the signal path. This prevents the receiver-side amplifier

from getting saturated, but the effect of this attenuation must then be removed as part of

the post-processing [38].

Antenna Calibration

The antenna calibration serves two purposes: 1) to precisely measure the path loss at a

known distance in order to appropriately normalize the captured channel responses, and

2) to accurately characterize the effective transmit pulse that results from the transmitted

signal passing through both antennas. The goal is to minimize the effects of the antennas

on the measurements collected with the channel measurement apparatus.

As discussed earlier, the positioning subsystem allows for positioning of the receive

antenna along any path. In order to accurately characterize the response of the pair of

antennas, numerous orientations of the pair must be considered. With this in mind, the po-

sitioning subsystem was configured to measure points along arcs. The transmit antenna was

placed near one of the four corners of the positioning subsystem and the receive antenna's

position was varied along an arc with a radius of 1m centered at the transmit antenna's

position. Each arc contains eight positions for the receive antenna, and at each position

ten measurements were made. The process was then repeated at the other three corners

while keeping the transmit antennas angular orientation constant (i.e., the antenna was not

rotated). In all, 4 x 8 x 10 = 320 measurements were made and stored for subsequent pro-

cessing. A diagram depicting the arrangement of the transmit antenna and receive antenna

positions during the measurement process is shown in Fig. 2-5. This procedure systemat-

ically captures responses at many of the possible orientations of the pair of antennas and
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Figure 2-5: The measurement layout for the antenna calibration procedure. Circles indicate
the position of the transmit antenna and crosses indicate the position of the receive antenna
along arcs with a radius of 1 m. The large black square indicates the positioning area of the
channel characterization apparatus.

gives a good approximation of the true response of the pair of antennas.

The stored responses were then processed as follows: 1) the ten responses measured at

each position were averaged, this reduces any noise present in the system, 2) these average

responses are then windowed in the time domain' to select only the direct path, and 3) these

windowed responses are then aligned in time by detecting the dominant peak, and averaged

to produce a single averaged, windowed response. The time-domain windowing is necessary

to remove additional paths caused by reflections in the environment. 2 The magnitude and

phase of the resulting response is shown in Fig. 2-6 and the time-domain response is shown

in Fig. 2-7. The resulting frequency response can then be used to normalize the frequency

responses of the subsequent measured channels. The time-domain response is also used as

the template transmit pulse in the channel parameter extraction algorithm (see Sec. 3.4.3).

The antennas also introduce a delay in the captured channel realizations. Removing this

delay is very important when using the data to investigate ranging performance. This delay

can be estimated by measuring the antenna return loss (i.e., S11 at the antenna input).

The magnitude and phase of the return loss are reported in Fig. 2-8. From the measured

data, we see that the phase is approximately linear, corresponding to a constant group

delay. The group delay of this measurement corresponds to the amount of time it takes a

'A time-domain, raised-cosine window was used with roll-off factor #= 0.25 and T = 625 MHz.2These steps are necessary since an anechoic chamber was not readily available.
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Figure 2-6: Magnitude and phase of the average response of the pair of antennas at a

distance of 1 m.
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Figure 2-7: Passband impulse response of the pair of antennas, resulting from the calibration

procedure described in Sec. 2.2.2.

signal to travel into the antenna and back out of the input. Thus, half the group delay is

a reasonable estimate of the delay introduced by the antennas. Performing a linear best-fit

on the phase data yields the following delay estimates:

TTx Ant 0. 824 ns

tRx Ant 0.698 us

for the transmit and receive antennas, respectively.
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Figure 2-8: Magnitude and phase of the reflection coefficient (Su1 ) of the antennas used in
the channel measurement apparatus. Note that the magnitude is approximately less than
-10 dB and the phase is nearly linear.

2.2.3 Measurement Accuracy

There are many factors which affect the accuracy of the channel measurement subsystem.

The calibration steps discussed above are taken to maximize accuracy of the captured

channel realizations, but some sources of error are unavoidable. Below we list these error

sources and describe their effect on the measurements.

Antenna response is a function of azimuth and elevation angle

Signal propagation paths originate from the transmit antenna and terminate at the receive

antenna at specific azimuth and elevation angles. While the response of the antennas is

relatively uniform as a function of azimuth angle, there is a large variation with elevation

angle (see Fig. 2-3). Ideally, we would like to correct for the magnitude and phase changes

that each of these paths undergo. While it is feasible to measure the antenna response at

all possible azimuth and elevation angles, it is difficult to determine the exact angles cor-

responding to each propagation path in an experimental setting. This makes it challenging

to remove the effect of the antenna on each arriving path. Instead, when removing the

response of the antenna from the measurements, we will use the average antenna response

measured at a distance of 1 m (estimated using the procedure described earlier).



Amplifier characteristics drift as temperature changes

Typically, the gain of an amplifier is reduced as the amplifier's temperature increases to its

steady-state value. Thus, if calibration measurements are made under different conditions

than the conditions under which data is collected, errors could be introduced. These effects

can be eliminated by using a reference signal, as is used in the transmission path of the

measurement system described here. When a reference signal is not possible, the effects can

be minimized by waiting until all components reach their normal operating temperatures.

Furthermore, calibration measurements should also be made under operating conditions

that are identical to those for the data collection. In our case all calibration measurements

were performed at normal operating temperatures to avoid any effects due to the receiver-

side amplifier.

Connector repeatability and cable flexure introduce measurement variations

Connector repeatability refers to changes in measurements that occur when connectors

are disconnected and reconnected. If a connector has low repeatability, there will be large

variations between measurements. The measurement system makes use of APC-7 connectors

wherever connectors are frequently disconnected, namely at both ends of the two 25m

cables. It is generally accepted that these connectors have the highest repeatability of all

connectors in the 2-18 GHz range.

Measurement variations also occur when cables are flexed. Normally, these variations

can be avoided by limiting the movement of cables in a measurement setup. For the mea-

surement apparatus discussed here, this is not possible for two reasons. First, as the position

of the receive antenna is varied, the cable connecting the receive antenna to the VNA, which

is routed through two cable carriers, is flexed. Second, the position of the two 25 m cables

can only be kept constant during a single set of measurements. When the measurement

apparatus is moved to a new location the cables must be repositioned. Furthermore, the

position of these cables must be changed when making the transmission response measure-

ments for calibration purposes and when collecting data. During informal tests, the effects

of cable flexure and connector repeatability were shown to be small.



Receive SNR at the VNA

The accuracy of measurements made by the VNA is affected by the SNR of the input signal.

Noise present in the signals at the input of the VNA receivers can causes degradation in

the measurement accuracy. The amplifiers present in the transmission chain attempt to

increase the transmit power and thereby improve the SNR of the received signal. If we were

only interested in measurements over a narrow frequency range, it would be possible to

further increase the SNR, since high-powered narrowband amplifiers are readily available.

In a wideband channel, regardless of the transmit power, there will always be multipath

components that arrive at large excess delays in the measured channel realizations. These

paths will experience significant path loss and therefore arrive at the VNA with very low

SNR, making it difficult for the VNA accurately measure them.

2.2.4 Summary

In summary, the channel measurement subsystem was designed to accurately measure ex-

tremely wideband channels. Many steps were taken to mitigate the impact of all sources of

error in the system, but it is impossible to completely remove these errors. The steps taken

include the use of a reference channel in the transmission path to mitigate effects caused by

amplifier variations, use of highly repeatable connectors, precise calibration of the transmit

power using source power calibration, and a systematic procedure to capture an accurate

average antenna response.

2.3 Computer Automation

Both the positioning subsystem and the channel measurement subsystem are linked via

computer to enable fully automated antenna positioning and collection of channel realiza-

tions. The two motor controllers of the positioning subsystem are connected via an RS-485

serial interface to an RS-485-ethernet serial server (B&B-Electronics Mfg. Co., ESR901).

The serial server and the VNA are connected to a local ethernet network. Also part of this

network is a computer, referred to as the host computer, that runs MATLAB code to control

all the equipment. Typically the host computer is a laptop that is located away from the

immediate measurement environment, but there are essentially no restrictions on its exact

location.



The MATLAB code running on the host computer is responsible for several tasks. First,

the code calibrates the positioning subsystem and configures the VNA, setting measurement

parameters and loading calibration data. At this point the user also selects the coordinates

for each of the measurement points (i.e., the measurement grid), and the name of the file

in which the measurement data will be stored. The basic measurement procedure is as

follows: 1) the antenna is positioned to the correct coordinates; 2) the VNA measures

the channel realization; 3) the measurement data is transmitted to the host computer and

stored in a custom binary format. This binary format is necessary to overcome limitations in

MATLAB's built in .mat format when storing large amounts of data on low-end computers.

The format allows saving and loading individual measurements without requiring the whole

set of measurements to be loaded into memory, thereby reducing memory requirements.

The next subsections give details about the MATLAB code that runs on host computer,

the data storage format, and how to access the data after the experiment is complete.

2.3.1 Positioning and Channel Measurement Subsystems Control Soft-

ware

The positioning subsystem control software was developed using object-oriented program-

ming in MATLAB. The software consists primarily of two classes: pt-axis and position-

ing-table. The object-oriented nature allows for extending the software to control additional

axes if the system is expanded in the future.3 The constructor for the positioning-table class

takes as arguments, among others, a number of pt-axis objects. The classes contain meth-

ods for setting up parameters for the axes, moving the axis, determining the position, and

checking the error status of the underlying motor controllers. A key part of the pt-axis class

is that it is responsible for the translation of MATLAB commands into the commands sent

over the serial interface to the motor controllers. Details of the complete command set are

available in [41].

The channel measurement subsystem control code makes use of Standard Commands

for Programmable Instruments (SCPI) and the Instrument Toolbox in MATLAB. Complete

documentation of all the commands available for controlling Agilent network analyzers is

available in [39].

3For example, one might consider the addition of a rotary stage on the top axis to control the angle of a
directional receive antenna.



2.3.2 Software and Data Organization

This section briefly describes how the positioning and channel measurement subsystems

software, raw data, and processed data are organized. In the root directory there are four

sub-directories:

" cals: This directory contains calibration information for the channel measurement

apparatus. There are two sub-directories: 1) Antennas, and 2) Measurement Sub-

system. The Antennas sub-directory contains gain and S11 measurements for the

antennas, as well as response data for the antennas collected at a distance of 1m.

The Measurement Subsystem sub-directory contains S21 measurements for the dif-

ferent configurations of the apparatus. There are also measurements for the 30 dB

attenuator used during the calibration procedures.

" code: This directory contains code for running the measurement apparatus, as well

as code for storing, reading, calibrating, and processing measurement data. The

directory also includes the sub-directory xy-code which contains the code for running

the channel measurement apparatus.

" pool: This directory contains the raw data stored by the measurement apparatus.

As will be described later there are two files for each measurement location; the

results parameter file and the results data set file. The name for the data files uses

the following simple structure "(MIT building)-(MIT room number)Loc_(location

index)"; for example measurements taken at location A in room 32, building D650

use the file name "32-D650-LocA".

" pool processed: This directory contains sub-directories for the processed measure-

ment data, one directory for each type of processing that is done on the data. For

example, data that has been processed using the search-subtract-readjust algorithm

(described in Sec. 3.4.3) to extract path amplitudes and delays is in the SSR sub-

directory.

2.3.3 Data Storage Format and Low-level Access Functions

A set of measurements from a measurement grid is stored in two files: the results parameter

file, a .mat file which can be directly opened in MATLAB, and a corresponding results

data set file with the extension .bin. The results parameter file contains details of the



Name Description

filename Full path of the file, as it was written by the host computer

location-info A string used to describe general information regarding where the mea-
surements were captured

results-info A string used to describe the specific position where the measurements
were captured along with other information about this particular data

set

pt-param Structure containing parameters for the positioning subsystem, details

are given in Table 2.6
instr-param Structure containing parameters for the channel measurement subsys-

tem, details are given in Table 2.7
last-grid-pt The last point measured in the measurement grid

fpoints instr-param.n-fpoints x 1 vector of frequencies (in Hz) at which the chan-
nel measurement subsystem measures the frequency response

timestamp Date and time when the measurements were collected

Table 2.5: Description of the contents of the results parameter (.mat) file used to store

parameters of the measurements

particular experiment, as well as configuration parameters for the positioning and channel

measurement subsystems. The results data set file consists of binary data records-one

record for each captured channel realization.

The results parameter file contains seven variables that describe details of the measure-

ments, as well as particular configuration settings for the positioning and channel mea-

surement subsystems. These variables are described in Table 2.5. Of particular interest

are the pt-param and instr-param structures which are described in Tables 2.6 and 2.7, re-

spectively. During the measurement process these two structures are used to set up the

channel measurement apparatus, ensuring that the state of the hardware is the same across

all measurement locations.

Name Description

n-grid-points Number of points in the measurement grid

n-axes Number of axes which can be positioned

grid-points n-grid-pts x n-axes matrix containing coordinates in the positioning grid

where channel realizations will be captured

coords Structure containing three coordinates: tx-coord is the position of the

transmitter for this set of measurements, rxcoord and rx-coord2 are co-
ordinates of the measurement apparatus

Table 2.6: Description of the pt-param structure that is used to store positioning subsystem

parameters



Name Description
FStart First frequency of the frequency response
FStop Last frequency of the frequency response

n-fpoints Number of frequencies to measure between FStart and FStop
IFBW IF bandwidth

parameters A list of parameters to be measured by the VNA and then stored by the
host computer. These parameters appear as traces on the VNA.

FOM If FOM=1 indicates that frequency offset mode should be used
SPC If SPC=1 indicates that source power correction data should be applied

spc-data Data for source power correction, determined during the source power
calibration procedure

spc-offset Offset for source power correction
S21cal Default calibration data, applied when calibrating the stored measure-

ment data

Table 2.7: Description of the instr-param structure that is used to store channel measurement
subsystem parameters

The results data set file is a binary file consisting of data records, one for each captured

measurement, stored sequentially. Each data record consists of six separate fields which are

described in Table 2.8. Since each data record is of constant length, and this length can be

calculated from parameters in the corresponding results parameter file, it is easy to quickly

access a particular data record. The binary data is stored in little-endian byte ordering. It

is necessary to specify the endian directly because the computer which initially stores the

data may have a different architecture than the computer on which the data is accessed.

Utility functions are provided for writing the results parameter file, as well as for writing

and reading data records from the results data set files. Since the results parameter file is a

.mat file, it can be opened directly using the MATLAB load command. Details of the three

utility functions are given below.

write-results-param

write-results-param(filename-mat, filename-bin, results-info, location-info, pt-param, in-

str-param, fpoints, last-grid-pt)

Writes the parameters of a results data set: resultsinfo, location-info, pt-param, instr-param,

fpoints, and last-grid-pt, to the results parameter (.mat) file using the MATLAB save com-

mand. For details on the contents of the file see Table 2.5.

get-results-dataset

drec = get-results-dataset(filename, pt-param, instr-param, idx)



Name Type Size (bytes)
Description

pt-indx uint32 4
Index of the point in the measurement grid

pt-seq uint32 4
Point sequence, used when multiple measurements are made
at the same position

pt-time double 8
Time at which the measurement was made

pt-desired double 8 x pt-param.n-axes
Coordinates of the location for the desired measurement

pt-measured double 8 x pt-param.n-axes
Coordinates for the measurement as returned by the posi-
tioning table

data double 2 x length(instr-param.parameters) x in-
str-param.n-fpoints

Measurement data, stored as 2 x n-fpoints vector of doubles
for each parameter measured by the VNA

Table 2.8: Specifications for the binary record format used when storing the measurement
data in the results dataset (.bin) file

Reads record number idx from filename and returns a data record structure with fields as

specified in Table 2.8. The parameters pt-param and instr-param, which are available in the

corresponding results parameter (.mat) file, are structures that are used to determine the

size of the data records. An error occurs if you attempt to access a record number greater

than the length of the data file.

write-results-dataset

write-results-dataset(filename, pt-param, instr-param, pt-indx, pt-seq, pt-desired,

pt-measured, data, idx)

Writes a binary data record to filename. As in read results-dataset, the parameters pt-param

and instr-param are used to determine the size of the data records. First, write-results-dataset

seeks to the entry idx and then writes the record. When idx=-1 data is appended to the end

of the file, otherwise record number idx is overwritten. An attempt to write to a record be-

yond the length of the file will generate an error. The parameters pt-idx, pt-seq, pt-desired,

pt-measured, data are described in Table 2.8.



2.3.4 Accessing Calibrated Data

Calibrated channel realizations can be accessed using the functions open-exfile and postpro-

cess. In order to access calibrated data, the following steps must be performed:

1. Open the desired data set using the open-exfile function. This returns a results

parameter structure (with the same contents as the results parameter file described

above) and a post-processing structure; and

2. Retrieve a calibrated channel realization from the opened data set using the post-

process function.

If multiple channel realizations are required from a given data set, the data set need only

be opened once-the same post-processing structure can be used to retrieve all channel

realizations in a particular data set at the same frequency range. This can save considerable

computational time when accessing a large series of channel realizations. The open exfile

and postprocess functions are described in detail below:

open-exfile

[rs, pp] = open-exfile(filename, varargin)

Opens an experiment file, creates the necessary post-processing structure, and returns a

results parameter structure (rs) along with the post-processing structure (pp). All argu-

ments in varargin are passed directly to the make-pp-struct function. Based on the contents

of filename this function determines the measurement location, sets the coordinates of the

measurement location in the pt-param structure,4 determines which calibration file to apply,

and then calls the make-pp-struct function.

make-pp-struct

pp-struct = make-pp struct(res-struct, S21cal, varargin)

This function is responsible for making the appropriate post-processing structure based on

the measurement location and the optional frequency range specification set in varargin.

The input parameter res-struct is a results parameter structure and the parameter S21cal is

the S21 calibration data for the measurement subsystem to apply to the measurements for

this experiment. If the varargin option is present, it is expected to consist of two frequency

values in Hz; a starting value and a stopping value. These values must be within the range
4 Although the pt-param structure present in the results parameter file for a particular measurement

location contains coordinates for the measurement, in general the exact values of the coordinates were not
known until after the measurement process, therefore they must be set correctly when opening the file.



over which the measurement data was originally collected. The corresponding starting and

stopping indices in the res-struct.fpoints vector are computed and then used when creating

the post-processing structure. The resulting post-processing structure consists of several

fields which are described in Table 2.9.

postprocess

[x, y, drec] = postprocess(pp-struct, file, res-struct, ptidx, varargin)

This function is responsible for applying the final calibration data to a measurement and

returning it in the desired form. Depending on the options specified, either time-domain or

frequency-domain data is output and x and y will be set appropriately. For example, if time-

domain data is desired x will correspond to the sampling instants and y will correspond to the

time-domain amplitude samples. The input parameter pp-struct (returned from open-exfile)

is a post-processing structure, containing the necessary data to perform proper calibration

and post-processing. file specifies the file to read raw data from. res-struct is a results

parameter structure which is also returned from open-exfile. The final parameter varargin

contains optional arguments, which can include:

" time: produce time-domain data. The data will be real valued unless the baseband

option is also specified.

" freq: produce complex-valued frequency-domain data.

" baseband: produce baseband data for the time-domain, has no effect if freq is specified

above.

" nowindow: do not window the data, default is to window the data using a root-raised

cosine function in the frequency domain.

" noantcal: do not calibrate for the magnitude and phase effects of the antennas.

" noantdelaycal: do not remove the delay introduced by the antennas.

If no options are specified, the default is to return windowed, and fully calibrated frequency-

domain data.



Name Description

fstart-idx Index into res-struct.fpoints corresponding to the minimum frequency in
the range of interest

fstop-idx Index into res-struct.fpoints corresponding to the maximum frequency in
the range of interest

fpoints The frequencies in the range of interest,
fpoints=resstruct.fpoints(fstart-idx:fstop-idx)

ant-cal Calibration data for the combined response of the two antennas. This
data is based on several measurements made by the channel measure-
ment subsystem when the antennas were 1 m apart.

ant-delay-cal Calibration data for the delay introduced by the antennas, based on the
S11 measurement of each antenna.

meas-cal Calibration data for the measurement subsystem, created by measuring
the S21 parameter when the cables feeding both antennas are directly
connected

window The frequency response of a root-raised cosine window used if windowed
data is desired

Table 2.9: Description of the instr-param structure that is used to store channel measurement
subsystem parameters





Chapter 3

Measurement Campaign

Channel realizations were collected around the Laboratory for Information and Decision

Systems on the 6th floor of the Ray and Maria Stata Center using the measurement appa-

ratus described in Chapter 2. In this chapter we describe the measurement methodology,

locations where measurements were collected, and the post-processing done prior to analysis

of the data.

3.1 Measurement Parameters

Channel realizations were captured over a frequency range of 2-18 GHz, for a maximum

bandwidth of 16 GHz. The VNA was set to capture the maximum number of points within

these limits (Nf = 20001), and operates by sampling the frequency response to produce Nf

complex samples. This value of Nf, along with fmin = 2 GHz and fma 18 GHz, leads to

a frequency sampling interval of

Af = frax - fnin = 0.8 MHz.
Nf - 1

Using duality and ideas from time-domain sampling, one can understand the limitations

of frequency sampling with a particular Af. Sampling a frequency-domain signal at Af

will result in a periodic time-domain signal with period 1/Af. Wideband channels are

characterized by dispersion known as multipath propagation. We denote the difference in

delays between the first and last arriving multipath components as Tmax. One must ensure

that Af is small enough to guarantee that rmax < 1/Af, to avoid overlap of the time-



domain replicas. A resolution of Af = 0.8 MHz gives a maximum excess delay of 1250 ns,

corresponding to a maximum distance range of 375 m.

Other important parameters of the measurements include the power calibrated at the

input to the antennas and the IF bandwidth. The power calibrated at the input of the

transmit antenna, using the source power calibration capability of the VNA, was +16 ±

0.1 dBm. The IF bandwidth of VNA was set to 10kHz. The selection of a 10kHz IF

bandwidth gives a good performance / measurement speed trade-off; with this setting it

takes approximately 10 s to measure each channel realization. Decreasing the IF bandwidth

would lower the noise floor of the VNA, but will increase the measurement time.

3.2 Measurement Locations

The measurement campaign was carried out on the 6th floor of the Dreyfoos tower of

the Stata Center on the MIT campus. This location was chosen because of its similarity

to a large indoor office environment, and its proximity to the Wireless Lab, where the

measurement apparatus was developed. The measurement area incorporates a variety of

materials and propagation conditions, including concrete pillars, glass walls with aluminum

frames, galvanized steel support beams, and wall coverings such as drywall and plywood.

The floor plan of the environment is shown in Fig. 3-1.

Channel realizations were captured in a number of different locations in the measurement

area. These specific points, referred to as global points, indicate the precise location of

the measurement apparatus. The exact points where the receive antenna was located are

referred to as the local points. The collection of local points associated with a global point,

is referred to as a local set. The global points were chosen to provide good coverage of

the measurement area, without any overlap of the local sets. Each of the global points are

assigned a letter (A-U). The set of measurements collected at a particular global point, for

example location A, is denoted as HA.

The majority of the measurement locations were located in the 6th floor lounge area

(32-D650). Additional measurements were collected in the adjoining hallways near 32-D608

and 32-D675, and in the Wireless Lab (32-D675). In all, 21 sets of measurements were

captured. The details of each measurement location, including coordinates, orientation,

and propagation conditions, are given in Table 3.1. The next section describes the local



Figure 3-1: Measurements were made on the 6th floor of the Dreyfoos tower of the Ray and
Maria Stata Center. The blue squares indicate the locations where channel responses were

captured (in each location the black triangle depicts the origin of the measurement grid).
In all, measurements at 21 locations were captured.
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Location Coordinates (m) Orientation Distance (m) Conditions
Mm. Max.

A (2.658, 2.580) 1800 12.073 13.346 LOS
B (4.955, 2.584) 1800 12.124 13.503 LOS
C (7.239, 2.579) 1800 12.555 14.090 LOS
D (9.531, 2.591) 1800 13.356 14.993 LOS
E (11.822, 2.591) 1800 14.488 16.182 LOS
F (0.832, 3.504) 1800 11.286 12.724 LOS
G (11.822, 4.417) 1800 13.007 14.720 LOS
H (11.822, 6.710) 1800 11.292 13.015 LOS
I (9.530, 6.854) 1800 9.680 11.387 LOS
J (7.700, 6.706) 1800 8.854 10.502 Mixed
K (4.495, 6.710) 1800 7.974 9.365 NLOS
L (18.314, 6.218) 940 16.171 17.849 NLOS
M (21.196, 6.762) 1010 18.526 20.216 NLOS
N (2.664, 6.708) 1800 7.945 9.239 NLOS
0 (-6.411, -6.034) -290 21.339 22.706 NLOS
P (-4.503, -2.900) -290 17.715 19.115 NLOS
Q (-3.604, -0.776) -290 15.409 16.817 NLOS
R (23.403, 7.191) 1010 20.449 22.116 NLOS
S (15.482, 6.702) 1800 14.134 15.828 LOS
T (13.649, 6.714) 1800 12.653 14.367 LOS
U (-8.543, -1.986) -290 18.728 20.016 NLOS

Transmitter (2.584, 14.653)

Table 3.1: Details of the measurement locations. Coordinates are given with reference to the
origin shown in Fig. 3-1, the orientation angle is measured in a counter-clockwise direction
from the x-axis of the origin to x-axis of the positioning grid, and the reported distances
are with respect to the location of the transmitter (2.584, 14.653).

grid on which measurements were collected.

3.3 Measurement Grid

The grid over which measurements were captured was designed to enable the analysis of

many phenomena, while at the same time keeping the total measurement time per grid

manageable. The grid, which can be seen in Fig. 3-2, is multiscale in nature, that is, it

contains several grids with different spacing. The first part of the measurement grid was

designed to maximize the number of uncorrelated measurements that can be taken for each

location of the positioning platform. In order to minimize correlation, it is recommended

that measurements be taken at separations greater than Amax/ 2 = c/(2fmin), where Amax

is the largest wavelength [42]. However, the antenna should also not overlap the space

-1 kii&.6 1- .



occupied by the antenna when it is in adjacent measurement locations. Thus,

dsep = max {Amax/2, dant} (3.1)

where dant is the diameter of the antenna. For this measurement campaign Amax = 150 mm,

so dsep = dant = 101 mm. In order to fit the maximum number of measurements in the

square measurement grid we used a circle packing arrangement, giving 188 measurements.

We refer to this grid as the main grid and denote the measurements captured on that grid

as Ho. In addition to the 101 mm circle-packing grid, the grid also contains two sub-grids

with finer spacing, for future investigations. The first sub-grid, located in the center of the

measurement platform is a dsep/2 = 50.5 mm circle-packed grid containing 187 points (141

of which do not coincide with the main grid). This grid is referred to as the center sub-grid.

The second sub-grid consists of 7 x 7 square grids of points with spacing Amin/2 = 8.33 mm

located at the four corners of the main grid. This grid is referred to as the corner sub-grid.

The three grids combined give a total of 525 points, which can be measured in less than

2.5 hours. The points in each grid are measured from the lower left corner to the upper

right corner. The two circle-packed grids are measured first, followed by the four square

grids. Throughout this thesis the analysis will focus on measurements collected on the main

grid (No). The data collected in the additional sub-grids will be used to support future

investigations.

3.4 Data Processing

This section describes the processing that is performed on the calibrated data prior to its

use in evaluating the performance of wireless systems in subsequent chapters. Next we

describe the set of possible center frequency-bandwidth pairs which define the frequency

bands at which the data can be observed. Then, Sec. 3.4.2 discusses how the time-domain

waveform is computed from the frequency-domain data. Finally, Sec. 3.4.3 describes the

method used for extracting path delays and gains from wideband channels.

3.4.1 Center Frequency-Bandwidth Domain

As discussed earlier the measurements were captured in a variety of locations over the

frequency range 2-18 GHz. This wide frequency ranges allows for the investigation of
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Figure 3-2: (a) The overall measurement grid: blue crosses make up the outermost grid
of uncorrelated points, magenta circles make up an inner denser correlated grid, and green
pluses make up small dense grids in the corners. (b) A detailed view of the lower left corner,
showing the 49 points that make up this portion of the grid.

properties over different bandwidths and center frequencies. However, the range of possible

bandwidths depends on the particular center frequency. Given a particular center frequency,

fc E (fmin, fmax), the bandwidth W must satisfy

W < min {2(f max - fc), 2(fc - fm in)} . (3.2)

This, combined with the fact that we are interested in W > 0 defines a triangular region

for the domain of possible pairs of center frequency and bandwidth (fc, W). This region

is indicated in Fig. 3-3. For each point in the triangular region, a different waveform can

be extracted from a single captured channel response (details of the extraction procedure

are given below). To limit the number of possible waveforms, the triangular region was

sampled on a rectangular grid with Afc = 2 GHz, AW = 1 GHz. Only the resulting set

of 64 discrete pairs, denoted as Ss, will be considered in the subsequent analyses. These

points are indicated by crosses in Fig. 3-3.

Throughout the thesis we will denote the resulting set of waveforms from a measurement

location observed at a set of frequency bands (specified by the center frequency-bandwidth

pairs Ss) as the set 'N@Ss. For example, the set of channel realizations collected on the main
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the discrete pairs that were considered (S,).

grid at location A and observed at all center frequency-bandwidth pairs is given by the set

,HA * Ss. Note that I A S I = HA I x ISs1. The next section describes the procedure for

extracting a waveform observed at a particular frequency band of interest.

3.4.2 Computation of the Time-Domain Representation

One of the strengths of frequency domain characterization is the ability to quickly generate

time-domain responses for different frequency bands of interest. This enables an investiga-

tion of system and channel behavior at different transmission bandwidths. In this section

details of the process for extracting waveforms in a particular frequency band are given

along with some considerations.

Let the Nf frequency-domain samples from the VNA be given by X 0 , X1, ... , XNf 1

with corresponding frequencies fo, fi, . . ., fNf - 1. One way to form a time-domain version of

the response is to perform an inverse discrete Fourier transform (IDET), typically computed

using the fast Fourier transform (FFT) algorithm, on the frequency-domain data.

I I I I I I I I



Real Passband

In order to produce the time-domain signal with the proper frequency content, it is necessary

to zero pad the frequency-domain samples:

Y = [OL, X, OMf , (3.3)

where X = [XO, X 1, ... , XNf -1 and OL is an L-element vector of zeros. The value of L

is given by fmin/Afl and serves to preserve the frequency offset of the measured data. If

fmin/Af is not an integer, it is necessary to account for the error in the frequency offset in

the resulting time-domain data.1 For efficiency in the computation of the IDFT, M should

be chosen so that N, the length of Y, is a power of two. The resulting time-domain signal

is y, where [43]

N-1

vN k=0

Complex Baseband

In this case the vector Y is given by

{ [Om, X, Om], if Nf is even (3.5)
[Of, 0, X, OM], if Nf is odd

The complex, time-domain samples are then given by

N/2-1 N-1
yn = Yk+N ej2(nk/N) E Yk-AT/2 , n= 0,1,..., N -,

k=O k=N/2

(3.6)

where N is even.

The nth time-domain sample corresponds to a delay r, n/(NAf). In both the real

passband and complex baseband cases the time-domain resolution, 1/(NAf), improves

as N is increased. That is adding zeros to the end of the measured frequency response

'The offset is given by Afo = [fmin/Afl Af - fmin. Then, using the frequency shifting property, the
nth time-domain sample must be multiplied by f, = e-



OM improves the resolution. To satisfy the sampling theorem and avoid aliasing we need

N > 2 [fNf-1/Af] = 2Nf.

To form time-domain responses for smaller transmission bandwidths using measurement

data that was captured during one measurement session, we can bandpass filter the data.

Given that the measurement is performed in the frequency domain, this can be achieved by

simply setting values of the measured frequency response to zero. As discussed earlier, the

resulting frequency ranges are limited by the frequency ranges of the measured data, but

there is also a limitation on the minimum bandwidth. One can overcome this limitation if

the frequency response is re-measured at a finer resolution, i.e. smaller Af, but for speed

and accuracy of data collection, we would like to minimize re-measurement.

Let H be a frequency mask containing Nf samples, such that

Hk = 1, 7Ek [fL, fH] (3.7)

0 otherwise

where fL and fH are the lower and upper frequencies of the band of interest. Then, the

frequency response, restricted to the new frequency band, is given by

X' = H . X (3.8)

and the time-domain response can be computed using the procedure described above.

The Fourier transform pair for a low pass filter with bandwidth W Hz is given by

sinc(Wt) =sin (7rWt) rect . (3.9)
,st W

Thus the operation in (3.8) corresponds to convolution with a modulated, time-scaled sinc

function in the time domain. The scaled sinc function has a peak at zero equal to W with

zero crossings at 1/W. Since, the sinc function contains more than 96% of its energy in

within the first 3 zero crossings, its support can be reasonably approximated to TW = 6/W.

Thus, the support of the resulting filtered response in the time domain is increased by TW

and we need

Tmax + Tw < (3.10)
Af



The actual value of Tmax will strongly depend on the transmission power and the distri-

bution of objects in the environment. Typical values reported in the literature for UWB

transmission are on the order of 100s of ns. In the environments where we performed ex-

periments values were less than 600 ns. Thus, a very conservative estimate is rmax = 1000

ns. Using these values gives:

6AfW > = 24 MHz. (3.11)

The primary focus of this thesis is on transmission bandwidths equal to or beyond those

used in UWB transmission. The minimum bandwidth for UWB transmission is 500 MHz,

therefore the above constraint is satisfied.

3.4.3 Channel Parameter Extraction Methodology

This section describes the procedure for extracting the path delays and gains from measured

channel realizations. While this procedure gives an estimate of the underlying channel

parameters, the results of this algorithm are treated as the true channel parameters used

in subsequent sections.

Consider the transmission of a wideband signal p(t) with support Tp. In this case, the

received waveform r(t) is commonly modeled as [5,61

Nd

r(t) = hlp(t - Tl) + n(t) , (3.12)
=1

where n(t) is AWGN. Eqn. (3.12) states that the received waveform can be written as a

sum of scaled and shifted replicas of the transmit pulse p(t). Letting h E CNd, consisting

of elements hl, denote the vector of channel gains and -r E CNd, consisting of elements TI,

denote the vector of delays, the received waveform can alternatively be expressed as

r(t) = wT(t, r)h + n(t). (3.13)

For fixed t, w(t, -r) E CNd is given as

w(t, r) = [p(t - TI), p(t - T2), , p(t TNd)T (3-14)



and n(t) is complex AWGN with zero mean and spectral density No/2 per dimension.

The objective of the channel parameter extraction procedure is to estimate the vectors

of delays and gains while minimizing the mean square error (MSE) between the estimated

channel response and the received response. The MSE is defined as

E A Ir(t) - f (t) 2 dt (3.15)
T

where the integration is performed over a range of interest T and

f(t) = w T (t, f) (3.16)

with h and -i denoting the estimated amplitude vector and estimated delay vector, re-

spectively. Since n(t) is modeled as AWGN, the minimum mean square error (MMSE)

estimation criterion is equivalent to the maximum likelihood (ML) estimation criterion.

Given an observed received signal r(t), it can be shown that the ML estimates of h and -

are given by [5]

arg max Xt(r)R1 (r)X(-r) (3.17)

-= 1 ("i)x(t). (3.18)

where R(-r) E CNdxNd is the correlation matrix of the pulse for a vector of delays r which

is defined as

R(r) = w(t, r)w (t, -)ldt . (3.19)

T

Each entry of the matrix is the correlation between the transmitted pulses at delays ri and

Ti, i.e.,

[R(r)]ij A R(Ti -. j) Jp(t - -r)p*(t - rj)dt. (3.20)

T

The vector x(r) E CNd is defined as the correlation between the received signal and the



pulse at different delays, which is given by

x~~r) = *(t, -r) r(t)dt. (.1

T

Note that (3.17) and (3.18) indicate that the estimation of -r and h are separable prob-

lems, that is, h in (3.18) provides the optimal solution given any -i. Thus, one can focus

on solving (3.17) without being concerned with h. However, it is difficult to directly solve

the optimization in (3.17). Instead, we use the optimal approach for the resolvable channel.

A resolvable channel is one in which the individual multipath components do not overlap,

hence the matrix R(r) becomes diagonal. For the general case this method is suboptimal,

but it has significantly lower computational complexity. When the channel is resolvable the

optimization problem becomes

arg max _ X (O) (3.22)

This indicates that # can be determined by iteratively finding the peak of the absolute

value of the correlation of the received signal and the pulse. These ideas form the basis

for a method referred to as the search-subtract-readjust algorithm in [36] which jointly

estimates the delays and gains of the multipath components in the channel response. The

algorithm is given below in Alg. 1.

The algorithm operates by iteratively searching for the location of strongest path, sub-

tracting the contribution due to this path, and then repeating the process using the new

signal. In step 4 and 5 the matched filter output, z(t), is computed and fi is set equal to

the delay corresponding to the largest peak of the absolute value of z(T). The measured

response at 1 m, in the appropriate frequency range, is used as the template pulse for the

matched filter (for details see Sec. 2.2.2). This ensures that the algorithm removes the effect

of the two antennas from the measured responses. Step 6 is responsible for updating the

template vector, autocorrelation matrix, and cross-correlation vector. Steps 7 and 8 cal-

culate the vector of channel gain estimates and construct the estimated signal. Finally, in

step 9 the estimated channel response is subtracted from the received signal. This process

is repeated on the resulting signal and continues until the termination criterion is satisfied.



Algorithm 1 Search-Subtract-Readjust Algorithm

Require: r(t) a measured channel response, and p(t) a template pulse
1: Initialize fj(O) <- 0 and w(o)(t, f(O)) 0_ 0
2: Set i <- 1 and y(0)(t) <- r(t)
3: repeat
4: Calculate the matched filter output z(r) +- C y() (t)p*(t - T)dt

5: Set ?j +- arg maxT {z(r)I}, and update ij + [ 1
6: Update w(') (t, ),RC(') and X(0 ):

(3.23)

(3.24)

(3.25)x (W +- f (W~ (t, ) r (t) dt

T

7: Calculate the channel gain estimate: hi - (R(') (f () ) j(i)( (j.)

8: Construct the estimated signal: r 2)(t) <- (w(2) (t, i-Ki )))T

9: Set i +- i + 1 and yM (t) <- r(t) -
10: until termination criterion is satisfied > see Sec. 3.4.3
11: Set Nd i - 1

WMN (t, iw) <- w (t, )T p(t - fij)]

RW (f( ) <- w (t, i) (w M (t, ( ) tdi



Termination Criterion

As paths are added, the estimated signal captures an increasingly larger portion of the

energy in the received signal. When the fraction of the uncaptured received signal energy

becomes negligibly small, all the major paths of the received signal have been acquired, and

then the algorithm can be stopped. Thus, the termination criterion is related to the fraction

of received signal energy captured by the estimated signal. In particular, the energy capture

(EC) is defined as

f |r(t) - r(t)|2dt
f r(t)|2dt

The EC gives the fraction of energy captured by the current estimate of the channel response.

In Step 10 of Alg. 1, the termination criterion is based on the difference of the EC, i.e.,

AE Ec= EC , hi) - EC( (,1)). The criterion used is to stop at iteration i if

K >-1 A (3.27)
k=O

where K 10, A = 0.1%, and A 90%. For these specific values, the termination criterion

can be interpreted as: the algorithm will stop adding additional paths if the change in

EC (AE ) was no greater than 0.1% for 9 out of 10 previous consecutive iterations. The

minimum value of i which satisfies the above criterion is denoted as Nd for that particular

measured waveform.

Algorithm Implementation

This section discusses implementation details of Alg. 1 and steps that were taken to maxi-

mize the efficiency of the computations involved. The next section gives details about signal

discretization, followed by a discussion of frequency domain matched filtering, and finally

details of how R and its inverse are computed efficiently.

Although the search-subtract-readjust algorithm given in Alg. 1 is for continuous sig-

nals, the implementation of the algorithm requires the discretization of all the signals. In

particular, r(t), y(t), and p(t) are represented as vectors r E CNs, y C CNs, and p E CNs,

where rk, Yk, and Pk are samples of the respective waveforms. The vector wT(t, r) which is



a function of the continuous parameter t can now be written as W(r) E CNSXNd given by

W r) = [w(ri), w(T 2 ), -.- , W(rNd) (3.28)

where w(Ti) is a vector consisting of samples of p(t -Ti). Using the matrix W(r), the

calculation of R(r), x(r) and r becomes

R(r) Wt(-r)W(r) (3.29)

x(r) Wt (r)r (3.30)

r = W(r)h. (3.31)

To determine the matched filter output in step 4, we need to calculate the convolution of

the received signal r(t) with the pulse p*(-t). In discrete time, this becomes the convolution

of the vector r and p. Since the vector r is very large in dimension, it is not efficient to

directly compute the convolution in the time domain. To expedite the computation, the

signals are first transformed to the frequency domain, the product of the two frequency-

domain signal vectors is computed, and then the result is transform back to the time domain.

In particular,

yi (t) = r(t) * p(-t) (3.32)

=F- {F{r(t)} x F{p(-t)}} , (3.33)

where, in the discrete case, F and F 1 represent the Fourier transform (FT) and inverse

Fourier transform (IFT), respectively.

The computation of h) in step 7 of Alg. 1 can be of high complexity if the quantity

((W(i))tW()) is directly computed. However, it should be noted that the matrix W is

updated by merely adding one column vector in each iteration, i.e.,

WM = [W-) W(]. (3.34)

The computation of R() - (W(2))tWC) can be expedited by first computing the auto-

correlation of p for all possible discretized values of Ti. Then, instead of directly computing

R( in each iteration, values of the autocorrelation can determined via table lookup.



Also note that (WCO)tW() can be written as

R(0 = (WO)yW(0) = (' ,) (3.35)
((0)) c(')

where R('-' E C(il)x(i-1) b(0 E Cj 1 and c() E R. Now, the inverse of the matrix R(

can be written as:

- - -1 - -

_1 Ri-1) b(2) DCO d(2)(R ))) .J(3.36)
((0)) c(i) (g t d(i)

Then, the quantities d(i), DC), and d() can be computed as follows:

d() =1 c(M - (b(0))t (R(i-1))-1b() (3.37)

d(0 -d0 (Rb(0(3.38)

D(0= R~-1)-- (0(b( t( 1 )) (3.39)

where (R(i- 1)) = ((W i)iW(i-1) is the matrix inverse in the previous iteration.

In general, the computational complexity of directly computing the matrix inverse (RM)

is O(iP), while the complexity of computing (3.37)-(3.39) is of order O(i 2 ).

3.5 Sample Channel Realizations

One sample realization from each of the representative locations is shown in Figs. 3-4 and

3-5. Fig. 3-4 shows the response at the full measurement bandwidth of 16 GHz. Here it can

be seen that the line-of-sight (LOS) measurements (locations A and G) are characterized

by very sharp peaks, while the non-line-of-sight (NLOS) measurements (locations M and

0) show a much higher level of dispersion. In LOS scenarios, the sharp peaks present in

the channel response contain a large portion of the total received energy, whereas in NLOS

scenarios the dispersion accounts for a larger fraction of the total received energy. Fig. 3-5

shows the same realizations at a bandwidth of 1 GHz and a center frequency of 10 GHz.

Similar to the 16 GHz case, this figure shows that there are very few dominant paths in

NLOS environments. As expected, the dominant paths in the time-domain responses have
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widened, causing some averaging of the multipath components. In particular, for location

A, it is no longer possible to distinguish the closely spaced initial paths present in the

response at 16 GHz.
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Chapter 4

Wideband Subset Diversity

Systems

Multipath diversity using spread spectrum (SS) signaling [18-23,25] has played an increas-

ingly important role in current and future wireless systems. Wide transmission bandwidths

available in SS systems allow receivers to resolve closely spaced multipath components. The

detection of signals in multipath environments is typically done using a Rake receiver, where

the components of a received signal (arriving at different times) are combined to provide

diversity. Discussions on classical Rake architectures can be found in [18-21]. One version

of the Rake receiver consists of multiple correlators (fingers), each correlator detecting the

signal from one of the multipath components created by the channel. The outputs of the

Rake fingers are then combined to achieve the benefits of multipath diversity.

Similarly, the matched filter version of a Rake receiver involves a matched front-end

processor (MFEP) (matched only to the transmitted signature waveform) followed by a

tapped delay line and a combiner. Multipath components with separation greater than the

chip time Tc (approximately equal to the inverse of the spreading bandwidth) are resolved

by the MFEP, which is synchronized with the initial path of the received signal. The MFEP

output is passed through a tapped delay line filter with Nd - Td/Tc taps, where T is the

maximum excess delay from the first arriving path. The output of the taps provide Nd

diversity paths, which must all be combined to achieve the best possible performance.

The all Rake (ARake) receiver describes a receiver with unlimited resources, so that it

is capable of combining all of the available multipath components. For a dense multipath



channel with a fixed Td, the number of resolvable multipath components increases with the

spreading bandwidth. However, the power consumption and cost of RF electronics typically

limits the number of multipath components utilized in many receivers [4, 5].

These complexity and performance issues have motivated studies of multipath combining

receivers that process only a subset of the available resolved multipath components, but

achieve better performance than a single path (SP) receiver. We refer to such receivers as

RSSD receivers. Note that the class of RSSD receivers includes the selective Rake (SRake)

receiver, where the best Ld out of Nd multipath components are combined. Such subset

based schemes are a way to reduce resource use in receiver designs while maintaining the

benefits of increased diversity order [26-29].

Many previous studies of RSSD assumed that perfect channel knowledge is available at

the receiver. However, practical RSSD receivers must estimate the channel gain affecting

each multipath component, and thereby incur a performance loss [30-35). In the case of non-

ideal RSSD, the estimation plays a dual role; it affects both the selection process as well as

the combining mechanism. Indeed, in an RSSD receiver the subset of multipath components

chosen is based on the receiver's knowledge of the channel, i.e., the estimated channel gains.

Therefore, there is a possibility that the receiver makes an erroneous selection.

This chapter develops a framework for evaluating the SEP of non-ideal RSSD for two

cases of fading channels. Specifically, the cases considered are: 1) a wide-sense stationary

uncorrelated scattering (WSSUS) channel with a constant power delay profile and complex

Gaussian fading gains, and 2) channel realizations measured in a realistic propagation en-

vironment. The first case provide a benchmark and allows for the comparison with known

results in the literature. The second case allows for a more accurate understanding of

the performance in realistic fading channels at different bandwidths and center frequen-

cies. In both cases, the framework is valid for transmission of symbols from an arbitrary

two-dimensional signaling constellation.

This chapter is organized as follows. In the next section, the models for the system

and estimator are presented. In Sec. 4.2 we evaluate the SEP of SSD systems with and

without channel estimation error for Rayleigh fading. In Sec. 4.3 SEP expressions for

SSD systems with and without estimation error are developed for a finite set of channel

realizations. Sec. 4.4 gives numerical results based on channel realizations measured in a

realistic propagation environment and then processed with the channel parameter extraction



algorithm described in Sec. 3.4.3. Finally, in Sec. 4.5 we present concluding remarks.

4.1 System and Channel Model

This section describes the signaling model as well as the channel model. In particular, we

will consider the transmission of signals with the form

sm (t) = sms(t),

where sm E {si, S2, .. . , su} is a complex number representing the message symbol to be

transmitted and s(t) is the basic signature waveform. The signal s(t) has support [0, Ts)

and unit energy, i.e. S s 2 (t)dt = 1. The energy of the mth symbol and average energy are

defined as Em A Sm|2 and Es A Pm Em, respectively, where Pm is a priori probability

that sm is transmitted. For general SS modulation, the signal s(t) is composed of several

pulses or chips of duration Tc. We note that this model is applicable to the transmission of

symbols from arbitrary two-dimensional signaling constellations, including QAM and PSK.

The received signal, in complex equivalent lowpass (ELP) form, can be written as

r (t) j h (t, r) sm (t - T) dr +n (t),

= y(t)

where n (t) is a complex baseband, circularly symmetric, AWGN process with power spectral

density No/2. The channel, h (t, T), is time varying, but the fading is slow enough so

that one can estimate the channel. We consider a dense multipath channel, that arises in

environments such as urban canyons, with uniform power delay profile.

The received signal is passed through a MFEP filter with ELP impulse response

f M s (Ts ~t) , for 0 <t<Ts

0, otherwise.



The MFEP output can be written as

rM(t) j r (t - a) fM (a) da

SYM (t) + nM (t),

where the contribution of the signal and noise, yM (t) and nM (t), are given by

YM (t) = j h (t - a, T) Sm (t - a - T) fM (a) dTda
0 0

nM (t) j n (t - a) fM (a) da.

The MFEP output is sampled at appropriate time instants, tk's, to produce complex

outputs, rk, where

rk= hkSm + nk, (4.1)

where hk is an effective gain introduced by the channel and the pulse shape, and nk is

a circularly symmetric, complex Gaussian random variable (RV) with variance N0/2 per

dimension. The variance of hk is denoted as V{hk} = 2o . In this case no specific properties

of the underlying channel h (t, T) have been assumed. This model makes the most sense

when considering channel realizations that were measured in a realistic environment.

One particular case of interest, which has been frequently studied in the literature,

is when the time-varying channel h (t, T) is modeled as a complex circularly symmetric

Gaussian process with zero mean. Since yM (t) is a linear transformation of h (t, T), it is

also a complex Gaussian process with zero mean. For a slowly varying WSSUS channel with

a constant power delay profile, the correlation of the signal contribution satisfies [27-29]I Em, |ti - tj 0

0, Iti - tj I ;> 2Tc,

where 3 and 3 are multiplicative factors that depend on the pulse shape. It was shown

in [27-29] that 3 is small. Hence, as in [22,23], we treat the sampled outputs, {yM (tk)}, as



uncorrelated RVs. For this channel model, note that hk is a zero-mean, complex, circularly

symmetric Gaussian RV with IE{|hk12} = 2o = QTc/Td. The fact that the yM (tk)'s are

uncorrelated implies that the hk's are indeed independent.

In this chapter two models for hk will be considered. In the first case, the hk will be

modeled as independent, zero-mean, complex, circularly-symmetric Gaussian RVs. This

model is equivalent to the IID Rayleigh fading case commonly used in the literature. In

the second case, the properties of hk will not be known, but a set of realizations will be

available from measurements collected in realistic propagation environments.

4.1.1 Ideal Maximal-ratio Combining

If the channel gains, h = [hi h 2 ... hNd], are known to the receiver, using the above

model we can write the likelihood function that message symbol si was transmitted as:

1 NE r - hks 12

fr(rlh, si) = exp k- -kSi
) r =(No) No

The ML receiver operates by choosing the message symbol si that maximizes the likelihood

above, or minimizes the quantity Eg31|rk - h 1sil2 . This is equivalent to the receiver that

seeks to determine the message symbol si which minimizes the quantity

D - ||h12 si 2 (4.2)

where we have defined the complex-valued decision variable

Nd

D - h*rk. (4.3)
k=1

Note that the rule described in (4.2) and (4.3) is equivalent to choosing the si for which

IIh 12 si is closest to D. For the case of maximal-ratio combining (MRC) the rule in (4.2)

is optimal in the ML sense and it further reduces to a minimum distance decision rule.

Subsequent sections will consider the case where a subset of the diversity branches are

selected and combined under different levels of receiver knowledge.



4.1.2 Ideal Selection and Combining

For ideal selection and combining, the receiver again has access to the true channel gains.

Thus, the decision variable is given by

D A ( h*r (4.4)
ke0 1

where 01 is a set of indices indicating which subset of branches to combine. Note that

01 C {1, 2, ... , Nd}.

The selection process for this method operates on the squared magnitude of the true

channel gain gkA Ihk |2. The vector of ordered magnitudes is then defined as

9[Nd] [9[1] 9[21 ''' g[Ndj ,

where {g[ij]} is the ordered set of {gi} such that g(11 > g[ > ... > 9[Nd]. Note that the

possibility of at least two equal g[j]'s is excluded, since g 9[ ] almost surely for continuous

RVs g[1 's [44,45].

When the selection is based on g[Nd}, the corresponding index set denoted by 01 is

determined by a binary-valued selection vector, a, with lth element a, E {0, 1} that indicates

which of the diversity branches are included in the combining process. For example, al - 1

indicates that g[1] is included in the combining process. In particular,

01 {k : ax(k) 1}

where x(-) is the bijective mapping from the indices of the unordered physical branches to

the indices of the ordered branches. In this case the ordering is with respect to the gk's,

derived from ideal channel state information. It is convenient to define the total contribution

of the channel gains as

Nd

1 A hk| 2 = alg[ -- Ka, g[NdI).
ke0 1  1=1

Note that -yj is the norm-square of the vector whose elements are from the selected subset

of fading gains. Note that ideal selection and combining is equivalent to ideal MRC when



a = 1
Nd. The performance analysis for ideal selection and combining is given in Section

4.2.

4.1.3 Non-ideal Selection and Combining

In practical systems the vector of channel gains h must first be estimated by the receiver.

Thus, in this case the combiner output is

D = fkrk, (4.5)
kEON

where hk is the estimate of the multiplicative gain, hk, of the kth branch. Note that, as

indicated by (4.5), we are considering a receiver that utilizes the same structure as (4.4), but

must first estimate the channel gains. Depending on the nature of the underlying channel

gains this structure may not be optimal, but it is practical and can be implemented in real

systems. It can also be used to model the case where the underlying assumptions about

the channel gains and the estimation process are not ideal. Clearly, the performance of this

combining scheme greatly depends on the quality of the estimate hk. Note also that the set

of selected branches is indicated by ON, where, in this case, the branches are chosen based

on their estimated channel gains.

One way to estimate the channel gains is by using pilot symbols

Pkj E phk + nk,j ,

where Pkj represents the pilot received on the kth branch during the jth previous signaling

interval and Ep is the energy of the pilot symbol. An estimate can be formed by averaging

Ny pilot symbols received within the coherence time of the channel'

j=1 Pk~j
hk= =hk +ek.

V hNp

In this case ek is the complex Gaussian estimation error with zero mean and variance

o No/(2EpNp) per dimension. The pilot energy is related to the signal energy through

the quantity E = Ep/Es. It is important to stress that Ny represents the number of received

'Note that the channel estimation process is carried out to track changes in the channel, and thus pilot
symbols need only be transmitted with a rate suitable to track the fading.



pilot symbols used in forming an estimate of each branch. Depending on the choice of

transmitter and receiver architectures of a SSD system, the actual number of transmitted

pilots may need to be larger to guarantee an estimate of each branch based on Np pilots.2

The non-ideal selection mechanism operates on the squared magnitude of the channel
2

gain estimates, defined as 9k "= hk . The vector of ordered magnitudes is defined as

9[Nd] 9([ 1] 9[2] '' [N|

such that 9[1] > [2] > - > [Nd]. Again, note that the possibility of at least two equal 111's

is excluded, since [] # i[m] almost surely for continuous RVs [j's.

When the selection is based on 4[NdI, the corresponding index set denoted by ON is

determined by a binary-valued selection vector, a, with lth element a, E {0, 1} that indicates

which of the diversity branches are included in the combining process. For example, a= 1

indicates that [,] is included in the combining process. In particular,

ON {k a (k) 1}

where (-) is the bijective mapping from the indices of the unordered physical branches to

the indices of the ordered branches. In this case the ordering is done with respect to the

9k 's, derived from the estimated channel state information. The total contribution of the

channel estimates is defined as

2 Nd

YN k 2 a ] (a, [Nd]> -
kCON 1=1

Note that 7N is the norm-square of the vector whose elements consist of the selected subset

of estimated fading gains. Later, for both ideal and non-ideal selection and combining, it will

be shown that particular diversity combining schemes, such as hybrid selection/maximal-

ratio combining (H-S/MRC) with non-ideal channel estimation, reduce to special cases of

the selection vector a. Fig. 4-1 provides a conceptual view of a SSD system utilizing non-

ideal channel estimates.

The main goal of the analysis is to obtain insights into the effect of non-ideal selection

2For example, in the case of a diversity receiver with Ld < Nd receiver chains it may not be possible to
receive the transmitted pilots on all branches simultaneously. It can be shown that [Nd/Ldl Np pilots need
to be transmitted to ensure at least No pilots are received for estimation on each of the Nd branches.



Figure 4-1: The basic structure of a RSSD receiver.

and non-ideal combining, where the diversity branches are chosen based on the estimate of

the channel state at the receiver.

4.2 Analysis for Subset Diversity in Rayleigh Fading

In this section the specific case of IID Rayleigh fading will be considered. In particular, each

channel gain can be written as a circularly symmetric complex Gaussian RV, hk = hkr+)hk,i,

with E{hk} = 0 and E{Ihk 2} = E{Ihk,r12} +E{Ihk,i12} - 2U. First, results for the ideal case

are reviewed. Second, the case of non-ideal selection and combining is considered. Then

the moment generating functions (MGFs) of -y1 and YN are given. Finally, the exact SEP

expressions are given for some specific cases of interest.

4.2.1 Ideal Selection and Combining

This section gives a brief overview of the conditional SEP, as well as the exact SEP for

the case of ideal selection and combining in IID Rayleigh fading. For more details, the

interested reader is directed to [46, 47]. In this case, the decision variable D is given by



(4.4), expanding gives:

(4.6)D = > hgrk >= (|hk| 2 si + h*nk)
kc0 1 kE0 1

The set of channel gains utilized in the combining process is denoted as:

Si A {hk : k E Oi}

Theorem 1. Conditioning on the set and a particular si, D is a circularly symmetric

complex Gaussian RV with conditional mean and variance given by

E{DI SI, si} =jsIy

V{D| Si, s} V{9f{D} SN, si} + V{3{D} f SN, si = NOW' ,

(4.7)

(4.8)

where 71 =Zkcoi hk 2.

Proof. The proof follows directly from the expansion of the decision variable D in (4.6). l

Using the results of Thin. 1, the conditional SEP can be written as [48,49]

P 1 s}= exp -- Eswi,jy ~ d6.PrelIsi =27 E o 4No sin 2 (6 + i)_
(4.9)

Note that the conditional SEP expression in (4.9) makes no assumptions about the distri-

bution of the channel gains, therefore it is valid for any distribution. This fact will be used

in Sec. 4.3.1 to derive the SEP in realistic fading channels. Averaging the conditional SEP

over the distribution of 'y1 gives the exact SEP:

Pr{elsi} = 1

27

jcEB

10 J2i jexp [-x4 ' ,jEs f-,(x) d6 dx
M o 4No sin 2 ( d,)

0M Es d6
o 4No sin2 (6 + bij)

where M-,N (s) A E{eS7N} is the MGF of 71. Finally, the overall error probability can be

(4.10)



determined by averaging Pr{elsi} over the a priori probability that symbol si is transmitted:

Pe,1sc (F) =Zp M 1 w[ Es dO. (4.11)
Pe, ~ ~ ~ 7 oSC(F 0 MY 4No sin 2(6 + #~)i=1 j e 3i

The subscript ISIC means "ideal selection with ideal combining" and is used to indicate

that both the selection process and combining mechanism are based on perfect knowledge

of the channel. Note that the expression in (4.11) is valid for SSD in IID Rayleigh fading

with an arbitrary two-dimensional signaling constellation: we simply need to characterize

the MGF of -y1 in Sec. 4.2.3.

4.2.2 Non-ideal Selection and Combining

We begin by determining the SEP conditioned on the set of channel estimates as determined

by the index set ON through the selection vector a. Then we average over the distribution

of the channel estimates to obtain the unconditional SEP. This analysis is valid when the

receiver makes decisions based on a minimum distance criterion.

Conditional SEP

The decision variable, D, is given by

D~z = h*rk = E h [ k-ek si + nk , (4.12)

kEON kEON

where we have used the fact that hk hk- + ek. It is convenient to define the set SN which

consists of the channel estimates for the branches included in the combining process as

SN hk : k E ON -

Theorem 2. The decision variable, D, when conditioned on the set SN and the transmit-

ted symbol si, is a circularly symmetric complex Gaussian RV with conditional mean and
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Figure 4-2: A portion of the received signal constellation, and its associated decision regions.

variance given by

E{DI SN, Si} SiP2N (4.13)

V{D SN, Si = V{91{D} SN, Si} + V{3i{D} SN, Si}

2 + si 2 .P 2 YN, (4.14)

where (N kEON and we have defined p2
eh

Proof. See the Appendix A. 11

Note that the set SN consists of the channel estimates included in the combining process;

that is, the choice of which branches are combined is solely based on the receiver's knowledge

of the channel. This differs from conventional analyses where it is often assumed that the

receiver has perfect knowledge of the channel. In general, a set of branches chosen based

on the noisy estimates may be different from a set chosen based on the true channel gains.

Such a difference is important to include in the analysis of a practical diversity system.

The result of Thin. 2 indicates that the received signaling constellation has points of

the original transmitted signaling constellation scaled by a factor p2 YN. In general, for an



arbitrary two-dimensional signaling constellation, the decision variable can be represented

in polar form as D - R ee and we can write the conditional SEP as [48,49]

Pr{e|SN, si} 13 j j fR,EISN (r, 0) dr dO, (4.15)
jE ir (

where Bi is the set consisting of the indices for the signaling points that share a decision

boundary with si and fR.eIsN (r, 0) is the joint distribution of the magnitude and phase of the

decision variable D given SN. The computation in (4.15) can be interpreted in the following

way. The error probability conditioned on the set of channel fading gains and a particular

transmitted symbol si can be determined by integrating wedge-like regions corresponding

to each neighbor sharing a decision boundary with si. The resulting probability is the

probability that the received decision variable is closer to a neighboring symbol than the

one actually transmitted, and hence the receiver will make an error. For example, in Fig. 4-

2 the point corresponding to S7 has four neighbors, with each neighbor giving rise to a

wedge-like region. If, assuming 87 was transmitted, the decision variable crosses any of the

perpendicular bisectors of the lines drawn between s7 and its four neighbors, an error will

occur.

Since DISN is a complex, circularly symmetric Gaussian RV, R and 8 are conditionally

independent, and

AR, 0Is,,(r, 0) 22 exp [02J < 0 <27, (4.16)
27ra 12o7

where a2  No + Isi 12 2p2) YN. Substituting (4.16) into (4.15) gives

1il da2
Pr{eISN, si) = exp - ij dO, (4.17)

27 . O 2a2 sin 2 (6 + )

where we have used ri,j() =sin(O+,,) and #ij, gjj are angles that describe the decision

region corresponding to si (see Fig. 4-2 for an example3 ). Using the law of cosines, the

3Note that the decision region for S7 is semi-infinite, that is, there are no boundaries to the upper
left. For the purposes of calculation of (4.17) in this special case, we use #7,6 = 7r - V)7,6, #7,8 - -

sin-' ___ sin l7,2) and 77,8 = 0.



quantity pi,j is related to the transmitted signal points after reception as

1 2
pi,j = wEswi p'N,

where wi,j =j + (j - 2 6 cos (Oi - Oj) and the signal points are represented in polar

form as si = e 0in with . Simplifying gives

Pr{eISN, si} = y >1 exp -YN _ + ESp4  1dO. (4.18)
27 L 8 (NO+ 1si12 -p2) sin 2 (0 + i,j)

Exact SEP

Since the conditional SEP in (4.18) depends on SN only through YN. the SEP is found by

averaging (4.18) over the distribution of YN:

Prelsi} exp Kx wi'1Esp4 2N
2 0C 0 8 Lo+s | 2. 2 2)sin2(+i)j~~sin (0 +7

M N w Esp4 dO, (4.19)27r E 8 MN L +|ISi|12. U2 2)sin 2 (0+@i

where M7N (s) A E{eS'N} is the MGF of YN. The overall error probability can be determined

by averaging Pr{ejsj} over the a priori probability that symbol si is transmitted:

X1 1 F (r,()- p2

Pe, NSNC(F) p MN [h dO (4.20)
Epi E 27 Jo YN 8 sin 2 (0

where

T()A FNpE

r + Np E + (

and r = E{Ih} 2 is the average SNR per branch. The subscript NSNC denotes "non-

ideal selection with non-ideal combining" and indicates that both the branch selection

process and combining mechanism are based solely on the estimated channel knowledge.

Note that the expression in (4.20) is valid for SSD in IID Rayleigh fading with an arbitrary

two-dimensional signaling constellation: we simply need to characterize the MGF of YN in



Sec. 4.2.3.

4.2.3 Expressions for the Moment Generating Function of 1yj and N

Regardless of the selection mechanism, whether ideal or non-ideal, we are interested in

finding the MGF of 7, A-_ (.), where

-y (a, z{N])

Z[N] [z1] Z[2] ' Z[N]]T

and {zj } is the ordered set of {zi}, denoting the squared magnitudes of IID complex

Gaussian RVs, such that z[i] > Z[ 2] > ... > Z[N]-

In general direct analysis of -y is prohibitively complicated, involving N nested integrals.

However, this can be alleviated by applying the results of the Virtual Branch technique [46],

which will be reviewed below. The ordered set of squared magnitudes, z[N], can be related

to a new set of virtual branch squared magnitudes, V's, using

Z[N] =TVBVN,

where TVB JRN R JN is the upper triangular virtual branch transformation matrix given

by

2 N

1 1

TVB 2 N (4.21)

1
N..

and VN [, 2, --- , NIT. Since TVB is upper triangular, the Jacobian of the transfor-

mation is easily obtained, and one can then show that the virtual branch variables are IID

with MGF given by

MV (s) ! E{es } - 1 .1 - Ezn} S

Noting that -y = (a, TVBVN) and using the fact that the virtual branch variables are



independent, it can be shown that

N

Mu(s) fJ Mv,(bns),
n=1

where b, is the nth element of b = T Ta. Applying the above result to the case of ideal

and non-ideal selection, respectively, gives:

Nd 1 Nd I

M (S) = 12 - 2U2
n=1 1 - E{|h Ibs n=i1 - 2obh

Nd 1 Nd

M7N (S l 1
n=1 1 - E b s n=1

21 - 2 bus

(4.22)

(4.23)

where b, is the nth element of the vector b.

4.2.4 Error Probability Expressions

Using the results of Secs. 4.2.2-4.2.3, expressions for the exact SEP of SSD with ISIC and

NSNC in Rayleigh fading can be formulated. These expressions can also be specialized for

specific modulation formats, such as M-PSK and M-QAM.

In particular, combining (4.11) and (4.22) yields the exact SEP for ISIC

Pe,isiC (F) =ll I
i=i jesi

3 n=1

+ b4 si + ) d (4.24)

Similarly, combining (4.20) and (4.23) gives the exact SEP for NSNC

PeNSNC(F) = >1+1
i=1 jE!3i

J~ ft ( I
n=1

b 4 sin2 (0 (F) dO (4.25)

We can further specialize (4.25) for the cases of M-PSK and M-QAM. For the case of

M-PSK, where the symbols have equal energy, (4.25) reduces to4

A - 1

P NSNC(F (4.26)b, TfPCMPSK d0sin o

4 For M-PSK j = 1 Vi, thus T (F) does not depend on i, in which case we simply write T(F).



where cMPSK = sin 2(). Note that in (4.26) we have used the fact that wij = 2 -

2cos ( ) 4sin2 (). For the case of M-QAM,

p MQAM(]f) = jMNSNC M 2J
+ L,)i

27 JO i

Nd(

Di
+ b, Ti(F) cMQAM dO

in2() CMQAMdO,

where cMQAM 3/(2(M - 1)) and oa ob, and (j are given in Table 4.1 for

M = {4, 16, 64, 256}. Note that the summation in (4.27) is performed over the nonzero

terms given in Table 4.1 in the column corresponding to a particular value of M. Eqn. (4.24)

may also be specialized for the cases of M-PSK and M-QAM. The results will be identical

to those in (4.26) and (4.27) with T(F) and TI(F) replaced by F.

4.2.5 Special Cases

In this section we characterize the SEP for SSD with non-ideal selection and combining for

a few specific selection policies. Specifically, we examine the case of H-S/MRC, MRC, and

SD.

H-S/MRC

In H-S/MRC the receiver combines the signals from the Ld antennas with the largest esti-

mated channel gain magnitude out of Nd available antennas. For this selection policy

a = [11 1, 0 0 .- -]T

Ld terms

and

bn=
n < Ld

otherwise.

(4.27)



z M=4 M=161 M=64I M=256

1 1 9/5 7/3 45/17 0 8
2 1 37/21 197/85 8 16
3 1/5 25/21 169/85 16 0
4 29/21 173/85 8 16
5 17/21 29/17 32 0
6 3/7 121/85 16 0
7 25/21 9/5 8 16
8 13/21 25/17 32 0
9 5/21 101/85 32 0
10 1/21 81/85 16 0

137/85
109/85

1
13/17
49/85
25/17
97/85
73/85
53/85
37/85
5/17

117/85
89/85
13/17
9/17
29/85
1/5

9/85
113/85

1
61/85
41/85
5/17
13/85
1/17
1/85

8
32
32
32
16
8

32
32
32
32
16
8

32
32
32
32
32
16
8

32
32
32
32
32
32
16

Table 4.1: Parameters for MQAM signaling constellations



H-S/MRC

MPSK

7r 1

1+T(F) CMPSK Ld

sin 2 0
NI

xf (I+ Ld T(F)cMPSK\
n sin 2 o

M 27r

MQAM

T (F) CMQAM+ sin 2 ( + 4) )
N

n=Ld+1

Ld T (F) CMQAN1

n sin 2 (0 + })

T (F)CMQANI -Ld

x I 1

n La+

l 27 o

+Ld T (F) CNIQAM

ni sin 2 o

Ti(F) CMQA )
sin 2 (6 + )

1 + T(F) cNIPsK x + I- Tj(F) cMANaI

SD r sin 2o n sin 2 (0+

SD 11 ~ (o +O +(~MK 1 1 +i ( Ti ?(F) CM\LQA M

X A1 (1 1 n(~sK± sin 2 0

n=2

Table 4.2: Expressions for Pe,NSNC(I) under specific selection policies and mod

formats

ulation

+
27 

fo 
4



Using the resulting It gives

( 1 + 4 sin2 (0 + :&j)

NAd

n=La+1

+L w T (F)
+ ' sn 0+Vj

For MPSK and MQAM signaling, (4.28) reduces to the expressions shown in Table 4.2.

MRC

In the case of MRC, the receiver combines the signals from all the available antennas. This

selection policy amounts to setting a to a vector of ones;

a =[ 1 --- 1 T
Ld Nd terms

giving b 1 Vn. Using this selection policy gives

Pe, MRC P i~

1(F) £i E 2r
i=1 jC!3

i

+ 4wijTi (F)
4 sin 2 (0 + ),'j))

For MPSK and MQAM signaling, (4.29) reduces to the expressions shown in Table 4.2.

These results can also be obtained by setting Ld = Nd in the equations given for H-S/MRC.

SD

For SD, the receiver uses only the signal from the antenna with the largest estimated channel

gain magnitude. This amounts to using the following selection vector

a = [1 0 0 .. T

Nd 1 terms

and

bn= n= 1

otherwise.

Pe, H-S/MRC (F) Pi S

dO. (4.28)

dO. (4.29)



Using this policy, the SEP is given by

Al I mi ( i Ti (IF) -
Pe, SD(F) = Z E 27 + 4sin2 ( + )

i=1 jCli

x T + ' dO. (4.30)
n nj (i±n4sin2(+ ij)

For MPSK and MQAM signaling, (4.30) reduces to the expressions shown in Table 4.2.

These results can also be obtained by setting Ld = 1 in the equations given for H-S/MRC.

4.3 Analysis for Subset Diversity in Realistic Fading Chan-

nels

In this section we give expressions for the SEP for SSD based on both the ideal and non-

ideal selection and combining schemes outlined above. These expressions given below are

referred to as semi-analytical. That is, they involve Monte-Carlo averaging of the analytical

conditional probability expressions. As discussed above, those expressions require only the

evaluation of single integrals with finite limits.

A Monte-Carlo based approach is necessary since exact expressions for the SEP are

difficult to obtain. This is due to fact that the SEP of interest is for operation in channels

where the probability distributions of the channel gains are not known. In particular, nu-

merical results given in Sec. 4.4 are based on channel gains extracted from measured channel

responses. Furthermore, computation of the MGF for 71 or YN in closed form, as in Section

4.2.3, is in general very difficult for distributions with non-identically distributed compo-

nents. This method offers some advantages over a purely Monte-Carlo approach. Since

it requires the generation of fewer random samples than a purely Monte-Carlo approach,

the computational complexity is reduced. Also, since fewer random samples are required,

convergence to the true error probability happens more quickly.

The approach taken here is to consider a finite set of channel realizations which have

been extracted from measured channel responses. Let h(') E H be a vector of channel gains

extracted from a channel realization, where H is a finite set of channel gain vectors. In this



case the SEP can be evaluated as

Pe,= ZPr {elh(k)}, (431)

where Pr {elh(k) } is the appropriate expression for the conditional error probability, given

a particular channel realization of the system under consideration. In subsequent sections

the case of ideal and non-ideal selection and combining will be considered.

4.3.1 Ideal Selection and Combining

For the case of ideal selection and combining the evaluation of Pr {elh(k) } is straightforward.

The SEP is computed by averaging the conditional SEP expression (4.9), which is valid for

any distribution of the channel gains, over the signaling constellation:

Pr {elh(m) pi Pr {elS), si} , (4.32)
i=1

where Sm) = {h(k) :I E 01}. The SEP evaluation procedure for the case of ideal selection

and combining is given below in Alg. 2. The procedure can then be repeated to evaluate

the SEP at other SNRs of interest.

Algorithm 2 Computation of Pe(F) for ideal selection and combining

Require: A set of channel gain vectors H, a selection vector a, and an operating SNR F
1: Pe <- 0

2: for h(n) E H do
3: Determine O( based on h(m) and a
4: Pe +- Pe + 1 Pr{elh(n)} c> evaluated using (4.32)
5: end for

4.3.2 Non-ideal Selection and Combining

Evaluating the conditional SEP for the case of non-ideal selection and combining is more

difficult. Direct use of (4.18) is not possible, since that expression uses the assumption of

Rayleigh distributed channel gains. The approach taken here is to first condition on h and

e. Then, Monte-Carlo based averaging of the resulting conditional expression over e is used

to formulate Pr {elh(k)} in (4.31).



Conditional SEP

In this section the conditional expressions for the SEP are derived when the decision variable

is conditioned on h, e, and si.

Theorem 3. The decision variable, D, when conditioned on the vectors h and e, as well as

the transmitted symbol si, is a circularly symmetric complex Gaussian RV with conditional

mean and variance given by

E{D I h, e, si} = si (hk + ek)*hk (4.33)
kcON

V{DI h, e, si} = V{9I{D} h, e, si} + V{3{D} h, e, s}

=No ( |hk - ek|2 = No' N- (4-34)
kEON

Proof. The proof follows from the expansion of D given in (4.5) in terms of h and e. When

conditioned on h and e, the only remaining random quantity in D is the AWGN n, which

itself is circularly symmetric. l

Using the fact that D is circularly symmetric complex Gaussian RV the conditional error

probability can be evaluated using a procedure similar to the one described in Sec. 4.2.2

with a significant modification. The error probability must be computed with respect to

the receiver's knowledge, that is, the error probability computation must be based on a

decision rule that is available to a receiver which only has knowledge of h. While the result

of Thin. 3 gives the properties of D h, e, the actual decision boundaries used by the receiver

must be based on Djh. Similar to Sec. 4.2.2, a minimum distance decision rule derived from

the set {E{DIh, si} }. The added difficulty in the computation of the SEP in this case

comes from the fact that the mean of the decision variable, conditioned on h, e, and si,

E{DI h, e, si}, may not lie within the decision region for si.

For notational convenience the mean of decision variable conditioned on h and si can

be written as

asi = E{Dfse} = s 2 - IE{ek hk) . (4.35)
kEON

Note that the conditional expectation on the right is the least squares estimate (LSE)



of ek given hk. Evaluation of this quantity requires the complete characterization of the

joint distribution of e and h. This was possible when the underlying distribution of h was

assumed to be complex Gaussian (as in Sec. 4.2.2), but in the case of using data extracted

from measured channel responses this distribution is unknown. Instead, one can consider

using the linear least squares estimate (LLSE) [50]:

LLSE(eklhk) = E{ek} + Cov {ek, hk} (vhk}> (hk - E{hk})

= 2a} 1 k-E{/k} . (4.36)

Using this expression in place of E{eklhk} in (4.35) gives

a = E [Ak 2 (I - 2U2 (V } )+ 2OQE{j * . (4.37)
kEON

The quantities E and V{/k} can be calculated by the receiver from data it receives,

while the value of c is based on the estimation model considered in Sec. 4.1.3. The mean

of decision variable conditioned on h, e, and si can be written as

asi = E{D~h, e, si} = si E (hk + ek)*hk . (4.38)
kEON

The second equality in (4.38) is due to Thin. 3. In general a and & will be complex scalars.

As discussed earlier, the receiver under consideration is one that makes decisions based

on a minimum distance criteria. Under this criteria the set of points {asi}' defines

a polygonal decision region for each asi. If the decision variable falls within the region

corresponding to asi, the receiver decides that si was transmitted. In this case, however,

the SEP computation must taken into account the fact that the mean of the conditional

decision variable, dsi, may fall either inside or outside the decision region for asi.

Given that si was transmitted, the SEP evaluation must integrate the complex Gaussian

decision variable D, with mean dsi, over the decision region corresponding to si. The SEP

computation will utilize integrals of the form

Sexp 2 dO (4.39)
27ro 2, 2 sin 2(, + bij)



(a) (b)

Figure 4-3: A portion of the received signal constellation, and its associated decision regions

for the non-ideal case. In this example, consider the transmission of the symbol S7. The
conditional SEP is computed with respect to the point 6S7 which can either fall inside the
decision region for S7 (a), or outside the decision region for s7 (b).

where [ij, bjj and #ij are related to the edge that forms the decision boundary between asi

and asj, and u2  _ N. For an example, see Fig. 4-3. When &si falls within the decision

region of si the above integral is related to the probability that the decision variable falls

outside the decision region along that edge. However, when &si falls outside the decision

region, the above integral is related to the probability that the decision variable crosses the

decision boundary into the decision region.

Using this fact, the SEP for an arbitrary two-dimensional signaling constellation, con-

ditioned on a particular h('), e('), and si, can be shown to be

Prjelh("), e(n), ,I) = 1 " i~')O

__j (Aij) 2

+2 3 fi(a&)j f exp (-2 - ) dO (4.40)
22 2 sin 2 ( + ij)

where, for a proposition A,

19A 1, if A is true, 
(4.41)

0, otherwise
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and

fij (a, 6) = sgn (Iasj - d - a - e|2 Si12 (4.42)

where sgn(x) denotes the sign of x. The function fij(a, a) > 0 denotes that &si and asi are

on same side of the decision boundary shared by asi and as3 . If ds2 is on the same side as asj

for all the boundaries of the decision region for si, the first term in (4.40), 1( Ujse fij(a'd)<o}'

is equal to zero, and the second term, i.e., the summation, is Pr {el h(m), e(n), si}. If there

are one or more boundaries for which dsi and asi are not on the same side, i.e., &si lies

outside the decision region for si, the first term becomes 1, and the second term is equal to

- (I - Pr {ej h(r), e(n),

The three parameters ijj, @<j and egg in (4.40) are defined as

1
p - as - -s a _ &2 _sje 2  (4.43)

91 (V j)*V2
arccos (4.44)

91 (V2 )*V3

jj arccos (4.45)

where

o = -Ja(sj - s ) (4.46)

o = -Ja(sj - s ) + [(a - 2a)si + ass] tan (4.47)

o =ja(s - si) + [(a - 25)si + asj] tan(ir - 42j - @ig ) (4.48)

are direction vectors. The first vector oi is the vector that points from asi to asy rotated

90 degrees clockwise. The second and third vectors are point from dsi to the vertices of

edge shared between asi and asj. Equations (4.47) and (4.48) require the value of $<j and

#ij. Note that for a given pair of si and sj, there exist two possible values of #bjj since each

edge of the decision boundary has two vertices. The 4@jg used in (4.47) and (4.48) is the

angle associated with the vertex which is pointed to by -Ja(sj - si). If the vertex is at

infinity, we let @ij = 0. This is equivalent to choosing the angle to be the one associated



with the first vertex of the edge when visiting each edge of the decision region for asi in a

counter-clockwise direction.

Finally, the conditional error probability averaged over the signaling points is then given

by

Pr{elh(m), e(n) p Pr{elh(m), e(n), ,,).
i=:1

(4.49)

Evaluation Procedure

The evaluation procedure for the case of non-ideal selection and combining is given below in

Alg. 3. The procedure can then be repeated to evaluate the SEP at other SNRs of interest.

Algorithm 3 Computation of Pe(F) for non-ideal selection and combining

Require: A set of channel gain vectors H, a selection vector a, and an operating SNR F
1: Pe <- 0
2: for h(n E - do
3: Pel <- 0
4: Generate a set of error vectors S > according to Sec. 4.1.3
5: for e(n) E E do
6: Determine ON based on h h(n) + e(n), and a

7: Determine a and d based on ON > using (4.37) and (4.38)

8: P - Pelh + F. Pr{elh("), e>} m using (4.49)

9: end for
10: Pe <- Pe + APelh
11: end for

4.4 Numerical Results and Discussion

This section gives numerical results for the SEP for RSSD in wideband channels. First

comparisons are made between the semi-analytical expressions in Secs. 4.3 and the exact

analytical results in Secs. 4.2 to show the efficacy of our semi-analytical approach. Then,

empirical results for the number of multipath components, Nd, present in the measured

channel responses are discussed. Finally, detailed SEP results are given for four repre-

sentative locations in the measurement environment. The results are based on channel

parameters, the path delays and amplitudes, extract from the measured waveforms using

the method described in Sec. 3.4.3. In this section, the analysis will focus on four represen-

tative locations: A, G, M, and 0. Locations A and G are both LOS, with G short range
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Figure 4-4: Exact analytical and semi-analytical SEP results for LID Rayleigh fading with
Nd= 64 paths, Ld = 4, 16, 32 and Np E= 2, 16. Semi-analytical results agree with exact
analytical expressions.

and A long range. Locations M and 0 are NLOS, with M short range and 0 long range.

4.4.1 Comparison between Exact Analytical and Semi-analytical Results

To show that the semi-analytical expressions developed in Sec. 4.3 agree with the exact

analytical results of Sec. 4.2, comparisons between the two are made for the case of IID

Rayleigh fading channels. Specifically, Fig. 4-4 considers the case of QPSK transmission in

channels with Nd = 64 paths and Ld= 4, 16, and 32 paths for both ISIC and NSNC. For

the semi-analytical case, 5000 channel vectors were generated to evaluate the performance

of ISIC, while 100 channel vectors and 50 error vectors were generated to evaluate the

performance of NSNC. In the NSNC case, NpE = 2 and 16 are considered. The quantity

Np E can be viewed as the energy devoted to estimation of the channel gains. WhenE = 1,

this quantity corresponds to the transmission of Np pilot symbols with energy equal to the

data symbols. The figure shows that in all cases the semi-analytical results, indicated by

circles, closely agree with the exact analytical expressions. From the figure, one can also

note that as the quantity Np E increases, the NSNC curves approach the ISIC curves. This

behavior was discussed in [51], and quantified in detail for a variety of systems in [52].
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Figure 4-5: Number of paths output by the search-subtract-readjust algorithm for four
representative locations in the measurement environment at a fixed bandwidth of 1 GHz.
There are only minor variations in the number of paths as a function of center frequency.

4.4.2 Number of Multipath Components

An important aspect of wideband diversity systems is the number of multipath components

present in the channel, as this has an impact on the available level of diversity. The WSSUS

model with IID complex Gaussian fading assumes the use of approximately Td/T taps.

Since Tc is approximately equal to the inverse of the spreading bandwidth, this model

implies that the diversity available in the channel scales linearly with bandwidth.

Using the large number of channel realizations captured with the measurement appara-

tus described in Ch. 2, it is possible to analyse the number of multipath components present

in realistic propagation channels. Figs. 4-5-4-7 depict box and whisker plots of the value

Nd resulting from the channel parameter extraction algorithm, Sec. 3.4.3, which serves as
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Figure 4-6: Number of paths output by the search-subtract-readjust algorithm for four
representative locations in the measurement environment at a fixed center frequency 10
GHz. The curves display a saturation phenomena as bandwidth is increased, and the effect
is more pronounced in dispersive environments.

a measure of the number of multipath components in a particular channel realization. 5

Fig. 4-5 considers the values of Nd for measurements from the four representative locations

for a fixed bandwidth of W = 1GHz. Mathematically, the upper-left corner of Fig. 4-5

considers the set {NIk) h(k) E 'HA qS{W = 1}}, where Ss{W = x} denotes a subset of

center frequency-bandwidth pairs with fixed bandwidth equal to x:

Ss{W =} = {(fC, W) (fc W) E Ss, W x}

5The horizontal red line in a box and whisker plot indicates the median value, while the bottom and the
top of the box indicate the first and third quartiles. The lines above and below the box, known as whiskers,
extend to the most extreme data point within 1.5 times the inter-quartile distance (the distance between the
first and third quartiles). Any data points lying beyond the whiskers are considered outliers and are shown
as red pluses [53].

102

Location G

- 4-

- +4 
7-

1 2 3 4 5 6 7 8 9 1011 1213141516
Bandwidth (GHz)

Location 0

T T -
T

I II+

50

300

-C 250

0

200

E
Z 150

100



The quantity h(k) denotes the kth channel realization and HA is the set of channel real-

izations collected at location G. Similar sets can be defined for the other locations: G, M,

and 0. As shown in the figure, there is little variation in the number of resolved multipath

components as a function of center frequency for the four representative locations. The

ability to resolve the multipath components present in a wideband channel is related to

the support of the transmitted pulse (in the time domain). Transmitted pulses with larger

time-domain support will average or smear closely spaced multipath components, reducing

the apparent number of multipath components. Since the time-domain support is not re-

lated to the center frequency of the transmitted pulse, significant variations in the number

of multipath components as a function of center frequency are not expected to occur.

In contrast, Fig. 4-6 indicates that in some cases there are significant variations in the

number of resolved multipath components as a function of bandwidth. Fig. 4-6 consid-

ers the values of Nd for measurements from the four representative locations for a fixed

center frequency of fc = 10 GHz. Mathematically, the upper-left corner considers the set

{Nd(k) h(k) (E -H Ss{fc = 10}}, where S{fc = x} denotes a subset of center frequency-

bandwidth pairs with fixed center frequency equal to x:

Ssfc =} ={((fc, W) (fc, W) E Ss, fc = x}

Here, it can be seen that the number of multipath components tends to increase with

bandwidth but becomes saturated at some point. Bandwidths beyond this point do not yield

significantly more paths. Furthermore, the effect is more prominent in NLOS environments.

In particular, in the NLOS case increases from around 100 multipath components at 1 GHz

to over 200 paths at 16 GHz can be seen for both locations M and 0. In location G the effect

is much more subtle as the increase is from slightly more than 50 paths to only 80 paths.

This can be attributed to the fact that location G is very close to the transmitter, and

hence has paths that contain a high percentage of the total energy present in the channel

response. On the other hand, in more dispersive environments (i.e. the NLOS case) there

are many paths with small amounts of energy. The figure also shows that there is more

dispersion, indicated by the size of the boxes and length of the whiskers, in the distribution

of the number of paths for a fixed bandwidth in the NLOS case.

Finally, Fig. 4-7 shows five box and whisker plots for the sets of channel realizations
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Figure 4-7: Number of paths output by the search-subtract-readjust
A as a function of bandwidth for five different center frequencies.

algorithm for location
The curves display a

similar saturation phenomena as bandwidth is increased, regardless of center-frequency.

A * Ssf 6}, o H Ss{fc = 8}, HA*o Ss{fc = 10}, 'HA*s{fe 12}, and THA*Ss{fc

14}.6 These plots further confirm that as bandwidth increases the number of multipath

6Note that for some center frequencies, all values of bandwidth are not available. This is a consequence
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components increases, irrespective of the center frequency.

4.4.3 SEP Performance in Realistic Channels

Now we consider the SEP in the four representative measurement locations. For each

location we consider the transmission of QPSK with NSNC and Ld = 4, 8, 16, and 32 paths.

The SEP is evaluated using the results of applying the algorithm described in Sec. 3.4.3 to

extract the true channel parameters from a set of measurements. The estimated channel

gain vectors are then constructed by adding complex Gaussian estimation error to the gains

resulting from the extraction procedure. This allows for the evaluation of the performance

for different levels of estimation accuracy according to the model described in Sec. 4.1.3.

We plot the SEP as a function of total received SNR, that is ltot = Es/NoE{h 112.

For each location we consider the measurements from the main grid observed at a center

frequency of 10 GHz, Ho @ Ss{fc = 10}. For each center frequency-bandwidth pair, the set

of channel responses is normalized to have average unit energy, i.e.

o® @{(fc, W)}1 1
hE'Hokof{(fc, W)}

where |Ho & {(fe, W)}I = 188. The values of V{/k} and E{fk} used when computing a

in (4.35) are based on the 188 realizations of h = h + e, where each realization of h is

corrupted by a different error vector e according to the model in Sec. 4.1.3.

Fig. 4-8 shows the mean path energy capture as a function of Ld for the four representa-

tive locations at 1 GHz and 18 GHz. Path energy capture for a particular channel realization

h, is defined as

Epath(L) 1 h[ 12 , (4.50)

where hy is the channel gain with the lth largest magnitude. The mean path energy capture

is computed by taking the mean of the path energy capture over the set of considered channel

realizations. The path energy capture can be viewed as the percentage of energy captured

by an Ld path ISIC receiver, and can give insights into the behavior of the SEP. The

figure indicates that the LOS locations G and A have a much sharper rise in path energy

of the measurement setup and the set of possible center frequency-bandwidth pairs.

105



1 1 1 1 1 1 1 11-- - - - - - - - - - - T -

.............

0

S- G 0

rI

U0.6

S0.4

0.2

0
4 8 12 16 20 24 28 32

Ld

Figure 4-8: Path energy capture for measurement locations A, G, M, and 0.

capture for low values of Ld. On the other hand the NLOS locations M and 0 show a

much smoother and even increase in path energy capture as Ld increases. The figure also

gives evidence that there is a more significant difference in path energy capture for different

bandwidths in the NLOS case. For example, at Ld = 8 there is less than a 10% difference

between 1 GHz and 18 GHz at location G, while for location 0 this difference is almost 30%.

Figs. 4-9-4-12 show the SEP of NSNC for locations A, G, M, and 0. In particular,

Ld = 4, 16, and 32 are considered at a bandwidth of W = 1GHz with Np E = 2 and 16.

As expected, the SEP curves for Np E = 16 fall below the corresponding curves for Np E -

2. That is, as the energy devoted to channel estimation increases, the SEP performance

improves. The SEP results also indicate that, in general, as Ld increases the SEP decreases.

From the plots one can also clearly see the effect of the dispersive nature of the NLOS

propagation channels (locations M and 0). Recall that in these channels the path energy

capture increases more gradually than in the LOS case. This indicates that additional paths

contribute a significant amount of energy to the total received SNR. Thus, the SEP curves

are spread more evenly as Ld increases. On the other hand, for the LOS case (locations

A and G) the SEP curves are significantly closer. This can be attributed to the fact that,

as indicated by the path energy capture, the paths beyond Ld = 4 only contribute small

amounts of additional energy. The physical interpretation for this phenomenon is as follows:
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Figure 4-9: SEP at location A for 1 GHz bandwidth, Np E = 2, 16 and Ld 4, 16, 32.

in LOS environments, although there may be many paths (see, for example, location A in

Fig. 4-6), there are only a few dominant paths. When an SSD receiver combines these few

dominant paths, the majority of the energy is captured.

Fig. 4-13 depicts the SEP performance of the four representative locations with Np E = 2

and bandwidths 1 and 16 GHz. The results indicate that NSNC at W 1 GHz outperforms

NSNC at W = 16 GHz. To understand this further, Fig. 4-14 investigate the SEP perfor-

mance at a fixed total received SNR of 15 dB as a function of bandwidth, for Ld = 2, 4, 8, 16,

and 32 paths and Np E= 2 and 16. From the figure, it can be seen that in the majority of

cases W = 1 GHz, provides the lowest SEP. As indicated by Fig. 4-8, at lower bandwidths

the initial combined paths contain a higher percentage of the total energy, but the diversity

available in the channel is decreased (see Fig. 4-6). One might expect a trade-off to exist

between the bandwidth (i.e., level of diversity) and the energy collected by the number of

combined paths, leading to an optimal bandwidth. However, in this case for the SNRs of

interest, the results imply that the energy collected plays a more important role.

For the case of location G, however, the optimal bandwidth is approximately 10 GHz

for Np E = 2 and Ld = 2, 4, and 8. There is also another interesting phenomenon which

occurs at location G. Unlike the other locations, where increases in Ld generally decrease
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the SEP, in the upper portion of the plot for location G (corresponding to the Np E = 2

case) it can be seen that increasing Ld increases the SEP. This can be explained as follows:

from the path energy capture curve (Fig. 4-8) it can be seen that the paths beyond Ld - 2

contain small amounts of energy. Inclusion of these paths in an NSNC receiver increases

the SEP because the path gains can not be reliably estimated for paths with such small

energy. When Np E = 16 (depicted in the lower portion of the plot for location G) the paths

can be estimated more reliably, and we see that increasing Ld decreases the SEP.

4.5 Conclusion

This chapter developed a complete framework for evaluating the SEP for ideal and non-ideal

RSSD systems operating in a variety of multipath channels. In particular, we considered

the case of a WSSUS channel model, where the magnitude of the channel gains are Rayleigh

distributed, as well as the case where only a set of measured channel realizations, from an

unknown distribution, are available. The non-ideal system that was studied was one in

which the channel gains were estimated using the transmission of pilot symbols. The SEP

expressions developed for the case where only a set of channel realizations are available
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are semi-analytical in nature. That is, they make use of Monte-Carlo averaging of exact

conditional expressions. Comparisons between exact results for the Rayleigh fading case

and the semi-analytical expressions showed excellent agreement.

Using the developed framework, this chapter investigated the SEP performance based

on measurements from four representative locations in the measurement environment. The

numerical results showed that as bandwidth is increased the channel responses contain more

multipath components. Results also indicated that there are significant differences in the

mean path energy capture under different propagation conditions. These differences can

give insights into the SEP performance. In particular, in LOS conditions the SEP curves

were much closer for different Ld, while in NLOS conditions the SEP curves were much

more spread. Finally, the numerical results indicated that, based on the measurement data

considered, 1 GHz bandwidth provides the best performance.
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Chapter 5

Improved Lower Bounds on

Time-of-Arrival Estimation Error

Location-awareness is quickly becoming important in many commercial, public safety, and

military applications. One key example is the integration of Global Positioning System

(GPS) into cellular phones and mobile devices, which, in conjunction with WiFi localization,

has ignited a new era of ubiquitous location awareness [54]. The coming years will see the

emergence of applications which require localization systems to operate with sub-meter

accuracy in harsh, cluttered propagation environments where GPS typically fails.

Among the different localization techniques, those based on distance estimation (rang-

ing) are most suitable for high localization accuracy when constraints require the use of low

complexity devices. We refer the reader to [55-59] for more information on the variety of lo-

calization techniques. One fundamental approach to distance estimation is through the use

of several signal TOA measurements. In general the ranging accuracy of TOA measurements

increases with signal bandwidth and hence the use of wideband or UWB signals is attractive

for ranging applications. In particular, UWB technology offers the potential of achieving

high ranging accuracy even in cluttered environments [36, 56, 60-67], due to its ability to

resolve closely-spaced multipath components and penetrate obstacles [3-6,17,68,69]. These

TOA estimation techniques operate by estimating the time at which the first signal path

arrives, and are primarily affected by noise, multipath propagation, obstruction of the direct

path, interference, and clock drift [56,60,65]. In realistic propagation environments the first

multipath component is frequently not the strongest, making TOA estimation even more
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challenging [70-72].

Several papers address TOA estimation in the presence of multipath (e.g., [36,70,73]).

The problem of TOA estimation in multipath environments is closely related to channel

estimation, where amplitudes and delays of the multipath components are jointly estimated

using, for example, a ML approach [5,74] or a generalized ML technique [37]. While the

performance of a specific TOA estimation algorithm can be evaluated, estimation error

bounds play a fundamental role since they can serve as useful performance benchmarks for

the design of TOA estimators.

The CRB has been widely used as a performance benchmark for assessing estimation

error. Its use is justified by asserting that the performance of the ML estimator approaches

the CRB asymptotically for sufficiently long observation times or for high SNRs [75]. It

is well known, however, that the CRB is not accurate at low and moderate SNR. In fact,

the performance of the TOA estimator, like all non-linear estimators, is characterized by

the presence of distinct SNR regions (i.e., low, medium, and high SNRs) corresponding to

different modes of operation. This behavior is referred to as the threshold effect and it has

been studied in a variety of contexts (e.g., [76-81]). In the low SNR region (also known as

the a priori region), the MSE is close to that obtained solely from the a priori information

about the TOA and signal observations provide little additional information. In the high

SNR region (also known as the asymptotic region), the MSE is accurately predicted by the

CRB. Between these two extremes, there may be an additional region (also known as the

transition region or ambiguity region) where observations are subject to ambiguities that

are not accounted for by the CRB [75].

Although the CRB accurately predicts the MSE in the asymptotic region, operating in

such a region is often impractical due to constraints on observation times or power levels.

Therefore other bounds, which are more complicated but tighter than the CRB, have been

proposed in the literature. In particular, the Barankin bound identifies the SNR values

(thresholds) that distinguish the ambiguity region [82,83]. The Ziv-Zakai bound (ZZB) [84],

with its improved versions such as the Bellini-Tartara bound [85] and the Chazan-Zakai-

Ziv bound [86], as well as the Weiss-Weinstein bound (WWB) [79] are more accurate than

the Barakin bound. They can be applied to a wider range of SNRs and account for both

ambiguity effects and a priori information of the parameter to be estimated. However, in

many cases they may not be analytically tractable or require more complicated evaluations
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compared to the CRB, especially when operating in the presence of multipath [87-90].

In [91] the expression for the CRB for multipath environments is given starting from the

joint estimation of channel parameters. In [90] the approach developed in [76, 77] for the

estimation of the relative delay between two sensors emitting noise-like signals is extended to

that emitting UWB signals. The work [92] evaluates the ZZB for Gaussian signals assuming

perfect channel knowledge at the receiver. A few results are presented for the case where

the receiver has partial or no knowledge about the channel [88, 891. In particular, in [88]

the Ziv-Zakai Bellini-Tartara (ZZBT) bound is investigated using measured data as well

as Monte Carlo generated channel pulse responses (CPRs). In [89] the ZZB is derived

using a second order statistics approach by modeling the received signal as a non-stationary

Gaussian random process.

The aim of this chapter is to investigate theoretical bounds on the MSE of TOA estima-

tion in wideband and UWB ranging systems operating in realistic multipath environments.

To allow for a comprehensive overview of the problems, some previous results are also re-

viewed and briefly discussed when necessary. The main contributions of this chapter are as

follows:

" Derivation of analytical expressions for the CRB and ZZB for TOA estimation for

wideband and UWB ranging systems operating in realistic multipath environments

under different a priori knowledge of the multipath phenomena;

" Extension of the bounds to the case where a finite set of channel realizations (e.g.,

from channel responses measured in realistic environments) is available;

" Demonstration that the ZZB, unlike the classical CRB, properly accounts for the

effect of multipath and provides improved bounds for a wider range of SNRs; and

" Investigation of the impact of multipath channel characteristics, as well as a pri-

ori knowledge about the multipath phenomena for measured wideband channels at

various bandwidths.

The remainder of this chapter is organized as follows. In Sec. 5.1 the signal and channel

models are introduced. The ZZB is reviewed briefly in Sec. 5.2 and compared to the CRB in

the ideal AWGN scenario in Sec. 5.3. The CRB and ZZB are derived for realistic multipath

environments under different operating conditions in Secs. 5.4 and 5.5. Numerical results

based on the multipath channel model we consider, as well as for data collected in realistic

environments are presented in Sec. 5.6. Finally, conclusions are given in Sec. 5.7.
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5.1 Signal and Channel Models

We will consider the transmission of a single band-limited pulse p(t) with bandwidth W

and energy Ep.1 In practice, p(t) is generated starting from a baseband pulse g(t) that is

modulated to a center frequency fc:

p(t) = 2 Ep 91{g(t)ej2"fct (5.1)

where g(t) has unit energy. Let us define

pp(Z) = p(t) p*(t - z) dt (5.2)
Ep _'00

as the normalized autocorrelation function of p(t).2 The normalized autocorrelation function

of g(t), p9 (z), can be defined in a similar way. We will consider the case when g(t) is a real

signal, as is usual in impulse radio systems, and therefore we can write

p(t) = V2 Ep g(t) cos (27fct) . (5.3)

When p(t) is transmitted through a multipath channel, the received signal can be rep-

resented as

r(t) = s(t - r) + n(t), (5.4)

where s(t) is the CPR, T is the TOA of the received signal to be estimated, and n(t) is

zero-mean AWGN with two-sided spectral density No/2.

The goal is to obtain an estimate i of T by observing r(t) in the interval [0, Tob) in

the presence of signal distortion due to multipath. In the absence of other information, we

assume r to be unknown and randomly distributed in the interval [0, Ta), with Ta+Td < Tob,

where Td is the dispersion of the channel, so that all the multipath components fall within

the observation interval Tob.

Several techniques can be adopted to solve this problem (see for example [60] and the

references therein). In this paper the CRB and improved bounds based on the ZZB for TOA

estimation are derived and discussed under different a priori knowledge of the multipath

In general p(t) can represent a multiple access signal such as direct sequence or time-hopping (TH) [1,2].
2Since a band-limited signal cannot also be time-limited, we assume it can be truncated in time to a

duration T, with some small approximation error.
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phenomena. These bounds are applied to the case where s(t) is a sample of a random

process with an uncountably infinite ensemble of realizations and, in some specific cases,

when the random process has a finite ensemble of realizations.

5.1.1 Infinite Ensemble of Channel Realizations

In the infinite ensemble case, s(t) belongs to a random process with an uncountably infinite

number of CPR realizations. Typically the random process is modeled as a function of a

finite set of continuous random parameters. We will consider a multipath channel given by

h(t) = ao(t - Ti) (5.5)

where a is the real gain of the ith multipath component. After the transmission of a

bandpass pulse, p(t), the response is given by

s(t) = 2Ep99 [ e-j2rf,ig(t - Tr) ej273t} (5.6)

= 2EG [3 ai cos(27rfcT)g(t - ri) cos(27fet) - /2E 3 a, sin(27rfcri)g(t - rj) sin(27rft)

1(t) Q(t)

(5.7)

Noting that the bandlimited pulse g(t) can be represented as

g(t) g ( sinc (W (t - I ))

we can express I(t) and Q(t) as

(5.8)

I(t) = g t -

Q(t) = g (t -

')hi (')

h .
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Here, hl(.) and hQ(-) are in the in-phase and quadrature components, respectively, of the

baseband channel observed with a bandwidth of W/2, and are given by

hi(t) = a2 cos(2wfcri)sinc (W (t - ri)) (5.11)

hQ(t) = a2 sin(27fcTi)sinc (W (t - Ti)) . (5.12)

In a dense multipath scenario, (5.11) and (5.12) indicate that the samples of hi(.) and hQ(-)

contain contributions from many paths. Under an uncorrelated scattering assumption, each

of the samples will consist of many independent contributions. Hence, we model the samples

of hl(-) and hQ(-) as independent Gaussian random variables. 3 Setting v1 h (y) and

VL+l = hQ (h), gives

L

s(t) = >3 [vl cos(27rfct) - VL+ sin(27rfct)] g (t - (I - 1)AT) , (5.13)
l=1

where L is chosen to capture the multipath spread of the channel and AT - 1/W. We

denote the average power gain of the lth path as Fl 1K {v2} K+E {v+ 1 }, where E {-} is the

statistical expectation operator. Without loss of generality we assume YL F, = 1, so that

Ep represents the average received energy per transmitted pulse. For each set of channel

parameters v {Vi, V2, - . , V2L} we obtain a realization s(t, v) of the random process. We

denote the joint probability density function (PDF) of the vector v as fv(v).

The considerations above lead to the widely used Rayleigh/Rice multipath channel

model, where fv(v) is a 2L-dimensional joint Gaussian PDF. The v1 are independent RVs

with

p;=1 E {v} = s (5.14)
0 L<l<2L

3Throughout we use the following notation: sanserif font is used to indicate RVs, normal math font is
used to indicate a sample value of a RV, vectors are indicated with boldfaced lowercase letters, and matrices
are indicated by boldfaced uppercase letters. For example: x indicates a scalar RV, while x indicates a
sample value of that RV.
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and

V{v} = V{vL+1} = , 1 < I < L. (5.15)

The parameters s; and 2or2 are the average amplitude of the specular component (when

present) and the power gain of the scattered component of the lth path, respectively. Thus,

the average power gain of the lth path is FI = p 2+ 2o. For notational convenience we will

define the following vectors and matrices of the channel parameters: p = [pi, p12, .- ,p2L1,

4 = diag {[oa, oj, ... , o2}}, and "'2 = 12 0 X', where I is the n x n identity matrix and

0 is the Kronecker product.

5.1.2 Finite Ensemble of Channel Realizations

In the finite ensemble case, s(t) belongs to a finite set of CPR realizations. We denote the

ensemble of realizations as {s(k)(t)}IPR, where s(k)(t) is the kth realization and NCPR is

the total number of CPR realizations. The CPRs are normalized to have an average channel

gain of unity so that Ep represents the average received energy per transmitted pulse. The

ensemble of CPRs can be obtained from a measurement campaign to asses the performance

in a realistic environment. Care must be taken during the data collection process to ensure

that a sufficient number of uncorrelated realizations are captured. Furthermore, the en-

semble of realizations must be collected from an area where the multipath phenomena have

similar statistical properties. Alternatively, s(k) (t) can be drawn independently according

to a statistical model (e.g., the IEEE 802.15.4a channel model [93]) as part of a Monte Carlo

approach when direct analytical evaluation of the bound becomes intractable. In general,

the accuracy of these methods will improve as NCPR increases.

5.2 The Ziv-Zakai Lower Bound

The Ziv-Zakai lower bound can be derived starting from the following general identity for

MSE estimation 4

MSE=E{e2} = Z -P cel ;> dz, (5.16)

4Here the expectation is with respect to T and r(t).
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where c - T represents the estimation error. A lower bound on the MSE can then be

obtained by lower-bounding the quantity P {je > z/2} [85]. It can be shown that

P > f r() > (C+ Zr=r + f,((+Z)P ID <<(+ Z =C+ Z] d(

(5.17)

where fT(-) is the PDF of the TOA T. The previous expression can be lower-bounded by

2 minffT(C), f, (C+z)}2 P 2C T=C + 2 2<C =~ C

(5.18)

The term in square brackets in (5.18) represents the probability of error for deciding

between two equally probable hypotheses

Hi: T = (

H 2 : T=C+Z (5.19)

according to a suboptimal rule. This rule requires that the parameter T is first estimated

and the decision between the two hypothesis is made based on a minimum distance criterion

as described in [861. Thus, (5.18) can be further lower-bounded by replacing the term in

square brackets with the error probability Pmin, (C, C + z) corresponding to the optimum

decision rule, that minimizes the error probability, based on the likelihood ratio test (LRT)

A [r(t)|r =
> 1, (5.20)

A[r(t) IT + z] H2

where A [r(t)IT = (]is the likelihood functional which quantifies the likelihood of receiving

a waveform r(t) given that the true value of the TOA T is equal to C.

In general Pmin ((, C + z) does not depend on the delay C, thus it can be written as

Pmin (z) and the bound can be formulated in terms of z [86]. When T is uniformly distributed

in [0, Ta), the ZZB is given by [85,86]

ZZB j z (Ta - z) Pmin (z) dz. (5.21)
Ta 0

The main challenge in evaluating (5.21) is to design the binary detection scheme based

on the likelihood ratio in (5.20) and to derive a tractable expression for its performance
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Pmin (z). It is interesting to observe that the ZZB is obtained by recognizing that the

performance evaluation of an estimation problem can be transformed to a binary detection

problem. We will exploit this observation in subsequent sections to obtain the ZZB for

multipath environments.

5.3 Theoretical Limits in Ideal Propagation Conditions

Before considering the general multipath case we analyze the theoretical performance limits

of TOA estimation in AWGN channels in the absence of other error sources (i.e., L = 1,

a1 = 1). This will provide insights into the influence of system parameters on fundamental

ranging accuracy. In the absence of other error sources, the received signal is described by

r(t) = p(t - T) + n(t) (5.22)

where T is the TOA to be estimated based on the received signal r(t). This is a classic

nonlinear parameter estimation problem where the corresponding ML estimator, which

is asymptotically efficient, is simply composed of a filter matched to the pulse p(t) (or

equivalently by a correlator with template p(t)) [75].

In ideal propagation conditions, the likelihood functional A [r(t)|r] can be determined

by first expanding the continuous waveforms in terms of a set of orthonormal basis functions

as discussed in [75]:

H[i exp -pi)'
A[r(t) T] = lim iK- f

Slim exp p - 2piri
K-oo No p

i=~1

exp p2(t - r) - 2p(t - T)r(t) dt (5.23)
No 0o

where pi and ri are the coefficients resulting from the expansion of p(t - T) and r(t),

respectively. The normalization in (5.23) ensures that the likelihood functional is well

defined in the limit [75,94].
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5.3.1 The Cramer-Rao Bound in Ideal Conditions

It is well known that the MSE of any unbiased estimate f of r is bounded by the CRB,

that is,

MSE =E {2} > CRB. (5.24)

In the absence of multipath the CRB reduces to the classical expression [75]5

CRB = E In A [r(t); No/2 1 (5.25)
BT2  _ (27) 2Ep 0 2  8ir 2 /2 SNR

where SNR - Ep/No, / is the effective bandwidth of p(t) defined as

2f_ f21P(f)12 df
/32 f_ 2IP (5.26)

and P(f) is the Fourier transform of p(t). If g(t) is an even function, as is usual in many

practical cases, (5.26) can be rewritten as /32 f2 + O2 where

2 ffiG(f) 2 df (5.27)
#9 = Ep (.7

and G(f) is the Fourier transform of g(t). Notice that the denominator of (5.25) is pro-

portional to the energy in the signal, where the constant / depends on the bandwidth of

the pulse through (5.26). Thus, a large value of 0, i.e., a signal with wide transmission

bandwidth and/or large center frequency fe, is beneficial for ranging. This justifies the

adoption of wideband or, better yet, UWB signals to achieve accurate ranging.

The CRB in (5.25) is meaningful when p(t) is completely known at the receiver and

the phase of the transmitted pulse has been retained at the receiver (coherent estimator).

When the phase of the transmitted pulse is uncontrolled 6 or the estimator is not coherent,

the phase of the transmitted pulse cannot be used to provide additional information about

the TOA. Hence, estimation of the TOA must rely only on the signal envelope. In this case

5We will consider the CRB for the case where r is a non-random parameter. Extension to the random
parameter case is straightforward provided that the prior distribution of -r satisfies regularity conditions [75].
We restrict our attention to the non-random case since under a uniformly distributed prior for T such
conditions are not satisfied and the random parameter version of the CRB does not provide meaningful
results.

6For example, random variations of the carrier phase will occur if the local oscillator used to generate p(t)
is not synchronized with the generator of the baseband pulse g(t). For a discussion regarding the relationship
between the ZZB for the coherent and noncoherent cases see [94).
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the CRB has to be evaluated considering the equivalent lowpass received signal instead of

the bandpass signal. This leads to an expression similar to (5.25) with Q replaced by 3g,

the effective bandwidth of the baseband pulse g(t) [95], and the resulting bound depends

only on the signal bandwidth and not on the center frequency fc.

5.3.2 The Ziv-Zakai Bound in Ideal Conditions

The ZZB (5.21) relies on the expression for the error probability, Pmin (z), of the optimum

binary detector for deciding between the two hypothesis H1 and H 2 described in (5.19).

It is well known that the optimum binary detector in AWGN passes the input signal r(t)

through a filter matched to the signal p(t - () - p(t - ( - z) and samples the output at

time t = Tob. If the resulting output is positive, hypothesis H1 is chosen; otherwise H 2 is

chosen. The probability of error is therefore

Pmin (z) = Q (S N R (1 - pp(z)) (5.28)

where Q (.) is the Gaussian Q-function [96]. The expression in (5.28) is for coherent TOA

estimation. In the noncoherent case the appropriate expression is given by (5.28) with pp(.)

replaced by p,(-), the normalized autocorrelation of the baseband pulse.7 In the remaining

part of the paper we will consider only bounds for coherent TOA estimators.

5.3.3 Numerical Examples Using UWB Pulses in AWGN

Derivatives of Gaussian pulses have been used to analyze the performance of UWB systems

[2], and have been proposed to meet FCC UWB emission limits [97]. The nth derivative of

a Gaussian pulse is given by

g(t) = Kng"(t) for n > 0 , (5.29)

where go(t) =) exp (-,) is the unit-energy Gaussian pulse and
2n -1/2

K = I (n ± ) n+ is a normalization constant that ensures g(t) has unit energy.8

The parameter o-, affects both the pulse width and bandwidth. It can be shown that g(t)

7 Note that, when p(t) = 9{g(t)e 2
-fc1i}, pp(Z) = 9{p9 (z)e 2

1rfczI

8The notation g( (t) is used to denote the nth derivative of go(t) with respect to t, and '(-) denotes the

Gamma function.
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has an effective bandwidth 3g") given by

) = 2 2 1 (5.30)

From (5.30) we can observe that larger effective bandwidth, and hence a lower CRB for

TOA estimation, can be achieved by increasing n or decreasing a.. 9

Alternatively, [93] suggests the following RRC pulse

g(t) 4v cos ((1 + v)rt/Tp) + sin((1 - v)rttrp) /(4vt/Tp)
i r 1 - (4vt/Tp) 2

where the parameter r, and roll-off factor v determine the transmitted signal bandwidth

W = (1+ v)/Tp. In this case it can be shown that the effective bandwidth of the RRC pulse

is given by
x2- 24v 2 + 3rr2v2

9=12,2 . (5.32)
2 P

Figure 5-1 shows the RMSE. for the CRB and ZZB using 2nd order Gaussian monocycle

pulses and RRC pulses at a center frequency of 4 GHz. As recommended in [93], the RRC

pulses have roll-off factor v = 0.6, Tp 1 ns and rp = 3.2 ns corresponding to transmission

bandwidths of W = 1.6 GHz and W 500 MHz. The effective bandwidths in these two

cases are: = 4.0125 GHz and # = 4.0012 GHz. The 2nd order Gaussian pulses with these

effective bandwidths are given by ag 0.794 ns and o 2.541 ns, respectively.

The presence of the threshold effect can be immediately seen from the ZZB curves. In

fact, the a priori region is clearly indicated by the ZZB curves, which approach Ta /v12 for

low SNR values. However, the CRB does not account for this behavior. For high SNRs,

i.e., in the asymptotic region, the estimation error approaches the value predicted by the

CRB. The value of the CRB is essentially the same for Tp = 1 ns and Tp = 3.2 ns, since

the effective bandwidth is primarily determined by fc when W < fc. When the effective

bandwidths are the same, the ZZB curves are nearly identical, with only minor differences

occurring in the ambiguity region, due to the pulse shape. Note that a gap, in terms of

RMSE, between the ZZB and the CRB can be observed in the ambiguity region between

12 dB and 30 dB for a RRC pulse with rp = 3.2 ns. In general, for a signal with rectangular

9 As the differentiation order n increases, (5.30) can be used to verify that 3n)/3 "1 tends to 1 for large
n, indicating that the improvement in the CRB by increasing n is limited.
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Figure 5-1: CRB and ZZB on the RMSE as a function of SNR in an AWGN channel
with T, = 100 ns and fc = 4 GHz. Bandpass 2nd-order Gaussian monocycle pulses with
o 0.79ns and - = 2.54ns, as well as bandpass RRC pulses with v = 0.6, Tp = 1 ns and

rp 3.2 ns, respectively, are considered. Coherent and noncoherent estimators are shown.

spectrum, the RMSE gap depends on the ratio between the center frequency fc and the

signal bandwidth W as discussed in [77, 90]. In particular, having small fc/W leads to a

lower RMSE for medium SNR. In fact, as Tp is decreased to 1 ns, that is increasing W, the

ambiguity region begins to vanish. It is evident that the CRB is loose even for the AWGN

channel, except in the high SNR region. For comparison purposes the CRB and ZZB for the

noncoherent case are also reported in Fig. 5-1 using RRC pulses. As expected the resulting

bounds increase significantly.

5.3.4 Extending the Bounds to the Multipath Case

When evaluating the bound on the MSE of the estimation of a single parameter in the

presence of several nuisance parameters, three different approaches can be followed. In the

first one, referred to as conditional bounding, the (scalar) bound on the parameter of interest

is evaluated conditioned on the nuisance parameters and then the result is averaged over

the nuisance parameters. In the second approach, referred to as averaging bounding, the
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likelihood functional is first marginalized over the nuisance parameters and then the scalar

bound on the parameter of interest is determined. Finally, in the third approach, referred

to as joint bounding, the joint bound on all parameters is derived and then the bound

for the parameter of interest is selected. It has been shown that bounds obtained using

the averaging approach are always tighter than bounds obtained using the conditioning

approach [87,98]. The joint bounding approach instead gives different results depending on

the problem. In any case, the suitability of each approach is strictly related to the a priori

knowledge of the receiver regarding the nuisance parameters (accounting for the multipath),

thus leading to different bounds. In subsequent sections we focus on the derivation of the

CRB and the ZZB for two cases of interest: where the receiver 1) has perfect knowledge of

the CPR using the conditional bounding approach, and 2) has statistical knowledge of the

CPR using the averaging bounding approach.

5.4 Receiver with Perfect Knowledge of the CPR

Although it may be unrealistic to assume that the receiver has perfect knowledge of the

CPR, this case can provide insights into the TOA estimation performance. Any estimator

we design can never be better than a hypothetical estimator in which the receiver first

measures the CPR perfectly, and then performs the estimation conditioned on that CPR.

In this case the bound is derived conditioned on the channel realization (i.e., the nuisance

parameters), then the unconditional bound is determined by averaging over all possible

channel realizations. We refer to this approach as conditional bounding and is also known

as the perfect measurement bound [75].

5.4.1 Cramer-Rao Bound

The first step is to obtain the expression for the CRB conditioned on the CPR s(t) as

CRB(s(t)) = [-E 2 n A[r(t)Is(t);r] . (5.33)

In this case, the likelihood functional A [r(t)Is(t);T], similar to (5.23), is given by

A [r(t)Is(t); T] = exp { j s2 (t - T) - 2s(t - T)r(t) dt , (5.34)
No o
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and it can be shown that

1
CRB(s(t)) = 1 (5.35)

8 7r202 SNR '

where 02 f 2 IS(f) 12 df. Using the model described in Sec. 5.1, we can equivalently

write

1
CRB(v) = (5.36)

2vTyv SNR '

where

N + (27fc )2 R(0) 47fcRg 1 (5.37)
-47rfcRga R + (27fc ) 2R(O)

Here, R(z) is a matrix with elements R(z)kI = pg(z + (I - k)/W), R is a symmetric matrix

with elements NR1 = f g(t - kb-l)y(t - 1 ) dt, and Rga is a skew-symmetric matrix with

elements R~agg = f g(t - kl)a(t - t) dt. The next step is to average (5.36) over the

nuisance parameters v. A related approach was adopted in [99], where averaging of (5.35)

was carried out using CPRs generated according to IEEE 802.15.3a UWB channel models.

In our case, averaging (5.36) can give misleading results since the CRB is valid only for

large values of the quantity vTTv. In other words, for certain realizations of the channel

parameters the denominator of (5.36) assumes low values (including zero) resulting in high

contributions during the averaging process, which can potentially lead to erroneous results.

Alternatively, the use of Jensen's inequality results in the modified CRB (MCRB) [100] as

follows

CRB =IE,{C RB(v)} > (5.38)
2E{VTTv} SNR 2((27r)202 Lof 12+ pTTp) SNR

where we have used the fact that E {vvT} - + !T and Nkk (2r)2 2. Note that, in

some cases, the bound in (5.38) is the same as the one in (5.25): 1) when there is no mean

component (t = 0), 2) when p;, and pL±I are non-zero for only one I E [1, 2, ... , L], or

3) when there is no overlap between adjacent pulses. This can be seen as follows. In the

first case, when y = 0, the second term in the denominator of (5.38) becomes zero and
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1 = 1, due to normalization. For the second and third cases, expanding the second

term in the denominator gives:

A Typ (27rf) 2 (t4R(O)pLi + PTR(O)p 2) + pj~pi + pI R

+ 47rfc (PT R Ap2 - A4 Rgg/y1)

where pil = [i, 1 2 ,..., IL T and p2 [L+1, PL+2, .. , Ip 2 L T. For the case when pl and

pL+l are non-zero for only one I E [1, 2, .. ., L], it can be shown that

Ty = (2- fe) 2 ([p + pt+1) R(0)11  + p +1

= (27) 2 /3 2 ([t2 + p2+1)

where in the second line we have used the fact that R(0)1 = 1 and Nu = (2-r) 2 2. Finally,

when there is no overlap between adjacent pulses it can be shown that R(O) = IL, R

(2r)F2f1g IL, and Rg = 0. Thus, in this case for arbitrary pt, pTTy = (27r) 2 2 + p

5.4.2 Ziv-Zakai Bound

Infinite Ensemble of CPRs

As discussed in Sec. 5.2, the ZZBT bound requires the evaluation of the error probability

of the optimum detector, Pmin (z), for deciding between the two hypothesis H1 and H 2

described in (5.19). The test we design can never be better than a "genie test" in which

a genie provides the receiver with the perfect CPR s(t) (or, equivalently, v) and then the

receiver performs the optimum likelihood ratio test conditioned on that CPR. This is

equivalent to evaluating the error probability Pmin (z, v) corresponding to a classical binary

communication system employing the real waveforms s(t - (, v) and s(t - ( - z, v) for

hypothesis H1 and H2, respectively, with known v. Therefore, the error probability is given

by

Pmin (z, v) = Q (SN R (ps(0, v) - ps(z, v)) (5.39)
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where we have defined the normalized autocorrelation function

Ps (zIv)=1 s(t - (,v) s(t - - z, v) dt
Ep _,c

L L

EE _vkvl cos(2rfc z) + VkVL+l sin(27rfcz)
k=1 l1=1-

1 - k\
- VL+kVl sin(2Tfcz) + VL+kVL+l cos(27fcz)1 Pg Z + W)

=T R2(z)v, (5.40)

and

R 2(z) cos(27rfcz) sin(27rfcz) 1 R(z) . (5.41)
- sin(27rfcz) cos(27rfcz)J

By replacing Pmin (z) with Pmin (z, v) in (5.21), we obtain the ZZBT bound conditioned on

v as
1Ta

ZZB(v) =-] z (Ta - z) Pmin (z, v) dz. (5.42)
Ta 0

Starting from (5.42) the unconditional ZZBT bound can be evaluated by averaging over v,

that is,

ZZB fv(v) ZZB(v) dv z (Ta - z) P i (z) dz (5.43)
R2L Ta 0 Tami

where

P (av (z) n fv(V) Pmin (z, v) dv . (5.44)

We stress that (5.43) assumes that the receiver has perfect knowledge of the CPR, and

hence serves as a lower bound on the TOA when the receiver measures the CPR perfectly.

Note that (5.44) is the average bit error probability (BEP) for coherent detection of binary

pulse position modulation (PPM) employing a Rake receiver in the presence of multipath

assuming perfect channel state information. Such BEP expressions are known in the litera-

ture and can be used to derive the ZZB [92,101-103]. Similar to [92], we take an approach
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that leverages the well-known identity [48]:

Q(x) = 7 exp{
gr o

z2

2 sin 2o

Using, (5.45) in (5.39) gives

1 7r/2
Pmnin (Z, V) = -

7r fo

exp -

and thus

Ev{Pmin (Z, V)} 1= -
7r

r/2
Ev exp

SN R vT (R 2 (0) - R2 (z)) v
2sin2o f a

- SN R vT (R2(0) - R 2 (z)) v
2 sin 2 0

We recognize that the integrand in (5.47) is equivalent to averaging over the scalar quantity

g vT (R 2(0) - R 2(z)) v = vTTv, where T is a symmetric matrix given by

T = R 2 (0) - I (R 2 (z) + R 2 (z)T)

Furthermore, the integrand can be replaced by the MGF of g evaluated at -SNR/ (2 sin2 0).

Using the results of [104] the MGF can be derived as

M(t) =
exp {tyT T (I2L - 2tqV2 T< 1 /p

det{12L - 2tT2T 1/2
(5.48)

We note that the evaluation of P (z) no longer requires the 2L-fold multidimensional

integration of (5.44), instead we need only evaluate a single integral with finite limits over

M, (-SNR/ (2sin2 0)).

Finite Ensemble of CPRs

When a finite ensemble of CPRs is available, with proper change of notation, the ZZB

becomes
NcPR

ZZB = NC Z ZZB (s(k)(t))
k=1

can be evaluated using (5.42) by replacing Pmin (z, v)

(5.49)

with

Pmin (z, s(k)(t)), denoting the error probability of an optimum binary detection scheme
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employing the waveforms s(k)(t - () and s(k)(t - ( - z). In a Monte Carlo framework (5.49)

approximates (5.43) thus avoiding multi-dimensional integration (5.44) when it is imprac-

tical. In [881, equation (5.49) was used in conjunction with experimentally measured data

to evaluate the ZZB on TOA estimation in realistic environments.

5.5 Receiver with Statistical Knowledge of the CPR

A priori statistical information of the CPR can be exploited in the estimator to improve

estimation accuracy. The bound on the MSE in this case is derived by first marginalizing

the conditional PDF over the nuisance parameters, and then evaluating the scalar bound on

the parameter of interest. The derivation of the bound is strictly dependent on the channel

model considered. In general the evaluation of the bound for channel models with generic

fading statistics may not be analytically tractable. Therefore we restrict our analysis to

the widely used Rayleigh/Rice channel models. Alternatively, one can adopt Monte Carlo

techniques to approximate the result by considering a finite set of channel realizations.

5.5.1 Cram6r-Rao Bound

Here we treat only the case of a uncountably infinite ensemble of CPRs. The extension to

the finite case is straightforward. Substituting (5.13) into (5.34), gives

A [r(t)|v; T] = exp - SNR (v (Vkvl + vk+Lvl+L) pg((k - l)Ar)
k=1 1=1

L

- 2 vk q1(T) + vk+L qQ(T) (5.50)
k=1

where we have defined

I A r(t)p( - T) dt (5.51)
Ep O

~ 1 fTob

qk (T) 1 E r(t)pQ (t - T) dt (5.52)EP 0



and

p'(t) V 2Ep g(t - (k - 1)AT) cos(27rft) (5.53)

pQ (t) A - 2E g(t - (k - 1)AT) sin(27rfct). (5.54)

The expression in (5.50) can be rewritten as

A [r(t)|v; T] =

exp {-SNRtr {R 2 (0) [v - R 2 (0)-lq(T)] [v - R2(0)-lqT - R2(0) lq(T)q(T)T}}

(5.55)

where

q [qi(r), q (T), ... , q'(r), qQ(T), qQ(T), qQ) ()

Note that R2(0) = 12 9 R(0) is a symmetric matrix.

According to the averaging bounding approach, we can utilize the single parameter

bound based on the likelihood functional A [r(t); r7] evaluated by averaging the conditional

likelihood functional A [r(t)|v; T] over the nuisance parameters v. We note that the quantity

in the exponent of (5.55) is related to a non-central Wishart distribution, and thus the

expression for A [r(t); T] can be determined from the MGF of such a distribution. Applying

expressions in [1043, the likelihood functional for Rayleigh/Rice fading can be written as

A [r(t); T] = exp f tr { 2 ipT}

exp {2SNR2 tr {[12L + 2 SN R'I 2 R 2 (0)] 1 '2 [q(T) + 1NT-1] [q(T) + 2SNR'il]

det {IL + 2SNR 4R(0)}

(5.56)
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Starting from (5.56), it is shown in Appendix B that the CRB is given by

CRB= -E 2 InA[r(t);-r]
(62

= 2SNRy TT

+4SNR 2 tr (I2L + 2SNR'F 2 R2 (0)) '2 (TW2 R 2 (0) - '(I2 + ppI) ) ,

(5.57)

where the matrices T and E are given in (5.37) and (B.5), respectively. Note that the

result in (5.57) is an expression for the CRB that takes into account the available a priori

information about the multipath components, and thus serves as a lower bound on the TOA

estimation error when the receiver has statistical knowledge of the CPR.

5.5.2 Ziv-Zakai Bound

In this section, the ZZB is derived for both the case of infinite and finite ensembles of CPR

realizations. In the former, v is considered to be a vector of RVs with known distribution

at the receiver. In the latter, the receiver knows the entire ensemble of CPR realizations

{s(k) NcPR but not the exact CPR realization that has been received. As shown in

Sec. 5.3.2 the steps to determine the ZZB are to first design the optimum binary detector

(5.20), evaluate its performance Pmin (z), and then use Pmin (z) to evaluate (5.21).

Infinite Ensemble of CPRs

The starting point is the binary detection scheme with equally probable hypotheses as in

Sec. 5.3.2. To obtain the averaging bound, Pmin (z) has to correspond to the minimum

attainable error probability of the binary composite hypothesis testing problem in the pres-

ence of nuisance parameters. For this reason the likelihood ratio test in (5.20) requires the
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marginal likelihood functional (5.56). The corresponding log-likelihood ratio (LLR) is

l(r(t)) = In A [r(t)Ir = (

A [r(t)|-r= (+ z]

=tr 2SNR2 (I2L +2SNR* 2 R2 (0))- 1 X2

x ((+2 SNR 2 SNR

- (q(( + z) + 2SNR 2 1) q(C + z) 2 SNR2 1 (5.58)

The detector evaluates l(r(t)) and decides for hypothesis H1 if l(r(t)) > 0, otherwise hy-

pothesis H2 is chosen. 10 From (5.58), the decision variable under hypothesis H1 is

y = l(r(t)JHI) = tr {SU} , (5.59)

where S is a 4L x 4L block diagonal matrix

S A 2SNR2 K I ®[IL+2SNR4'R(0)]-1 x' (5.60)
0 -I2

and U = (x + m)(x + m)T. The vector x is a 4L x 1 zero mean random vector given by

[q(2) - E (q( 2) (5.61)

where q(1) A q(()|H1 and q(2) A q(+ z)|H 1 . The corresponding mean vector m is given by

E {q() I+ IN 4 2 * 1
m = I 2 (5.62)

Ej {(2)} + I 4W 1PL 2SNR 4 '2 Ij

where expressions for the quantities E {q(1) } and E {q(2) } are given in Appendix C.

The probability of error Pmin (z), required to evaluate the ZZB in (5.21), is given by

1 1
Pmin (z) - Pe|Hi (Z) + PeIH2 (Z) (5.63)

1oNote that the LLR (5.58) leads to the optimal binary PPM Rake receiver (correlator-squarer receiver),
which is depicted in Fig. 5-2. To the best of the author's knowledge both the structure and performance of
this receiver have not been investigated in the literature.
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Figure 5-2: Optimum detector in the presence of Rayleigh/Rice fading.

where P|H1 (z) and PeIH 2 (z) are the error probabilities conditioned on hypothesis H1 and

H2, respectively. Since PeIH1(Z) =eIH2 (z), due to symmetry, it is sufficient to evaluate

PeIH1 (z). Thus, the probability of error Pmin (z) is given by

Pmin (z) = PeH1(Z) = P{y < 01H1} . (5.64)

To evaluate (5.64) it is necessary to characterize the statistics of the RV y. It follows from

Appendix C that x is a zero-mean normal random vector with covariance matrix E given in

135

A (t -T)

-kX

P, (t -T)



(C.18). Therefore U follows a noncentral Wishart distribution with one degree of freedom.

In order to evaluate the probability in (5.64), we take the approach of first deriving the

MGF of y, defined as 4by(s) A E {eSY}. Using expressions in [104), the MGF is given by

exp (tr {SS(14L - 2sES)-'M})
det {14L - 2sE2S}1/ 2

(5.65)

where M = mmT. To facilitate computation, the denominator above can be rewritten as

det {IL - 2sAW} det {IL + 2sDW + (2s) 2XTW (I - 2sAW)- 1 XW}

det {Lt - 2SNR sR(0)J}

x det {IL + 2sDW + (2.)2 SNR R(z)Txp (I - 2 SNR sR(0)P)- 1 XW}

where

W=2SNR2 [IL + 2SNR WR(0)] IQ,

(5.66)

(5.67)

(5.68)

and R(z) is defined in Sec. 5.4.1. The matrices A, D, and X are given in Appendix C.

From the above derivation we can see that the denominator in (5.65) does not have any

dependence on fc as R(z) depends on only the baseband pulse g(t). Furthermore, note that

in the case of purely Rayleigh fading, m = 0 and the numerator in (5.65) becomes one.

Thus, we do not expect the expression for Pmin (z) to exhibit oscillations on the order of fc

and performance should approach that exhibited in the baseband case.

Several techniques are available to evaluate

way is to use the Inversion Theorem [105]

Pmin (z) = P {y < 0} =
2

2

(5.64) using the MGF (5.65). The classical

1 J' 4by(3v)
7F U0 iV )

1 3 {{} Gy (jV)} dv
7r JO o

(5.69)

(5.70)
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Finite Ensemble of CPRs

In the case of a finite ensemble of CPRs, the likelihood functional is given by

A [r(t)Ir] = E {A [r(t)IT, s(t)]}

= E exp _ jTob

1 NcPR

NCPR exp

s2 (t -) - 2s(t - T)r(t) dt

IjTob (

No fo
- T)) - 2s() (t - T)r(t) dt }

where s()(t) is the channel response to a pulse with energy Ep.

(5.71)

The ensemble of avail-

able CPRs, {s(i)(.)} CPR, is normalized to have an average channel gain of unity, i.e.,

NCPR XV CPR fTob (s((t))2 dt = 1. Using (5.71) the likelihood ratio (LR) in (5.20) becomes

ZCPR exp -4I fTob
S _ 

2

1NCPR exp fTob (si)(ti=r1 L No ~

2s (') (t - () r(t) dt}I

(_Z))2 - 20()(t

We evaluate Pmin (z) by averaging the conditional error probabilities, conditioned on a

given CPR, as follows

Pmin (Z) = E {P { L (r(t)) < 1|s(t), H1}}

1NCPR

NPR kiP {L (r(t)) < 1|s()(t),Hi}
NCRk=1

NCPR

I EP {L (r(k)(t))
NCPR k=1

where r(k)(t) = s(k)(t-()+n(t) is the received signal conditioned on the kth CPR realization

under hypothesis H1 .

The LR in (5.73), conditioned on H 1, is given by

L r Hi = NClPR exp { Vk,i
ZiVcPR exp {Wk,i}

(5.74)
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where we have defined

Vk, i =-- J st - C) - 2s(' (t - ()r(k)(t) dt (5.75)

Wk, i =- (S(it - - z)) - 2s ()(t - - z)r(k)(t) dt . (5.76)

The Vk,i and Wk,j are Gaussian RVs since they are each a function of the AWGN present in

r(k)(t). This means that the numerator and denominator of (5.74) are sums of log-normal

RVs. Furthermore, the underlying Gaussian RVs are correlated. The properties of the

underlying Gaussian RVs can be shown to be

E {Vk,i} SN R ( 2 p(k,i)(0) - p('()(O) (5.77)

E{Wk,i} =SNR ( 2 p(k'i)(Z) - p,''i)(0)) (5.78)

Cov {Vk,, Vk,j} Cov {Wk,, Wk,j} 2 SN Rp,' (0) (5.79)

Cov {Vk,i, Wkj} 2 SN Rpf'n (z), (5.80)

where pf'b(z) = b fjo s()(t - C)s()(t ( - z) dt.

The exact evaluation of the probabilities in (5.73) appears to be prohibitive. To facil-

itate evaluation of Pmin (z), we make the following approximations in the numerator and

denominator of (5.74):

NcpR

Zak = exp {Vkl~ exp {Ua,k} (5.81)
i=1

NCPR

Zbk = exp {Wk,i} ~ exp {Ub,k} (5.82)
i=1

where Ua,k and Ubk are Gaussian RVs. That is, in (5.81) and (5.82) we take the approach

that the distribution of a power sum of Gaussian RVs can be approximated by a single

log-normal distribution. This is a natural choice that has been shown to be a good ap-

proximation in a variety of cases. The approximations in (5.81) and (5.82), in turn allows

Pmin (z) to be written as:

1 NCPR (E {Ua k} - {Ub k}) 2

Pmin (Z) NCPR k1 V{Ua,k} - 2Cov {Ua,k, Ub,k} + V{Ub,k (5.83)
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In the above derivation we have approximated two power sums of correlated normal RVs

as two, possibly correlated, log-normal RVs (Ua,k and Ub,k). The next step is to determine

expressions for the parameters of Ua,k and Ub,k. Two well-known methods for approximating

power sums of normal RVs as a single log-normal RV are the Fenton-Wilkinson method

[106] and the Schwartz-Yeh method [1071, both of which were originally formulated for

independent RVs. These methods will be described briefly along with our proposed solution

below. The soundness of the approximation will be evaluated by comparing results of the

infinite ensemble case with those of the approximation based on a finite set of channels

drawn from the distribution described in Sec. 5.1.1. There are several other approximation

methods in the literature which are based on the joint characteristic function (CF) of several

log-normal RVs [108,1091, but evaluation of these methods can become too complex when

NCPR is large.

The Fenton-Wilkinson method makes the assumption that the sum of two or more log-

normal RVs is well approximated, to a first order, by a single log-normal RV. The method

works by matching two moments of the sum of log-normal RVs to a single RV. Here we will

specifically consider matching the first and second moments. As discussed in [106] matching

the first and second moments will give a resulting distribution that is a best approximation

to the sum in the middle range of the RV. Matching higher moments can give better

approximations for higher ranges of the RV. Since the moments and joint moments of

log-normal RVs are easily calculated, the Fenton-Wilkinson can be extended to handle the

case where the underlying Gaussian RVs are correlated. The expressions used are given in

Appendix D.

The Schwartz-Yeh method also makes the assumption that the sum of two or more

log-normal RVs can be approximated by a single log-normal RV [107,1101. Based on exact

formulae for the mean and variance of the sum of two log-normal RVs, the method uses

a recursive procedure to approximate the mean and variance of a sum of log-normal RVs.

This method was later extended for the case of power sums of correlated normal RVs [110].

The interested reader is directed to [110] for the complete details of this method, which

we omit for brevity. In our case, we have two power sums of correlated components, so

we apply the Schwartz-Yeh method twice. Computing exact expressions for the correlation

between the resulting two components is difficult, so as a further approximation we set

Cov {Ua,k, Ub,k} = 0.
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An alternate method of approximating the sums in (5.81) and (5.82) can be derived by

first noting that the sums consist of log-normal RVs with different means and variances.

Furthermore, the differences of the means and variances increase as a function of the SNR.

In the sum (5.81) the exponential with the largest sample of Vk,i will dominate and the

dominant sample Vk,i will likely be the one from {Vk,i }ICPR with the largest mean. This

fact was also discussed in [108], where it was noted that the CF for log-normal sums with

differing means tends toward the CF of the dominant RV. A similar statement can be

made for (5.82) and Wk,i. Therefore, a simple and computationally inexpensive way to

approximate (5.74) is to choose Ua,k = Vk,m and Ub,k = Wk,, where m = arg maxi E {Vk,i}

and n = arg maxi E {Wk,i}. We refer to this method as the maximum-mean method. A

similar approach was taken to the problem of decision fusion in sensor networks [111].

The covariance between the numerator and denominator Ua,k and Ub,k, could then be

approximated as Cov {Ua,k, Ub,k} = Cov {Vk,m, Wk,n}. Based on our empirical results, we

found that this value for Cov {Ua,k, Ub,k} was not accurate and a better approximation

was achieved by using Cov {Ua,k, Ub,k} = 0. The results of these approximations will be

discussed and illustrated in the numerical results section.

5.6 Numerical Results

In this section, numerical illustrations of the results in previous sections are provided. In

particular, the focus is on the averaging bound described in Sec. 5.5. For the case of

an infinite ensemble of channel realizations, a bandpass RRC pulse with center frequency

fc = 4 GHz, roll-off v = 0.6, rp = Ins is considered. For the finite ensemble ensemble case

a bandpass RRC pulse with roll-off v = 0.6 is used. In this case the center frequency and

r, are set appropriately for the channel under consideration.

5.6.1 Infinite Ensemble of Channel Realizations

In Figs. 5-3-5-5, the CRB and the ZZB on the RMSE are plotted as a function of the

SNR for uniform PDP (I1 = 1/L for each 1) in different multipath conditions assuming the

receiver has a priori statistical knowledge of the CPR. The CRBs for the channel models

of interest are generated by evaluating (5.57), while the ZZBs are evaluated using (5.21) in

conjunction with (5.65) and (5.70).
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Figure 5-3: ZZB and CRB on the RMSE, using the averaging bounding approach, as a
function of SNR for the Rayleigh fading channel model with L = 1, 2, 4, 8. The CRB is
also shown for coherent and noncoherent detection in AWGN.

Fig. 5-3 illustrates the performance for Rayleigh fading channels with L = 1, 2, 4, and 8

paths. The curves for the CRB indicate that the performance is worse than that of the

noncoherent AWGN case. This is to be expected since the CRB curves given by (5.57) in-

corporate the effect of both the random amplitude and phase of the paths. The performance

degradation of the CRB apparent for larger values of L can be attributed to the fact that

pulse overlap becomes more significant and the power (i.e., variance) of the individual path

amplitudes decreases as L is increased for a uniform PDP. The figure also clearly shows

that the performance of the ZZB for Rayleigh fading, as expected, is not better than that

of the CRB for the noncoherent AWGN case. For larger numbers of paths L, the ZZB de-

creases more quickly from the a priori region (at low SNRs). However, at high SNRs larger

L does not always yield better performance. As discussed earlier, under a uniform PDP

larger L means that each path will have reduced energy, ultimately leading to a performance

degradation at high SNR. At moderate SNRs it is sometimes possible that larger values of

L can yield better performance because the increased dispersion of the CPR improves the

likelihood that the estimated TOA is close to the true TOA.
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Figure 5-4: ZZB and CRB, using the averaging bounding approach, on the RMSE as a
function of SNR for the Rice/Rayleigh channel model with L = 1 and K = 0, 4, 8, 12 dB.
In this channel model the first path is Ricean distributed and the remaining paths are
Rayleigh distributed. The CRB is also shown for coherent and noncoherent detection in
AWGN.

To illustrate the effect of the specular component in the path gains on the RMSE we

first investigate the single path case. Fig. 5-4 shows the CRB and ZZB on the RMSE for

the case of a single path Ricean channel, as described in Sec. 5.1.1, for various values of

Rice factor, K = 0, 4, 8, 12 dB. The figure indicates that the CRB transitions from the

coherent AWGN bound for low SNRs to the noncoherent AWGN bound at high SNRs. The

figure also indicates that for larger values of K the ZZB decreases more quickly from the a

priori region toward the associated CRB. This occurs because larger K means that there is

a reduced amount of fading in the single path channel, which in turn improves the accuracy

of TOA estimation. However, convergence of the ZZB to the CRB only appears to occur

for sufficiently large values of K. Depending on the value of K, the ZZB decreases below

the CRB for noncoherent receivers operating in AWGN. In fact, for K = 12 dB we see that

this is the case for SNRs greater than approximately 20 dB.

Fig. 5-5 considers channels where the first path is affected by Ricean fading and the

remaining paths experience Rayleigh fading. Here we consider a Rice factor of K = 10 dB.
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Figure 5-5: ZZB and CRB, using the averaging bounding approach, on the RMSE as a
function of SNR for the Rice/Rayleigh channel model. Rice factor K = 10 dB is considered
with L = 1, 2, 4, 8. The CRB is also shown for coherent and noncoherent detection in
AWGN.

Compared to the purely Rayleigh fading case (Fig. 5-3), the effect of L is less pronounced.

This is possibly due to the presence of a specular component in the first path which, re-

gardless of the number of paths, causes the ZZB to decrease more rapidly. However, we

note that larger L causes the ZZB to converge more closely to the associated CRB at high

SNRs. Again, we see that larger values of L do not always imply improved performance for

all values of SNR. For example, at SNR = 25 dB the performance for L = 8 is better than

L = 1, but worse than L = 2 and L = 4. This can be attributed to the differences in the

individual path powers and the dispersion of the CPRs.

Nakagami-m fading, which has been extensively adopted to characterize UWB channels,

is often well approximated as a Ricean distribution with a suitable mapping of parameters.

Given the Nakagami parameters m > 1 and F, the Rice parameters K = s2/(2 U2) (the

power ratio between the specular and the scattered signals) and o- can be evaluated through

the following relationships [93)
m- m

K = (5.84)
m - /m 2 - m
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Figure 5-6: ZZB and CRB, using the averaging bounding approach, on the RMSE as a
function of SNR for different power delay profiles and channel models with L = 8. The
CRB is also shown for coherent and noncoherent detection in AWGN. The channel models
considered are: 1) uniform PDP with Rayleigh distributed paths, 2) uniform PDP with the
first path Rice distributed (K = 10 dB) and the remaining paths Rayleigh distributed, and
3) exponential PDP with Rice distributed paths according to (5.86).

-2 = . (5.85)
2 (K + 1)

In Fig. 5-6 we consider a multipath channel with exponential PDP with average path power

gains given by
(eA/er _ 1)e-A( 1 -1)/er

Fi = (5.86)
eA/Er(1 - eL A/Er)

and Nakagami severity parameter m - mi e-(-1)/ m for 1 = 1, 2, ..., L [6, 69, 102] using

the Nagagami-m fading approximation outlined above. The parameter Er describes the

multipath spread of the channel. We consider L = 8, Er = 6 uS, Em = 4, and mi = 3.

The comparison between different channel models is reported in Fig. 5-6 for the case of 1)

uniform PDP with Rayleigh fading, 2) uniform PDP with the first path Rice distributed

and the remaining paths experiencing Rayleigh fading, and 3) the exponential PDP given in

(5.86). The best performance is given by the exponential PDP for low to moderate SNRs.

For higher SNRs the exponential PDP and uniform PDP with Rice/Rayleigh fading provide
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Figure 5-7: ZZB on the RMSE calculated using the various approximation methods de-
scribed in 5.5.2 for the Rayleigh fading channel model with L = 4 paths. The Schwartz-Yeh
method and the maximum-mean method have nearly identical performance.

similar performance that is better than the uniform PDP Rayleigh fading case.

5.6.2 Finite Ensemble of Channel Realizations

Figs. 5-7 and 5-8 show the various approximations, as described in Sec. 5.5.2, for the ZZB on

the TOA estimation error for the case of a finite ensemble of channel realizations. The figures

consider the case of Rayleigh and Ricean fading channels, respectively, with L = 4 paths.

The set of channel realizations are produced according to the model described in Sec. 5.1.1

by first generating the random channel parameters v and using using (5.13). The analytical

results (solid black curves) are evaluated using (5.21) in conjunction with (5.65) and (5.70).

Each figure also reports the performance of the approximation methods described above.

In each case, the method is applied to 25 sets of NCPR= 25 channels, and the curves

reported are the mean of the results accompanied by the 95% confidence intervals. The

results indicate that the maximum-mean method (by neglecting the correlation between the

numerator and denominator) performed as well as the Schwartz-Yeh method for moderate

and high SNRs. For low SNRs, the Schwartz-Yeh method was closer to the analytical curves.
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Figure 5-8: ZZB on the RMSE calculated using the various approximation methods de-
scribed in 5.5.2 for the Rice/Ricean channel model with L = 4 paths and K = 10 dB. The
Schwartz-Yeh method and the maximum-mean method have nearly identical performance.
We can see that the maximum-mean method provides a good approximation when there is
a specular component.

In Rayleigh fading, the Fenton-Wilkinson method provided results that were the closest to

the analytical curves. However, in Ricean fading the Fenton-Wilkinson method performed

much worse than the maximum-mean method, especially at moderate and high SNRs. This

is possibly due to the fact that this method becomes more inaccurate as the variance of the

underlying Gaussian RVs becomes large. Interestingly, incorporating the covariance in the

maximum-mean method, as described in Sec. 5.5.2, caused degradation in the accuracy of

the approximation. This is likely due to the fact that the covariance of the two sums is not

close to the covariance of the dominating components from each sum.

We now demonstrate application of the ZZB for finite ensembles of CPRs extracted

from measured channel responses. In this case, the channel parameter extraction method

described in Sec. 3.4.3 is utilized. This method employs the search-subtract-readjust algo-

rithm to produce an estimate of the delays and gains of the multipath components. Using
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Figure 5-9: ZZB on the RMSE as a function of SNR for locations A, G, 0, and M with
Ta = 100 ns and fc = 10 GHz. Bandpass RRC pulses with v = 0.6 at various bandwidths
are considered.

the output of the algorithm, the synthesized channel response is given by:

N(k)

s(k)) k) k) - ) exp (327rfct) , (5.87)
l=1

where f(k) and It(k) are the delays and gains extracted from the kth measured channel

response after conversion to baseband. The quantity - is the delay of the first arrivingfl-ifl

path and is equal to min - (k). Subtracting this delay from all paths has the effect of aligning

the responses in the time domain and enables them to be used in the framework of Sec. 5.5.2.

For each measurement location, the ZZB was computed using the averaging bound approach

on a set of 188 waveforms from the main measurement grid at various bandwidths. Here,

we specifically consider bandwidths W = 1, 2,..., 16 GHz at a fixed center frequency of

fc = 10 GHz, corresponding to the set Ss{fe = 10}, and four representative measurement
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locations: A, G, M, and 0. Locations A and G are both LOS, with G short range and A

long range. Locations M and 0 are NLOS, with M short range and 0 long range.

Fig. 5-9 depicts the ZZB for the four representative locations for bandwidths W

1, 2, 4, 8, and 16. The curves clearly show the a priori region, where the ZZB is dominated

by the initial distribution of the TOA. At high SNR, the curves tend toward a common

limit. The four sets of results are in very close agreement with each other, with only very

subtle differences. In each case we note that increased bandwidth reduces the RMSE. In

particular it can be seen that the ambiguity region begins to vanish as the bandwidth is

increased. To investigate this behavior, Fig. 5-10 shows the ZZB as a function of bandwidth

for three fixed SNRs of 10, 20, and 30 dB. At an SNR of 10 dB the ZZB is nearly constant

with only slight variations for all bandwidths. At SNRs of 20 and 30 dB there a more

significant variations as a function of bandwidth. For 20 dB, the ZZB becomes constant

after about 8 GHz bandwidth, while at 30 dB the ZZB becomes constant after 4 GHz. This

figure further shows that there are only minor differences in the behavior of the bounds for

channel realizations collected in different locations. The most significant of these difference

is for location G at an SNR of 20 dB where the ZZB is slightly above the ZZB for the other

three locations.

5.7 Conclusion

In this chapter, analytical expressions for the CRB and ZZB on TOA estimation error for

wideband and UWB ranging systems operating in realistic multipath environments were

developed under different a priori knowledge of the multipath phenomena. The cases of

both uncountably infinite and finite CPR ensembles were considered. The finite ensemble

case is particularly useful to evaluate the bounds when only measured channel responses

are available.

In the infinite ensemble case, it was shown that for practical SNR values, the classical

CRB gives results which are too optimistic and it is not able to properly account for the

effect of multipath. On the other hand, the ZZB provides improved bounds. For coherent

systems operating in tapped-delay line channels with Rayleigh or Ricean fading, the bounds

on the RMSE tended toward the CRB for the noncoherent case at high SNRs. In the finite

ensemble case, the ZZB expressions were evaluated using captured channel response from
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Figure 5-10: ZZB on the RMSE as a function of bandwidth for locations A, G, 0, and M
with Ta = 100 ns and fc = 10 GHz. Bandpass RRC pulses with v = 0.6 at 10, 20, and 30 dB
SNR are considered.

four representative locations at a variety of bandwidths. These results showed behavior

that was similar to the infinite ensemble case. The results also indicate the presence of an

ambiguity region in the ZZB, which vanishes as the bandwidth is increased. For bandwidths

above approximately 8GHz, results were nearly identical.

The analysis of ZZB in the presence of multipath has shown how any amount of a priori

knowledge about the CPR can provide more accurate lower bounds on the MSE of TOA

estimation, especially in realistic environments where there is rich multipath.
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Chapter 6

Conclusion

This thesis focused on the behavior of wireless systems as a function of bandwidth and center

frequency. The analysis utilized data collected with a custom designed and built channel

measurement apparatus. The apparatus can accurately characterize wideband channels

over a frequency range of 2-18 GHz, more than double the bandwidth of conventional

UWB systems, and allows for the investigation of the effects of bandwidth at ranges beyond

those currently available in the literature. This chapter reviews the results based on the

measurement data and discusses how they differ from those in the literature.

6.1 Wideband Diversity Systems

The first part of the thesis dealt with wideband diversity systems, where diversity arises as

multipath components in the channel response. A framework for evaluating the SEP for

non-ideal RSSD systems operating in a variety of multipath channels was developed. In

particular, two cases were considered: 1) a WSSUS channel model, where the magnitude

of the channel gains are Rayleigh distributed, and 2) the case where only a set of channel

realizations, measured in a realistic environment, are available. The system studied was

non-ideal, that is, the channel gains were estimated using the transmission of pilot symbols.

The SEP expressions, in the case where only a set of channel realizations are available,

are semi-analytical in nature. That is, they make use of Monte-Carlo averaging of exact

conditional expressions. Comparisons between exact results for the Rayleigh fading case

and the semi-analytical expressions showed excellent agreement.

Using the framework that was developed, the SEP performance based on measurements
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from four representative locations in the measurement environment was investigated. The

numerical results showed that as bandwidth is increased the channel responses contain more

multipath components. The increase was nonlinear; the number of paths increased with

bandwidth but became saturated. This is in contrast to models which assume a linear

increase as a function of bandwidth [28, 29, 112]. The fact that the number of multipath

components saturates agrees with intuition. Since the multipath components are due to

reflections off scatterers in the environment, at some bandwidth additional multipath com-

ponents should no longer be resolved because there are a finite number of scatterers present.

Results also indicated that there are significant differences in the mean path energy cap-

ture under different propagation conditions. In particular, in LOS conditions the SEP curves

were much closer for different Ld, while in NLOS conditions the SEP curves were much more

spread. This provides interesting insights into the design of diversity receivers. If a system

will be operating in a NLOS environment, the receiver should use several correlators, since

additional combined paths significantly improves performance. On the other hand, in LOS

environments, receivers should only use a few correlators, since good performance can be

achieved with only a few combined paths.

Finally, numerical results indicated that, based on the measurement data considered,

1 GHz bandwidth provides the best performance. As discussed, this was due to the fact

that at 1 GHz the multipath components contained significantly more energy than those at

higher bandwidths.

6.2 TOA Estimation Error Bounds

The second part of the thesis investigated lower bounds on TOA estimation. Analytical

expressions for the CRB and ZZB on TOA estimation error for wideband ranging systems

operating in realistic multipath environments were developed under different a priori knowl-

edge of the multipath phenomena. The cases of both uncountably infinite and finite CPR

ensembles were considered. The expression for the uncountably infinite case is applicable

when a statistical description of the channel is available, while the expression for the finite

ensemble case is applicable when a set of measured channel responses are available.

The ZZB was evaluated for measurements at bandwidths W - 1, 2,..., 16 GHz and a

fixed center frequency of 10 GHz for four representative measurement locations. The results
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showed behavior that was very similar to the infinite ensemble case. In particular the ZZB

curves clearly showed the a priori and asymptotic regions. The curves also indicated the

presence of an ambiguity region in the ZZB, which vanished for increasing bandwidths. For

bandwidths above approximately 8 GHz, the results were nearly identical.

6.3 Future Work

The data collected as part of this thesis offers many possibilities for future analyses. In

particular, the following areas are of interest:

" Understanding the impact of spatial correlation. The multiscale measurement grid,

as described in Chap. 3, contains several grids with different spacings. In this thesis,

the analysis focused on the main grid, where all elements were considered to be

uncorrelated. The data collected on the multiscale grid, particularly the center and

corner sub-grids, facilitates the future analysis of system and channel parameters over

finer spacings. For example, understanding how received waveforms are correlated

over such finer spacings has implications for the design of physical-layer security

systems, as well as ranging systems.

" Parameterization of the number of significant multipath components. The behavior of

the number of significant multipath components was discussed in Chap. 4. Data from

the four representative locations indicates a similar trend; the number of multipath

components increases nonlinearly with bandwidth and becomes saturated. Future

work in this area is to model this phenomenon and report the parameters of the

model for all measured locations.

* Investigation of the role of center frequency on the ZZB. Results in Chap. 5 were given

for a fixed center frequency of 10 GHz, which provides the most variation of bandwidth

for the data collected with the measurement apparatus. The measurement data can

also be analyzed for different center frequencies to better understand the role center

frequency plays in ranging systems.

These are just a few areas of interest; the hope is that the wealth of data collected with the

channel measurement apparatus will support a variety of future investigations.
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Appendix A

Distribution of the Decision

Variable for the Case of NSNC in

Rayleigh Fading

This appendix investigates the distribution of the decison variable for the case of NSNC in

Rayleigh fading. In particular, it shows that D, given by (4.12), conditioned on SN is a

nonzero mean, circularly symmetric complex Gaussian r.v.

Proof. To facilitate analysis, D may be rewritten as

(A.1)D = dE ,
k: kEON

where we have defined the auxiliary variables

dk Ahk [(hk - ek si + nk .

Expanding dk gives

dk = si hk 2 + [Ak,rnk,r + hk,inkil + 3 [hk,rnk,i - hk,ink,r

- Si [hk,rek,r + hk,iek,il + JSj Ihk,iek,r - hk,rek,i]

where the subscripts ()k,r, ()k,i indicate the real and imaginary parts of the kth term,
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respectively.

Since each dk depends on the channel only through hk, conditioning D on the set SN is

equivalent to conditioning each dk (for k E ON) on the particular hk on which it depends.

Thus, we proceed by examining the conditional distributions of the real and imaginary parts

of each dk, when conditioned on hk. From (A.2) we have,

91f{dk} = Si,r hk 2 + [k,rnk,r - hk,inki]

- Si,rAk,r + si,ihk,i ek,r

- [Si,rhk,i - Si,ihk,r] ek,i (A.3)

3{dk} = Si,i k 2 + [hk,rnk,i - hk,inkrl

+ [Si,rAki - Si,ihk,r ek,r

- ISi,rhk,r + si,ihk,i ek,i (A.4)

The first term in (A.3), conditioned on hk, is a constant. The second term is distributed

as a zero mean Gaussian r.v. with variance (No/2)|hk| 2 . For the third and fourth terms, we

first need to find the conditional distribution of ekr and ek,i given hk. Using Bayes' rule we

have

fe(xy) -frr(YIXer(X)

1 (y-X) 2  
_ _2

exp -- exp -2

1 f ___y22 2o 2 17F 2 2

1 o + e2 x -h2_ +_h_ _

2w +0 exp -}. (A.5)

Thus, conditioned on hk, Ck is a complex Gaussian r.v. with mean hk a,2 o )
and variance per dimension o-e2/(U2 + 02). Using these results, we see that 9i{dk} is a
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conditionally Gaussian random variable with mean and variance given by

E{9i{dk} I =} si,r I2 o_ 2 (A.6)
2- + O-2

V{9t{dk}j h} = 2 0 + |si2 e . (A.7)

Using a similar argument it can be shown that the random variable 3{dk} in (A.4) is also

conditionally Gaussian with

207
E{3{dk} hk} I = si 2 2 (A.8)

0-2 + (o2

V{3{fdk} I hk = 2N +Isil2 e . (A.9)

Furthermore, it can be shown that

E{91{dk} 3j{dk}| hk - E{9t{dk} hk} E{J{dk} I =k 0.

Therefore, when conditioned on hk, 9{dk} and J{dk} are uncorrelated Gaussian r.v.'s and

hence they are conditionally independent. Thus, dk is a conditionally circularly symmetric

complex Gaussian r.v. with nonzero mean. Since D is the sum of conditionally indepen-

dent circulalry symmetric r.v.'s, dk, it is also a conditionally circularly symmetric complex

Gaussian r.v. with nonzero mean. l

157



158



Appendix B

Cramer Rao Bound Using the

Averaging Bounding Approach

The CRB can be derived as

CRB = I-E a2 In A [r(t)I]

where A [r(t)IT] is given in this case by (5.56). We can write

-E 22In A [r(t)rT]= -4SNR 2 tr (I2L + 2SNR4' 2R2 (0))> 1 %2

where the elements of t(r) and j(r) are given by

"fTo" r(t) 0 p (t - r) dt
q(r)k = P 0

1f ob r(t)-p (t - dtfPo T k T)dt

1 f T ob r(t)'p (t - ) dt
I1 / f i Tfb (t) "2 pQ(t - T) dt

1< k <L

L < k < 2L

1 <k <L

L < k < 2L
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It can then be shown that

E {4(r)q(T) T } = -T E {vvT} R2 (0) + 2 12L2SNR

= E{vv } T +2SNR
6-JEf V -a+2SNR

where

Rgg

27rfcR(O)
-27rfcR(0)

Rgg

Using the above expressions, the expectation in (B.2) reduces to:

+ 22SNR
+ l(T)q*(T)T

+ 2S N R 2 +E(2 + App)ET
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E {f (r)} = -YTy



Appendix C

Derivation of the Statistics of q(1)

and q(2 )

This appendix derives the statistical properties of q(1) and q(2) used in the derivation of

the averaging bound approach in Sec. 5.5. Under hypothesis H1, the expressions in (5.51)

imply that

L

qI(T + z) = vmPg(z + (k - m)AT) cos(27rfz) - VL+mPg(Z + (k - m)Ar) sin(27fcz)
m 1

+ n (T + z)

L

qQ(T + z) = VmPg (Z
m=1

+ n (r + Z)

(C.1)

+ (k - m)AT) sin(27rfz) + VL+,mPg(z + (k m)Ar) cos(27rfcz)

(C.2)

where we have assumed that the contribution of any double frequency terms are negligible.

Here the noise terms are given by

nI(T + z) I T

( )Ep jO

nQ (r + Z) = T~

k ~Ep 10

n(t)p(t - r - z) dt

n(t)pQ (t - r - z) dt .

(C.3)

(C.4)



Note that n((.) and nQ(.) are zero-mean Gaussian, but will, in general, be correlated:

E {n'(T + zi)n (r + z2 )} = E {nQ(T + zi) n(r + z2)

1
= 2 sNRPg(z2 - zi + (1 - k)AT) cos(27rfc(z 2 - zi))

E {nt(T + zl)nQ(T + z 2 )} -E {n (T+ zi)nfl(T + z 2 )

1
= 2 SNRPg(Z2 - zI + (l - k)AT) sin(27rf(z 2 - zi))

Now, we can write

q (=) R 2 (O)Tv + n(l)

q (2 ) R 2 (z)Tv + n (2),

where

S- nI(r), n' r), ... , n'(r),

n -= nI (T+ z), nl(r + z),

n (r),nL+2(T) ... , nL (T)

,n (T + z), nI(T + z), nQ+2(r+z),

Under the Rayleigh/Ricean fading model of Sec. 5.1.1, v is a Gaussian random vector,

therefore we conclude that q(1) and q(2) are jointly Gaussian random vectors. Using (C.7)-

(C.8), gives

E {q(1) R2()TA

E {q(2) R 2 (z)Tfp.

(C.9)

(C.10)

Similarly, using (C.5)-(C.8), the covariances between q(1) and q( 2) can be determined as

Cov {q(1, (1)= R 2 (O)T T 2 R 2 (0) + 2 R 2 (0) = 12 ® A
L i 2SNR

(C.11)

Cov q(1) q(2)}

Cov {q(2) q (2)

= Cov {q(2), q(1)

= R 2 (O)T 4 2 R2 (z) +

- R 2 (z)T T 2 R 2 (z) +

1

2 SNR R2(z) = Q(z) 0X

2S NRR2(0) = 12 ® D,
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,n (T + z)

(C.12)
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A = R(O)T4WR(O) +

X = R(O)T 4R(z) +

D = R(z)TxpR(z) +

1
2SNRR(0)

1

2 SNRR(z)
1

2 SN RR(0)

(C.14)

(C.15)

(C.16)

(C.17)
cos(27rfez) sin(27rfcz)

- sin(27rfcz) cos(27rfcz)J

Using the results of (C.11)-(C.13), the covariance matrix of x in (5.61) can now be written

as

E = Cov {x, x} =
12o A

Q(Z)T & XT
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120@D
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Appendix D

Fenton-Wilkinson Method

This appendix describes the Fenton-Wilkinson method, a technique to approximate the

sum of log-normal RVs with a single log-normal RV [106,113]. This derivation focuses on

the case where the underlying RVs are correlated and also derives an expression for the

covariance between two sums of correlated log-normal RVs.

We begin by stating a few results for log-normal random variables. If S ~ N(p, o2 ),

then T = exp{S} is log-normally distributed with

E {T} = exp {p + oU2 /2} (D.1)

V{T} = (exp {a 2 } - 1) exp {2p + o2} . (D.2)

If Si - N(pti, o ) and S 2 ~ A(P 2 , o- ) are jointly Gaussian, with Ti = exp{S1} and

T2 = exp{S 2} then

Cov {T1, T2}= exp [Ip I + p12 + 2 exp {Cov {S1, S2 }} - 1) (D.3)

where we have used the fact that Si + S2 ~ N(pi + P2, o2 + - + 2Cov {S1, 32}).

Applying (D.1) and (D.2) to (5.81), we can find the desired mean and variance of
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exp{Ua,k} as

E {exp{Ua,k}} {= EZa,k} = E Xk,i = exp {E {Vk,i} + V{Vk,i} /2}

i= i
V{exp{Ua,k}} =V{Za,k} =V{[ZXi} =Z[Cov {Xki, Xky} ,

where the covariance can be found by using (D.3). The mean and variance of Ua,k can then

be found by using the relationship in (D.1) and (D.2) with t = E {Ua,k} and o2  V{Ua,k}:

E {Ua,k} = log (E {Za,k} - log (I + V{Za,k} /E {Za,k}2) (D4)

V{Ua,k} = log (I + V{Za,k} /E {Za,k} . (D.5)

The statistics of Ub,k can be determined in a similar way.

In general, Zak and Zb,k in (5.81) and (5.82) will be correlated, thus we want the

approximations Uak and Ub,k to also exhibit the appropriate correlation. Using (D.3) we

can express Cov {Ua,k, Ub,k} in terms of the covariance of the underlying Vk,i, Wkj:

Cov {Za,k, Zb,k} =3 Cov {Xk,i, Ykj}

E ( exp {Cov {Vk,v, Wk }} - 1)
i~j

xexp E {Vk,} + E {Wj} + V{V,i} + V{Wk . (D.6)

Also, from (D.3) we have

Cov {Ua,k, Ub,k} log Cov {Za,k Zb,k} + (D.7)
E {Zak} E {Zb,k}
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