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Abstract

This thesis is concerned with the economic consequences for individuals of two important

U.S. labor market institutions: unionization and the military draft.

The first chapter develops an econometric procedure for estimating quantile treatment

effects in a regression discontinuity design. It shows nonparametric identification, develops

estimators, including a data-driven bandwidth choice, and illustrates the methodology by

estimating the effects of an Oklahoma universal pre-K program on the quantiles of student

outcomes.
The second chapter applies the econometric procedure developed in the first chapter

and estimates effects of unionization on the distribution of employees' earnings using a

regression discontinuity design based on union certification elections. The results suggest

that unionization raises the lower end of the distribution by up to 25 log points, but has

a large negative effect on the upper tail of earnings, with little effect on average earn-

ings. Unionization also increases retention among workers with lower pre-election earnings,
but decreases it for higher-earning workers. These effects are interpreted as reflecting the

political incentives unions face in certification elections.
The final chapter (joint with Joshua Angrist and Stacey Chen) explores the long-term

effects of Vietnam-era military service on disability outcomes using a research design based

on the draft lottery. We find no evidence that military service affected overall employment

rates or overall work-limiting disability. At the same time, military service drastically

increased federal transfer income, especially for lower skilled white men, among whom

there was a large negative impact on employment and an increase in disability rates. The

differential impact of Vietnam-era service on low-skilled men cannot be explained by more

combat exposure for the least educated, leaving the relative attractiveness of VDC for less

skilled men and the work disincentives embedded in the VDC system as a likely explanation.
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Chapter 1

Nonparametric Identification and

Estimation of Regression

Discontinuity Quantile Treatment

Effects

1.1 Introduction

The regression discontinuity (RD) design has received increased attention in recent years as

a means of quasi-experimentally estimating treatment effects. To cite only a few examples

of many recent studies using this design, Jacob and Lefgren (2004) and Matsudaira (2008)

estimate the effect of remedial education programs, exploiting assessment test cutoffs in

assignment to summer school programs; Black, Smith, Berger, and Noel (2003) use a fea-

ture of the Unemployment Insurance "profiling score" to evaluate the effect of the Worker

Profiling and Reemployment Services program; Angrist and Lavy (1999) exploit maximum

class size rules in Israeli public schools to estimate the effect of class size on educational

outcomes; and DiNardo and Lee (2004) use certification elections to estimate the impact of

new unions on employers.

The recent popularity of the RD design appears to be justified in many cases. Black,

Galdo, and Smith (2007) and Buddelmeyer and Skoufias (2003) compare RD to randomized

experiments and find the RD estimates replicate the experimental results well (see Cook



and Wong, 2008, for a summary of studies comparing RD to experiments).

The studies mentioned above and others using the RD design focus on estimating local

average treatment effects (Imbens and Angrist, 1994). In many contexts, however, the effect

of a treatment on the entire distribution of outcomes is of interest. For example, economists

often evaluate the social welfare implications of a policy based on the differences in the

distribution of outcomes under various alternatives (Atkinson, 1970). Furthermore, a zero

average effect may mask significant offsetting effects at different points in the distribution.

Examples where distributional effects may be of particular interest include unionization,

which is widely believed to compress wages, and progressively oriented social and education

programs which may be intended to bring up the lower end of the distribution.

In this paper I introduce a procedure to estimate quantile treatment effects in the fuzzy

RD design when selection into treatment is potentially endogenous. The results in this paper

apply equally well to the sharp regression discontinuity design, which I treat as a special

case of the fuzzy design. As Hahn, Todd, and van der Klaauw (2001) suggested, the fuzzy

RD design leads naturally to instrumental variables (IV) type estimators, and the estimator

they develop has an interpretation as a local Wald estimator of a local average treatment

effect (LATE). Their insight suggests applying IV quantile treatment effects estimators in

order to estimate distributional effects in the RD design.

Two recently developed approaches to IV quantile treatment effects are Chernozhukov

and Hansen (2005), and Abadie, Angrist, and Imbens (2002) (see Frandsen (2008a) for a

comparison of these two estimators). These two approaches rely on distinct sets of identify-

ing assumptions, and the interpretations of the estimands differ. An RD quantile treatment

effects estimator in the spirit of Chernozhukov and Hansen (2005) is developed by Guiteras

(2008). In some contexts, however, the requirement of rank invariance or rank similarity

across treatment status in that model may be less desirable than the LATE assumptions of

Abadie, Angrist, and Imbens (2002). I therefore focus on the LATE framework in this paper.

A challenge that prevents the trivial application of Abadie, Angrist and Imbens' (AAI) local

quantile treatment effects estimator to the RD design is the fact that the instrument-an

indicator for exceeding some threshold of a running (or forcing) variable-is a deterministic

function of an included covariate, since the running variable must be controlled for. Thus

conditional on included variables there is no variation in the instrument, and AAI's esti-



mator is not defined.1 One way to deal with this is to use kernel weighting to estimate the

effect only at the threshold. In the limit the running variable plays no role, and therefore

can be ignored, as in Froelich and Melly (2008). In finite sample, however, ignoring the

running variable leads to substantial bias in this approach. The contribution of this paper

is to overcome this difficulty using local linear quantile regression to nonparametrically es-

timate quantile treatment effects at the threshold, in the spirit of Hahn, Todd, and van der

Klaauw (2001) and Porter (2003).

Another approach to estimating distributional effects in the RD context that makes

use of local linear quantile regression is being developed by Baker, Firpo, and Milligan

(2005). While their approach overcomes the finite sample sample bias problem inherent

in the "local constant" approach of simply applying AAI at the threshold, they rely on a

selection-on-observables identifying assumption at the threshold. This rules out cases where

selection into treatment is endogenous, even at the threshold of the running variable. The

estimator I introduce here allows for endogenous treatment even conditional on being in a

neighborhood of the threshold, and thus it has an IV interpretation.

The remainder of this paper is outlined as follows. Section 1.2 develops the statistical

framework. I establish identification results in Section 1.3, and I describe the estimation

procedure in Section 1.4. I derive the asymptotic distribution for the estimator in Section

1.5, and discuss inference in Section 1.6. I present Monte Carlo simulation results in Section

1.7. In Section 1.8 I apply the procedure to estimate the effect of an Oklahoma universal

pre-K program on the distribution of test scores, and Section 1.9 concludes.

1.2 Econometric framework

Since the motivation for the estimation procedure I develop in this paper is very much in

the spirit of Imbens and Angrist's (1994) LATE framework, I will set up the fuzzy RD

framework in terms of potential outcomes. For simplicity, initially I do not condition on

any covariates other than the running variable, although I discuss including additional

covariates in Section 1.4.2. The critical elements of the fuzzy RD design, in terms of the

LATE notation, are:

Yo = potential outcome when untreated

'See Section 1.4 for more details on why AAI's approach fails in the RD context.



Y = potential outcome when treated

D indicator for treatment status (possibly endogenous)

Y Yo + (Yi - Yo) D, observed outcome

o Y - Yo, treatment effect (possibly heterogeneous)

R scalar running variable

Z 1 (R > 0), indicator for the running variable exceeding a threshold. I set the threshold

equal to zero without loss of generality

Do apotential treatment status when Z = 0

D1 apotential treatment status when Z = 1.

Some features this setup preserves from the LATE framework are that it allows for

heterogeneous treatment effects and endogenous treatment selection, as in a Roy model of

selection on gains. Another feature this setup shares with the LATE framework is that in

a neighborhood around the threshold of the running variable, we can conceptually classify

individuals into one of several mutually exclusive groups, depending on their potential

treatment status. I will use the standard nomenclature for these groups, and introduce

abbreviations to refer to them. Formally, I define these groups as events in a common

probability space (Q, F, P):

" Always takers: AT = {w : Di (w) = Do (w) = 1}

" Never takers: NT = {w : Di (w) = Do (w) = 0}

" Compliers: C = {w : Di (w) > Do (w)}

" Defiers: DE = {w : Di (w) < Do (w)}.

The estimand I consider in this paper is the local quantile treatment effect, or the differ-

ence between the marginal distributions of potential outcomes for compliers at a particular

quantile at the threshold level of the running variable:

6LQTE (T) = QY1IC,R=o (T) - QYOIC,R=O CT)- (1-1)



An important comment regarding the interpretation of this object is that it reflects the

effect of treatment on the distribution, rather than the effect of treatment on any particular

individual. Without a rank invariance assumption, as in the Chernozhukov and Hansen

(2005) framework, there is no sense in which (2.2) represents the treatment effect for a

particular individual, since an individual with a Y of rank T need not have a Y1 of rank r.

1.3 Identification of LQTE

Besides those embodied in the notation given in Section 1.2 , I make the following additional

assumptions:

Assumption 1: RD lim Pr (D = |R = r) > lim Pr (D = 1R = r)
r-0+ r--

Assumption 2: Local Smoothness FYIDo,Di,R (yIdo, d1, r) is continuous in r over an E-

neighborhood of zero, and is strictly increasing in y over the same neighborhood,

for d c {0, 1}. E [DdIR = r] is continuous in r for r < 0 or r > 0 in the same

neighborhood, for d c {0, 1}.

Assumption 3: Monotonicity lim Pr (D1 ;> DoI R = r) = 1

The first assumption is the defining feature of the regression discontinuity design, that

the probability of treatment changes discontinuously at the threshold value of the running

variable. Without loss of generality I assume the probability of treatment is greater above

the threshold. Assumption 2 is a smoothness condition which, intuitively speaking, ensures

that after controlling smoothly for the running variable, differences in the distribution of

outcomes on either side of the threshold are due to the change in probability of treatment

assumed in Assumption 1. Assumption 2 also guarantees quantiles of the potential outcomes

are uniquely defined at the threshold. Assumption 3 is the crucial monotonicity assumption

that the response of treatment selection to the instrument is monotone.' An immediate

consequence of this assumption is that the monotonicity condition rules out the existence

of defiers-those for whom Do > D 1 -in a neighborhood around the threshold.

These assumptions are quite similar to Hahn, Todd, and van der Klaauw's (2001) con-

ditions for identifying the local average treatment effect in an RD setting. Assumption

2 There are several settings in which monotonicity holds automatically, including when non-compliance

is one-sided, with either no treatment below the threshold, or 100 percent treatment above the threshold.

Other settings which imply monotonicity are latent index models of selection, as discussed below.



1 here is precisely their RD condition, and Assumption 3 is equivalent to the monotonic-

ity condition in their assumption A3. The smoothness of FyiR (yr), Pr (NT|R = r) and

Pr (AT|R = r) in Assumption 2 are analogous to their assumption Al and the joint indepen-

dence condition in their A3. One difference is that Hahn, Todd, and van der Klaauw assume

only the smoothness of the conditional expectation of Y - Y, while I require smoothness

of the conditional distribution function of Y and Y because I am identifying distributional

effects, and the difference in quantiles is not the quantile of the difference.

The assumptions I make are analogous to those required for Abadie, Angrist, and Im-

bens's (2002) local quantile treatment effects estimator, or Imbens and Angrist's (1994)

LATE assumptions. Instead of independence between an instrument and potential out-

comes and potential treatment status, I make continuity assumptions on the distribution

of potential outcomes and potential treatment status. The LATE first stage assumption

is replaced by the analogous RD assumption that the probability of treatment jumps dis-

cretely as the running variable hits the threshold value. Assumption 3, local monotonicity,

is directly analogous to the monotonicity assumption in the LATE framework. The most

striking difference between my assumptions and Abadie, Angrist, and Imbens's (2002) as-

sumptions is the absence here of the "Non-trivial assignment" condition which they require.

Indeed, the principal challenge of applying Abadie, Angrist, and Imbens's (2002) quantile

treatment effects estimator in an RD setting is that the non-trivial assignment condition

fails here, since conditional on the running variable, the "instrument", Z = 1 (R > 0), is

deterministically either zero or one.

Given our assumptions, at the threshold we can adapt Imbens and Rubin's (1997)

and Abadie's (2002) method of identifying counterfactual distributions for compliers. The

local quantile treatment effect is then simply the difference between the inferred marginal

distributions of the potential outcomes for compliers at a particular quantile.

The following theorem, which is similar to that obtained by Froelich (2007) for the case

with covariates, shows that the local quantile treatment effect can be written as the horizon-

tal difference between "local Wald ratios", emphasizing the connection with instrumental

variables estimation of treatment effects:

Theorem 1 LQTE Identification.

Under Assumptions 1-3, the local quantile treatment effect, (2.2), is identified from the



joint distribution of (Y, D, R) as

6 LQTE (T) = F CR= (i- - FrI7C,R=O (T)

where FY1|c,R=o (y) and FYo|c,R=o (y) are given by

lim E [1 (Y < y) DR = r] - lim E [1 (Y < y) DIR = r]
rO+ r-~ (1.2)F|c,R0 y)lim E [D|R = r] - lim E [D|R = r(]

r-+0*+ r-+0-
limE[1(Y y)(1-D)IR=r]- limE[1(Y y)(1-D)IR=r]

r- + r-+0-(13
FYIC,R= (y) ' lim E[1 - DIR=r] - lim E[1 - DIR=r] (13)

r--+0+ r-+0-

Proof. All proofs are given in the Appendix. m

As the theorem makes clear, not only are local quantile treatment effects identified,

but the entire distributions of both potential outcomes conditional on compliers at the

threshold are identified. Thus any parameter that is a function of the distributions of

potential outcomes is also identified, including the counterfactual densities, distribution

treatment effects, and measures of stochastic dominance.

1.4 Estimation procedure

The local quantile treatment effect, (2.2), may be consistently estimated in a number of

ways. I will briefly discuss two approaches that may appear to be the most obvious, but

I will spend greater time developing the preferred approach of local linear distribution

function estimation.

As I suggested in the introduction, at first blush perhaps the most obvious approach

to estimating the local quantile treatment effect is an adaptation of Abadie, Angrist, and

Imbens's (2002) IV quantile treatment effects estimator. This estimator combines kernel

weights which narrow in on the threshold with "complier finding" weights:

D (1 - E [ZIY, D]) (1 - D) E [ZIY, D]

rhee 1=- 1 - E[)Z] E [ Z ]

where Z = 1 (R ;> 0). These weights can be estimated to form isj, and the estimator would



take the form:

e, ALQTE (T) = arg min n pr (Yi - a - dDi) -ki - K (-,i (1.4)
a,d n hn

where K (.) is a kernel function, p, (u) = (r - 1 (u < 0)) u and h, is a smoothing parameter.

Strictly speaking, all expectations in the definition of ", should be taken conditional on the

running variable, R. In that case a zero would appear in one of the denominators, since

Z is a deterministic function of R, violating the so-called non-trivial assignment condition

which requires that there be variation in the instrument conditional on included variables.

However, as the sample size grows, in the limit we are conditioning on R = 0, and so there

is no longer any need to include R as a regressor, and thus the technique can be applied.

However, in finite sample, there will be variation in R over the window defined by the kernel

weights. This leads to a sort of omitted variables bias, since the instrument, Z, may not be

independent of the potential outcomes when we do not condition on R. This finite sample

bias is analogous to the inflated bias of locally constant kernel regression estimators, noted

by Fan (1992). For the case of quantile regression, Yu and Jones (1997) show the bias in

this approach is proportional to the slope of the conditional quantile function estimated.

Another source of bias in this approach stems from implicitly estimating quantile functions

at a boundary,3 leading to a convergence rate of n1/ 5 instead of the optimal nonparametric

rate, n2/ 5 . The Monte Carlo results below show the combined bias from ignoring the running

variable and boundary effects can be quite large.

An approach which overcomes these finite sample problems involves estimating quantiles

of the potential outcomes for compliers at the discontinuity threshold. The key task is non-

parametric quantile estimation at a boundary, an estimation problem considered by Yu and

Jones (1998). Their preferred technique, which I adapt here, estimates conditional quan-

tiles by inverting local linear estimates of the conditional distribution function.4 The local

linear technique is not subject to bias from ignoring the running variable and automatically

corrects for boundary effects. (Fan, 1992)

3 Thanks go to an anonymous referee for pointing this out.
4 Yu and Jones (1998) also consider an estimator which minimizes a local linear "check function" to find

the conditional quantiles directly, rather than indirectly via inverted distribution functions. I develop an
estimator along these lines elsewhere (Frandsen, 2008). In practice it performs nearly identically to the
inverted distribution function approach, but it takes longer to compute, so I focus on the preferred approach
of inverting local linear estimates of distribution functions.



Given differentiability of the conditional distributions in a neighborhood of the thresh-

old, a consistent estimator for the local quantile treatment effect, then, is the (horizontal)

difference between local linear estimates of the conditional distribution functions (1.2) and

(1.3) at a particular quantile:

6LQTE (T) FY 1 C,R=0 ( Yo) - FoC,R=0 (r) (1.5)

where

FYiCR=o (T) = inf a: y 1 |IC,R=o (a) > T}, (1.6)

FroR=0 (r) = inf {b: YoIc,R=o (b) > -r (1.7)

and FYIC,R=0 (Y), FYoIC,R=0 (y) are local linear, consistent estimates of (1.2) and (1.3).

Since using local linear techniques to estimate (1.2) and (1.3) is the main insight, I will

discuss possible ways that might be done. One approach is to recognize that (1.2) and (1.3)

are "local Wald ratios" and estimate these quantities in one step via local linear two-stage

least squares, as suggested by Imbens and Lemieux (2008) for mean estimation. However,

an alternative approach is to recognize that (1.2) and (1.3) can be rewritten as:

lim FYID=1,R=r (y) lim E [DIR = r] - lim FYID=1,R=r (Y) lim E [DIR = r]
r->0+ r-+0+ r-0- r-+0

Fv1|C,R=0(Y) = lim E [DIR=r] - lim E [D|R=r]
r-+0O+ r->-*O

lim FyID=O,R r (y) lim E [1 - DIR = r] - lim FYID=,R=r (y) lim E [1 - DIR = r]

FYr-CR0 r + r-40 r-*O (19)
lim E[1 - DIR = r] - lim E [1 - DIR = r]

r--0+ r-0-

The local linear two-stage least squares approach implicitly uses the same bandwidth to

estimate the component quantities in (1.8) and (1.9), but in practice it is often optimal to

use different bandwidths to estimate the various pieces, especially when the design is not

balanced across the threshold. 5 The approach I propose estimates the pieces separately,

allowing optimal choice of bandwidth for each piece. The estimator is therefore a function

of first step estimates of the component quantities in (1.8) and (1.9), consisting of the

5An example of an unbalanced design is one-sided non-compliance where, for example, there are few or

no treated units below the threshold. Many RD studies exhibit this, including Gormley, Gayer, Phillips,

and Dawson (2005), which I use as an application in this paper, and DiNardo and Lee (2004).



following four conditional distributions:

lim FYID=,R=r (y),

lim FYID=,R=r (y) ,r-40+

lim FYID=1,Rr (y),
r-+-

lim FYID=1,R=r (Y)
r- 0+

and the following two conditional expectations:

lim E [DIR = r] (1.10a)
r-4+
lim E [DIR = r]. (1.10b)

r--+0-

Since each of these quantities must be estimated at a boundary, local linear approaches are

most suitable (Fan, 1992).6 For the conditional distributions, possibly the most straightfor-

ward local linear estimator of lim FYID=,R=r (y), for example, would be FYID=OR=O- (y)
r-+0-

that satisfies:

(rYID=o,R=o- (y) , b (W) = arg min [1 (Y < y) - a - bRi]2 K ). (1.11)

In finite samples this estimator can produce discontinuous distribution functions that pose

problems for inversion. To ensure the estimated function is continuous and to optimize the

tradeoff between bias and variance, I follow Yu and Jones's (1998) suggestion to smooth

"in the y-direction", as well, so that the local linear estimator of lim FYID=O,R=r (y) would
r-+0-

be Fy' _ (y), where:

(tVD=O,R=0- (y) , byj (y) = arg iin Z=I -[a(-bRK(
i:D=O,Z=O

where Q (.) is the distribution function associated with a kernel density function, W. This

is essentially a conditional distribution version of Fan, Yao, and Tong's (1996) "double-

kernel" conditional density estimator. This double-smoothed estimator has the following

6 More generally, higher-order polynomials may also certainly be contemplated, but the choice of how
many terms to include introduces another smoothing parameter, of which there are already several in the
current approach. For simplicity, and also because it works well in practice, I focus on the local linear case.



closed form:

F(y) = i w (h) D w (hi) Q , (1.12)
j:D=0Z=0 j j:D=0,Z=0

where the weighting function associated with local linear fitting is given by:

w3 (hi) = K ( [S., 2 - RjS.,,

with

Su= ( K Ri, R1 = 1, 2.

i:D=O,Z=O

The bandwidths used for smoothing in the x-direction and y-direction are, respectively, hi

and h2 . Yu and Jones (1998) give operational rules of thumb for choosing these bandwidths:

hi,p = hmean {p (1 - p) / (b-1 (P))2 1/5

h2,p = max (h 1 /2, hJ ) if hi,1/2 < 1

h 4
and 1/2 otherwise,

1,p

where p is the quantile index being estimated, 4 and 4 are the standard normal density

and cdf, respectively, and hmean is a suitable bandwidth for estimating a conditional mean

at a boundary.7 Occasionally the quantile estimator (1.6) may not be monotone every-

where in r (the quantile crossing problem) in which case the rearrangement technique of

Chernozhukov, Fernindez-Val, and Galichon (2009) may be applied to obtain a monotonic

estimate of the quantile function. Chernozhukov, FernAndez-Val, and Galichon (2009) show

this improves the finite sample properties of the estimator, and has the same first order

asymptotic distribution.

The conditional expectations in (1.10) are precisely the same quantities as those in the

denominator of Hahn, Todd, and van der Klaauw's (2001) local Wald estimator, and can be

estimated by local linear regression as they suggest. The bandwidth may be chosen by the

plug in method to minimize the mean squared error as I describe in detail in the Appendix.

7I use a plug-in estimator based on an adaptation of Ruppert, Sheather, and Wand (1995) to the regression

discontinuity setting. See the appendix for details.



1.4.1 Special Case: Sharp and Semi-fuzzy Designs

The identification results and estimation procedure described above assumes a fuzzy RD

design, but they apply equally well to the special cases of sharp and semi-fuzzy designs,

where treatment status may be constant on one or both sides of the threshold. Identification

is more straightforward, since the monotonicity condition, Assumption 3, is automatically

satisfied in the sharp and semi-fuzzy designs. In the sharp design case, the procedure still

consists of inverting estimated distribution functions on each side of the threshold, but

the expressions for the distribution functions to be inverted simplify to Fr, IC,R=O (y) =

lim FyID=1,R=r (y) and Fyol,Ro (y) = lim FYID=O ,Rr (y). The recommended procedure
r-40+ r--+o-
for estimating these conditional distributions still holds.

1.4.2 Including Additional Covariates

Empirical analysis often includes additional covariates for any of three reasons: to establish

identification, to explore how the parameter of interest varies in subgroups, or to increase

precision. Perhaps the main advantage of the canonical RD design as described above is

identification does not require controlling for additional covariates. One situation where

control might seem necessary arises when covariates appear different on either side of the

discontinuity, even very near the threshold. In this case one might suspect the covariates are

actually outcomes in and of themselves, or that the research design is flawed (e.g., location

on either side of the threshold does not approximate quasi-experimental variation because,

say, it is a choice). In such situations controlling for covariates may either be harmful or

bespeak deeper problems with the research design. Thus including additional covariates for

the sake of identification does not seem desirable.

The second common motivation for including covariates-exploring how effects vary

in subgroups-can be incorporated in a straightforward manner. In the case of discrete

covariates, all the results in the paper hold equally well conditional on a covariate X taking

on a specific value, say, x. Naturally, the interpretation (and perhaps relevance) of the

estimand changes when conditioning on covariates. Specific values of a continuous covariate

may also be conditioned upon, but this would require another smoothing parameter, and a

curse of dimensionality would apply, slowing the rate of convergence and reducing power.

Conditioning on specific values of a continuous covariate therefore does not appear especially



useful in this context.

The third motivation for including covariates-to increase efficiency-is potentially ap-

plicable in this context. Froelich (2007) shows for the case of mean estimation in the RD

design how conditioning on covariates and integrating them out increases efficiency. Be-

cause all covariates but the running variable are integrated out, the curse of dimensionality

is avoided and the rate of convergence is not affected. A necessary condition for including

covariates to increase efficiency is that the covariate be a predictor of the outcome variable

conditional on being at the threshold, and that its distribution conditional on the running

variable be continuous at the threshold. These conditions are easily tested, and if they hold,

one may directly apply Froelich's (2007) method, but replacing his estimand with (1.2) and

(1.3), and inverting to obtain the local quantile treatment effect.

1.5 Asymptotic Distribution Theory

In this section I derive the limiting distribution for the local linear quantile treatment

effects estimator, (1.5), obtained via inverting estimated distribution functions. First I will

define some notation that will be useful for the theorem, as well as additional regularity

assumptions. The notation and regularity assumptions I employ are analogous to those used

by Hahn, Todd, and van der Klaauw (1999). Define md (y, r) = FyID=dR=, (y) for d E {0, 1)

and p (r) = E [D IR = r]. Define the limits md+ (y, r) = lim md (y, r + e), m~ (y, r) =
e-+

lim md (y, r - e), p+ (r) = lim p (r + e), p~ (r) = lim p (r - e). Additionally, define
e-O+ e-o+ e-o*

o1 2 (y) =m+(y,0)(1 -m (y 0)). o - (y)=mj(y,0)(1-- m (y,0)).

Finally, define the following constant:

+ fo (s2 si) 2 K (u) 2 du (1.13)

fR (0 ) 'h 1 - S2So - (SI)22

where s =f K (u) uldu. Define w- similarly, but now with the integral in the limits of

integration over (-oo, 0).

In addition to assumptions 1-3, I make the following assumptions in the derivation of

the limiting distribution:



Al For d E {O, 1}, the collections of functions {md (y, r)},, and {p (y, r)} (viewed as

functions of r indexed by y) are twice continuously differentiable. Uniformly in y,

there exists some M > 0 such that Im'/+ (y, r) , m+ (y, r) , and |p'+ (r)1, |p"+ (r)| are

uniformly bounded on r c (0, M]. Similarly, uniformly in y, m (y, r)d, m'- (y, r)|,

and |p'- (r)1, |p"- (r)| are uniformly bounded on r E [-M, 0).

A2 The limits m+ (y, 0), m- (y, 0), m/+ (y, 0), m'-- (y, 0), m'+ (y, 0), m'(y, 0), p+ (0),

p- (0), p'+ (0), p'- (0), p"+ (0), p" (0) exist, for d E {0, 1}, and uniformly in y.

A3 The density of R, fR (r), and the conditional densities fY|D=d,R=r (y) for d E {0, 1} are

continuous and bounded (uniformly in y) near 0. It is also bounded away from zero

near 0. R and Y have bounded support.

A4 K (.) , W (.) are Borel measurable, bounded, continuous, symmetric, nonnegative-valued

with compact support.

A5 The limits o+ (y) and o-2- (y) exist, uniformly in y.

A6 limE [11 (Y < Y) - md (y, r)13 D = d,R= r exists, uniformly in y.
r-+0 L

A7 The bandwidth sequences satisfy hi = 'Yh - nb and h 2 = -h 2 hl for some Y, and 7N2 ,

with 1< b < 1.

Assumptions Al, A2, and A5 ensure the underlying conditional distributions of poten-

tial outcomes are sufficiently smooth to be well-approximated by local linear functions, and

well-behaved at the discontinuity. A3 ensures that the distributions of the running variable

and dependent variable are well-behaved near the threshold. The assumption of bounded

support for R is without loss of generality, since the sequence of bandwidths ignores ob-

servations far from the discontinuity threshold. A4 is common in the kernel estimation

literature and ensures integrals involving the kernel functions converge. A6 allows us to

apply Lyapounov to obtain a functional central limit theorem. A7 specifies the sequence of

bandwidths such that the nonparametric estimates converge but are asymptotically unbi-

ased. Asymptotic normality of the quantile treatment effect estimator, (1.5), follows from

the weak convergence as a process of conditional distribution function estimators, such as

(1.11), and the functional delta method (van der Vaart, 1998). The following lemma estab-



lishes the weak convergence as a process of the local linear conditional distribution function

estimator, (1.11).

Lemma 2 Under assumptions 1-3 and Al-A7 the sequence

{ nhn (frYID=O,R=O- (Y) - FYID=O,R=O- (Y)) : y E R

is asymptotically tight in f (R) and converges in distribution to a Gaussian process.

This result may be of interest in its own right, as it would be the basis of deriving the

the limiting distribution of any parameter that is a function of the counterfactual distri-

butions, including distribution treatment effects, counterfactual densities, and comparisons

of stochastic dominance. Having established that the local linear conditional distribution

function estimators converge as processes, we can apply a functional delta method to derive

the limiting distribution of the quantile treatment effect estimator in the following theorem.

Theorem 3 LQTE Asymptotic Distribution.

Let c be the vector ( 1 -1 ). Then under assumptions 1-3 and Al-A7 and for r E

(0,1), the local linear quantile treatment effects estimator, (1.5) is asymptotically normally

distributed with a limiting distribution given by the following:

n2 (6LQTE (7-) - OLQTE (7)) - N [0, c' JPc P P'JF'c] (1.14)

where 1/5 < b < 1, as in A77, the matrices Jpc, Jp, and Ep are as follows:

(fYIC,R=O (QY1|C,R=o

0

1
Jp =

1 ) (1.15)
( fYo lC,R=0 (QYo lC,R=0 (T &)-

p+ (0)

-p- (0)

0

0

D+1 (QY1|C, R=0 (T))}

--DI- (QY1|C,R=0 (-r))

0

0

1 - p~ (0)

- (1 - p+ (0))

D+ (QYoIc,R=o (T))

-Do (QYolc,R=o (T))

, (1.16)

JFc



where

D+/- (y) = lim FYID=d,R=r (Y) - FYdIc,R=o (y),dr->0O+/ -

and Eip is a diagonal matrix with diagonal elements given by w+u + (y), -o- (y), w-,2- (y),

w+o92 (y), w+p+ (0) (1 - p+ (0)), and w-p~ (0) (1 - p (0)), respectively.

1.6 Inference

In this section I discuss hypothesis testing and construction of confidence intervals for

the local linear quantile treatment effects estimator, (1.5). One method is to consistently

estimate the asymptotic variance derived in Section 1.5, and apply the asymptotic normality

result to test hypotheses or construct confidence intervals. A second method is to use the

nonparametric bootstrap.

Consistent estimation of the asymptotic variance requires consistent estimates of the

components the matrices JFc, Jp, and Ep given in Theorem 3. Each element in these matri-

ces is estimated as an intermediate quantity in the estimation procedure suggested in Section

1.4, with the exceptions of fYilc,R=o (QYlc,R=0 (T)) and fYoIc,R=o (QYoic,R=o (T)) in JFc,

and fR (0), o-+ (0), and U- (0) in Ep. The conditional densities fYilc,R=0 Yilc,R=0 (T)

and fyoic,R=o (Qyoic,R=o (T)) can be written analogously to the conditional distribution

functions (1.8) and (1.9), but substituting in the corresponding density functions for the

distribution functions there:

lim fYID=1,R=r (y) lim E [DjR = r] - lim fYID=1,R=, (y) lim E [DIR = r]

fY IC,R=o (y) = r-+0+ r-4+ r->0 - r--

lim E [DR = r] - lim E [DIR = r]
r->0+ r-+0-

lim fYID=oR=r (y) lim E [1 - DIR = r] - lim fYID=O,R=r (y) lim E [1 - DIR r]
fYo|C,R=0 (Y) = r-,0+ r->0O+ r--+0- r-0-

lim E[1-DIR=r]- lim E[1-DIR=r]
r -- 0+ r-

The densities lim fYjD=1,R=r (y), lim fYID=1,R=r (y), lim fYID=O,R=r (y), and lim fY|D=O,R=r (y)r-+0 r--+0- r->0- r->0O+
in these formulae, as well as fR (0) can be consistently estimated using Fan, Yao, and Tong's

(1996) local linear conditional density estimator. The conditional variances o + (0) and

o ~ (0) can be estimated using local linear regression (Fan, 1992). After constructing con-

sistent estimates of the asymptotic variance from these intermediate consistent estimates,

hypothesis tests or confidence intervals based oi the normal distribution will be consistent.

The second method for performing inference is the nonparametric bootstrap. Validity



of the bootstrap in this setting depends on (a) the ability of the bootstrap to consistently

estimate the distributions of the component nonparametric conditional mean estimators of

the form (1.11), and (b) the applicability of a bootstrap delta method for valid inference on

the final estimand. Shao and Tu (1995) and Horowitz (2001a) show the bootstrap is valid

for nonparametric kernel conditional mean estimators if the asymptotic bias is removed,

as it will be if the bandwidth is chosen to satisfy the conditions of Theorem 3. The first

condition for bootstrap validity therefore is likely to be satisfied here. 8 The second condition,

a bootstrap delta method, would follow from an extension of Theorem 3.9.11 in van der

Vaart and Wellner (1996) to nonparametric estimators. This theorem requires that the

functional defining the final estimator be Hadamard differentiable, and that the component

estimators converge as processes, both of which are shown in the proof of Theorem 3. For

the purposes of this paper I conjecture that the result extends, and I accordingly use the

nonparametric bootstrap for inference in the application. Advantages of the bootstrap

over estimating the asymptotic variance include that accomodating features of the data

such as clustering is straightforward for the bootstrap, as well as availability of software

implementations of the bootstrap.

1.7 Monte Carlo results

To illustrate the practical performance of the various procedures for estimating quantile

treatment effects in the RD design, in this section I present the results of Monte Carlo

simulations. The primitive of the model underlying the simulations is the joint distribution

of (Yo, Y, D, R), which I specify as follows: R ~ N (0, oi), Y = R + o, Yi = Yo - E1 , D =

1 (Y - Yo + yl (R > 0) > ED), and the disturbance terms (CO, E1, ED) are jointly normal and

independent with mean zero and variances o,, , and o, respectively. This model could

be interpreted as a simple Roy model of selection on gains where exceeding the threshold

R = 0 reduces the gross cost of treatment, ED, by -y. It exhibits the key features of the RD

design with heterogeneous treatment effects. Note that the average treatment effect (ATE)

is zero. In this model, the complier group is C = {0 < ED + l < y}, and for positive y, the

local average treatment effect (LATE) is negative.

8 Shao and Tu (1995) and Horowitz (2001a) discuss locally constant estimators, but the arguments go

through for local linear estimators as well. Consistent with this, Kim and Truong (1998) apply the bootstrap

to local linear smoothers.



Two key parameters affecting the performance of the estimators are the sample size,

N, and the change in the probability of treatment at the threshold, Ap. The greater the

magnitude of Ap, the higher the precision of the estimator. In the simulation model, the

parameter y controls this change in probability:

AP___ = P ( (0).

I illustrate the performance of the estimators for several scenarios which are broadly

representative of actual empirical examples. For each scenario, I perform 500 repetitions

with parameter values UR = U o i = D = 1, with -y = .5 ("small Ap") or -y = 3

("large Ap") and a sample size of either N = 10, 000 ("small N") or N = 100, 000 ("large

N"). To call a sample size of 10,000 "small" of course reflects the demands on the data

nonparametric estimators require in general. I use a uniform kernel with bandwidths chosen

as described in the appendix.

The key comparison is between local linear estimation of the quantiles of the compliers'

potential outcomes and the "local constant" approach, (1.4) that applies instrumental vari-

ables quantile treatment effects estimation using kernel weights to narrow in on the thresh-

old, ignoring the running variable (Abadie LQTE9 ). Within the local linear approaches, I

performed simulations for the three alternatives mentioned in Section 1.4: (1) direct quantile

estimation by local linear check function minimization; (2) inverting local linear 2SLS esti-

mates of the distribution functions; and (3) the preferred approach of inverting estimates of

the distribution functions obtained by estimating the components separately (RD LQTE).

In all scenarios the check function approach had virtually identical performance to the pre-

ferred approach, except it took longer to compute. Compared to the preferred approach,

check function minimization required 55 percent more cpu time and more than 3.5 times as

many iterations to converge (on average 19.8 iterations per quantile estimate versus 5.6 it-

erations for the preferred approach). The local linear 2SLS approach also performed nearly

identically to the preferred approach, except in scenarios with smaller sample sizes and

unbalanced numbers of treated units above and below the threshold ("large Ap"), where it

performed slightly worse (that is, greater bias and variance). Accordingly, I present results

9 Although I refer to the application of Abadie, Angrist, and Imbens's (2002) IV quantile treatment effects
estimator to the RD setting using the shorthand "Abadie LQTE", I emphasize those authors did not propose
applying their estimator to the RD design.



from the preferred technique as indicative of the local linear approaches, and I show results

from the local linear 2SLS approach only when it differs perceptibly from the preferred

approach.

The first simulation scenario, "large N, large Ap", represents the most favorable con-

ditions for the estimation procedures. I set -y = 3, which implies a jump in the probability

of treatment at the threshold of about 48 percent, and I use a sample size of 100,000. This

change in the probability and the sample size are on the order of those found in several re-

cent RD studies, including Matsudaira (2008) and Jacob and Lefgren (2004). In this and all

scenarios, bandwidths for the preferred approach were chosen in each repetition according

to the procedure outlined in Appendix B. Typical values for hmean were in the range .15-.3.

The bandwidths for the local constant approach were chosen to minimize the simulated

mean squared error. While this choice is infeasible in practice, it gives an upper bound on

how well a local constant approach might perform relative to local linear approaches.

Figure 1-1 shows the results of the simulation under this scenario for RD LQTE. The

figure shows the average point estimate for each quantile index, as well as the pointwise (in

the quantile index) 90 percent confidence interval spanned by the fifth and 95th percentile

estimate. The figure shows that the bias is very small, despite the fact that the estimator

consists of nonlinear functions of estimated quantities. The estimates also appear to be quite

precise, although the simulations are not calibrated to any particular economic context to

give the scale meaning. By way of comparision, Figure 1-2 illustrates the performance of

applying the locally constant Abadie LQTE approach to the RD setting. The confidence

intervals are somewhat wider, and the estimates are substantially biased. Thus in terms

of bias and variance, the local linear RD LQTE approach appears to do strictly better,

although for samples this large and discontinuities of this size the difference is not extremely

large.

The second simulation scenario, "small N, large Ap" illustrates the implications for the

performance of the estimators when the sample is smaller. The change in the probability

of treatment remains at 48 percent, but I use a sample size of 10,000. This corresponds

roughly to the empirical application in Section 1.8 based on Gormley, Gayer, Phillips, and

Dawson (2005). Figure 1-3 shows the confidence intervals for RD LQTE are substantially

wider than for the large N case, but the bias remains negligible. Figure 1-4 shows Abadie

LQTE, on the other hand, has confidence intervals around 30 percent wider still than RD



LQTE, and the bias is also larger than for the large N case. This scenario represents a

situation where the approach of separately estimating the components of the distribution

functions (1.8) and (1.9) may have advantages over the local linear 2SLS approach, since

there are few untreated units above the threshold and many below the threshold. The

local linear 2SLS approach implicitly uses the same bandwidth above and below, while the

preferred approach allows separate bandwidths to be chosen optimally. Figure 1-5 shows

that the implicit single bandwidth slightly worsens performance. Compared to the preferred

approach, the local linear 2SLS approach exhibits slightly more bias and variance, although

the difference is small.

Finally, the third scenario, "large N, small Ap" preserves the large sample size of

100,000, but sets -y = .5, implying a change in the probability of treatment at the threshold

of about 14 percent. Figure 1-6 shows the results from this scenario for RD LQTE. Despite

the large sample size in this scenario, the smaller Ap results in the widest confidence inter-

vals for any of the simulation scenarios I consider. The bias, however, remains negligible,

even for a much smaller Ap. As Figure 1-7 shows, the confidence intervals for the applying

Abadie LQTE to RD are also widest for this scenario, and the bias is the greatest as well.

Thus even for relatively large sample sizes, a small jump at the threshold in the probability

of treatment can result in significant bias in the local constant approach.

In summary, the simulation exercises highlight that the proposed estimation procedure

requires relatively large samples, a large discontinuity in the probability of treatment, or,

ideally, both, to attain good precision. In all cases, however, the bias was minimal. The

simulations also highlight that local linear approaches perform unambiguously better than

an approach ignoring the effects of R within a window around the discontinuity.

1.8 Application: Effects of Universal Pre-K

In this section I apply the RD quantile treatment effects procedure to an example from the

literature which will both illustrate how the procedure might be applied to real-life questions,

as well as point out some challenges faced by nonparametric estimation of distributional

effects.

Interventions designed to improve educational performance are one setting in which dis-

tributional effects may be important to policy makers. One such policy that specifically



targets the lower end of the distribution is the introduction of universal pre-K programs.

Gormley, Gayer, Phillips, and Dawson (2005) use a regression discontinuity design to ana-

lyze an Oklahoma universal pre-K program, and find significant positive effects on average

test scores measuring cognitive development along a variety of dimensions. By conditioning

on various socio-economic status indicators, they find indirect suggestive evidence that the

program also has positive effects on the lower end of the distribution. The quantile treat-

ment effects estimator developed in this paper allows direct investigation of the effect of the

policy on the lower end of the distribution.

Oklahoma introduced a universal pre-K program for four-year-olds in 1998, and by 2002-

2003 (the period I analyze) 91 percent of the state's school districts were participating,

including Tulsa Public Schools (TPS), the largest district in the state, and the district from

which my sample is drawn.

A child's participation in the pre-K program is voluntary (on the part of the parents),

but is subject to a birthday cutoff eligibility rule. Children who had turned four years old by

September 1, 2002 were eligible for the program, while younger children were not. Figure

1-8 shows the discontinuity in probability of treatment that the eligibility rule induced.

Because the participation among children who missed the cutoff is essentially nil, local

treatment effects in this setting correspond to the effect of treatment on the treated.

At the start of the 2003-2004 school year, all incoming kindergartners and TPS pre-K

participants were given the Woodcock-Johnson Achievement Test, a nationally normed test

that has been widely used in studies of early education. Treated students are those who

participated in a TPS pre-K program the previous year.

I use a sample of 4,710 incoming TPS kindergartners and pre-K participants. The

dataset includes exact date of birth, an indicator for participation in TPS pre-K the previous

year (the treatment variable), and scores on the three Woodcock-Johnson subtests: Letter-

word, Spelling, and Applied Problems.

Using a uniform kernel and bandwidths chosen by the plug-in method described in the

Appendix, I estimated the local treatment effects of attending the Pre-K program on the

three subtests of the Woodcock-Johnson test. The estimated optimal bandwidths were on

the order of 30 to 40 days. The estimated local quantile treatment effects of TPS pre-K

programs on scores on the three subtests of the Woodcock-Johnson tests are plotted in figure

1-9. The figure shows the point estimates for each quantile index, as well as pointwise (in



the quantile index) 90 percent confidence intervals from bootstrap simulations.

Panel A shows a relatively precisely estimated two to four point (around 80 percent

of a standard deviation) effect on the lower end of the distribution of the Letter-Word

Identification score, with the effects in the middle of the distribution somewhat larger

than at the lowest end. Effects on the upper end of the distribution are less precisely

estimated, but the point estimates decline at the upper end, and the effect ceases to be

significantly different from zero. We cannot rule out, however, that the effects on the

upper end of the distribution are as large (or larger) than those at lower points in the

distribution. Effects across the distribution of the Spelling score are plotted in panel B,

and are similar to the results for the Letter-Word Identification scores. Panel C shows

the effects of pre-K participation on the Applied Problems score. The point estimates are

largest and most precisely estimated for the bottom end of the distribution, and similarly

to the other two subtests, point estimates of the effects for the top of the distribution are

smaller and less precise. For reference, the local average treatment effects10 (LATE) are

estimated to be 3.66 for Letter-Word Identification, 1.93 for Spelling, and 3.44 for applied

problems. An application of the local constant, Abadie-weighted approach (not reported)

yields a similar pattern across quantiles, but with point estimates higher by about two

tenths of a point, which is consistent with the bias observed in the simulations in Section 1.7.

The alternative local linear 2SLS approach to estimating the distribution functions yielded

results (not reported) very similar to those reported below for the preferred approach, but

with somewhat wider confidence intervals, consistent with the comparison made in the

simulations.

The estimation results imply that universal pre-K in Oklahoma succeeded in significantly

raising the lower end of the distribution of test scores, especially for the Applied Problems

subtest. These results are consistent with the Gormley, Gayer, Phillips, and Dawson's (2005)

findings that point estimates of average effects were larger for children from potentially

disadvantaged socio-economic groups. These results are subject to the caveat that they

measure the net effect of participating in a TPS pre-K program versus alternatives parents

might have chosen in absence of the program. The alternatives may have been different for

children at different points in the distribution, and thus we cannot draw conclusions about

1 0 LATE was computed as in Hahn, Todd, and van der Klaauw (2001): 6LATE =

[Y|R = 0+1 - g [Y|R = 0-] }/{ [DIR = 0+] - $ [DR = 0-] .



the gross impact of universal pre-K programs on the distribution of outcomes. An additional

caveat is that these results reflect the short-term effect. It's possible that children who did

not participate may catch up over time, although evidence from the Perry Preschool Study

(Schweinhart, Barnes, Weikart, Barnett, and Epstein, 1993; Anderson, 2008) suggests there

may be significant long term impacts of pre-K programs.

This application illustrated the ability of the estimation procedure to evaluate distribu-

tional policy effects, but it also highlighted some challenges involved with nonparametric

estimation in general, and especially with nonparametric estimators of distributional effects.

Meaningful inference requires large samples. The imprecision of the estimates for the upper

end of the distribution reflects the modest sample size compounded by the skewness of the

distribution of test scores, with much lower densities above the median.

1.9 Conclusion

In this paper I have introduced a new approach to estimating local quantile treatment

effects in an RD design, showing consistency and asymptotic normality. The estimator is

the horizontal difference between the marginal distributions of the potential outcomes for

compliers, which are estimated via local linear quantile regression techniques. In contrast to

other possible approaches to estimating distribution effects in an RD context, the procedure

I have developed here relies only on the LATE assumptions, and avoids the significant

finite sample bias that other "local constant" approaches suffer from, including the Abadie

quantile regression kernel-weighted at the threshold. Monte Carlo simulations confirm that

the bias of the approach I suggest is minimal compared to other approaches. The simulations

also show that the estimation procedure performs best when the research design involves a

large sample, a large discontinuity in the probability of treatment, or both.

An application of the procedure to estimating the effects of an Oklahoma universal pre-K

program across the distribution of test scores shows that the lower end of the distribution

is significantly raised, while estimates at the top of the distribution are smaller and less

precise. Other possibilities for applying the methodology are numerous, and include the

study of remedial education programs by Jacob and Lefgren (2004) and Matsudaira (2008),

the study of the UI Worker Profiling and Reemployment Services program by Black, Smith,

Berger, and Noel (2003), and the effect of unions on wages by DiNardo and Lee (2004). I



leave the application of the RD quantile treatment effects estimation to these questions and

others to future research.

Software implementations of the procedure developed in this paper are available at

http://econ-www.mit.edu/grad/frandsen/software .
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1.10 Figures
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Figure 1-1: RD LQTE Monte Carlo Results: large N, large Ap. The figure shows point
estimates and confidence intervals from a Monte Carlo simulation of RD LQTE with 500
repetitions, a sample size of 100,000, and a discontinuity in the probability of treatment at
the threshold of 48 percent.
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Figure 1-2: Abadie LQTE Monte Carlo Results: large N, large Ap. The figure shows point
estimates and confidence intervals from a Monte Carlo simulation of kernel-weighted Abadie
quantile regression with 500 repetitions, a sample size of 100,000, and a discontinuity in the
probability of treatment at the threshold of 48 percent.
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Figure 1-3: RD LQTE Monte Carlo Results: small N, large Ap. The figure shows point
estimates and confidence intervals from a Monte Carlo simulation of RD LQTE with 500
repetitions, a sample size of 10,000, and a discontinuity in the probability of treatment at
the threshold of 48 percent.
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Figure 1-4: Abadie LQTE Monte Carlo Results: small N, large Ap. The figure shows point

estimates and confidence intervals from a Monte Carlo simulation of kernel-weighted Abadie

quantile regression with 500 repetitions, a sample size of 10,000, and a discontinuity in the

probability of treatment at the threshold of 48 percent.
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Figure 1-5: RD LQTE via local linear 2SLS Monte Carlo Results: small N, large Ap. The
figure shows point estimates and confidence intervals from a Monte Carlo simulation of RD
LQTE via local linear 2SLS with 500 repetitions, a sample size of 10,000, and a discontinuity
in the probability of treatment at the threshold of 48 percent.
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Figure 1-6: RD LQTE Monte Carlo Results: large N, small Ap. The figure shows point
estimates and confidence intervals from a Monte Carlo simulation of RD LQTE with 500
repetitions, a sample size of 100,000, and a discontinuity in the probability of treatment at
the threshold of 14 percent.
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Figure 1-7: Abadie LQTE Monte Carlo Results: large N, small Ap. The figure shows point
estimates and confidence intervals from a Monte Carlo simulation of kernel-weighted Abadie
quantile regression with 500 repetitions, a sample size of 100,000, and a discontinuity in the
probability of treatment at the threshold of 14 percent.

Probability of pre-K participation

Days before cutoff

Figure 1-8: The figure plots the probability of attending TPS pre-K in 2002-2003 as a
function of birthdate relative to cutoff
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Figure 1-9: The figure plots point estimates and bootstrapped confidence intervals for the
effect of TPS pre-K participation on the distribution of scores on three WJ subtests. A
uniform kernel was used and bandwidths for each quantile index were chosen as described
in the Appendix. The estimated optimal bandwidths were on the order of 30-40 days.



Appendix A: Proofs of lemmas and theorems

The main identification result, Theorem 1, follows from a special case of the following

lemma. This lemma is an adaptation of Imbens and Rubin's (1997) and Abadie's (2002)

results, but applied to the regression discontinuity context.

Lemma 4 Expectations of Functions of Potential Outcomes for Compliers

Let h (.) be any measurable function on the real line such that E |h (Y)I < 00 and

E [h (Yd) |D1, D0 , R = r] is continuous and differentiable in r over an e-neighborhood of zero

for d C {0, 1}. Then under Assumptions 1-3, E [h (Yd) |C, R = 0] , d c {0, 1} is identified

from the joint distribution of (Y, D, R) as

E [h (Yi)|C, R = 0] =

lim E [h(Y)DIR =r] - lim E [h(Y)D|R =r]r--+0+ r-+0-
lim E [DIR = r] - lim E [D|R = r]

r--+0+ r--+0-
E [h (Yo)IC, R = 0] =
lim E[h(Y)(1 -D)|R=r] - lim E[h(Y)(1 -D)|R=r]

r--+0+ r-O
limE[1-DIR=r]- limE[1-DIR=r]

r-+0+ r--

Proof. First we show the difference in the expected treatment status across the thresh-

old is equal to the probability of being a complier in the neighborhood of the threshold:

limE[DfR=r]- limE[DIR=r] = limE[DiIR=r]- limE[DoIR=r]
r--40+ r-+0- r->0+ rO0-

= E [Di - DoIR = 0]

= Pr (D 1 > Do|R = 0)

= Pr (C|R = 0).

The first equality follows from the definition of potential treatment status. The second

equality follows from the continuity of the conditional expectations of potential treatment

in Assumption 2. The third equality follows from the fact that D1 - D0 equals one when

D1 > D0 and zero when Di = D0 , and by the monotonicity condition, Assumption 3,

Pr (D1 < DoIR = 0) = 0. The final equality follows from the definition of a complier. Next

we show that the difference in the expectation of h (Y) D across the threshold is equal to

the expectation of h (Y) for compliers, multiplied by the probability of being a complier,



which establishes the first result:

lim E [h (Y) DIR = r] - lim E [h (Y) DIR = r]
r-0+ r-o-

= lim E [h (Yi) DiIR= r] - lim E [h (Yi) DoIR = r]
r-4O+ r-0-

= E [h (Y 1) (D 1 - Do)IR = 0]

= E [h (Y) Di > Do, R = 0] Pr (Di > DoIR = 0)

= E [h (Yi)IC, R = 0] Pr (CIR = 0).

The first equality follows from the definitions of potential outcomes and potential treatment

status. The second equality follows from the continuity of E [h (Yd) IDi, Do, R = r] and

E [DdIR = r] (Assumption 2). The third equality follows from iterated expectations, and

the final equality follows from the definition of compliers. The steps for E [h (Yo) IC, R = 0]

are analogous. m

Proof of Theorem 1

Proof. The proof follows from lemma 4. Let h (Yd) =1 (Y 5 y). Then by the smooth-

ness condition, Assumption 2, E [h (Yd)|D, )Do, R] = FYID,,DO,R (ylr) satisfies the smooth-

ness hypothesis of the lemma, and by Assumptions 1-3, the remaining hypotheses of lemma

4 are satisfied, establishing that

limE[1(Y y)DIR=r)- limE[1(Y y)DIR=r]
F~lR0M r--.0+ r-+O- (1.17)Fy1 lc,R=0 (y = lim E [DIR = r] - lim E [DIR = r]

r--o+ r
limE[1(Y y)(1-D)|R=r]- limE[1(Y y)(1-D)|R=r]

F (y) - r O+ r--40~(.8FyoIC,R=o lim E [1 - DIR = r] - lim E [1 - DIR = r]
r-+o+ r--

By Assumption 2, Ft o (T) and F RO (T) exist, which establishes the result of the

theorem. m

Proof of Lemma 2



Proof. The local linear conditional distribution function estimator, (1.11), can be

written as a function of sample averages:

F'YlD=O,R=O- (Y)

An,I

Bn, I (y)

An,2Bn,o (y) - An,1Bn,1 (y)

An,2An,o- A2,

1 n 1 RK Ri)'

n n hn hn

1 (Yj 5 y) K (Rj Rj~
n =1hn hn hn

(1.19)

For simplicity, in this proof I consider a sample drawn from the joint distribution of (Y, D, R)

conditional on D = 0, R < 0, with a sample size of n, and I therefore omit explicit condi-

tioning on D = 0, R < 0 in sums. I write the bandwidth as hn to emphasize dependence

on the sample size. To show the weak convergence of FYID=o,R=o- (y) I establish that each

of the terms An, 0 , An, 1, An, 2, Bn,o (y), Bn,1 (y) converge weakly as processes, and apply a

functional delta method. I start by establishing the convergence as a process of

/h- (Bn,l (y) - E [Bn, (y)]), 1 = 0, 1, (1.20)

since the An,1 terms are trivial functions of y. Define a vector of random variables, Xi, and

indexing set T:

Yi

Ri

T =R.

Define the set of functions Fn = {f ,t : t E T}, with:

fn,t (Xi) = 1 (Y t) 1K< t) 7hf
R , 1= 0,1.

hn)

Then the process (1.20) can be written:

n

n i (f,t (Xi) - Pfnt) : t E T,



which corresponds to van der Vaart and Wellner's (1996) setup for Theorem 2.11.22 for

convergence of processes indexed by classes of functions changing with n. Letting P and

P* denote measure and outer measure, respectively, and p (s, t) a pseudonorm on R, the

conditions needed for convergence are the following:

1. There exist envelope functions F, : Ifh,t (x)I < F, (x) Vx, f, n which satisfy (a)

P*F 2 = 0 (1), and (b) P*Fn {Fn > q-/-n} -+ 0, for every q > 0

2. F7n, = (fn,s - fn,t : p (s, t) < J} and Flo% are P-measurable for every J > 0

3. fn,t satisfy:

sup P (fn - fn,t) 2 -+ 0, for every o5 , 0,
p(s,t)<5n

4. The uniform entropy condition on page 220 of van der Vaart and Wellner holds.

Start with the first condition (envelope functions). Define a set of envelope functions to

be:

Fn = I K -| - =0,1.
" h/h hn hn

Clearly these are envelope functions for class Fn. Under the measurability assumption,

condition la can be written:

PF = J ( K(n) ') dFRR<o,D=o0 ( 0,1

(K (u) (u)1) 2 fR (h,,u) du, 1 = 0, 1,

making the change of variables u = (-. Condition la then holds under our boundedness

assumptions on R and K (.). Condition lb holds trivially for 1 = 0 for bounded K (-).

For 1 = 1. lb is essentially the Lindeberg-Feller condition, and holds if, for example, R is

bounded. Condition 2 is implied by our assumption that K (-) is measurable.



The quantity in condition 3 can be written:

sup P (f - fAt) 2

p(s't)< n

= sup(P (1(Yi< s) - 1 (YI t)) d50) K
p(S't)<61 ( /- n hn )

SUP ( (< S) - 1 (y < t))2 dFY|R=r,R<0,D=0 (Y)
Jr0 p s,t)<o Jy

x I( ---K (r,) d FR|R<0,D=0 T

In view of condition la holding, condition 3 holds if we have:

SUP (1 (y < s) - 1 (y < t)) 2 dFY|R=r,R<,D=0 (Y)
p(s,t)<6" Jy

- SUP FYIR=r,R<0,D=O (S) 2 FY|R=r,R<0,D=0 (s A t) + FYIR=r,R<O,D=O (t)
p(s,t)<Jn

= sup FY|R=r,R<O,D=O (s V t) - FYIR=r,R<,D=0 (s A t) -* 0,
p(s,t)<Jn

for every on 1 0. This holds under equicontinuity of FyiR=r,R<0,D=0, which follows from the

uniform boundedness of fYIR=r,R<O,D=0 in A3.

Finally, by example 2.11.24 on page 221 of van der Vaart and Wellner, condition 4 is

satisfied since Fn is VC class with a VC index of 2. To see this, note that every one-point

set is shattered, but a two-point set:

{ Xi, X2} = , 2

with, say, y1 < Y2 is not shattered because the function cannot pick out {x 2 }. This es-

tablishes that the Bn,l (y) terms converge. A similar argument applies to the A",1 terms.

By the Cramer-Wold device the terms converge jointly. Finally, we need to establish the

Hadamard differentiability of (1.19). Define (1.19) as a map #: (R3 x too (R)2) --+ R, and

define f (R) as the set of all uniformly bounded real functions on the real line, and C (R)

as the space of continuous functions on the real line. As a map from R5 to R (for a fixed

value of y) the usual differentiability of # implies Hadamard differentiability tangentially

to the subspace Do = (R3 x C (R)2 ), and the conclusion follows by the functional delta



method. m

Proof of Theorem 3

Proof. The estimator (1.5) is a (Hadamard) differentiable function of several interme-

diate estimators. Let the vector of component quantities in (1.8) and (1.9) be

lim FyID=1,R=r (Y)

lim FyID=1,R=r (Y)
r -

lim FyiD=0,R==r (Y)

lim FYle=0,R=r (Y)r- 0+
lim E[DIR = r]

r--0+

lim E [D|R = r|
,r-+0-

with P as the corresponding vector of estimators. The j-th element of P is a local linear

estimator of the conditional expectation of some variable, Lj , approaching R = 0 from the

right or the left. Hahn, Todd, and van der Klaauw (1999) established the joint convergence

in distribution of local linear estimators of this type. Given assumptions A1-A7, which are

analogous to their conditions, we can apply their result to establish the joint convergence

in distribution of P:

ni 29- N [0, Ep],

where Ep is a diagonal matrix with diagonal elements given by W (y), w-1g (y),

wo' (y), wa" (y), wjp+ (0) (1 - p+ (0)), and w-p- (0) (1 - p (0)), respectively, and

w+ and w- are defined by (1.13). The off-diagonal elements are zero since the first four es-

timators in P use separate observations, and they all involve conditioning either on D = 1 or

D = 0. Choosing the bandwidth according to Assumption A7 in this section undersmooths,

in the sense of Horowitz (2001b), causing the bias squared to converge to zero at a faster

rate than the variance, correctly centering the asymptotic distribution.

Next I turn to the joint limiting distribution of the local linear conditional distribution

(FyICRO (n')
function estimators, . This vector of estimators is a differentiable func-

FY\IC,R=O (y) )



tion of P, so by the multivariate delta method and Lemma 2 we have that ( FyI C,R(=o (Y)

FYoC,R=0 ( Y )converges as a process:

1- FY1|C,R=0 (Y) FY 1 C,R=0(Y) d
n 2 A->N (0, JpEpJyf],

FYoIC,R=0 (y) FYoIC,R=O (Y)

where Jp is the Jacobian of the map from P to FYiC,R=O (Y) in (1.8,1.9) evaluated
FYtC,R=0 (Y)

at the truth, given by (1.16) in the text.

Finally I apply the functional delta method to derive the the limiting distribution of the

quantile treatment effect estimator, (1.5). In terms of vectors, (1.5) can be written:

6LQTE (T) = C ' Y1C,R=o() (1.21)

LYo C,R=(

which leads to the conclusion:

n2 ( LQTE (T) - JLQTE T)) -4 N [0, c'JFc JpJp E P4 c,

where JFc is the Jacobian of the inverse in (1.21) evaluated at the true quantile, given by

(1.15) in the text. This completes the derivation of the result. *

The preceding theorem was for the simplest local linear distribution without smoothing

in the y-direction. If we add smoothing in the y direction, then using Yu and Jones's (1998)

Lemmas 1 and 2, a typical diagonal element of the variance covariance matrix of P is:

(p1 R\ (K) h
Var (0)R = (F (yjO) (1 - F (yjO)) -- fy (y|O) c (W) h2 ) + O, ,nhifR (0) (nhi

where R (K) = f K (u) 2 du and a (W) = f Q (t) (1 - Q (t)) dt. If we continue to set the x-

direction bandwidth as hi = Yhbn-b and h2 = 7h2h2, as suggested by Yu and Jones (1998)

then the limiting variance becomes:

nl-bVar g|R) = F(0R (K) F (yO) (y)) + Op ,"(h 1 fR (0) n2b



and the fp (y|0) a (W) h2 term drops out in the limiting variance, and the limiting variance

derived in the proof continues to hold. The bias-squared term in the double smoothed

estimator is:

B2= {F20 (Y0) p2 (K) h + F 2 (y0) p 2 (W)h},

wher Fab(Y IZ) -a 2 F(yjz).
where Fa (yaz) = . Plugging in the rule for bandwidth, we get:

nl1b B 2 = C) (5b).

\ n 12 /

Since b > 1/5, the limiting bias is zero in the double-smoothed case as well, and thus under

our conditions the limiting distribution for the double-smoothed estimator is the same as

for the simpler estimator.

Appendix B: Bandwidth Selection

The estimation procedure I propose for estimating the p-th quantile treatment effect involves

choosing two bandwidths for each conditional distribution function being estimated: hi,p

for local linear smoothing along the running variable, R; and h2 ,p for smoothing "in the

y-direction." Yu and Jones (1998) derive operational rules of thumb for choosing these

bandwidths in the context of local linear quantile estimation:

hi,p = hmean {P (1 p) /4 (<- 2 1()/5

h2,p = max h /2, 1  if hi,/2 <

h1/2
and 1 otherwise,

1,p

where p is the quantile index being estimated, # and <D are the standard normal density

and cdf, respectively, and hmean is a suitable bandwidth for estimating a conditional mean

at a boundary. I now turn to the choice of hmean. I'll describe the case where we are

estimating lim FYID=1,R=r (y). The cases for estimating the other conditional distributions
r- ++

are, analogous. Let m (0) r lim E [Y|D = 1, R = r] be the conditional mean corresponding
r-+o+ I

to the conditional distribution we are estimating. As Imbens and Lemieux (2008) suggest

for the RD context, I choose hmean to minimize the approximate mean squared error of an



estimator of this quantity. However, instead of the cross-validation method they propose,

I suggest the plug-in method. This has been shown to have better convergence properties

theoretically (see Ruppert, et al, 1995 for discussion), and in practice I have found plug-in

to be more reliable than cross-validation. Fan (1992) shows that the mean squared error of

this estimator can be written:

E [(f (0)- (0)) {R}

= ( a Ki (0) M " (0+ ))2 4 K (0) o (0+ ) -i ( 4 +
4 nhn fRID=1,R>O (0) nhn

where we have slc = f. K (u) u'du (1 = 0, 1, 2, 3),

S 2 ,c - S1,cS3,c
afK (C) =2

S2,cSO,c - S1,c

c f, (S2 ,c - uS1,c) 2 K 2 (u) du
OK (C) =2'

[S2,cSO,c - c

Simple algebra shows that the optimal bandwidth is

OK (0) 00 01/
hP=n-1/5 fRID=1,R>0(0)

ho~t =a2- (0) (M ", (0+ ))2

The plugin method (Hall, Sheather, Jones, and Marron, 1991) consists of estimating the

quantities in this expression to compute the optimal bandwidth. The quantities to be

estimated are n" (0+) lim 2E [YID = 1, R = r], o, (0+) lim Var (YID = 1,R=r).
0+ r 0+

For of (0+) and m" (0+) I adapt the methods of Ruppert, Sheather, and Wand (1995). The

estimator for m" (0+) is obtained by estimating a quartic fit in the (R > 0, D = 1) cell:

ma" (0+) = 2e' (R4,0 R4 ,O)1 R',Y,

where e, denotes a column vector with a one in the s-th position and zeros elsewhere,

1 R1 -c .-- (Ri -c)P

1 R -C c.-.. (Rn -c)P



and n is the number of observations in the cell. The estimator for o (0+) is obtained using

the residuals from this same quartic fit:

&2 (0+) = ( -5) y{Y - ?lnQ (R?,)} 2

i=1

where fnQ (c) is a least squares quartic fit. Finally, for fRID=1,R2o (0) I use the following

boundary kernel estimator (Jones, 1993):

fRID=1,R>o (0) = (nh>1  KL

where n is the sample size conditional on D = 1 and R > 0, and the boundary kernel is

given by:
(S2,0 - si,or) K (r)

KL (r)=- 2
80,032,0 - 81,0

and the bandwidth is chosen by a simple rule of thumb (Silverman's rule).

Plugging these estimates in, I compute the bandwidth for the mean as

(K (0) ___0+) 1/5

hma = n -1/5 fR1D=1(0+)_hmean 2 (0) (fin" (0+))2

In the case of the uniform kernel, K (u) = .5 x 1 (Jul < 1), the constants in this expression

are aK (0) = 1/6 and OK (0) = 4.





Chapter 2

Union Wage-setting and the

Distribution of Employees'

Earnings: Evidence from

Certification Elections

2.1 Introduction

How do unions affect the earnings distribution? This question is at the heart of the debate

over the causes of increasing U.S. inequality over the past three decades. While market forces

such as international trade and the supply of and demand for skilled labor have probably

played a role (Juhn, Murphy, and Pierce, 1993; Katz and Murphy, 1992), institutional

forces such as falling unionization rates may also have contributed (Freeman, 1993; Blau

and Kahn, 1996; DiNardo, Fortin, and Lemieux, 1996; Card, 2001). From 1979 to 2009

the U.S. private sector unionization rate fell from about 25 percent to 8 percent (Bureau of

Labor Statistics, 2010; DiNardo, Fortin, and Lemieux, 1996). To estimate the impact of this

drop in the unionization rate, DiNardo, Fortin, and Lemieux (1996) construct counterfactual

wage densities based on observed characteristics and show unionization is associated with

substantial wage compression. If this compression reflects the causal effect of unionization,

then deunionization accounts for a significant part of the increase in U.S. earnings inequality.

Comparisons between the earnings of unionized and non-unionized workers robustly



show a positive union wage gap, especially in lower skill groups, but recent efforts to esti-

mate the causal effect of unionization have generated mixed results.1 Quasi-experimental

evidence from DiNardo and Lee (2004), for example, shows little effect on employer out-

comes, apparently at odds with regression-based comparisons. At the same time, this small

average effect may mask significant, but offsetting effects on different features of the distri-

bution.

The main objective of this paper is to identify the causal effect of unionization on the

distribution of employee earnings. The target of estimation can be understood in terms

of a hypothetical experiment where a set of establishments are randomly assigned to be

unionized or not. The causal effect of interest is the difference between the subsequent dis-

tribution of earnings among employees at the unionized and non-unionized establishments.

To approximate this hypothetical experiment, this paper adapts DiNardo and Lee's (2004)

regression discontinuity (RD) design based on union certification elections, using admin-

istrative records on individual earnings matched to establishment-level election results. If

establishments where the union barely won and barely lost are otherwise comparable, the

resulting difference in the distribution of employees' earnings is due to the causal effect of

unionization.

The paper motivates the possibility of distributional effects by analyzing the union wage-

setting problem in the context of a certification election. The theoretical section of the paper

highlights how the the need to garner the support of a majority of workers can lead to a

wage schedule that raises the wages of lower-productivity workers but reduces the wages of

higher-productivity workers, resulting in a wage-compressing effect of unionization.

Consistent with DiNardo and Lee (2004), the RD estimates reported here show little

effect of unionization on average earnings. At the same time, my results provide clear

evidence of a distributional effect. Specifically, unionization raises the lower tail of the

earnings distribution by around 25 log points, while reducing earnings at the very high

end. Further empirical results show unionization increases turnover for higher productivity

workers, but not for lower productivity workers, consistent with the model's interpretation of

union wage compression as reflecting a wage schedule that raises lower-productivity workers'

wages but reduces the return to skill.

'Lewis (1986) surveys the large early literature on union wage gaps, while Blanchflower and Bryson (2003)
offer an updated look using newer data. Quasi-experimental evidence on the causal effect of unionization
includes DiNardo and Lee (2004) and Lee and Mas (2009).



The remainder of the paper proceeds as follows. The next section describes the U.S.

private sector unionization process and highlights the theoretical implications this process

has for the distribution of earnings. Section 2.3 describes the data used in the empirical

work. Section 2.4 lays out the research design and the econometric framework for identifying

and estimating the effect of unionization on the distribution of earnings, and section 3.4

presents the estimation results. Section 2.6 summarizes the findings and concludes.

2.2 Background

2.2.1 NLRB election process

Since 1935, most U.S. private sector unionization has been governed by the National Labor

Relations Act (NLRA), which specifies the rights of unionizing workers. While an employer

may voluntarily bargain with the workers' chosen representative, or in some cases may be

required to do so even without an election, the traditional process by which workers unionize

is through a National Labor Relations Board (NLRB) secret ballot election.2 Although in

practice an organizing drive is often fraught with disputes and delays, the following steps

describe the stylized path a group of workers follows to form a union:3

1. Petition drive: Union organizers lobby workers, collect signatures expressing a desire

to hold an election, and submit a petition to the NLRB to hold an election. If the

petition is accepted, the NLRB ascertains the scope of the bargaining unit and sets

the election time and place, usually the workplace.

2. Election: Eligible workers vote for or against the union, and the union wins if it

receives a simple majority (50 percent + 1) of the votes cast.

3. Certification: If the union wins, the NLRB certifies it as the sole authorized represen-

tative of the workers in the bargaining unit, and requires the employer to bargain "in

good faith" with the union.

2 Secret ballot election has historically been the dominant form of new unionization, although in recent

years voluntary recognition through neutrality agreements and card checks have become more common.

(Brudney, 2005)
3 The simple process laid out here follows the procedures described in NLRB (2010). See Ferguson (2008)

and DiNardo and Lee (2004) for a more complete description of the possible complications and objections

that can be raised at each step.



4. Bargaining: The employer negotiates with union representatives over a collective bar-

gaining agreement. If an agreement is reached, the contract becomes binding for all

employees in the unit.

NLRB certification elections may include two or more competing unions on the ballot.

In the case of multiple competing unions, a simple majority is still required for certification.

Elections may also be held to remove union representation altogether (decertification) or

to replace one union with another. These cases, however, occur relatively infrequently, and

the analysis focuses on certification elections.

2.2.2 Theoretical framework

How do the incentives a union faces in a certification election affect wage setting? The model

developed here takes as its starting place that the primary objectives of union leaders are

survival and expansion of the organization, and retention of their offices (Atherton, 1973;

Ross, 1948; Berkowitz, 1954; Ashenfelter and Johnson, 1969). Accordingly, a union facing

a certification election will pursue a wage agreement that maximizes the probability of

winning. The theoretical framework in this section is similar to Farber (1978), Booth (1995),

Acemoglu, Aghion, and Violante (2002), and Lee and Mas (2008), who also consider the

effects of majority-rules politics on union wage policies, but I focus on the implications for

the distribution of workers' wages.

Union Election and Wage-setting Model

t=1 t=2 t=3 t=4

Union proposes Workers vote Workers decide to Employer makes investment
wage schedule w(H) quit or stay and hiring decisions.

Production resumes

Figure 2-1: The model

The model casts the union election and wage-setting process as a four-stage game.

The stages, shown in Figure 2-1, follow the stylized union certification process described

above. In the first stage, a union petitions to represent the workers at a plant (currently

producing in the competitive sector) and proposes a wage schedule, w (H) = (v + r (H)) H,

which gives a worker's wages as a function of his or her human capital, H. The outside



(competitive) price of human capital is v, and r (H) denotes the union rent earned by a

worker with human capital H. The term "union rent" hightlights that r (H) is the difference

between the competitive and union price of skill. In the second stage, workers vote for the

union if their union rent, r (H), exceeds their individual cost of union representation, q,

provided the wage schedule doesn't cause the plant to shut down. The voting rule can

therefore be written 1 (q < r (H)), subject to the plant not shutting down. The cost of

union representation q reflects any pecuniary (e.g., union dues) or nonpecuniary factors

affecting workers' preferences for union representation outside of wage differences, and is

assumed to be independent of H. In the third stage, workers decide whether to quit or

stay, after observing the outcome of the election. Workers stay if their union rent exceeds

their cost of unionization, net of an individual-specific switching cost, e, also independent

of H. The worker's decision rule after a union victory is therefore 1 (q - e < r (H)), where

the worker stays if the indicator is equal to one. Finally, the employer makes investment

and hiring decisions to maximize profits.

The production technology combines H with another factor, K, in fixed proportions

with constant returns to scale, so the production function can be written Y (H) = yH.

Normalizing the H/K ratio to unity, the competitive return to K is y - v. A fraction OK

of K is sunk in the production relationship.

Two assumptions in the model setup are important for the results. The first is that

workers' decisions to vote for a union or quit their job depend on more than simply a

comparison of wages. These other factors are modeled as union costs 7 and switching costs

E. The presence of the union cost in the model prevents the union from being able to assure

100 percent vote share with only an infinitesimal wage increase to all workers. The presence

of the switching cost prevents the unrealistic scenario that all workers who vote against the

union quit after a union victory, and thus widens the scope for the union to cater to specific

groups of workers. The union and switching costs are assumed to reduce the effective union

and outside return to human capital, respectively. While the specific functional form is

a simplification, the substantive assumption that the "equivalence premium"-the dollar

amount by which a union would have to raise a worker's earnings to make him indifferent

between a union and no union-is on average increasing in a worker's outside wage is

important. A concrete motivating example is that union dues are commonly collected as

a percentage of wages. The consequence of this assumption for the model is that it makes



it more efficient for the union to shift resources to attract the votes of workers with lower

outside options.

The second key assumption is that employers face short term rigidities in adjusting

inputs. The model captures this in a simple way following Caballero and Hammour (1998)

by assuming the chosen technology takes fixed ratios of inputs. The assumption is that

while technology can adjust over time, it is essentially fixed over the period relevant for an

initial collective bargaining agreement. Consequently, employers cannot undo the effects of

a union wage schedule by immediately adjusting the production inputs. An alternative way

of capturing this that leaves the results substantively unchanged is to allow the employer

to fully adjust K, but have the union impose firing costs.

The union's optimal wage schedule is shown in the theory appendix to maximize the

expected vote share, subject to a minimum profit constraint for the employer:

maxJ F. (r (h)) dFH (h)
r(h)f

st. (#K (y - v) - r (h)) hF.,_ (r (h)) dFH (h) > 0.

Concrete functional forms illustrate the main implications of the model. Assume H is log-

normally distributed and r/ and e are exponentially distributed with parameters A and Ae,

where the mean switching cost, 1/A., exceeds the average rent, #K (y - v). In this case the

optimal rent schedule is

(H)= r+ (H, A*) , H < hi (A*) a)
K (Y V) , H > hi (A*)

where r+ (H, A) satisfies

exp (Ar)= A + A ( + (#K (Y - V) - r) A). (2.1b)
AH n+AE

The threshold above which rents are negative is

hi (A) = It- con wt eq(2. 1 )

and A* is the value of A that satisfies the profit constraint with equality.



The optimal union wage schedule, (2.1), has two features with stark implications for

the union effect on the distribution of earnings. First, the union rent is positive for lower-

productivity workers, and negative for higher-productivity workers. Interestingly, the less

the union can extract from the employer (i.e., the smaller is #K), the lower the threshold

above which rents are negative. The second feature is that even where rents are positive,

they are decreasing in the level of human capital:

dr - - 2 E +_exp (___r) < 0.

dH H=h<hi = -(h ( e+ A<

Thus compared to the competitive equilibrium, the union wage schedule compresses the

distribution of potential wages and shifts it to the right.

To see the effects on the distribution of earnings directly, I solve a numerical example

based on the distribution of wages observed in the the sample of full-time, nonunion work-

ers from the 1998-2000 Current Population Survey (CPS). Taking the hourly wage as a

measure of human capital, H, I assume the sunk fraction of K is 4K = .3. Normalizing

the competitive return to human capital to be v = 1, and assuming labor's share in income

is about .7, I set the production function parameter to be y = 10/7. Finally, I assume

unionization and switching costs both have means of 1.5 x #K (Y - v)-

The optimal wage schedule in this example distributes rents disproportionately to low-

wage workers and substantially compresses the distribution of earnings. Figure 2-2 plots

the union premium (in dollars), r (H) x H, implied by the optimal union wage schedule

as a function of human capital. The union premium is positive for lower levels of human

capital, and decreasing and eventually negative for higher levels of human capital. Figure

2-3 compares the distribution of potential union and non-union log wages implied by this

example. The union distribution is compressed and shifted to the right relative to the

non-union distribution.

Given the assumption of fixed K, these implications are likely to apply to the short

term. In the long term, however, K can adjust, and the employer may be able to terminate

lower-productivity workers, who are being paid above marginal product. In the longer term,

therefore, the degree to which the union wage schedule inflates the wages at the bottom of

the distribution relative to the top will be attenuated.

The theoretical discussion shows that unions facing certification elections have an incen-



union wage premium
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Level of human capital

Figure 2-2: Union wage premium as a function of human capital for

#K = .3, V = 1, y = 10/7, A7 = Ae = (1.5#K (Y - U)) 1.

parameter values

tive to commit to a wage schedule that favors lower-productivity workers at the expense of

higher-productivity workers. In the example, the union wage schedule raises the wages of

low-productivity workers and lowers the wages of high-productivity workers, compressing

the distribution of wages.
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Distributional effect of unionization
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Figure 2-3: Densities of potential union and non-union log wages implied by the optimal
wage schedule from the example in the text.

2.3 Data

2.3.1 Union Elections

The analysis uses a dataset on the universe of NLRB union representation election results

from 1963 to 2006, which was compiled and analyzed by Ferguson (2008). Each record in

this dataset represents a union certification election held at an establishment, and includes

the number of votes cast for and against union representation, the date of the election, and

the employer's name and address. The data appendix explains in detail how the dataset

was constructed.

The main sample used in the analysis covers the years 1992-2001, the period covered

by the earnings data described below. This sample contains data on 37,354 representation

elections, involving over 1.7 million votes cast. Unions received 50.4 percent of the votes cast,

and won 54.5 percent of the elections. 4 Figure 2-4 shows the distribution of the union vote

share in the sample. The mode is around 40 percent, with a significant number of elections

in which the union received all votes. The figure corresponds to Figure II in DiNardo and

Lee (2004), who use similar data. Figure 2-5 shows the distribution of the union margin

of victory in terms of number of votes, close to the threshold. This figure shows that close

"The votes-weighted union success rate is only 41.5 percent, indicating that unions fare considerably
worse at large establishments, as noted by Farber (1999).



elections represent the typical case, a fact that is important for the interpretation of the

estimation results.

Distribution of Union Vote Shares

CO'

C
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share

Figure 2-4: Votes-weighted histogram of the union vote share in representation elections

from 1992 to 2001. Data are from NLRB election records, restricted to elections where 10
or more votes were cast.

2.3.2 LEHD

The second data component contains individual-level earnings from the U.S. Census Bu-

reau's Longitudinal Employer-Household Dynamics (LEHD) database. The LEHD com-

bines data from a wide variety of state and federal administrative records and surveys.

In particular, the LEHD integrates the universe of unemployment insurance-covered (UI)

earnings records held by participating state agencies into a cohesive data structure using

person and employer identifiers, allowing linkages to other sources of data. 5

The Employment History Files (EHF) within the LEHD contain quarterly records of

individuals' UI-covered earnings. The EHF for each of the 23 covered states contains a

record for each employee-employer combination-a job-that produced at least one dollar

of wages in that state in each year. The data cover a period as wide as 1985 to 2004,

although for most states the data only go back to the early 1990s. The EHF contains more

5 For more details on the construction and uses of the LEHD database, see McKinney and Vilhuber

(2008), Lane (2008), Abowd, Haltiwanger, and Lane (2004), and Abowd, Stephens, Vilhuber, Andersson,
McKinney, Roemer, and Woodcock (2009).
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Figure 2-5: Votes-weighted histogram of the union margin of victory (in terms of number
of votes) in representation elections from 1992 to 2001. Only elections decided by 100 or
fewer votes are included in the histogram. Data are from NLRB election records, restricted
to elections where 10 or more votes were cast.

than 2.8 billion records, although I focus on full-time, full-year workers with high labor force

attachment. This is the sample for whom earnings most closely approximates the hourly

wage, on which the theory is based. Restricting to this sample also allows us to separate

wage effects from labor supply effects. See the data appendix for details on the sample

selection.

Crucially for this study, individual-level earnings records in the LEHD can be matched

to establishments. For each union election record in the NLRB election dataset, employ-

ees at the time of the election can be identified by matching employer name and address

information from the election record with employer information in the LEHD. The data ap-

pendix describes in detail the procedure used for matching the two datasets. The matching

procedure identified over 1.5 million individuals who were employed at establishments at the

time a union election was held from 1992-2001. The subsequent earnings and employment

histories of these individuals constitute the main outcomes of interest.

Table 2.1 reports summary statistics on pre-election earnings, post-election earnings,

and retention by union status for full-time, full-year workers in my sample. Average (post-

election) annual earnings-defined as the sum of the four quarterly earnings beginning

six months after the election-in this sample is just under $30,000. Unionized workers

63



earn on average nearly $3,300 more than non-unionized workers, consistent with the large

literature on union wage gaps finding a union premium of about 10 percent. This wage

gap, however, reflects both the causal effect of unionization, as well as a selection effect.

The nearly $5,000 pre-election earnings gap suggests the selection effect is large. The table

also reports statistics for the sample restricted to close elections (+/- 5 percent). Most

of the earnings differences disappear in the restricted sample, consistent with bias in the

full-sample comparisons by union status, and with DiNardo and Lee's (2004) findings of a

small average effect of unionization. However, this small average effect could be masking

significant, but offsetting effects elsewhere in the distribution. Average earnings also appear

to be lower in the sample restricted to close elections, which reflects that the largest (and

highest-paying) employers are less likely to be involved in close union elections.

Table 2.1: Pre-election Earnings and Outcomes by Unionization Status
Full Sample Discontinuity Sample

All Non-unionized Unionized All Non-unionized Unionized
Annual earnings 29,299 27,319 30,614 22,559 22,306 22,871

(41,966) (46,565) (38,556) (42,546) (50,493) (29,911)
Pre-election earnings 43,202 40,129 45,065 34,474 34,884 34,028

(47,082) (46,173) (47,528) (38,862) (47,543) (26,351)
Stayed employed 0.523 0.505 0.535 0.48 0.492 0.465
at plant (.499) (.500) (.499) (.500) (.500) (.499)
N 1,539,325 614,159 925,166 145,739 80,618 65,121

Notes: the table reports sample means and standard deviations of the dependent variables at left by union status for the sample
of full-time, full-year workers employed at plants in covered states where a union election was held from 1992-2001. Earnings
variables are measured in 2000 dollars. Annual earnings are defined as the sum of the four quarterly earnings starting two
quarters after the union elections. Pre-election earnings are the sum of the four quarterly earnings prior to the union election
closing date. Stayed employed at plant is as of 10 quarters after the union election closed. The discontinuity sample restricts to
elections that were decided by 5 percent or less.

2.4 Research Design and Econometric Framework

A fundamental obstacle to measuring the effect of unionization on earnings is selection

bias: earnings within unionized plants may differ for reasons other than union represen-

tation. This study seeks to overcome selection issues by using a regression discontinuity

(RD) research design, originally developed by Thistlethwaite and Campbell (1960). The

motivation for the design, first used in this context by DiNardo and Lee (2004), is that

new unions arise through a majority-rule election. If plants and workers where the union

barely won and barely lost are comparable, then close union elections approximate a ran-

domized experiment, and the resulting difference in the distribution of earnings provides a



reliable estimate of the causal effect of unionization.' To represent this idea formally, let

D = 1 (R > 0) be an indicator for union representation, where R is the union margin of

victory (negative for losses). Let Y be an individual's earnings under union representation,

and let Y be the earnings otherwise, so that observed earnings is Y = Yo + (Y - Yo) D.

Since a worker is never observed simultaneously with and without union representation,

we cannot measure the individual specific treatment effect, Y - Yo, but we can estimate

the treatment effect on the distribution of outcomes, that is, the difference between the

distributions of Yi and Y at the margin of union victory. The distributional effects of

unionization are captured by the quantile treatment effect, or the difference between the

quantiles of potential earnings:

( r) = QYliR=o ) - QYIR=O (7) (

Note that this is the treatment on the distribution of earnings as a whole, rather than the

effect of treatment on any particular individual. While (2.2) does not capture the effect of

unions that win or lose by large margins, Figure 2-5 implies that the effect conditional on

a close election reflects the typical case.

The key identifying assumption is that the conditional distribution of potential earnings

as a function of the union vote share is smooth near the threshold of union victory, and thus

any jumps in the observed distribution of earnings at the threshold is due to the treatment.

Formally:

Assumption 1: Local Smoothness FydIR (ylr) is continuous in r over an e-neighborhood

of zero, and is strictly increasing in y over the same neighborhood, for d C {0, 1}.

This assumption is satisfied if, for example, unions, workers, and firms are a priori un-

certain about the outcome of the election when it is close (see Lee, 2008 for a formal proof).

The condition that the distribution be increasing in y ensures that quantiles are uniquely

defined at the threshold. Given the sharp RD design setup and this local smoothness

assumption, the identifying conditions given in Frandsen (2008) are satisfied.7

6 See Lee (2008) for further discussion on the conditions under which a close election provides as-good-

as-randomized variation.
7 The other identification conditions in Frandsen (2008)-that the probability of treatment jumps dis-

cretely at the threshold, and that crossing the threshold has a niontonic effect on treatment status-are

automatically satisfied in the sharp RD setup considered here.



I focus here on the effect of union representation, which leads to the sharp RD design

(Campbell, 1969). Another possible treatment of interest is an indicator for a collective

bargaining agreement, leading to a "fuzzy" design since an agreement does not always fol-

low from a union victory (Ferguson, 2008). Data on whether an agreement was reached and

a contract signed can be inferred from Federal Mediation and Conciliation Service (FMCS)

records on contract expiry and renewal. While the econometric framework described in the

text applies equally well to the sharp and fuzzy designs, studying the effect of a collective

bargaining agreement in this context suffers from two problems. The first is that FMCS

records severely undercount union agreements (DiNardo and Lee, 2004), introducing a po-

tential source of bias. Second, there is typically a time lag of several months between a

certification election and a collective bargaining agreement being reached. Any responses

by employees or employers to the outcome of the election, but prior to an agreement being

reached, contaminates the design and would lead to a discontinuity in the distribution of

Yo (potential earnings under no collective bargaining agreement) at the margin of union

victory. For these reasons, the current research design is ill-suited for studying the effect of

collective bargaining agreements, and I focus on the effect of union representation.

Frandsen (2008) outlines a tractable procedure for estimating quantile treatment effects

in this framework. In the sharp RD design considered here, the estimator becomes par-

ticularly simple: it is the difference between kernel-smoothed local linear estimates of the

quantiles of earnings approaching the threshold of union victory from the right and from

the left. Formally, the estimator can be written:

6LQTE (T) Y R=O ( Y) oRO

where

- .(r) = inf b :FYIR=O (a) T,

an 1 i R = inf b: YOIR o (b) 

and FY1IR.0 (Y), FYOIR=O (y) are local linear, consistent estimates of the conditional distri-



bution functions of potential earnings at the threshold,

Fy I R=o (Y) =Z:1WJ (hi) E w3 (h1 ) Q( hi'N~il =0(9 ~ j:D=1 :~

FyRoig1)(y) = ZjD gW(hi) wj(hi) t(Yh )

The weighting function associated with local linear fitting is given by:

w3 (hi) = K (j) [Sn,2 - R S.,1],

with

Sn,1 = K 1( )R1, 1 = 1, 2.
i:D=O,Z=0

The bandwidths hi and h2 are chosen to minimize the approximate mean squared error;

K (-) is a kernel density fucntion; and Q (-) is a kernel distribution function.

The estimator for the local quantile treatment effect is asymptotically normally dis-

tributed with the following limiting distribution:

1-b d W T (I ~--'T) w - 7)~

fYlIR=o (QY1IR=o (T)) fYoIR=o (QY|R=0

where the bandwidths hi and h2 are proportional to n-b, with b c (1/5, 1), and fy 1 IR.o

and fyoIRo are the densities of Y above and below the threshold, respectively. The other

constants are given by:

+- 0  (s$ ~- s) 2 K (U)2 du

W+ -oo (82~ - 1 U)2 K (u2duA (O)'Yh 1 [44+ -(S+2

2 ~ 0
-+ f (s2 sL u)2 K (u du

fA (0) yhi -s2 SO - (S1) 2

where s+ =0c K (u) uldu and s- = f_ K (u) uldu. In the empirical results, I estimate

the distribution of the estimator via the nonparametric bootstrap. The validity of the

bootstrap in this setting is discussed in Frandsen (2008).

A regression discontinuity estimator for the average treatment effect at the threshold is



given by:

JATE = E [YlIR = 0] - E [YOIR = 0], (2.3)

where

E[Y1IR=0] = 1 ) w,(hi) Yj,
E:D=1WJ (hi) :l

1
E[Yo|R=0] = D( w (h 1) Yj,

j:D= j:D=O

and the weighting functions and bandwidths are as described above.

2.5 Results

Comparisons of earnings by union status suggest that unionized workers' earnings are higher

on average and more compressed than non-unionized workers' earnings. These findings can

be seen in Table 2.2, panel A, which reports OLS and quantile regression coefficients from

a regression of post-election log earnings on an indicator for union representation status for

the sample of full-time, full-year workers at establishments where 10 or more votes were

cast in a union election. The first column in panel A shows the estimated difference in

log earnings is on average .146 with a standard error of .0024. The remaining columns in

panel A report differences in the sample quantiles of log earnings. The tenth percentile

of unionized earnings is .1931 (s.e.=.0068) log points higher than the tenth percentile of

non-unionized earnings. The difference in median earnings is .1667 (s.e.=.0023), and the

difference in the 90th percentile is .0765 (s.e.=.0017). These estimates are consistent with

regression-based comparisons, such as those surveyed by Lewis (1986), which robustly find

a significant positive union wage gap, and quantile regression estimates (e.g., Chamberlain,

1994), which show the union-nonunion wage differential is monotonically declining in wage

percentile.

Are these differences due to the causal effect of unionization? Regression discontinuity

estimates support the notion that unionization has little effect on the average, but signif-

icantly compresses the distribution of employee earnings. These findings can be seen in

Panel B of Table 2.2, which reports RD estimates of the average treatment effect, (2.3),

in the first column, and estimates of the quantile treatment effect, (2.2), in the remaining



Table 2.2: Union Log Earnings Effect

Quantiles
Average 0.1 0.25 0.5 0.75 0.9

A. OLS / Quantile regression
.1464 .1931 .1679 .1667 .1341 .0765

(.0024) (.0068) (.0032) (.0023) (.0016) (.0017)

B. Regression Discontinuity
.0015 .2472 .0701 .0749 .0564 .0447

(.0124) (.0855) (.0267) (.0113) (.0234) (.0243)

Notes: The table reports estimates of the union effect on post-election log earnings
for full-time, full-year workers in covered states from 1992-2001. Panel A shows full
sample OLS and quantile regression estimates, and Panel B shows regression
discontinuity estimates. The bandwidth (in terms of union vote share) is .025.
Earnings (in 2000 dollars) are defined as the sum of the four quarterly earnings
starting two quarters after the union election closed. Only workers at plants where
more than 10 votes were cast in a union election are included.

columns. The first column shows the average effect of unionization conditional on a close

election is small: .0015 with a standard error of .0124. This result is consistent with Di-

Nardo and Lee's (2004) finding of little union effect on average wages. This small average

effect masks larger effects elsewhere in the distribution, as the remaining columns in Panel

B show. The effect on the 10th percentile is large and positive, .2472 with a standard error

of .0855, while the effect on the median is a more modest .0564 (s.e.=.0234), and the effect

on the 90th percentile is smaller still at .0447 (s.e.=.0243). The distributional effects of

unionization are summarized graphically in Figure 2-6, which plots estimates and pointwise

confidence intervals for quantile treatment effects for quantile indices from .1 to .9. The

figure shows unionization significantly raised the lower end of the distribution, but had more

modest effects through the middle and upper end of the distribution.

Motivated by the model's prediction that unions may reduce the highest productivity

workers' wages, I take a closer look at the union effect on the upper tail of the earnings distri-

bution. The results suggest that unionization significantly reduces the highest quantiles of

employee earnings. These findings are summarized in Figure 2-7, which plots estimates and

confidence intervals for the effect of unionization on the 90th through the 99th percentile

of earnings. While the effect on the 90th percentile is small but positive, the confidence

interval begins to include negative values around the 95th percentile, and the estimated
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Figure 2-6: Estimates and 90-percent confidence intervals for the effect of unionization on
the quantiles of employees' log annual earnings.

effect becomes large and significantly negative starting with the 97th percentile, reaching

-.54 at the 99th percentile. In terms of magnitude, unionization's largest impact on earnings

appears to be to cut off the upper tail.

The results thus far imply that unionization compresses and shifts the earnings distri-

bution slightly to the right. This effect can be seen directly in Figure 2-8, which plots

estimates of the counterfactual earnings densities by union status, conditional on a close

election. The solid curve represents the density of potential earnings without unionization,

and the dashed curve represents the density of potential earnings under unionization. The

union density is lower in the tails, reflecting compression, and shifted slightly to the right,

reflecting the modest positive effect throughout much of the distribution seen in Figure 2-6.

It is tempting to interpret the estimates plotted in Figures 2-6 and 2-7 as giving the

effect of unionization on an individual of a given rank in the earnings distribution. In order

to make this interpretation, one would have to invoke the rank invariance assumption that

a worker with rank r in the non-unionized potential earnings distribution also has rank

r in the unionized distribution (Heckman, Smith, and Clements, 1997; Chernozhukov and

Hansen, 2005). In this case, the r-th quantile treatment effect-the difference between the

T-quantile of the unionized and non-unionized potential outcome distributions-corresponds

to the effect of unionization on a worker of rank -r, since that workers rank is unchanged



Effects on Upper Tail of Log Annual Earnings
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Figure 2-7: Estimates and 90-percent confidence intervals for the effect of unionization on

the upper tail of employees' log annual earnings.

by unionization. Formally, this assumption could be written: FY1 IR=O (Yi) = FY01R=o (Yo)

almost surely. However, given the model's suggestion that unions may increase the pay

of some workers at the expense of others, and the empirical results that union effects on

quantiles vary drastically, this assumption may be unrealistic in this setting. For example, if

unionization led to the termination of some higher-paid workers (e.g., management), ranks

would almost certainly be affected.

An alternative assumption that may be more plausible, and allows for inference on

the union effect on individuals across the distribution, is that an individual's rank in the

non-unionized potential earnings distribution is equal to his or her rank in the pre-election

earnings distribution. This would be true if, for example, a worker's rank remains unchanged

from one year to the next, barring changes in union status. Denoting the distribution of

pre-election- earnings by Fy 1 , formally this assumption can be written: Fyl.=O (Y) =

Fy|IR=O (Y 1) almost surely. Making this assumption, I turn to the union effect on average

earnings by pre-election earnings quintile to get a more direct measure of how unionization

affects individuals at different points in the distribution. The results suggest that union

representation raises the earnings of those at the lower end of the pre-election earnings

distribution, and lowers the earnings of those at the upper end. These findings are shown

in Figure 2-9, which plots RD estimates of the average treatment effect of unionization on
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Figure 2-8: Estimated counterfactual densities of log annual earnings conditional on a close
union election.

log annual earnings by quintile of pre-election earnings. The estimated effects are between

.07 and .09 for the bottom three quintiles, but fall to -. 05 for the highest quintile of pre-

election earnings. These effects mirror the quantile treatment effects reported above, and

suggest that individuals at the lower end of the the earnings distribution prior to a close

election can expect to see their earnings increase, while individuals at the upper end may

see their earnings decrease as a result of union representation. The similarity of the pattern

of effects in Figures 2-6 and 2-9 also suggests that, as a first approximation, the assumption

that ranks are preserved across union status may not be unreasonable, and the quantile

treatment effects roughly correspond to the expected effect on an individual at a given

point in the earnings distribution.

The earnings compression implied by the estimates is consistent with the theoretical

predictions in Section 2.2, but does it reflect higher wages for lower-skilled workers, and a

reduced return to skill, as the model suggests? Unions may compress earnings for other

reasons, including shifting risk to the employer, which could be pareto-improving for workers

(Burda, 1995) .8 To get a fuller picture of the welfare consequences of unionization I turn

to estimates of the effect on worker retention. The results suggest unionization increases

8The literature identifies several other possible sources of union wage compression. Freeman and Medoff
(1984) argue that unions provide more efficient levels of public goods in the workplace. Acemoglu and
Pischke (1999) show union wage compression can encourage firms to invest in employees' general human
capital. Freeman (2005) and Budd (2004) discuss non-wage benefits.
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Figure 2-9: Estimates and 90-percent confidence intervals for the average effect of union-

ization on log annual earnings, by quintile of pre-election earnings.

retention among workers at the lower end of the pre-election earnings distribution, while

increasing turnover among workers at the higher end. These findings can be seen in Figure

2-10, which plots estimates and confidence intervals for the effect of unionization on an

indicator for retention 10 quarters after the election, by quintile of pre-election earnings.

The figure shows unionization has a significantly positive effect on retention for the bottom

two quintiles, essentially no effect for the middle quintile, and a significantly negative effect

for the top two quintiles. The effect ranges from around 5 percent for the bottom quintile

to negative 10 percent for the top quintile, with an overall effect of -. 043 (s.e. = .004).

The pattern of effects on retention supports the view that unionization makes employment

differentially more attractive for lower earners relative to higher earners, consistent with

the model's interpretation that union wage compression reflects higher pay for lower-skilled

workers and a reduced return to skill.

The effect on retention in Figure 2-10 also has implications for selection into employ-

ment at a unionized establishment. Card (1996) developed a two-sided selection model

incorporating both employer and employee behavior. If unions compress the distribution

of wages, employers are more likely to want to retain (or hire) high-skilled workers, while

lower-skilled workers are more likely to want to stay. Figure 2-10 suggests that on net,

selection on the part of employees dominates.
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Figure 2-10: Point estimates and 90-percent confidence intervals for the average effect of
unionization on retention 10 quarters after the union election, by quintile of pre-election
earmings.

The results in this section provide evidence for the union wage compression found in

previous regression- based studies, but against a large average effect of unionization. Thus

the principal substantive conclusion of Freeman (1993), Card (1996), DiNardo, Fortin, and

Lemieux (1996) that unions reduce dispersion holds up even in a quasi-experimental setting,

but the finding in these studies and many others that union earnings are on average signif-

icantly higher than non-union earnings appears to be largely a selection effect, consistent

with DiNardo and Lee (2004), at least for the typical case of a close union election. When

unions win by a wider margin, Lee and Mas (2008) find large negative effects on employer

profitability, suggesting that the effect on average earnings may increase with the union's

vote share. Interpreted in the light of the model in Section 2.2, plants where the union

barely wins may have fewer sunk costs (that is, lower #K), and thus unions extract less

from the employer and garner fewer votes compared to plants where #K is large. Empirical

studies looking directly at sunk costs and quasi-rents have also found that unions have a

larger effect on employers and industries where sunk costs and rents are higher (see, e.g.,

Freeman, 1983).



2.6 Summary and Conclusions

Quasi-experimental estimates based on close union certification elections show unionization

substantially compresses the distribution of employee earnings. Union representation raised

the tenth percentile of earnings by about 25 log points with a much smaller effect in the

middle of the distribution, a large negative effect on the upper tail of earnings, and little

effect on the average. Estimates of the union effect on employee retention by quantile of

pre-election earnings showed a similar pattern: among workers in the bottom two quintiles,

unionization significantly increased retention, it had little effect on retention in the middle

quantile, and significantly decreased retention in the top two quantiles.

The pattern of effects on the distribution of earnings and worker retention is consis-

tent with a model where unions pursue a wage schedule to achieve political objectives. A

union whose growth as an institution depends on new unionization has incentives to set

wage schedules to maximize the probability of winning certification elections. The theo-

retical model in the paper showed unions will raise the wages of lower-skilled workers, but

reduce the return to skill, resulting in a compressing effect on the distribution of workers'

earnings. The empirical results on worker turnover by earnings quantile also support this

interpretation. Further estimation and testing of the model is a subject for future research.

The results imply that unions close to the margin of victory unambiguously reduce

dispersion in the overall earnings distribution, since they compress earnings within the

unionized sector, but have little effect on the average union earnings gap. Deunionization

therefore explains part of the increased inequality in the U.S. income distribution since

the 1970s, as Freeman (1993), Card (1996), and DiNardo, Fortin, and Lemieux (1996) also

found. A crude estimate of how much of the increased inequality the fall in unionization

rates can explain may be obtained using the sample of full-time, full-year private sector

wage and salary workers from the 1979 and 2009 Current Population Survey (King, Ruggles,

Alexander, Leicach, and Sobek, 2009). The variance of log earnings in this sample increased

by about 26 percent from 1979 to 2009, while the private sector unionization rate fell

from about 25 percent to 8 percent (Bureau of Labor Statistics, 2010; DiNardo, Fortin,

and Lemieux, 1996). Assuming the deunionization occurred among workers at marginally

unionized plants, deunionization accounts for about 13.5 percent of the increase in the



variance of log earnings. 9 This estimate is close to the 15-20 percent found by Card (2001)

and the 6-21 percent found by DiNardo, Fortin, and Lemieux (1996).

The estimates apply only to workers at private sector establishments where a close union

election was held. While the estimates thus reflect the causal effect of typical private sector

unionization in recent years, they miss the effect of public sector unionization, which now

accounts for the majority of U.S. union membership (Bureau of Labor Statistics, 2010).

More research is needed on the effects of public sector unionization and on the mechanisms

driving those effects.

913.5% was arrived at as follows. The distribution of unionized potential log earnings in Figure 2-8 has a
variance .087 less than the non-unionized distribution. The difference in unionization rates from 1979 to 2009
is 25% - 8% = 17%. Since the means of the unionized and non-unionized potential log earnings distributions
are essentially equal, the increase in overall variance due to deunionization is therefore 17% x .087 = .0149,
which is 13.5% of the total increase in variance.
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Appendix A: Theory

The optimal wage schedule is part of a subgame perfect equilibrium: it maximizes the

union's probability of winning the certification election, given that workers vote sincerely

conditional on the wage schedule, and given that the employer invests and hires to max-

imize profits conditional on the wage schedule and the outcome of the election. In this

setting maximizing the probability of winning is equivalent to maximizing the vote share.

To see this, consider an election at a plant with N workers voting. Let V4 (0) be the

i-th worker's voting rule, as a function of the union's choice parameter, 0. The union

solves maxPr _i (0) > N/2). The number of votes is a Binomial random vari-

able with parameters (P (0), N), where P (0) is the expected vote share. Denoting the

cdf of this binomial random variable by F!, the union's problem can be rewritten as

max1 - FB (N/2; (P (0) , N)). The first order condition is aFB 2 = 0. Since for the Bino-
0 OP a0

mial distribution %'L 5 0, this reduces to _ = 0 which is the first order condition for

maximizing the expected vote share.

Intuitively, for a proposed wage schedule to garner a positive vote share in equilibrium,

it must result in K earning at least (1 - #K) (y - V). Otherwise, the employer would simply

shut down, and all workers would incur the switching cost to find a job elsewhere, and thus

would prefer no union in the first place. 10 Thus, although the union would like to set the

wage schedule so as to garner the most votes possible, it must also take into consideration

10A recent paper by Kremer and Olken (2009) highlights unions' incentives to take into account employers'

profitability.



the direct effect of the wage schedule on the firm's profits via the payroll, as well as the

indirect effect via the wage schedule's effect on the distribution of workers' human capital

employed at the firm. In consequence, any incentive to redistribute rents among workers

of different levels of human capital is tempered by the tendency of workers who are losers

under the union wage schedule to quit, further tightening the firm's profit constraint. The

following proposition formally characterizes the optimal union wage schedule.

Proposition 5 A subgame perfect Nash equilibrium union wage schedule is wu (H)

(v + r (H, A*)) H, where the union rent schedule r (H, A) satisfies

fq (r) = AH 1 -(#K (y -V) -r)
Fq (r) ,YrF e (r) '

and A* satisfies

J (#OK (y - v) - r (h, A*)) hFy_- (r (h, A*)) dFH (h) = 0,

and F,- denotes the distribution function of the random variable 7 - E, the unionization

cost net of the switching cost.

Proof. Working backwards, consider the firm's investment and hiring decision given

r (H) = w (H) /H - v, the outcome of the election, and workers' quitting decisions. First

take the case where the union loses. Then the price of H hasn't changed, and the competitive

equilibrium remains optimal for the employer. If any workers quit, the employer hires from

the pool of applicants (in this case identical in distribution to the population of workers)

to replace them and production continues. If no workers quit, no additional hiring or

investment takes place and production resumes as before. Now take the case where the

union wins. Since in the short run the production technology takes fixed proportions of H

and K, if no workers quit, the available actions are hiring additional H and K, or releasing

currently employed H and K. The employer would hire additional H and K only if the

return to the additional K is greater than y - v (the purchase price of K). However, the

employer must pay at least v in order to hire more H, so the equilibrium cannot involve the

employer hiring additional H or investing in more K. Still considering the case where the

union wins but no workers quit, the employer releases currently employed H and K if the

return to K under the union wage schedule is less than (1 - #K) (y - v). In consequence



of constant returns to scale and fixed proportions, if it's optimal to release any H and

K, it is optimal to shut down completely. Finally, in the case where the union wins and

some workers quit, it is never optimal for the employer to replace the lost workers, for the

same reason the employer doesn't hire additional workers. Instead the employer will divest

the freed up K (recouping (1 - #K) (y - v) per unit). The employer will either resume

production with the remaining H and K, or shut down, again depending on whether the

return to the remaining K under the union wage schedule is greater than or less than

(1 - #K) (y - v). In summary, the employer's equilibrium strategy is to divest any K freed

up by quitting workers, and continue production with what remains if the return to K is

at least (1 - #K) (y - v), and shut down otherwise.

Turn now to the worker's decision to stay or leave conditional on r (H) and given the

employer's equilibrium strategy. A worker of human capital H chooses to stay if her union

rent, r (H), exceeds her cost of unionization net of her switching cost. Thus the equilibrium

decision rule is 1 (I - e < r (H)). The density of human capital conditional on staying at

the firm is therefore

Fe (r (h)) fH (h)
fHfstay () fF, (r (s)) dFH (s)

where F7e denotes the distribution function of the random variable r/ - e, the cost of

unionization net of the switching cost.

Next, consider the workers' voting choice conditional on r (H) and given the employer's

equilibrium strategy. No worker will vote for the union if r (H) is such that the employer

shuts down production, since all workers would then incur the switching cost 6, and earn

the same wage, v, elsewhere. Conditional on r (H) not resulting in a shut-down, a worker

of human capital H votes for the union if her rent under the union schedule exceeds her

cost of unionization, r/. The equilibrium voting function is therefore 1 (7] < r (H)), again

subject to the condition that the plant stays open under the wage schedule.

Finally, given the workers' and the employer's equilibrium strategies, the union chooses

r (H) to maximize the expected vote share, which is equivalent to maximizing the expecta-

tion of 1 (r/ < r (H)), subject to the firm earning an ex post return of at least (1 - #K) (y - v)-



The problem the union solves can be written:

maxJ F (r (h)) dFH (h)
r(h)J

s.t. (#K (y - v) - r (h)) hF77E (r (h)) dFH (h) > 0. (2.4)

This is a straightforward calculus of variations problem of the type treated by, say, Theorem

1 in Gelfand and Fomin (1963, p. 43). The optimal rent schedule therefore satisfies

f(r) = AH 1 - (K (Y - V) - r)
F A -e Ky-r)r F,_e (r))'

where A is the Lagrange multiplier on the minimum profit constraint for the firm. This

condition can be solved for r (H, A). Substituting this into the profit constraint, (2.4), and

solving for A gives A*, and thus the optimal wage schedule can be written

wU (H) = (r (H, A*) + v) H.

Appendix B: Data

Construction of the dataset

As described in the text, the dataset used in this paper consists of NLRB certification

election results matched to employer-employee wage data from the Census Bureau's LEHD

program.

The union certification election records were collected by the NLRB, and in large part

maintained by the AFL-CIO. John-Paul Ferguson obtained the data by filing Freedom of

Information Act requests with the NLRB, and has made them available for this research.

The complete data set covers the period 1963-2006, and contains records from about 250,000

union elections, although the main sample used in the analysis covers the years 1992-2001,

including 37,354 elections. The raw data contains results from elections stemming from

several different type of petitions, including cases where a union seeks to be certified (RC),

an employer seeks an election to remove an existing union (RM), or employees seek to remove

a union (RD). I restrict to RC-cases, where a union seeks certification. The dataset contains



many duplicate records. In some cases they are true duplicates: one election generated

multiple records in the database. In these cases I simply delete the redundant entries. In

other cases, multiple entries arise from more than one union being on the ballot. In these

cases the relevant union vote share is the largest one; I therefore retain the entry with the

largest vote share, and delete the others. Finally, in some cases multiple elections were held

at the same establishment because, for example, different groups of workers constituted

different bargaining units. Since I can't distinguish between workers in different bargaining

units, the relevant vote share is the largest, so again I keep only the entry corresponding to

the election where the union received the highest vote share.

The second data component consists of the Employment History Files (EHF) within

the LEHD database. As described in the text, the EHF contains employee, employer, and

earnings data for each employment relationship that generated at least one dollar of wages.

The EHF includes a state employer identification number (SEIN) with each record, and in

some cases an identifer for the establishment within the employer, which is important for

multi-unit employers. For the cases where there is no establishment identifier, the LEHD

provides a Unit-to-Worker (U2W) imputation to assign workers to establishments. The

employer name and address of these establishments-obtained from the Business Register's

Standard Statistical Establishment List (SSEL)-are then used to link to the union election

dataset to determine union coverage status.

The matching process to combine these two data sources is as follows. First, employer

name and address information from both the NLRB dataset and the Census Bureau's

Business Register (BR) were cleaned and standardized using the SAS Data Quality Server

standardization functions. NLRB election records were then matched to BR records by

several combinations of state, county, city, employer name, street address, and industry

code. The match was performed iteratively in descending order of strictness. The cutoff level

of strictness was determined by hand checking matches from each iteration, and stopping

once match quality dipped below 95 percent. The matched BR records were then linked

to employers in the LEHD's Employer Characteristics File (ECF) by the Business Register

Bridge (BRB) via state, year, county, Employer Identification Number (EIN) and two-digit

industry code. Finally the work histories (including earnings) of all individuals employed at

the matched employers during the quarter of the certification election were drawn from the

Personal History File (PHF), using the Unit-2-Worker imputation to complete the match



in the case of multi-unit employers.

Defining the Running Variable

A critical feature of the regression discontinuity design is the running variable (in this case

the amount by which the union's vote share exceeds 50 percent). As DiNardo and Lee

(2004) point out, care must be taken when defining this variable to avoid biasing results

toward the smallest employers. I follow their procedure of first subtracting .5/(# votes

cast) from the vote shares where an even number of votes were cast, and then binning the

resulting modified shares so that all elections with a share between .50 and .55 are assigned

.525, and so forth. Finally, only elections where the number of total votes cast exceeded 10

were kept in the analysis.

Sample Selection

The sample included in the main analysis consists of those workers who have non-missing

wage data for the one-year period beginning two quarters after the closing date of the

election. I also condition (approximately) on full-time/full-year workers by keeping only

those workers whose wages in the year prior to the election exceeded (in 2000 dollars) 20

hours/week x 40 weeks/year x $5/hour = $4000/year. Although crude, this conservative

approximation to full-time, full-year status is based on pre-determined wages and so does

not affect the validity of the estimation, and aids in interpretation.



Chapter 3

Did Vietnam Veterans Get Sicker

in the 1990s? The Complicated

Effects of Military Service on

Self-reported Health1

3.1 Introduction

The difficulties faced by many Afghanistan and Iraq war veterans have once again drawn

attention to the fact that military service can have long-term health consequences. Care

for injured and disabled veterans imposes a burden on soldiers, their families, and, in a less

personal but still important way, on the government agencies that provide health care and

disability insurance to veterans. These social insurance systems support almost three million

sick and disabled veterans. Veterans Administration (VA) support programs increasingly

serve a relatively young population made up of veterans of post-Korea conflicts. Vietnam

veterans constitute the largest group receiving veterans disability compensation (VDC),

with almost one million beneficiaries, about one third of the total. At the end of fiscal

year 2006, the population receiving VDC amounted to roughly 12 percent of Vietnam-era

veterans and 15 percent of Gulf War veterans, exceeding VDC take-up rates of 5 percent

among Korean-era veterans and 10 percent among veterans of WWII. Moreover, payments

'This chapter is joint work with Joshua Angrist and Stacey Chen



to Vietnam veterans have expanded to almost half of VDC costs, partly because Vietnam

veterans are disproportionately likely to receive the maximum payment allowed (Veterans

Benefits Administration, 2007).

The most visible health concerns for veterans are the long-term consequences of combat

injury. Battlefield injuries can be individually devastating and socially costly for years

after a conflict ends. Fortunately, acute injuries are less common among veterans of recent

conflicts than they were in WWII (U.S. Bureau of the Census, 2006). At the same time,

an increasing fraction of veteran disability claims in the past two decades has been for

chronic conditions that were not necessarily apparent on the battlefield. These conditions

include post-traumatic stress disorder (PTSD), hearing loss, and diabetes. Evidence for

the importance of PTSD among Vietnam veterans comes in part from the pioneering draft-

lottery study by Hearst, Newman, and Hulley (1986), which showed elevated civilian suicide

rates for draft-eligible men. Among Gulf War veterans, a large and growing health concern

stems from a collection of symptoms with no specific identifiable cause known as Gulf

War syndrome. The question of whether military service is indeed the root cause of these

symptoms continues to be debated, but they are usually presumed to be service-connected

and therefore covered by VDC. 2

The civilian re-entry experiences of each veteran cohort are in many ways unique, but

there are some striking similarities. The debate over Gulf War syndrome echoes a simi-

lar controversy surrounding the rise in disability claims by Vietnam veterans-a rise that

accelerated in the late 1990s and continues today. Until very recently, claims by Vietnam

veterans were the source of most VDC claims growth. After 2002, this growth is partly

attributable to the Veterans Benefits Administration's designation of diabetes as a service-

related disability linked to the herbicide Agent Orange (Autor and Duggan, 2008).3 Perhaps

surprisingly, however, much recent claims growth is due to new PTSD claims by Vietnam

veterans (Rosenheck and Fontana, 2007). The recent growth in Vietnam veterans' disabil-

ity claims makes the long-term health consequences of Vietnam-era service an important

contemporary policy concern.

An assessment of the link between Vietnam-era military service and long-term disability

2 Key studies of this question include Research Advisory Committe on Gulf War Veterans' Illnesses (2008)
and Medical Research Council (2003). See Iversen, Chalder, and Wessely (2007) for a review.

3 The Veterans Benefits Administration is the part of the VA that administers VDC and other benefit
programs.



also contributes to a broader understanding of the likely health and social insurance costs of

other wars. The Vietnam War lasted longer and was much more costly in terms of fatality

and injury rates than more recent conflicts. Consistent with this, Vietnam veterans are

much more likely to receive the maximum VDC benefit than any other cohort. We might

therefore expect the health and social insurance consequences of Vietnam-era service to

provide a rough upper bound on the long-term health consequences of military service for

veterans of recent wars. The experience of veterans from earlier wars provides the best

available evidence on the likely consequences of military service for more recent veterans, a

point made in a recent assessment of the long-run costs of the Iraq conflict by Stiglitz and

Bilmes (2008).

The purpose of this paper is to provide new evidence on the long-term health impact

of Vietnam-era military service as the affected cohorts reached their late 40s and early 50s.

Because employment is closely associated with health, we also look at veterans' labor force

status. To solve the problem of selection bias inherent in comparisons of outcomes between

veterans and non-veterans, we use the draft lottery to construct instrumental variables for

Vietnam-era service. 4 Our empirical strategy relies on the 1-in-6 sample of the 2000 U.S.

Decennial Census. The 2000 Census provides an exceptionally large sample and, uniquely

among large representative samples, contains the birthday information required to deter-

mine draft lottery numbers. Moreover, in addition to the usual labor force status variables,

the 2000 Census long form asks respondents about disabilities along a variety of dimen-

sions, with a distinct category for disabilities that affect work. Our results show no overall

causal effect of Vietnam-era veteran status on employment, labor force participation, or

work-limiting disabilities (that is, long-lasting physical or mental health conditions causing

difficulty working). On the other hand, we find a large increase in federal transfer income

and modest effects on disabilities that census respondents describe as not limiting work.

An important feature of our analysis is an exploration of veteran effects that vary with

veterans' predicted wages and schooling. High replacement rates (i.e., the ratio of disability

income to prior earnings) have made Social Security Disability Insurance (SSDI) and Sup-

plemental Security Income (SSI) an increasingly attractive alternative to employment for

low-skilled men not yet old enough to retire, as Black, Daniel, and Sanders (2002), Autor

4 Earlier work by Angrist (1990) and Angrist and Chen (2008) uses the draft lottery to evaluate the

earnings consequences of military service.



and Duggan (2003), and Duggan, Singleton, and Song (2007) have argued. Motivated by

the possibility of similar interactions with VDC, we look for differences in the impact of

veteran status across quantiles of predicted wage levels and schooling. The results of this

investigation show a strong interaction: in contrast to the small overall effects, estimates

for veterans with low predicted earnings show a large negative effect on employment and a

marked increase in disability rates (again, mostly for disabilities not limiting work). More-

over, there is little evidence that this variation can be explained by variation across skill

levels in the likelihood of serving in combat or a war zone. As measured in the 1987 Survey

of Veterans, the likelihood of a service-connected disability and combat exposure is similar

for high school graduates and dropouts. These results therefore suggest that the causal ef-

fects of Vietnam-era service on employment and disability for less educated veterans reflect

something other than wartime injuries. A leading alternative explanation is the relative

attractiveness of VDC for less-skilled men and the work disincentives embedded in the VDC

system.

The paper is organized as follows. The next section uses statistics on VDC and data

from the CPS to identify the primary health concerns of Vietnam veterans and to describe

recent changes in veterans' disability status, beneficiary status, and employment rates.

Section 3.3 discusses the descriptive statistics and first-stage estimates from the 2000 Census

that provide a foundation for the draft-lottery-based causal analysis in Section 3.4. Section

3.3 also briefly discusses the impact of Vietnam veteran status on mortality, since this is a

possible source of selection bias in our analysis. Section 3.4 reports overall disability and

employment effects and effects by predicted wage and schooling group. These results show

important differences in effects across skill groups. Section 3.5 discusses the link between

schooling and variables related to combat or war-theatre exposure and interprets the other

findings in the paper. Finally, Section 3.6 concludes.

3.2 VDC and Health in the Vietnam Cohort

Veterans disability compensation (VDC) increases with the recipient's combined disability

rating (CDR), which is the aggregate of ratings for all diagnoses for which VDC is awarded.

Veterans with a zero percent CDR get no monthly payment but are eligible to use the VA

health care system. The largest awards go to veterans deemed to be 100 percent disabled.



Veterans with a single disability rated at 60 percent or more, or a combined rating of 70

percent or more plus a single disability rated at 40 percent or more, can receive an Individual

Unemployability (IU) benefit if the Veterans Benefits Administration determines that they

cannot work by virtue of their disabilities. An IU determination generates payments at

the 100 percent CDR level. As noted by Autor and Duggan (2008), the IU contingency

generates a substantial implicit tax on the earnings of VDC awardees. 5

Our descriptive analysis focuses initially on VDC award and diagnosis data for Vietnam

veterans in the period 1999-2005 because this is a time when the Vietnam-era VDC benefi-

ciary population was growing and changing in important ways, as shown in Table 1, which

list the nine most common diagnoses among Vietnam-era veterans (as determined in 2005)

and the number of disability recipients under these diagnoses for the years 1999, 2001, 2003,

and 2005. The top panel shows that in fiscal year 2005, over 900,000 Vietnam veterans

were receiving VDC, up sharply from about 736,000 in 1999 (this can be compared to a

Vietnam-era population of 8 million veterans, of whom about 3 million served in Vietnam or

nearby). The number of disabling conditions per Vietnam-era recipient also increased, from

2.76 to about 3. Panel C shows the same trend is true for veterans of more recent conflicts,

such as the Gulf War. In contrast, statistics in Panel B for Korean-era cohorts show lower

proportions receiving compensation, less growth in the numbers receiving compensation,

and fewer disabilities per veteran.

In fiscal year 2005, the most widely compensated disability among Vietnam veterans

was diabetes, with more than 190,000 recipients. This can be seen in the bottom of Panel

A in Table 1. Diabetes was recognized as a service-related disability beginning in fiscal

year 2002, in response to evidence of a possible link with exposure to the Agent Orange

herbicide used by US forces during the Vietnam War. The growth in diabetes claims from

zero in 2001 to many thousands in 2003 is not a result of new cases of diabetes, but rather

reflects the fact that diabetes was a newly recognized service-related condition.

The most prevalent condition for which Vietnam veterans received compensation from

1999 to 2003 is PTSD, with about 91,000 claimants in 1999 and 143,000 in 2003. PTSD

5 In fiscal 2004, VDC award amounts ranged from about $100 per month for veterans with a 10 percent

CDR to almost $2,300 per month for veterans with a 100 percent CDR (VA Office of the Inspector General,

2005). There is a much larger increase in benefits in the step from 90 to 100 percent CDR than at other

steps. VDC benefits are not subject to federal income or payroll taxes and have usually kept pace with

inflation. Appendix II of U.S. General Accountability Office (2006) estimates that an IU determinations

adds about $348,000 to the lifetime present value of VDC payments for a 45 year old man with a 60 percent

schedular CDR.



has long been a health concern for Vietnam veterans; the incidence of PTSD among

Vietnam-era veterans is much larger than that for veterans of the Korean War, the Gulf

War, and WWII (from statistics not shown here). Perhaps surprisingly, the number of

Vietnam-era PTSD claimants doubled between 1999 and 2005, long after the Vietnam

war ended. Although the recent increase in PTSD claims is sometimes attributed to the

psychological impact of post-September 11th conflicts, Table 1 shows a marked increase

between 1999 and 2001 (data for 2001 are from July), and a dramatic jump between fiscal

2001 and fiscal 2003, before the wars in Afghanistan and Iraq had begun to generate large

numbers of casualties. Moreover, an analysis of veterans' use of PTSD treatment services

in the 6 months before and after the September 11 attacks failed to uncover a short-term

increase in the number of veterans seeking treatment (Rosenheck and Fontana, 2007). At

the same time, psychiatrists and others involved with the treatment of PTSD have noted

anomalies that point to financial motives on the part of some treatment-seeking veterans.

These include volatile or implausible PTSD symptom descriptions and combat-experience

reports, the apparent ineffectiveness of treatment for combat-related PTSD (therapy for

non-military PTSD has been shown to be effective), and a review of military records that

turned up evidence of combat exposure for only 41 percent of those seeking PTSD treatment

at a VA clinic (see Frueh, et al. 2005 for this last finding and a summary of related results).

The increase in PTSD among Vietnam veterans has led to a number of government

studies, motivated by the question of whether this increase reflects a true deterioration

in health or a change in VDC eligibility screening standards and diagnostic criteria (see,

e.g., VA Office of the Inspector General, 2005 and Institute of Medicine and National

Research Council, 2007). A related concern is the growing proportion of PTSD beneficiaries

designated IU, which increased from 14 percent in 1999 to almost 30 percent in 2006. Over

one-third of IU beneficiaries in 2006 had PTSD as either a primary or a secondary diagnosis

(U.S. General Accountability Office, 2006).6

Evidence for a regulatory or administrative explanation of the growth in the number of

Vietnam veterans receiving VDC comes in part from state variation in average VDC pay-

ments. Specifically, a major contributor to cross-state differences in VDC awards appears

6 This statistic is from Tables 5-9 and page 150 in Institute of Medicine and National Research Council
(2007). A report by the VA Office of the Inspector General (2005) notes that there is more discretion in IU
determinations than in the result of the CDR rating system. An earlier report along these same lines (U.S.
General Accounting Office, 1987) recommended that IU determinations be subject to an evaluation by the
VA's vocational services division, but this has yet to be implemented.



to be variation in the likelihood that otherwise similar cases are designated 100 percent

disabled as a result of IU or PTSD (VA Office of the Inspector General, 2005). Along

the same lines, the General Accountability Office found that the number of IU beneficiaries

was increased by the fact that, beginning in 1999, the Veterans Benefits Administration no

longer required IU recipients to submit any kind of paperwork to maintain their IU status

(U.S. General Accountability Office, 2006).7 Moreover, around this same time, the Veter-

ans Benefits Administration began to presume IU eligibility in some cases where veterans

would previously have been required to actively file an IU claim (Cooper, 2005).

3.2.1 Disability and Beneficiary Status in the CPS

A longer view of trends in Vietnam veterans' disability status appears in Figure 1, which

shows the average amount and incidence of VA-source income. These data come from

the Current Population Survey (CPS) and are described in the data appendix. The sample

includes Vietnam-era and Korean-era cohorts over the period 1988-2005.8 Changes in VA-

source income are mostly due to changes in VDC, since the Vietnam-era GI Bill expired in

1989. Figure 1 shows a marked increase in the average VA income of Vietnam veterans in

the late 1990s, and a sharper contrast in VA income between Vietnam-era and Korean-era

veterans after 2000. During the same period, VA income levels were fairly flat for Korean-

era veterans. As shown in Panel B, the relative likelihood that a Vietnam veteran received

any VA income compared to Korean-era veterans also jumped in the late 1990s, though this

series is noisier than the average income series.

The growing share of Vietnam-era veterans receiving VA income in the past two decades

comes mainly from growth in the probability of receiving VDC, shown in Panel C of Figure

1, which contrasts the probability of VDC receipt for Vietnam-era and Korean-era veterans

over the same period. This figure closely parallels the plot in Panel B. 9 Overall, the VA

income trend for Korean-era veterans has been flattening or declining since the late 1990s,

in marked contrast to the rapid increase in VA income receipt among Vietnam-era veterans

over this period. Although Korean-era veterans are older, VA income receipts for Vietnam

veterans by 2005 are at much higher levels than for Korean-era veterans at the beginning

7 This order was rescinded in 2005 (Philpott, 2005).
8 The comparison should be interpreted with caution, since Korean-era veterans are of course older than

Vietnam veterans. For this reason we also compare Vietnam veterans to non-veterans of the same age in

subsequent figures to get a more complete descriptive picture.
9 Data for the figures in this subsection are described in the appendix.



of the series, when Korean-era veterans were of a similar age.

Direct measures of self-reported disability rates and a measure of poor health, plotted

in panels A and B of Figure 2, also increased in the late 1990s, both in absolute terms

and relative to the trend among non-veterans. This increase may reflect a deterioration

in the health of Vietnam veterans, but the sharpness of the break suggests that policy or

regulatory changes may also play a role. Consistent with the regulatory hypothesis, Duggan,

Rosenheck, and Singleton (2006) conclude that modest changes in medical eligibility criteria

for federal disability programs can substantially affect program enrollment. Regulatory

changes may in turn influence self-reports of health if these measures are at least in part

endogenous in the sense that they are caused by program use (a point made by Bound and

Waidmann (1992) regarding social security disability programs). In the CPS, there is a

further mechanical link between disability income and disability assessment since the CPS

disability question is a screener for questions about disability income.

As we might expect given the growing importance of IU claims in the overall VDC

caseload, Panel A of Figure 3 shows that the employment rate of Vietnam veterans also

dipped in the late 1990s, relative to the non-veteran trend. Although employment should

fall as the Vietnam cohort ages, the figure shows a dip relative to non-veterans of the same

age with the gap by veteran status eventually increasing over time, after a period in which

veteran and non-veteran employment rates had moved roughly in parallel. Panel B of Figure

3 shows that this relative decline is associated with a decline in self-reported health: the

fraction of Vietnam veterans reporting that they quit a job or retired for health reasons

ticked up sharply in 1998, and eventually pulled away from the same measure for non-

veterans in the cohort, although the measure is somewhat noisy. Following a brief review

of related work, our empirical analysis attempts to determine whether a causal effect of

Vietnam-era military service on health can explain the relative deterioration in Vietnam

veterans' self-reported disability status and employment rates.

3.2.2 Related Work on Military Service and Health

The question of how military service affects civilian health is of long-standing concern to

veterans and policy-makers. As noted in the introduction, one of the most controversial

issues in the health arena is the proper clinical response to Gulf War Syndrome (Iversen,

Chalder, and Wessely, 2007). The growth in PTSD diagnoses among Vietnam veterans



has been similarly controversial (Rosenheck and Fontana, 2007). Perhaps not surprisingly,

given the numbers of men involved and the unique features of each era, the subject of

military service and health has generated a large literature covering each service era back

to WWII. A comprehensive review of these literatures is beyond the scope of our paper,

but it' s worth emphasizing the importance of selection bias in this context. This selection

problem is highlighted by Seltzer and Jablon (1974), which shows that WWII veterans live

longer than non-veterans born in the same years, primarily due to lower death rates from

conditions that would have made them ineligible for service.

A number of earlier studies have used instrumental variables in an effort to eliminate

selection bias in estimates of the health effects of military service, as we do here. Bedard

and Deschenes (2006) used cohort-dummy instruments to show that military service during

World War II and the Korean conflict led to higher mortality from smoking-related causes,

apparently because soldiers had access to free or subsidized cigarettes. In contrast, using

draft lottery instruments, Eisenberg and Rowe (2008) found no evidence of a lasting increase

in smoking by Vietnam veterans (who did not get as large a cigarette subsidy as WWII

veterans). Hearst, Newman, and Hulley (1986) found excess suicide and motor vehicle

death rates among draft-eligible men. Excess deaths from these causes might be due to

PTSD. But a re-analysis of the HNH data by Angrist, Imbens, and Rubin (1996) was

less conclusive. Similarly, also using draft-lottery instruments, Dobkin and Shabani (2006)

found no clear link between Vietnam-era service and a range of health outcomes measured

in the National Health Interview Survey.10

1 0Other draft lottery studies include Goldberg, Richards, Anderson, and Rodin (1991), who found no

evidence of increased alcohol consumption among draft-eligible men and Hearst, Buehler, Newman, and

Rutherford (1991), who found no increase in AIDS among draft-eligible men, although many Vietnam

veterans stationed overseas were thought to have experimented with intravenous drugs.



3.3 Census Data and the Draft-Lottery First-Stage

3.3.1 The 2000 Census 1-in-6 File

The 2000 long-form census sample includes approximately one-sixth of U.S. households.11

For the purposes of this study, we created an extract from this sample consisting of U.S.-

born men residing in the 50 States and the District of Columbia, born between 1948 and

1952. The cohorts of 19-year-olds at risk of conscription in the draft lotteries were born

from 1950-52. Men born in 1948 and 1949, who were also affected by the 1970 lottery, are

included as well. The estimation sample contains more than 1.14 million whites and about

155,000 nonwhites.

Roughly 31 percent of men born 1948 to 1952 served in the Vietnam era and about

44 percent were draft-eligible. The average age in the cohort is 49. These and other

descriptive statistics appear in Table 2, which reports means by veteran status and race

(means for whites appear in Panel A and means for nonwhites appear in Panel B). Many men

report having some kind of disability-about 20 percent of whites and a third of nonwhites.

Based on a question asking respondents whether they have a disability that causes difficulty

working, we categorized disabilities as work-limiting or non-work-limiting.12  While this

distinction may be imprecise and subjective, it provides a simple measure of severity and

may also be informative about the presence of disabilities that might support SSDI or VDC-

IU claims. Among white veterans, the regression-adjusted labor force non-participation rate

is 3.3 percentage points larger for those with a work-limiting disability than for those with

a non-work-limiting disability. Likewise, the regression-adjusted probability of SSDI receipt

is 3.4 percentage points larger for those with a work-limiting disability. Both of these

differences are significant at conventional levels. 13

"The 1-in-6 long form sample is the basis for the publicly available PUMS files. These files, documented
in US Census Bureau (2005), are simple random samples drawn from the 1-in-6 file, though the 1-in-6 file
is not a simple random sample from the census sampling frame. Rather, the Census Bureau reduces the
sampling rate in more densely populated areas. Adjustment for variation in sampling rates is made here by
using the weighting variables that are included in the long-form file. These weights adjust for non-response
and for non-random sampling, and are designed to match external population totals by age, race, sex and
Hispanic origin. In practice, weighting matters little for our results.

1
2 The work-related disability question asks: Because of a physical, mental, or emotional condition lasting

6 months or more, does this person have any difficulty working at a job or business? The complete set of
2000 Census disability questions appears in the data appendix.

'3 These estimates come from regressions that include dummies for state of birth, year of birth, and
month of birth. Among white veterans, the estimated effect of a non-work-limiting disability (relative to
no disability) on labor force non-participation is about 0.27 (s.e.=0.003), and the estimated effect on SSDI
receipt is about 0.10 (s.e.=0.002).



White veterans have somewhat higher disability rates than white non-veterans, while

disability rates differ little by veteran status for nonwhites. Table 2 also shows that both

white and nonwhite veterans are much more likely than non-veterans to report having in-

come in a category that includes VDC. This is coded from an other income question that

asks about sources of income received regularly such as veterans' (VA) payments, unemploy-

ment compensation, child support, or alimony. Since our all-male sample probably has no

income from child support or alimony, and employment rates differ little by veteran status

for whites and are higher for nonwhite veterans, the other income differential by veteran

status is most likely due to VDC. 14  In our sample, about 11 percent of white veterans

have other income, a sharp contrast to the 37 percent of non-veterans who have this sort

of income. Among nonwhites, 14 percent of veterans and 5.2 percent of non-veterans have

other income.

Social Security income is measured by two variables in the same panel of Table 2:

Supplemental Security Income (SSI), and Social Security income excluding SSI. Since

Vietnam-era cohorts are too young to have retired, and are unlikely to qualify for benefits

under the means-tested SSI program, their Social Security income is mostly from Social

Security Disability Insurance (SSDI). About 4 percent of whites and 6 percent of nonwhites

receive SSA income other than SSI. Among whites, the proportions receiving SSI are 1.3

percent for veterans and 1.9 percent for non-veterans. Among nonwhites, veterans are also

less likely to receive SSI than non-veterans (2.9 percent compared to 5.1 percent). Finally,

we constructed an indicator for men who receive any federal transfers-either other income,

Social Security income, or SSI. Not surprisingly, given the other income differential, both

white and nonwhite veterans are much more likely to have federal transfer income of some

sort. 15

Table 2 also reports statistics for the specific types of disabilities identified in the cen-

sus. The incidence of each disability is slightly higher for veterans than for non-veterans

1 4Income from military disability pensions received directly from the defense department is most likely

captured by another census variable that asks about retirement, survivor, or disability pensions excluding

Social Security. The other income variable might also include payments received under the GI Bill, but few

veterans in our cohort were likely to have still been active in GI Bill supported training. Vietnam-era GI

Bill eligibility expired in 1989. The 2000 Census income questions used in our study appear in the data

appendix.
"5 Eligible claimants can receive both VDC and SSDI benefits without any reduction from either program;

see Autor and Duggan (2008). In 2005, about 61 percent of VDC claimants with an IU rating received

SSDI (Christensen, McMahon, Schaefer, Jaditz, and Harris, 2007). Few veterans receive SSI because SSI

is means tested and because most veterans have a work history that qualifies them for the more generous

SSDI program.



among whites, while the difference in specific disability rates by veteran status is small for

nonwhites. Among veterans, the most commonly reported disability is related to mobil-

ity (identified in a question asking about going outside the home alone to shop or visit a

doctor' s office). The second most common disability is associated with restricted physical

activities such as walking, climbing stairs, reaching, lifting, or carrying. Mental disabilities,

the third most common type of impairment, are recorded in response to a question about

difficulty learning, remembering, or concentrating.

The bottom of the table shows descriptive statistics for two labor force status variables

that might be related to self-reported disability status, not working (one minus employment)

and not in the labor force. White veterans and non-veterans are about equally likely to be

working or in the labor force. Among nonwhites, veterans work more.

Finally, since differential effects across skill groups play an important role in our analysis,

we also provide summary statistics for veterans and non-veterans by skill group in appendix

Table A2.

3.3.2 The Draft-Lottery First Stage

The first draft lottery, held in December 1969, affected men born in 1944-50 who were at

risk of conscription in 1970, while subsequent draft lotteries involved 19-year-olds only. Men

born in 1951 were at risk of conscription in 1971, and men born in 1952 were at risk of

conscription in 1972. Men born in 1953 were assigned lottery numbers in 1972, but there

were no draft calls in 1973.

Each lottery was associated with a draft-eligibility ceiling or cut-off. Men with a random

sequence number (RSN) below the ceiling were draft-eligible, while men with an RSN above

the ceiling were draft-exempt. The draft-eligibility ceiling was 195 in the 1970 lottery, 125

in the 1971 lottery, and 95 in the 1972 lottery. Draft eligibility is highly correlated with

Vietnam-era veteran status, but the link is far from deterministic. Many men with draft

lottery numbers below the ceiling were able to avoid conscription through an occupational

or educational deferment, or because of poor health or low test scores, while many with

lottery numbers above the ceiling volunteered for service. Throughout the Vietnam era

(1964-1975), most soldiers were volunteers. Using the draft lottery as an identification

strategy yields estimates of the effects of military service specific to the set of "draft lottery

compliers": those individuals who were or would have been induced to serve by being



draft eligible, but who would not have served otherwise. While our results may not apply

to volunteers, compliers make up a substantial fraction of our sample, as the first stage

estimates we report below indicate.

In the sample of men born 1948-52, the effect of draft eligibility oil Vietnam-era veteran

status is .112 for whites and .072 for nonwhites, as shown in panels A and B of Table 3.

Draft-eligibility effects for men born 1944-47 (not reported here) are small so we omit these

cohorts.

Our primary IV strategy uses a draft-eligibility dummy as an instrument for veteran

status. However, in an effort to produce more efficient 2SLS estimates by exploiting

within-eligibility changes in the probability of enlistment, we also work with an instrument

set constructed from five lottery-number groups and interactions of these groups with year

of birth (an instrument set we call 5zx). The five lottery-number groups are constructed

using RSN cutoffs of 95, 125 and 195, and two intermediate points, 160 and 230. The

reference group consists of those with RSNs above 230. The intermediate points capture

the small but significant increases in the probability of service for RSNs just above the

cut-offs.

The first column in each panel of Table 3 reports estimates of the lottery-group first

stage in pooled samples. 16 For example, column (1) shows that men born 1948-52 with

RSNs up to 95 were .128 more likely to serve than men with RSNs above 230. The next

group, with RSNs 96-125, was .082 more likely to serve than the reference group; the next

group was .058 more likely to serve; the next group after that was .044 more likely to

serve; and the last group with RSNs 196-230 was .006 more likely to serve, although they

were above the cut-off at 195. All of these first-stage effects are precisely estimated and

significantly different from zero. The draft lottery may have induced some with RSNs above

the cutoff to volunteer to obtain better terms of service (e.g., choice of branch of service)

in case they were to be drafted eventually. As with the draft-eligibility effects, estimates of

lottery group effects are consistently smaller for nonwhites than for whites. F-statistics in

the pooled 1948-52 sample range from 134 for nonwhites to nearly 2300 for whites. The

5zx first stage appears in columns (2) through (6) of Table 3. Partial F-statistics for the

marginal contribution of 5zx in a model that includes lottery-group main effects are on the

16The estimates in Table 3 and the second-stage estimates that follow control for year of birth, state of

birth, and month of birth.



order of 150 for whites and 10 for nonwhites.17

3.3.3 Mortality and Survivor Bias in the Census Sample

As a preliminary step, we looked for under-representation of draft-eligible men in the census

sample. This analysis is motivated by the possibility that draft-eligible men were more

likely to have been killed in wartime and by the link between Vietnam-era service and

civilian mortality established in the Hearst, Newman, and Hulley (1986) draft-lottery study

of the long-term consequences of Vietnam-era service. Following the mortality investigation,

which shows little evidence of an impact of Vietnam-era service on mortality, we look at

the effects on self-reported disability rates and labor force status.

Mortality effects are of interest both as an important health outcome and because excess

mortality among draft-eligible men may induce selection bias in samples of survivors. The

two most likely channels for excess mortality among draft-eligible men are war-related

deaths and elevated post-service mortality. The latter may be due to physical injury,

PTSD, or other long-term consequences of military service, such as an increased likelihood

of cigarette smoking as found by Bedard and Deschenes (2006) for World War II veterans.

The excess deaths in the Hearst, Newman and Hulley (1986) study are due to suicide and

motor-vehicle accidents, both of which have been linked to PTSD.

Roughly 47,000 men died as a result of hostile action in the Vietnam Era (1964-75)

while 8.7 million personnel served in the military during this period for an overall casualty

rate of about half a percent. Overall casualty rates among Vietnam-era veterans were low,

in part because less than half of active duty personnel served in Indochina, and because of

those who did, many served in positions not exposed to combat. Although casualty rates

among draftees were higher than the overall Vietnam era death rate, draftees accounted for

a minority of combat deaths. It is also noteworthy that over 80 percent of combat deaths

occurred before 1970.18 It therefore seems unlikely that war-related deaths have a large

effect on the composition of the sample used in our study.

As a simple check on the possibility of mortality-related selection bias-a potential
17 A larger instrument set with dummies for RSN 1-30 and RSN 31-60 adds little to the precision obtained

with 5zx. See Angrist and Chen (2008) for more on the draft lottery first stage.
18 Service and casualty statistics in this paragraph are from Table 583 in the 2000 Statistical Ab-

stract, available on-line at http://www.census.gov/prod/2001pubs/statab/sec11.pdf. Data on casualties
by year are available from the national archives: http://www.archives.gov/research/vietnam-war/casualty-
statistics.html#year. Statistics on service in Indochina and exposure to combat are from Hearst, Newman,
and Hulley (1986).
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threat to the validity of using draft eligibility as an instrument-we compared the actual

and expected numbers of draft-eligible men in the 2000 Census by race and year of birth.

The expected ratio was computed using monthly birth totals for males by race (Vital Statis-

tics Division, 1948-1955), assuming birthdays (and hence lottery numbers) are uniformly

distributed within a month. On the whole, draft-eligible men are represented in the cen-

sus sample almost exactly as predicted, assuming a uniform distribution of lottery numbers

within a month. Among whites, the predicted proportion eligible is .407, while the empirical

proportion eligible is .405. Among nonwhites, the empirical proportion eligible is slightly

more than predicted, .408 versus .405.

Comparisons by single year of birth for white men born 1948-53, reported in appendix

Table Al, show draft-eligible men slightly over-represented in three cohorts and slightly

under-represented in the other three cohorts (one of these is the 1953 cohort, with no

draftees). Only two cohort-specific differences for whites are significant, and all are small.

Two out of six cohort-specific contrasts are significant for nonwhites, with slightly more

eligibles in the sample than predicted for nonwhites born in 1950 and 1952. Given the

magnitudes and sign pattern in this set of comparisons, it seems unlikely that differential

mortality by draft-eligibility status had a substantial effect on the composition of the 2000

Census sample. These results also weigh against the view that Vietnam-era service led to

elevated civilian mortality.19

3.4 Results

3.4.1 Effects on Disability, Transfer Income, and Work

Our main focus is on the effects of Vietnam-era service on self-reported disability status,

disability-related transfers, and labor force status, all denoted by Y. The empirical frame-

work for these estimates is the equation:

Y = Xbyo + foVET + 6j, (3.1)

19 The appendix table also breaks out draft-eligibility rates by high school graduation status. The estimates

by schooling group also hover around the theoretical proportions, and the rates for HS dropouts are very

close to the rates for HS graduates, with significant differences in only two out of six cohorts for whites, and

no significant differences in any cohorts for nonwhites. It seems fair to say there is little consistent evidence

that draft-eligible men in either schooling group are especially likely to be missing.
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where Xi is a vector of controls for state, year and month of birth, and VET indicates

Vietnam-era veteran status. We construct OLS and 2SLS estimates of (3.1), the latter using

the first stages reported in Table 3. As noted in the introduction, veterans may have suffered

long-term combat injuries, either physically or as a result of PTSD. Many Vietnam veterans

have also been concerned about exposure to the Agent Orange defoliant used by American

forces. The loss of earnings associated with Vietnam-era conscription for white veterans

(documented in Angrist, 1990) may have also been debilitating, although Angrist and Chen

(2008) showed that by 2000 the effect on earnings had diminished. Any lasting health

effects should turn up in positive effects on disability for veterans, as captured by census

self-reports. In addition, veterans may be more likely to describe themselves as disabled

as a consequence of qualification for VDC and/or SSD. This sort of endogenous disability

reporting is discussed by Bound and Waidmann (1992), and Benitez-Silva, Buchinsky, Chan,

Cheidvasser, and Rust (2000), among others. Finally, poor health and transfer income may

directly affect employment, though each for different reasons, as we discuss further below.

The 2SLS estimates of effects on disability outcomes in panel A of Table 4 suggest that

Vietnam-era conscription induced a small overall increase in self-reported disability rates

among whites. The estimated effects, reported in columns (3)-(4), range from .012-.014 and

are only marginally significant. These effects come from an increase in non-work-limiting

disabilities; the estimated effects on overall work-limiting disability rates are nearly zero.

There is little evidence of an increase in disability rates for nonwhites, though the 2SLS

estimates for nonwhite men, mostly negative, are imprecise. It's also worth noting that the

OLS estimates show increased disability rates for whites, while those for nonwhites show a

decrease. While the sign pattern of the OLS estimates is consistent with that of the 2SLS

estimates, OLS estimates are especially hard to interpret in this context, since men with

disabilities are typically precluded from military service.

In contrast with the modest estimated impacts on overall disability rates, panel B shows

a marked increase in the likelihood that (both white and nonwhite) veterans receive other

income (mostly VDC). The 2SLS estimates here are around .04, which can be compared

with a mean proportion receiving other income of .06-.08. At the same time, we find

little evidence that Vietnam-era military service raised the proportion of men receiving

income from Social Security (mostly SSDI, as noted before). The estimated effect on

Social Security income receipt is close to zero for whites, and negative and not significantly
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different from zero for nonwhites. The estimated effects on the probability of receiving

any federal transfers are generally similar to the effects on the probability of receiving other

income, reflecting the absence of an overall effect on Social Security income and SSI (results

for the latter are not shown in the table).

The largest and most consistent result coming out of an analysis of overall effects on spe-

cific disabilities is an increase in the likelihood of a vision or hearing-related problem. These

effects, reported in panel C of Table 4, range from .011 for whites to .039 for nonwhites,

and both are statistically significant at conventional levels. This increase might reflect an

increased incidence of hearing loss or tinnitus among veterans. In contrast, Vietnam-era

service does not appear to have worsened average mental health as reflected in the rate

at which men report difficulties learning, remembering, or concentrating. This is surpris-

ing given the large numbers of Vietnam veterans receiving VDC for PTSD and the fact

that such difficulties are recognized PTSD symptoms (Institute of Medicine and National

Research Council, 2007).

The veteran effect on non-work-limiting disability rates for whites may reflect a nega-

tive causal impact of military service on health. However, the pattern of disability effects

does not seem consistent with an interpretation of the increase in disability transfers as the

downstream consequence of poor veteran health. First, even if we ignore the work/non-

work distinction, the effects of military service on disability rates are too small to explain

the increase in disability-related transfers. In other words, if military service affected

disability-related transfer receipt only through service-induced disabilities, one could con-

sider military service as an implicit instrumental variable for the effect of disability status on

transfer receipt. However, since the transfer effect is around 4 percentage points while the

disability effect is a little over one percentage point, this would imply impossibly large (i.e.,

greater than unity) estimates of the effect of disability status on transfer receipt. Military

service must therefore affect transfer receipt for reasons other than disability status (such as

financial incentives). In fact, the effects on work-limiting disability-which would seem the

most likely to have health consequences that qualify veterans for disability transfers-are

nearly zero. Finally, the disability effects in Table 4 do not appear to have translated into

lower employment rates or reduced labor force participation, as would usually be expected

for workers with consequential health limitations.

The next section further explores the link between Vietnam-era military service and
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disability, focusing on how this link varies with earnings potential.

3.4.2 Interactions with Predicted Wages and Schooling

The empirical literature on the unintended economic consequences of disability insurance

has two themes. The first is that such programs increase the likelihood of early retirement.

For example, Bound and Waidmann (1992) and Stapleton and Burkhauser (2003) present

evidence suggesting that disability insurance contributed significantly to the drop in labor

force participation of near-elderly men over the second half of the twentieth century. A

second strand of this literature argues that disability insurance has become increasingly

attractive for (non-elderly) low-skilled men because declining real wages for the less skilled

have meant a rise in disability insurance replacement rates. In particular, Autor and Duggan

(2003) find a close link between enrollment in SSDI or SSI and regional variation in wage

levels. Black, Daniel, and Sanders (2002) similarly show that disability insurance take-up

rates are highly sensitive to regional variation in labor demand.

As with Social Security disability programs, VDC may provide an attractive alternative

to employment for low-wage men even if their disabling conditions are not serious enough

to prevent or limit paid employment. In support of this view, Duggan, Rosenheck, and

Singleton (2006) show that enrollment in the VDC program seems highly sensitive to small

changes in eligibility criteria and in unemployment rates. Moreover, paralleling the in-

centives created by SSDI and SSI, VDC should reduce work for low-wage men through

both income and substitution effects. Substitution effects arise because many veterans are

awarded benefits at the 100 percent level on the basis of an IU determination that depends

in part on low earnings.

We explore the link between earnings potential and disability outcomes for Vietnam

veterans by looking for variation in the causal effects of veteran-status across skill groups.

If causal effects on VDC take-up rates and self-reported disability status are driven primarily

by deteriorating health, we should not expect these effects to be larger for men in the lowest

skill groups, unless low-skilled men were also more likely to have suffered wartime injuries.

On the other hand, if VDC is used primarily as an alternative to work for those with low

earnings potential, we should see a strong gradient in the effects of veteran status.

Our interacted models use predicted wages and a schooling variable to define skill groups.

The predicted wage is the fitted value from a regression of non-veterans' weekly wages on
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state of birth and education interactions, controlling for year of birth, run separately for

whites and nonwhites. 20 Descriptive statistics for subsamples classified by predicted wage

appear in columns 4-7 of Table 2. Not surprisingly, these statistics show that men with

a lower predicted wage are much more likely to be disabled and have reduced labor force

attachment. As a robustness check, we report results from an alternative specification using

interactions classified by four schooling groups only. This generates a scheme that can be

matched to our analysis of combat exposure by schooling group, described below. As it

turns out, the two classification schemes for interacted models produce similar results.

The empirical framework for models with interactions is

4

Yi= S (a3 Dij + Oj IijVET) + X> + 6i, (3.2)
j=1

where the variables Dei to D 4 are indicators either for the four schooling groups, or for

men with a predicted wage below the 10th percentile, between the 10th and 25th percentile,

between the 25th and 75th percentile, and above the 75th percentile. The Dij x VET,

terms are treated as endogenous and a set of four Dij x ELIGi terms are used as excluded

instruments in 2SLS estimation of a just-identified model (Table 4 suggests little precision is

gained in over-identified models). As before, the vector of covariates, Xi, contains dummies

for year, month, and state of birth. The coefficients of interest are #1 to /34, the estimated

causal effect of Vietnam veteran status on men in each predicted wage or schooling group.21

The resulting 2SLS estimates of veteran effects by skill level appear in Table 5. Column

1 in Panel A shows that for white men in the lowest wage group, the effect of Vietnam

veteran status on the probability of reporting any disability is .109 (the mean disability

rate in this group is .4, as shown in Table 2). There are also much smaller, though still

20 The sample for the predicted wage regressions consists of male US-born non-veterans born 1948-52.

The dependent variable is the weekly wage and the explanatory variables are a full set of state of birth by

education-group effects plus year of birth main effects. The education groups are: high school dropout,

high school graduate, some college, and college graduate, as described in the appendix. Wage prediction

regressions were run separately for whites and nonwhites.
2 'The schooling classification scheme also provides a check on selection bias from the possible endogeneity

of schooling. Specifically, 2SLS estimates using the draft lottery (reported in Angrist and Chen, 2008)

show that Vietnam-era military service increased the likelihood of college attendance but had little effect on

schooling at the high school level or below. Therefore, draft-lottery estimation of veteran effects conditional

on high school graduation status is unaffected by any post-treatment selection bias that might contaminate

contrasts by college graduation status. This in turn means that the difference in treatment effects between

high school dropouts and the other three groups is not subject to bias from conditioning on an outcome

variable.
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marginally significant, effects of .029 and .018 on white men with wages in the next two

quantile groups, but no effect on men with high earnings potential. An almost identical

pattern arises when predicted wage groups are replaced by schooling groups, as can be seen

in Panel B.

The overall disability effects are decomposed into effects on work-limiting and non-work-

limiting disabilities in columns 2 and 3 of Table 5. Consistent with a similar breakdown

in the full sample, the first row in each panel of Table 5 shows that the large veteran

effect on any disability for low-skilled men is due mostly to an effect on non-work-limiting

disabilities, with no significant effect on work-limiting disabilities in any group, though the

point estimate for the effect on work-limiting disabilities for men with wages in the lowest

group is still substantial. For the highest skill group, the estimated veteran impacts on

both non-work and work-limiting disabilities are essentially zero.

Effects on transfer income are generally somewhat larger than those on non-work-

limiting disabilities, as shown in columns 4-6. Moreover, while veterans at all predicted

wage levels are estimated to be more likely to receive other income (mostly VDC), the

largest effect is again for men with the lowest earnings potential. The estimated effects on

other income in the low skill groups are .069 using predicted wages and .08 using schooling

groups. The effect of veteran status on the likelihood of receiving Social Security income

(SSDI) is smaller than that on other income but still significant for men in the lowest skill

groups. This suggests that many men leaving the labor force to receive VDC also qualify

for and receive SSDI, as argued by Autor and Duggan, 2009).

On the other hand, the results for any federal transfers indicate that SSDI (and to a

lesser extent, SSI) is a partial substitute for VDC. This is apparent from the fact that effects

on the aggregate transfer category are larger than the effects on any single component. For

example, veterans in the lowest skill group about 10 percentage points more likely to receive

federal transfers, while those in the next lowest group are about 5 percentage points more

likely to receive transfers. Given that VDC and SSDI are two separate programs with

independent disability determination procedures, disabled veterans may begin receiving

SSDI while they are waiting (or trying) to qualify for VDC or vice versa. Although SSDI

is not especially designed to be attractive to veterans, all veterans who apply are required

to submit their military discharge papers (form DD-214). In practice, military service

increases SSDI benefits and the likelihood of SSDI qualification for men with weak labor
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force attachment because time in the military generates earnings credits in addition to base

pay. 22

The last set of results in Table 5 is for the veteran effect on employment and labor

force participation. These estimates, reported in columns 7 and 8, show a marked decrease

in employment and labor force participation among men in the lowest skill groups, with

more muted effects in the middle of the predicted wage or schooling distribution, and no

effect for men at the top of these distributions. The parallel between the variation in

employment effects across skill groups and the pattern of effects on disability and transfer

income is striking. However, because the veteran effect on unemployment or being out of

the labor force exceeds the effect on work-limiting disability reported in column 2, especially

for the least skilled men, disability-induced work limitations seem unlikely to be the sole

explanation for reduced veteran employment.23

Finally, Table 6 looks at effects on specific disability types. The estimated impact of

Vietnam-era service is, again, largest at the low end of the predicted wage or schooling

distribution, with no significant effects at the high end. The largest impact at the low end

is on physical disabilities, a category that probably includes most muscular and skeletal

problems (e.g., related to knees or back). There appear to be smaller effects on physical

disabilities in the second-lowest skill group. The second largest set of veteran effects relates

to mental disabilities, including difficulties in learning, remembering and concentrating.

Vision and hearing problems also appear to have been aggravated by military service among

men at the low end of the skill distribution, though the estimates are less precise. Thus,

within skill groups, the impact of military service on specific limitations seems broadly

consistent with the diagnoses most prevalent among VDC claimants, seen in Table 1.24

22 See, e.g., the pamphlet Social Security and Military Service, available at

http://www.ssa.gov/pubs/10017.pdf.
2 3Much as we argued in Section 4.1 regarding the relation between effects on disabilities and transfers in

the full sample, if the only channel whereby military service affects employment and labor force participation

were work-limiting disabilities, the effect of military service on work-limiting disabilities would necessarily

be larger than the effect on employment outcomes. The fact that the results come out otherwise suggests

something other than health contributes to the employment effects.
2 4We also looked at models for log wages as in Angrist and Chen (2008). The estimated effects on log wages,

both overall and within skill groups are essentially zero. We also tried a model that allows for interactions

between veteran status and state-level VDC generosity as measured by the fraction of veterans designated

IU or with a 100 percent disability rating. This generated marginally significant positive interactions

in equations for non-work-limiting disability for both whites and nonwhites and significant interactions in

equations for any- and work-limiting disability for nonwhites. On the other hand, we cannot really say

whether these interactions reflect the differential application of VA policy or the unobserved characteristics

of the veterans who reside in different states.
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3.5 Interpreting the Impact of Vietnam-era Service Across

Skill Groups

A natural question raised by the results in Table 5 is whether the effects of Vietnam-era

service on disability, transfer income, and employment for low-skilled men can be accounted

for by differences across skill groups in exposure to combat or the risk of service-related

injury. For example, to be diagnosed with PTSD, a veteran must establish that he was

exposed to traumatic events of an extreme nature (VA Office of the Inspector General, 2005,

p. 46). We therefore ask whether less-educated men were more likely to be exposed to

combat or war or to have suffered a service-connected disability. We explore this question

using the 1987 Survey of Veterans (known as the SOV-III since it was the third in a series

of veteran surveys). The SOV-III interviewed veterans (excluding those still on active

duty) in CPS outgoing rotation groups from April 1986 through January 1987. The survey

covered roughly two thousand Vietnam veterans and collected information on veterans'

service experiences and health. Most relevant for us, the SOV-III included questions

about service location and exposure to combat, as well as a direct assessment of service-

connected disabilities. The SOV-III asks specifically about service-connected injuries and

disabilities, while the disability variables in the 2000 Census are more general. As expected,

the disability rates observed in the Census are larger. The data appendix describes the

definitions of the variables and the criteria used to select our extract, which is a subset

of the sample analyzed in Angrist (1993). Because the results in Tables 4 and 5 show

significant effects only for whites, we focus on white men in the SOV-III.

Among all white Vietnam veterans in our SOV-III extract, 40 percent report having

served in the Vietnam War theatre (Vietnam, Laos, or Cambodia), 36 percent report ex-

posure to combat, 46 percent report exposure to combat or war, and 6.1 percent report

a service-connected disability.25  To increase the sample size, we analyze an extract that

includes men born 1943-57 in addition to an extract limited to the draft lottery cohorts

(men born 1948-52). The descriptive statistics for both samples are broadly similar, as can

be seen by comparing the descriptive statistics in the first rows of Panels A and B in Table

2 5 Respondents are coded as having been exposed to combat if they responded in the affirmative to a
question asking whether they were in or exposed to combat. Respondents are coded as having been exposed
to combat or war if they indicated that they were either exposed to combat or were stationed in a war zone.
Respondents with a service-connected disability are those who indicated they have been notified by the VA
that they are eligible for payment for a service-connected medical condition or disability.
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Our empirical analysis of the relationship between education and war exposure is struc-

tured by regressions of combat or war exposure and service-connected disabilities on school-

ing dummies similar to those used to construct the estimates in Panel B of Table 5.26

Specifically, the schooling dummies are indicators for high school graduates, men with some

college, and college graduates, with high school dropouts as the omitted reference group.

The estimated coefficients on the schooling dummies, reported in columns (1)-(4) of Table

7, show little difference in the likelihood of combat/war exposure or service-related disabil-

ity across schooling groups. For example, while 33 to 40 percent of veterans with no high

school diploma reported ever being exposed to combat, as shown in Panel A, column (2),

the combat exposure rates were only 1 percentage point less for men with some college or

a college degree.

Because the largest effects of Vietnam veteran status on disability and employment

(reported in Table 5) appear among high school dropouts, the relationship between high

school dropout status and exposure to war or combat is of special interest. Estimates

of this relationship in columns 5-7 of Table 7 show a small and insignificant relationship

between having a high school diploma and the likelihood of serving in the war theatre, or

being exposed to combat or war.

The muted relationship between education and exposure to war or combat does not

support the notion that less educated veterans were more likely to have been exposed to

war-related trauma or injury. At the same time, we note the possibility, investigated by

Macklin, Metzger, Litz, McNally, Lasko, Orr, and Pitman (1998) (among others), that

exposure to the same traumatic experience may be more likely to trigger PTSD in veterans

with lower cognitive ability (or less education). Moreover, exposure to combat or service in

a war zone may have entailed different experiences for veterans of different education levels

(because of, say, differences in rank). We therefore look at a direct measure of service-

connected disability and examine how this measure varies with education. Columns 4 and

8 in Table 7 show no significant difference in the likelihood of a service-related disability

across schooling groups, either in the full sample of Vietnam veterans (Panel A), or in the

draft lottery subsample (Panel B). These findings are inconsistent with the notion that

26 Definitions of SOV-III schooling groups appear in the data appendix. Schooling group dummies describe

education at the time of the SOV-III survey. The covariates in these regressions consist of 5-year cohort

dummies.
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less-educated men were especially vulnerable to PTSD or other service-connected injuries.

Although the results in Table 7 are somewhat imprecise and therefore less than conclu-

sive, they are consistent with the findings in Table 5 in pointing away from health per se

as the primary explanation for lower employment rates among Vietnam veterans with low

levels of education or low earnings potential. As noted earlier, the effects of Vietnam-era

service on work-limiting disabilities are too small (on the order of 4-5 percentage points)

to account for employment reductions ranging from 8-12 percentage points (depending on

the outcome and skill group definition). It therefore seems likely that part of the expla-

nation for service-induced increases in disability rates among the low-skilled is an ex post

validation of VDC or SSDI eligibility, a status administratively bound up with employment.

Specifically, a veteran who qualifies for a federal disability insurance program may be more

likely to identify himself as disabled, even if his disability does not limit work. The strong

effect of Vietnam-era veteran status on aggregate transfer income, reported in column 6 of

Table 5, seems to be the leading proximate cause for the negative effect of veteran status

on employment and labor force participation rates among low-skilled men.

3.6 Conclusions

Our estimates of the causal effects of Vietnam-era military service on disability rates, trans-

fer income, and employment paint a complicated picture. We find only a small service-

induced increase in overall disability rates among white veterans, and an insignificant de-

crease among nonwhites. Moreover, the increase among whites comes almost entirely from

disabilities judged by census respondents not to be work-limiting. At the same time, an

analysis of effects by skill groups, using either predicted wages or schooling, shows a size-

able effect on disability among the least skilled white veterans, with some smaller but still

significant effects in the lower-middle of the skill distribution. We also find large negative

effects on employment in the lowest skill groups.

Did the least skilled suffer the most serious and lasting health consequences of Vietnam-

era service? Our analysis points away from this interpretation. First, less-educated men

were not more likely to serve in the Vietnam War theatre, to be exposed to combat or

war, or to have reported a service-connected disability in 1987. In addition, the estimated

effects of Vietnam-era veteran status on work-limiting disabilities are too small to explain

110



the estimated effects on employment and labor force participation. A case can therefore be

made for disability insurance as a primary causal agent driving these results, even allowing

for a modest negative overall health effect suggested by our estimates. Veterans who

get VDC (or SSDI), especially those who are (or aspire to be) classified as "individually

unemployable," are probably more likely to define themselves as disabled and less likely to

work. This seems to be a special concern for Vietnam-era PTSD claims; data from 2005

show that roughly one-third of PTSD claimants are designated IU and that IU claimants

are concentrated in the Vietnam cohort (Christensen, et al, 2007, Figures 58-59).

Our results have important implications for veterans compensation policy. The number

of Vietnam-era VDC beneficiaries grew rapidly in the late 1990s, growth that accelerated in

the early part of this century and has not yet leveled off. This imposes a growing burden on

a system that must serve new cohorts of veterans from the Gulf War, Afghanistan, and Iraq.

The results reported here suggest the growth in Vietnam-era disability claims (and hence

costs) are not only a manifestation of the health consequences of the Vietnam war, but

also a reflection of the incentives embedded in our disability insurance system for veterans.

While our estimates are specific to those individuals whose veteran status was determined

by their draft eligibility status, the incentives in the compensation programs likely apply to

veterans more broadly.

Our findings also raise questions about widely publicized projections of the disability

costs likely to come out of current conflicts. Specifically, Stiglitz and Bilmes (2008, pp.

82-83) note that a large number of VDC claims in this most recent cohort are for PTSD

and that PTSD is an especially expensive diagnosis associated with high program costs and

large earnings losses. But the costliness of PTSD claims comes in large part from the link

with IU and the consequent increase in VDC benefits. Case reviews in VA Office of the

Inspector General (2005) show that mental health visits declined by 82 percent after an IU

rating decision, and that many granted IU status stop seeking treatment for mental health

entirely, though health care visits for other conditions are unchanged. Likewise, our results

indicate that the employment consequences of PTSD may have as much to do with incentives

as with a medical inability to work, at least in many cases. The complicated links between

military service and variables related to health show that the disability-related costs of

conflict are driven by policy and regulatory choices, as well as the battlefield consequences

of war.
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Table 1: Veterans disability compensation claims: Most common diagnoses for Vietnam veterans in 2005
Veterans receiving compensation for:

Generalized
Hearing Musculo- Arthritis

Veteran Disabilities Any (loss of skeletal Hyper- (due to Knee
Year Population per Veteran disabilities Diabetes* PTSD acuity) Scars Conditions tension trauma) impairment

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
A. Vietnam

1999 8,113,000 2.76 735,627 - 90,695 50,184 127,023 82,446 56,231 48,263 67,836
2001 7,916,774 2.77 749,554 - 106,809 60,753 125,939 80,586 55,545 53,332 66,335
2003 8,210,925 2.88 848,156 135,011 142,876 95,931 125,534 78,413 66,084 62,821 65,026
2005 8,054,993 3.00 916,220 190,199 179,737 129,323 121,850 78,270 72,169 69,034 62,713

B. Korea
1999 4,064,000 2.01 174,807 - N/A N/A 18,879 N/A N/A 8,903 6,862
2001 3,347,310 2.04 166,362 - 6,524 N/A 17,703 6,452 N/A 9,230 6,411
2003 3,580,249 2.12 164,482 - 8,994 15,659 16,761 N/A N/A 9,941 N/A
2005 3,256,925 2.2 161,512 - 10,994 25,529 15,476 5,552 N/A 10,030 N/A

C. Gulf War
1999 2,223,000 3.20 282,140 - N/A 28,208 33,719 59,337 28,405 35,304 56,320
2001 3,095,952 3.32 365,780 - N/A 36,399 42,523 77,849 37,260 52,826 63,966
2003 3,783,414 3.48 476,026 - N/A 47,031 52,479 100,925 49,948 77,202 72,300
2005 4,377,845 3.70 611,729 - N/A 60,023 60,350 131,092 64,558 100,374 81,677

Notes: This table reports the number of veterans receiving VDC in total and for specific disabilities. The listed diagnoses are the top 10 conditions in 2005,
except for tinnitus (which is often diagnosed with loss of hearing acuity) and degenerative arthritis (which is not in the top 10 before 2005). Diabetes recognized
as a service-related impairment in 2002. "N/A" denotes that the diagnosis was not among the top ten compensated diagnoses for the given year and service
era.

Source: Veterans Benefits Administration Annual Reports for 1999, 2001, 2003, and 2005.
* Diabetes not presumed service-related for Korea- and Gulf War-era service.



Table 2. Descriptive statistics by race and veteran status
Wage index percentile

Draft eligibility (by RSN)
Veteran status (served in Vietnam Era)
Age

All Vietnam veteran Non-veteran
(1) (2) (3)

A. Whites
0.437 0.552 0.386
0.305 1.000 0.000
49.2 49.6 49

<10 10-25
(4) (5)

0.425 0.424
0.261 0.354
49.1 49.1

25-75
(6)

0.438
0.338
49.2

Any disability
Work-limiting disability
Non-work-limiting disability

Other income (mostly VDC) > 0
SSA income excluding SSI (mostly SSDI) > 0
SSI > 0
Any Federal transfer income > 0

Mental (difficulty learning, remembering, or
concentrating)

Vision or hearing (blindness, deafness, or a
severe vision or hearing impairment)

Physical (limitation to physical activities e.g.
walking, climbing stairs, reaching, lifting,
or carrying)

Mobility (difficulty going outside the home
alone)

Self-care (difficulty dressing, bathing, or
getting around inside the home)

Not working
Not in labor force
N

Draft eligibility (by RSN)
Veteran status (served in Vietnam Era)
Age

Any disability
Work-limiting disability
Non-work-limiting disability

Other income (mostly VDC) > 0
SSA income excluding SSI (mostly SSDI) > 0
SSI > 0
Any Federal transfer income > 0

Mental (difficulty learning, remembering, or
concentrating)

Vision or hearing (blindness, deafness, or a
severe vision or hearing impairment)

Physical (limitation to physical activities e.g.
walking, climbing stairs, reaching, lifting,
or carrying)

Mobility (difficulty going outside the home
alone)

Self-care (difficulty dressing, bathing, or
getting around inside the home)

Not working
Not in labor force
N

0.198
0.124
0.074

0.059
0.035
0.017
0.100

0.045

i. Disability variables
0.217
0.134
0.083

ii. Transfer income
0.109
0.036
0.013
0.142

0.190
0.120
0.070

0.037
0.034
0.019
0.082

iii. Specific disability types
0.049 0.044

0.386 0.265 0.183 0.113
0.243 0.172 0.113 0.070
0.143 0.093 0.070 0.043

0.069 0.068
0.097 0.051
0.060 0.024
0.197 0.129

0.062 0.044
0.028 0.014
0.012 0.005
0.093 0.059

0.134 0.062 0.036 0.019

0.038 0.043 0.036 0.076 0.049 0.035 0.021

0.086 0.101 0.080 0.193 0.118 0.078 0.041

0.052 0.054 0.052 0.133 0.077 0.044 0.023

0.022 0.022 0.022 0.062 0.030 0.018 0.010

iv. Labor market variable
0.145 0.154
0.118 0.126

1,141,551 353,367

0.440
0.293
49.2

0.332
0.212
0.120

0.078
0.060
0.044
0.163

0.076

0.048

0.139

0.122

0.042

B. Nonwhites
0.520
1.000
49.5

. Disability variables
0.326
0.205
0.120

ii. Transfer income
0.140
0.056
0.029
0.198

iii. Specific disability types
0.072 0.077

0.047

0.145

0.141 0.327 0.205
0.115 0.281 0.170

788,184 114,588 171,459

0.125 0.074
0.100 0.056

572,311 283,193

0.406 0.427 0.424 0.443
0.000 0.148 0.195 0.337

49 49.0 49.0 49.2

0.449
0.326
49.2

0.334 0.447 0.409 0.338 0.226
0.215 0.275 0.253 0.217 0.151
0.120 0.173 0.156 0.121 0.075

0.052 0.067 0.069
0.062 0.093 0.085
0.051 0.086 0.072
0.148 0.218 0.201

0.083 0.078
0.060 0.032
0.041 0.017
0.163 0.116

0.136 0.115 0.071 0.036

0.049 0.070 0.063 0.047 0.032

0.136 0.205 0.178 0.140 0.085

0.112 0.126 0.173 0.162 0.124 0.072

0.036

iv. Labor market variable
0.338 0.295
0.284 0.247

154.810 45,344

0.044 0.069 0.061 0.040 0.022

s
0.356 0.508 0.468 0.341 0.183
0.300 0.440 0.400 0.286 0.148

10946 16.002 23.148 77.088 38.572

119

>75
(7)

0.446
0.228
49.3

Notes: This table reports descriptive statistics for men born 1948-52 in the 2000 1:6 census file. Statistics use census sampling weights.
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Draft-eligibility effect

RSN effects (5zx):

RSN 1-95

RSN 96-125

RSN 126-160

RSN 161-195

RSN 196-230

F-statistics
N

Draft-eligibility effect

RSN effects (5zx):

RSN 1-95

RSN 96-125

RSN 126-160

RSN 161-195

RSN 196-230

F-statistics
N

Table 3. First-stage estimates by race and year of birth
Pooled cohorts By single year of birth

1948-52 1948 1949 1950 1951 1952
(1) (2) (3) (4) (5) (6)

A. Whites
.112***
(.001)

.128***
(.001)
.082***
(.002)
.058***
(.002)
.044***
(.002)
.006***
(.002)

2294
1,141,551

.072***
(.003)

.081***
(.003)
.058***
(.005)
.041***
(.005)
.021***
(.005)
.001

(.005)

134
154,810

.058***
(.001)

.065***
(.003)
.060***
(.005)
.054***
(.004)
.044***
(.004)
.004

(.004)

111
220,891

B. Nonwhites
.031***
(.007)

.039***
(.009)
.027**
(.013)
.027**
(.012)
.012

(.012)
-.004
(.012)

.074*** .133*** .138*** .168***
(.003) (.002) (.002) (.002)

.154***
(.003)
.131***
(.004)
.126***
(.004)
.102***
(.004)
.013***
(.004)

.155***
(.003)
.128***
(.004)

.050***
(.004)

.024***
(.003)
-.001
(.003)

.173***
(.003)
.023***
(.003)
.008***
(.003)
-.001
(.003)
.008**
(.003)

.088***
(.003)
.077***
(.005)
.061***
(.004)
.054***
(.004)
.006

(.004)

202 731 861 1028
224,130 223,984 232,348 240,198

.049*** .090*** .096*** .096***
(.006) (.006) (.006) (.006)

.059***
(.008)

.072***
(.012)

.042***
(.012)
.027**
(.011)
.018

(.011)

.101***
(.007)
.089***
(.011)
.093***
(.011)
.066***
(.010)
.008

(.010)

.101***
(.007)
.090***
(.011)

.034***
(.010)
-.005
(.009)
-.010
(.009)

.099***
(.007)
.016*
(.009)
.005

(.009)
.005

(.009)
-.006
(.009)

4.98 14.3 48.9 55.1 47.3
28,272 30,321 31,942 31,162 33,113

Notes: This table reports draft-eligibility and RSN-group effects on the probability of veteran
status. Draft-eligibility effects and RSN group effects are from separate regressions. Effects
in columns (2)-(6) are from separate regressions by year. Robust standard errors are shown
in parentheses. All models include a full set of dummies for state of birth and month of birth,
and column (1) also includes year of birth dummies. Statistics use census sample weights.

* **, and * denote significance at the 1%, 5%, and 10% level, respectively.
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Table 4. OLS and 2SLS estimates of effects on disability and labor force status for men born 1948-52

Dependent variable

Any disability

Work-limiting disability

Non-work-limiting disability

Other income (mostly VDC) > 0

SSA income excluding SSI (mostly
SSDI) >0

Any Federal transfer income > 0

Mental

Vision or hearing

Physical

Mobility

Self-care

Not working

Not in labor force

N

Whites
2S

Mean OLS elig
() (2) (3)
A. Disability variables

.198 .024*** .012
(.001) (.008)

.124 .013*** .000
(.001) (.007)

.074 .011*** .013**
(.001) (.005)

B. Transfer income
.059 .072*** .042***

(.001) (.005)

.035 .000

(.000)
.100 .058***

(.001)

.001
(.004)
.039***
(.006)

C. Specific disability types
.045 .003*** .007

(.001) (.004)
.038 .005*** .011***

(.000) (.004)
.086 .018*** .009

(.001) (.006)
.052 .001** .005

(.001) (.005)
.022 .000 .007**

(.000) (.003)

D. Labor force status
.145 .010*** .005

(.001) (.007)
.118 .007* .002

(.001) (.007)
1,141,551

LS
5zx
(4)

.014*
(.007)
-.001
(.006)
.014***
(.005)

040***
(.004)

.004
(.003)
040***
(.005)

.006
(.004)
012***
(.003)
.012**
(.005)
.005

(.004)
008***
(.003)

.003
(.007)
.002

(.006)

Nonwhites
2SLS

Mean OLS elig 5zx
(5) (6) (7) (8)

.332 -.012 -.061 -.063
(.003) (.040) (.036)

.212 -.010 -.045 -.054
(.003) (.034) (.031)

.120 -.001 -.016 -.006
(.002) (.028) (.026)

.078 .087***
(.002)

.060 .-007
(.002)

.163 .047***
(.002)

.076 -.007
(.002)

.048 -.003
(.001)

.139 .005**
(.002)

.122 -.014
(.002)

.042 -.009
(.001)

.034
(.022)

-.027
(.020)
.032

(.031)

.015
(.023)
.039**
(.018)
-.028
(.029)
-.008
(.028)

.011
(.017)

.338 -.063 -.001
(.003) (.040)

.284 -.057 .026
(.003) (.039)

154,810

.040**
(.020)

-.030
(.018)
.027

(.028)

.011
(.021)
.036**
(.016)
-.030
(.026)
-.008
(.025)
-.001
(.016)

-.020
(.037)

.016
(.035)

Note: This table reports OLS and 2SLS estimates of the effects of Vietnam veteran status on the dependent
variable listed at left. All regressions include a full set of dummies for state of birth, year of birth and month of
birth. The estimates in columns 3 and 7 use a simple draft-eligibility dummy as instruments. The estimates in
columns 4 and 8 use 5 RSN dummies interacted with year of birth. Robust standard errors are reported in
parentheses. Estimates use census sampling weights. **, * and * denote significance at the 1%, 5%, and 10%
level, respectively.
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Table 5. 2SLS estimates of veteran effects by predicted wage and schooling: Whites
Disability variables Transfer income Labor Force Status

Non-work- Other income SSA income Any Federal
Work-limiting limiting (mostly VDC) (mostly SSDI) transfer Not in labor

Any disability disability disability >0 >0 income >0 Not working force
(1) (2) (3) (4) (5) (6) (7) (8)

A. By wage index percentile
Veteran status <10 .109*** .046 .062** .069*** .055*** .102*** .081 .058*
x wage index (.034) (.030) (.025) (.017) (.021) (.028) (.033) (.032)

percentile 10-25 .029* .021 .009 .037*** .013 .048*** .038** .030**
(.016) (.014) (.010) (.009) (.008) (.012) (.015) (.014)

25-75 .018** .000 .018*** .045* -.001 .041*** .009 .008
(.009) (.007) (.006) (.006) (.004) (.007) (.008) (.007)

>75 .006 .000 .006 .035*** -.005 .032*** .008 -.008
(.011) (.010) (.008) (.008) (.604) (.009) (.010) (.009)

B. By schooling group
Veteran status HS dropout .105** .039 .066* .080*** .084*** .134*** .116** .086*

x schooling (.050) (.044) (.037) (.025) (.032) (.042) (.049) (.047)
group HS graduate .036*** .018* .018** .033*** .009 .036** .032*** .027 *

(.012) (.010) (.008) (.007) (.006) (.009) (.011) (.010)
Some college .026** .009 .017** .056*** .002 .056*** .014 .009

(.011) (.009) (.008) (.007) (.005) (.009) (.010) (.009)
College degree .006 -.005 .011* .036*** -.005 .032*** -.006 -.005

(.010) (.008) (.006) (.006) (.004) (.007) (.008) (.007)

Notes: Panel A reports coefficients from a regression in the sample of white men born 1948-1952 of the variable indicated in the column heading on dummies for the wage index
percentile and their interactions with Vietnam veteran status, and Panel B reports coefficients from a regression of the variable indicated in the column heading on dummies for
education level and their interactions with Vietnam veteran status. The sample size is 1,141,551. All regressions control for state, year, and month of birth. The wage index was
computed from a regression of white non-veterans' weekly wages on state of birth and education interactions, controlling for year of birth. Robust standard errors are shown in
parentheses. ***, **, and * denote significance at the 1%, 5%, and 10% level, respectively.



Table 6. 2SLS estimates of veteran effect interactions for specific disability types: Whites
Disability Type:

Vision or
Mental hearing Physical Mobility Self-care

(1) (2) (3) (4) (5)
A. By wage index percentile

Veteran status <10 .064*** .039** .088*** .062*** .027
x wage index (.024) (.019) (.028) (.024) (.017)

percentile 10-25 .014 .022*** .028** .005 .013**
(.009) (.008) (.012) (.010) (.006)

25-75 .006 .011*** .010* .008 .010
(.004) (.004) (.006) (.005) (.003)

>75 .003 .003 -.008 .000 .002
(.005) (.005) (.007) (.006) (.004)

B. By schooling group
Veteran status HS dropout .060 .047* .120*** .056 .036

x schooling (.037) (.028) (.042) (.037) (.027)
group HS grad .013** .021*** .026*** .010 .011**

(.006) (.006) (.009) (.007) (.005)
Some college .012** .010* .015* .011* .013***

(.006) (.006) (.008) (.006) (.004)
College degree .003 .006 -.006 .002 .002

(.004) (.004) (.006) (.005) (.003)

Notes: The same as table 5. The sample size is 1,141,551. *, **, and * denote significance at the
1%, 5%, and 10% level, respectively.
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Table 7. Combat and war-theater exposure by education for white Vietnam veterans
Schooling HS graduate status only

Vietnam/ Laos/ Combat or Service-related Vietnam/ Laos/ Combat or Service-related
Cambodia Combat war disability Cambodia Combat war disability

(1) (2) (3) (4) (5) (6) (7) (8)

Dependent variable mean
Dep. var. mean for HS dropouts

Regression estimates
HS graduate

Some college

College graduate

HS graduate or more

F test p-value for education vars.

Dependent variable mean
Dep. var. mean for HS dropouts

Regression estimates
HS graduate

Some college

College graduate

HS graduate or more

F test D-value for education vars.

0.360
0.328

.050
(.063)
-.010
(.063)
-.010
(.066)

0.294

0.371
0.404

-.018
(.107)
-.007
(.108)
-.113
(.116)

0.46 1

0.462
0.439

.054
(.065)
-.019
(.066)
-.044
(.068)

0.071

0.439
0.419

.081
(.108)
.029

(.108)
-. 100
(.116)

0.088

A. Birth cohorts
0.089
0.112

-.046
(.041)
-.004
(.042)
-.025

(.042)

0.185

B. Birth cohorts
0.093
0.095

0.398
0.406

.021
(.063)
-.059
(.062)
-.081
(.065)

0.039

0.417
0.404

.072
(.108)
.025

(.108)
-.112
(.115)

0.078

1943-1957 (N=1 893)
0.398
0.406

-.033
(.059)
0.584

1948-1952 (N=724)
0.417
0.404

.014
(.103)
0.893

0.360
0.328

.014
(.060)
0.818

0.371
0.404

-.035
(.103)
0736

0.462
0.439

.004
(.062)
0.950

0.439
0.419

.022
(.104)
0834

0.089
0.112

-.026
(.040)
0.621

0.093
0.095

-.002
(.060)
0000

-.003
(.064)
.001

(.063)
-.003
(.066)

0.004
Notes: the table reports OLS coefficients of the dependent variables in the column headings on dummies for education levels and 5-year cohort dummies in Panel A. The sample in
Panel B contains only one 5-year cohort group. The omitted education level is HS dropout. Data are from the third Survey of Veterans (SOV-Ill), conducted in 1987.
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Figure 1. VA Income and Receipt by Year and Service Era
Note: Amounts are in 2005 Dollars. Data are from the March CPS.
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Figure 2. Work Disability and Health by Year and Veteran Status
Note: Data are from the March CPS.
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Figure 3. Employment and Health-Related Labor Force Exit by Year and
Veteran Status

Note: Data are from the March CPS.
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Appendix

Health and Disability Data in the CPS

Figures 1-3 were constructed using data from the 1990-2006 CPS March Demographic Sup-

plements. All data were downloaded from the Minnesota Population Center' s Integrated

Public Use Microdata Series (IPUMS), accessible at www.ipums.org. Year of .birth was

imputed assuming men were born after the survey date. We categorized Vietnam veterans

as all men born between 1944-54 who served during the Vietnam era, as reported in the

variable VETLAST, which reports an individual' s most recent period of service. Active

duty servicemen were excluded. Korean-era veterans were identified the same way, except

we used the 1929-1934 birth cohort. non-veterans were classified based on the variable

VETSTAT.

The disability-related income variables used in Figure 1 uses the variable INCVET

and a dummy for men who received veterans' disability compensation (GOTVDISA), both

in 2005 dollars.. INCVET captures any income from the VA, including service-related

disability payments (VDC), non-disability pension payments, and educational allowances.

GOTVDISA information is collected only for respondents who received veterans' payments

during the previous calendar year, and it indicates whether respondents received VDC.

Figure 2 was constructed from the variable DISABWRK, which codes the response to

a question about disabilities that limit or prevent work. Men with fair or poor health were

identified using the variable HEALTH, which gives self-reported health status. This variable

is available beginning in 1996.

The employment measure used in Panel A of Figure 3 is based on the CPS variable

EMPSTAT, which codes as working men at work, with a job not at work, or in the armed

forces. The share quitting or retiring for health reasons in Panel B is based on the CPS

variable QUITSICK, which identifies respondents who said that they had ever retired or

left a job for health reasons.

All plots show weighted means collapsed by year using sampling weights (PERWT) and

including imputed values. Because income amounts refer to the previous year in the March

CPS, Figure 1 runs from 1989-2005. Disability and health are measured at the time of the

survey, so Panel A of Figure 2 runs from 1990-2006 and Panel B from 1996-2006.
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2000 Census Disability Questions

We constructed disability variables from responses to the following questions:

16. Does this person have any of the following long-lasting conditions:

a. Blindness, deafness, or a severe vision or hearing impairment? (Yes, No)

b. A condition that substantially limits one or more basic physical activities such as

walking, climbing stairs, reaching, lifting, or carrying? (Yes, No)

17. Because of a physical, mental, or emotional condition lasting 6 months or more, does

this person have any difficulty in doing any of the following activities:

a. Learning, remembering, or concentrating? (Yes, No)

b. Dressing, bathing, or getting around inside the home? (Yes, No)

c. (Answer if this person is 16 YEARS OLD OR OVER.) Going outside the home

alone to shop or visit a doctor' s office? (Yes, No)

d. (Answer if this person is 16 YEARS OLD OR OVER.) Working at a job or busi-

ness? (Yes, No)

A respondent was coded as having a work-limiting disability if he or she answered

"Yes" to 17(d). He was coded as having a non-work-limiting disability if he answered "No"

to 17(d), but yes to any of 16(a), 16(b), or 17(a)-17(c). The variable "any disability" was

defined as having either a work-limiting or non-work-limiting disability. Specific disabilities

were coded as follows: Vision or hearing (yes to 16(a)); Physical (yes to 16(b)); Mental (yes

to 17(a)); Self-care (yes to 17(b)); Mobility (yes to 17(c)).

2000 Census VA and Social Security Income Questions

The 2000 Census has one multi-part question that collects information on income by source.

We use these parts of question 31, Income in 1999:

d. Social Security or Railroad Retirement

e. Supplemental Security Income (SSI)
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h. Any other sources of income received regularly such as Veterans' (VA) payments, un-

employment compensation, child support, or alimony - Do NOT include lump-sum

payments such as money from an inheritance or sale of a home.

The response to 31(h) is used to code an indicator for Other Income (mostly VDC); the

response to 31(d) is used to code an indicator for Social Security Income (mostly SSDI);

our dummy for any federal transfers indicates individuals with an amount in either 31(d),

31(e), or 31(h).

1987 Survey of Veterans (SOV-III)

Sample selection

The analysis of the SOV-III in Section 3.5 starts with the extract of 3,337 Vietnam and later-

era veterans used by Angrist (1993). These data are available at http://econ-www.mit.edu/faculty/angrist/dat

For confidentiality reasons, age data in the SOV-III are bracketed in 5-year intervals. The

sample used in Table 7, Panel A is arrived at by restricting to white males with bracketed

ages between 30 and 44 who served during the Vietnam era as indicated by their response

to Question 4(c). Finally, the five observations with missing education (coded N/A) are

deleted to arrive at a sample size of 1893. The sample in Panel B is further restricted to

recoded ages between 35 and 39 for a sample size of 724.

Variable definitions

The measures of combat exposure were taken from questions 16(b), 17, and 18:

16b. In which of these places did you serve, sail in, or fly missions over while on active

duty in the United States Armed Forces? (list of regions)

17. During your military service, were you ever in or exposed to combat? (Yes, No)

18. Even though you were not in combat, were you ever stationed in a war zone? (Yes,

No)

The dependent variables in columns (1) to (3) of Table 7 were respectively defined as

an indicator for Vietnam, Laos, or Cambodia on question 16(b); and indicator for "Yes" on

17; an indicator for "Yes" on 17 or "Yes" on 18.

The measure of service-connected disability status is taken from question 35(b):
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35b. Have you ever been notified by the VA that you have a medical condition or disability

related to your military service or that you are eligible for VA medical care because

you have a medical condition or disability related to your military experience? (Yes,

No)

Schooling Group Definitions in the 2000 Census and SOV-III

The analysis in Section 3.4.2 defines four schooling groups using the highest level of school

completed (question 9 in the census). The four census schooling groups are:

1. High school dropout: the highest level completed is at most 12th grade, no diploma

(response code less than or equal to 9)

2. High school graduate: the highest level completed is high school graduate or GED

(response code equal to 10)

3. Some college: the highest level completed is greater than high school graduate but

less than a Bachelor' s degree (response codes 11-13)

4. College graduate: the highest level completed is greater than or equal to a Bachelor'

s degree (response codes 14 and up)

The four schooling groups in the Survey of Veterans (analyzed in Section 3.5) are based

on respondents' answers to questions 15(b) (highest degree before service), 15(c) (highest

grade completed), and 15(d) (highest degree received):

1. High school dropout: the highest level completed is at most 11 (response code 5 or

less in question 15(c))

2. High school graduate: the highest level completed is 12 or a vocational program (re-

sponse code 6 or 7 in question 15(c))

3. Some college: the highest level completed includes at least one year of college but less

than a Bachelor' s degree (response code 8 or more in question 15(c), but a code of

less than 2 in questions 15(b) and 15(d))

4. College graduate: the highest level completed is at least a Bachelor' s degree (response

code 2 or more in question 15(b) or 15(d))

131



Appendix Tables

132



Table Al. Proportion Draft-Eligible in the 2000 Census
Actual

HS dropout HS grad or more All Theoretical Difference
(1) (2) (3) (4) (

0.5241
(.0039)
0.5394
(.0039)
0.5279
(.0040)
0.3336
(.0037)
0.2499
(.0034)
0.2575
(.0033)

4.77
0.0001
109,754

0.5413
(.0068)
0.5294
(.0067)
0.5365
(.0066)
0.3362
(.0065)
0.2598
(.0058)
0.2604
(.0058)

0.38
0.8950
37.313

0.5310
(.0013)
0.5356
(.0013)
0.5394
(.0013)
0.3401
(.0012)
0.2605
(.0011)
0.2594
(.0011)

2.85
0.0090

1,031,797

0.5304
(.0039)
0.5395
(.0037)
0.5463
(.0036)
0.3446
(.0035)
0.2666
(.0032)
0.2667
(.0031)

3.31
0.0029
117,497

(A) White
0.5303
(.0012)
0.5359
(.0012)
0.5384
(.0012)
0.3395
(.0011)
0.2596
(.0010)
0.2592
(.0010)

3.74
0.0010

1,141,551

1948

1949

1950

1951

1952

1953

F(6,-o)
p-value

N

1948

1949

1950

1951

1952

1953

F(6,o)
p-value

N

0.5348

0.5358

0.5376

0.3424

0.2596

0.2604

0.5358

0.5354

0.5371

0.3417

0.2583

0.2600

-.0044
(.0012)
.0002

(.0012)
.0008

(.0012)
-.0030
(.0011)
.0000

(.0010)
-,0012
(.0010)

3.74
0.0010

.0017
(.0034)
.0016

(.0032)
.0069**
(.0032)
.0010

(.0031)
.0068**
(.0028)
.0053*
(.0028)

2.48
0.0210

Notes: Columns 1-2 report
graduation status. Column

the fraction draft eligible observed in each cohort by high school
3 reports the overall fraction draft-eligible. Column 4 reports the

theoretical fraction assuming births are evenly distributed within a month. Column 5 reports the
difference between the overall empirical proportion draft eligible and the theoretical fraction, with
robust standard errors in parentheses. The F-statistic is for a joint test of theoretical arid empirical
equality for all cohorts.

133

(B) Nonwhite
0.5376
(.0034)
0.5371
(.0032)
0.5440
(.0032)
0.3427
(.0031)
0.2650
(.0028)
0.2653
(.0028)

2.48
0.0210
154,810



Table A2. Descriptive statistics by race, veteran status, and wage percentile
Wage index percentile

<10 10-25 25-75 >75
Vietnam Non- Vietnam Non- Vietnam Non- Vietnam Non-

Vets Vets Vets Vets Vets Vets Vets Vets
(1) (2) (3) (4) (5) (6) (7) (8)

Draft eligibility (by RSN)
Age

0.520
49.4

A. Whites
0.393
49.0

0.537
49.5

0.361
48.8

0.550
49.6

).381
49.0

0.588
49.8

Any disability
Work-limiting disability
Non-work-limiting disability

Other income (mostly VDC) > 0
SSA income excluding SSI (mostly SSDI) > 0
SSI > 0
Any Federal transfer income > 0

Mental (difficulty learning, remembering, or
concentrating)

Vision or hearing (blindness, deafness, or a
severe vision or hearing impairment)

Physical (limitation to physical activities such
as walking, climbing stairs, reaching, lifting,
or carrying)

Mobility (difficulty going outside the home
alone)

Self-care (difficulty dressing, bathing, or
getting around inside the home)

Not working
Not in labor force
N

Draft eligibility (by RSN)
Age

Any disability
Work-limiting disability
Non-work-limiting disability

Other income (mostly VDC) > 0
SSA income excluding SSI (mostly SSDI) > 0
SSI > 0
Any Federal transfer income > 0

Mental (difficulty learning, remembering, or
concentrating)

Vision or hearing (blindness, deafness, or a
severe vision or hearing impairment)

Physical (limitation to physical activities such
as walking, climbing stairs, reaching, lifting,
or carrying)

Mobility (difficulty going outside the home
alone)

Self-care (difficulty dressing, bathing, or
getting around inside the home)

Not working
Not in labor force
N

i. Disability variables
0.346 0.400 0.259
0.125 0.252 0.168
0.131 0.147 0.091

ii. Transfer income
0.118 0.152 0.107
0.077 0.104 0.047
0.033 0.069 0.017
0.197 0.198 0.151

iii. Specific disability types
0.099 0.146 0.060

0.069 0.079 0.047

0.178 0.198 0.122

0.103 0.144 0.071

0.045 0.067 0.027

iv. Labor market variables
0.292 0.339 0.200
0.249 0.293 0.164

29,851 84,736 60,671

B. Nonwhites
0.492 0.415 0.493
49.1 49.0 49.3

i. Disability variables
0.427 0.451 0.386
0.265 0.277 0.235
0.162 0.174 0.151

ii. Transfer income
0.125 0.057 0.124
0.082 0.095 0.084
0.062 0.090 0.050
0.233 0.216 0.225

iii. Specific disability types
0.124 0.138 0.103

0.067 0.070 0.058

0.211 0.203 0.173

0.156 0.176 0.141

0.072 0.068 0.049

iv. Labor market variables
0.480 0.513 0.417
0.409 0.445 0.358
2365 13637 4518

0.268 0.208 0.169 0.146 0.103
0.174 0.126 0.106 0.087 0.069
0.094 0.082 0.063 0.059 0.038

0.046 0.111 0.036 0.103 0.027
0.053 0.032 0.026 0.019 0.013
0.029 0.011 0.012 0.006 0.005
0.117 0.138 0.069 0.119 0.042

0.064 0.044 0.031 0.028 0.016

0.050 0.042 0.032 0.030 0.019

0.116 0.096 0.069 0.062 0.035

0.080 0.049 0.041 0.030 0.021

0.032 0.020 0.016 0.014 0.008

0.208
0.173

110,788

0.407
49.0

0.141
0.114

193,623

0.118
0.094

378,708

0.090 0.069
0.070 0.052
64543 218,650

0.520 0.404 0.537 0.406
49.5 49.0 49.6 49.1

0.415 0.339 0.337 0.258 0.210
0.257 0.214 0.219 0.167 0.143
0.157 0.125 0.118 0.091 0.067

0.055 0.139 0.054 0.150 0.043
0.085 0.058 0.060 0.037 0.030
0.077 0.029 0.047 0.014 0.019
0.195 0.198 0.146 0.181 0.084

0.118 0.073 0.070 0.048 0.030

0.065 0.048 0.047 0.039 0.029

0.179 0.150 0.135 0.111 0.073

0.168 0.118 0.122 0.082 0.068

0.064 0.036 0.042 0.026 0.021

0.480
0.410

18.630

0.306
0.254

25. 963

0.360
0.302

51.125

0.195 0.198
0.160 0.142
12579 25,993

Notes: Same as the previous table.
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Table A3. Estimated Median of the VDC Replacement
by Skill Groups

Replacement

Wage index
percentile

Schooling
groups

<10
10-25
25-75
>75

HS dropout
HS grad
Some college
College degree

rate
(A) White

.983

.848

.707

.569

1.001
.828
.730
.586

Rates, by States and

Average
annual earnings

34556
38412
49458
65411

33382
39636
46604
63266

Wage index
percentile

Schooling
groups

<10
10-25
25-75
>75

HS dropout
HS grad
Some college
College degree

(B) Nonwhite
1.226
1.107
.932
.731

1.250
1.001
.854
.714

Note: All states are included, except for DC. N=279,999 for whites and
31,352 for nonwhites. The replacement rate is the reciprocal of the OLS
estimate of the coefficient of the state average VDC, for 100% disability or
IU, in a regression of annual earnings, without covariates or a constant. The
state average VDC with 100% disability/lU is derived from the "Review of
State Variances in VA Disability Compensation Payment" (Department of VA
Office of Inspector General, 2004).
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32699
35777
47308

29483
32905
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Table A4. 2SLS estimates of veteran effects by predicted wage and schooling: Non-whites
Disability variables Transfer income Labor Force Status

Non-work- Other income SSA income Any Federal Not in
Work-limiting limiting (mostly VDC) (mostly SSDI) transfer Not labor

Any disability disability disability >0 >0 income >0 working force
(1) (2) (3) (4) (5) (6) (7) (8)

A. By wage index percentile
Veteran status
x wage index

percentile

<10

10-25

25-75

>75

-.102
(.235)
.007

(.144)
-.045
(.045)
-.094
(.046)

Veteran status HS dropout -.255
x schooling (.236)

group HS grad -.022
(.057)

Some college -.009
(.047)

College degree -.081
(.048)

Notes: The same as Table 5. The sample size is 154,810.

-.045
(.211)
.004
(.128)
-.035
(.039)
-.072
(.039)

-.175
(.209)
-. 027
(.050)
.010

(.041)
-. 079
(.041)

-.057
(.177)
.003

(.107)
-.011
(.031)
-.022
(.029)

-.080
(.179)
.005
(.039)
-.019
(.032)
-.003
(.030)

.045 .026
(.120) (.136)
-.101 -.026
(.075) (.083)
.046* -.034
(.025) (.023)
.049* -.023
(.029) (.019)

B. By schooling group
-.077
(.121)
.016

(.030)
.050*
(.029)
.053*
(.030)

-.053
(.141)
-.031
(.029)
-.017
(.022)
-.017
(.019)

.359*
(.205)
-.029
(.117)
.028

(.035)
.007
(.035)

.225
(.200)
.009

(.044)
.031

(.037)
.038

(.036)

.304
(.242)

.114
(.145)
-.051
(.045)

.011
(.043)

.227
(.234)
-.043
(.058)
.002

(.047)
.063

(.044)

.333
(.244)
.254*
(.147)
-.026
(.044)
.010

(.040)

.332
(.240)
.012

(.056)
.015

(.045)
.055

(.041)



Table A5. 2SLS estimates of veteran effect interactions for specific disability types: Non-whites
Disability Type:

Vision or
Mental hearing Physical Mobility Self-care

(1) (2) (3) (4) (5)
A. By wage index percentile

Veteran status x <10 -.092 .177 -.144 .035 .060
wage index (.162) (.123) (.192) (.179) (.120)
percentile 10-25 .085 .158** -.053 .016 .052

(.098) (.075) (.113) (.110) (.074)
25-75 .023 .032 -.012 -.011 -.002

(.025) (.020) (.033) (.031) (.019)
>75 -.004 -.002 -.028 -.013 .015

(.021) (.019) (.031) (.029) (.017)
B. By schooling group

Veteran status x HS dropout -.013 .258** -.158 -.042 .095
schooling group (.166) (.126) (.190) (.182) (.125)

HS grad .011 .053** .012 -.042 -.007
(.032) (.026) (.042) (.040) (.025)

Some college .049* .024 -.037 .046 .012
(.025) (.021) (.035) (.032) (.019)

College degree
.006 .007 -.012 -.006 .023

(.021) (.020) (.032) (.029) (.017)

Notes: The same as table 6. The sample size is 154,810.
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