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Résumé 

 

La réalité augmentée (RA) a récemment eu un impact énorme sur les ingénieurs civils et les 

travailleurs de l'industrie de la construction, ainsi que sur leur interaction avec les plans ar-

chitecturaux. La RA introduit une superposition du modèle 3D d'un bâtiment sur une image 

2D non seulement comme une image globale, mais aussi potentiellement comme une repré-

sentation complexe de ce qui va être construit et qui peut être visualisée par l'utilisateur. Pour 

insérer un modèle 3D, la caméra doit être localisée par rapport à son environnement. La lo-

calisation de la caméra consiste à trouver les paramètres extérieurs de la caméra (i.e. sa po-

sition et son orientation) par rapport à la scène observée et ses caractéristiques.  

Dans ce mémoire, des méthodes d'estimation de la pose de la caméra (position et orientation) 

par rapport à la scène utilisant des correspondances cercle-ellipse et lignes droites-lignes 

droites sont explorées. Les cercles et les lignes sont deux des caractéristiques géométriques 

qui sont principalement présentes dans les structures et les bâtiments. En fonction de la rela-

tion entre les caractéristiques 3D et leurs images 2D correspondantes détectées dans l'image, 

la position et l'orientation de la caméra sont estimées. 
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Abstract 

 

Augmented reality (AR) had recently made a huge impact on field engineers and workers in 

construction industry, as well as the way they interact with architectural plans. AR brings in 

a superimposition of the 3D model of a building onto the 2D image not only as the big picture, 

but also as an intricate representation of what is going to be built. In order to insert a 3D 

model, the camera has to be localized regarding its surroundings. Camera localization con-

sists of finding the exterior parameters (i.e. its position and orientation) of the camera with 

respect to the viewed scene and its characteristics. 

In this thesis, camera pose estimation methods using circle-ellipse and straight line corre-

spondences has been investigated. Circles and lines are two of the geometrical features that 

are mostly present in structures and buildings. Based on the relationship between the 3D 

features and their corresponding 2D data detected in the image, the position and orientation 

of the camera is estimated. 
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Introduction 

 

Augmented reality (AR) has been a breakthrough technology in the construction industry in 

recent years. It allows civil engineers and architects to visualise a representation of the struc-

ture that is going to be built at different stages of the construction by simply using a tablet or 

a hand-held device. Moreover, AR enables engineers and construction workers to evaluate 

how an architectural model will fit and look like in the construction site by inserting a 3D 

model onto the viewed scene as well. In fact, AR finds the viewpoint of the user and provides 

a depiction of the 3D model from the same viewing angle.  

Indeed, the main task in AR is to localize the camera with respect to the scene that is being 

viewed. Positioning a camera requires tracking the features in the captured images. Based on 

the position of the features in the real environment and in the image, the exterior pose of the 

camera can be obtained and augmentation can be achieved. 

The goal of this project is to localize the camera as well as its position and orientation by 

considering geometrical features that are present in the acquired images. Since points have 

been thoroughly investigated in other researches, we decided to proceed with straight lines 

and circles as more sophisticated geometrical primitives that are mostly visible in buildings 

and architectural environments. Having these features detected in 2D images, we estimate 

the camera pose by establishing the relationship between them and their corresponding 3D 

data.  

Chapter 1 includes a literature review of previous studies on pose estimation from straight 

lines and circles, as well as a brief review on the methods using points. The camera pose 

estimation methods that are used in this project are presented in chapter 2. Line and ellipse 

detection methods adopted in feature detection step are presented in chapter 3. In chapter 4, 

we present and discuss the experimental results. Lastly, we sum up the thesis with the con-

clusion.   
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Chapter 1 

 

1. Literature Review 

 

In this chapter, a brief review on pose estimation approaches using point features is presented. 

Furthermore, we continue by providing a review on previous works on pose estimation 

method using circles and straight lines. 

1.1 Pose Estimation from Point Correspondences 

The problem of finding the pose of a camera with point features is a well-studied topic in 

computer vision. The general case, referred to as Perspective-n-Point problem (PnP), inves-

tigates the solution to pose estimation using n point correspondences between the world and 

the camera frames. However, some researches are dedicated to solve the pose problem for a 

specific number of points. For instance, [1] and [2] provide solutions for P3P problem. Some 

approaches to solve for P4P are presented by [3], [4] and [5]. In [6], the authors deal with 

P5P case with a closed-form numerical method. 

Among all methods aiming at achieving real-time performance, those trying to eliminate the 

initialisation step and those that present a non-iterative method have been of more interest. 

Authors in [7] propose a method to estimate the pose directly by solving a nonlinear least-

squares system of equations with the points expressed in spherical coordinates. Following 

[7], [8] attempts to reduce the computational complexity of the approach by presenting OPnP 

and [9] improves its accuracy with a method called UPnP. The closed-form solution of [10], 

also known as EPnP, forms a system of equations that are formulated as a weighted sum of 

four virtual control points. Although their method is less accurate than the iterative approach 

of [11], it is faster due to its complexity that is linear with respect to the number of points 

[10]. 
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The fact that the pose of a camera is a matter of projective transformation, leads to a simple 

yet useful geometric constraint known as collinearity equation. An object point and its image 

on the image plane lie on a straight line passing through the optical center. Based on the 

distances between the points in object space and their projections on image plane, the method 

presented in [12] builds a set of quadratic equations. Having the depth scalings recovered, it 

becomes an absolute orientation problem which seeks rotation and then translation from the 

relationships between the centroids of the points in both frames [13]. Considering the collin-

earity of the point sets, the approach in [14] solves for pose by minimising a linear least-

squares system consisting of the distances between back-projected and scaled points in object 

space. Geometrical constraints, particularly the collinearity constraint, are the core idea of 

many approaches such as [11], [15], [16] and [17]. 

1.2 Pose Estimation from Circle-Ellipse Correspondences 

In a general configuration, the shape of a circle is not preserved under perspective projection. 

The only situation in which the image of such features remains circular is when the object’s 

surface is parallel to the image plane [18]. In most cases, the circle transforms into an ellipse. 

Several papers used circles and circular targets as an improvement to the camera calibration 

process. Mostly the studies with circles are on estimating intrinsic camera parameters, e.g. 

[19], [20], [21] and [22]. Indeed, camera pose estimation using circular features has not been 

targeted in recent works. There are a few researches dedicated to extrinsic calibration with 

circle-ellipse correspondences that will be discussed in the following.  

As a preliminary step in pose estimation from circle-ellipse correspondences, most ap-

proaches recover the normal vector and the center of detected ellipses on the image plane. 

The method proposed in [23] considers a single view of two coplanar circles with unknown 

radii. Firstly, they proceed with finding the center and normal of each ellipse on the image 

plane by defining an oblique elliptical cone. This cone is formed assuming straight lines 

starting from the camera frame origin to the circumference of the ellipse in the image, as 

shown in Figure 1. Rotating the base plane of the oblique elliptical cone, in a way that its 

normal vector has the same direction as the Z-axis of camera frame, the oblique elliptical 

cone transforms to an oblique circular cone. The normal vector to the ellipse is computed 
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based on this rotation. Since both circles should have equal normal vectors regarding their 

coplanarity. The focal length is recovered by minimizing the dot product of both normal 

vectors. To find the pose of the camera, they assume a reference frame with its origin placed 

at the center of the detected ellipse. Despite the description of the process given in the paper, 

the authors do not explain clearly how to deal with the ambiguity of solutions to the normal 

vector and the center of ellipses. Recovery of the camera pose is vaguely explained as well. 

In addition, [24] mentions that the method presented in [23] results in two possible solutions 

while they handle the ambiguity by using a specific design for the marker to distinguish the 

right resulting pose. 

 

Figure 1 - Oblique elliptical cone defined by straight lines from the optical center to the ellipse on the image. 

𝑂𝑤 and 𝑂𝑐 indicate the world and the camera reference frame respectively. 

Another approach that makes use of two coplanar circles is the one from [25]. Their work is 

based on the calibration procedure explained in [26] using the image of absolute conic of two 

coplanar circles with known radii. They derive the rotation matrix from the constraints be-

tween the projected circle centers and the vanishing line of the plane that both object circles 

lie on, as in the pole-polar constraints explained in [26]. According to degenerate conic equa-

tions, they solve for translation in closed-form, which can be used as an initialization for 

other iterative methods as well as the previously mentioned method of [23]. Another research 

based on the concept of absolute dual conic and vanishing line relationships is proposed by 

[27], but it does not present well-elaborated results.  
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Equiform geometry also known as similarity geometry is based on the relationships of object 

features that remain unchanged between the object in the world and its image [28]. The meth-

ods in [29] and [30] provide more or less the same approach toward circular features consid-

ering two coplanar conics by employing equiform transformations1. They suggest dividing 

the problem into two parts by introducing an induced frame between world and camera 

frames. The induced frame is the transformed world frame with a rotation and translation in 

a way that its 𝑋𝑌 plane is placed parallel to the image plane and its origin placed at (0,0, 𝑟). 

The first part of the problem concentrates on finding parameters of that rotation and transla-

tion by solving fourth-order polynomials iteratively. The second part includes an isotropic 

scaling that maps the object on the 𝑋𝑌 plane of induced frame to the image plane. The scaling 

parameter is computed in least-squares form. The authors also recommend applying an iter-

ative method to improve the estimation.  

Most researches are conducted using two or more circles in different configurations. How-

ever, there is no proven method to solve for pose from one circle in a single view without 

using other information from the scene [31]. In addition, most approaches deal with the prob-

lem from a geometrical point of view. Hence, it is difficult to evaluate systematically which 

method may outperform other methods based on objective criteria. 

1.3 Pose Estimation from Line Correspondences 

Exterior calibration from lines, frequently addressed as PnL (Perspective-n-Line), includes 

finding the position and orientation of a camera using straight lines in the image plane and in 

the object frame. Some of the methods in this field are inspired by pose estimation methods 

from points, PnP, such as [32]. While a large number of studies are based on the geometrical 

aspects of lines and their characteristics in perspective geometry, there is a key principle 

behind almost every solution to the pose estimation problem from line features. In perspec-

tive projection, for each line there exists a plane passing through the optical center, the line’s 

image on the image plane and the 3D line in the object frame, see Figure 2. In other words, the 

line on the image plane and the object line are coplanar. Therefore, geometric constraints 

                                                           
1 An affine transformation consisting of a rotation and a translation is called an equiform transformation. [57] 
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retrieved from this plane and the directions of the line in both 2D and 3D play an important 

role in solving for position and orientation of the camera. 

 

 

 

Figure 2 - The line in the object frame and its projection on the image plane lie on a plane passing through the 

optical center [33].  

The authors of [12] approach the pose estimation problem from the geometrical point of 

view. They construct a system of quadratic equations derived from equation (1) and equation 

(2) to be solved with SVD, see Figure 3. Equation (1) says that the direction of the line in 

object frame, 𝑤, equals the direction of the line in the camera frame, 𝑣, rotated by the rotation 

matrix 𝑅. In addition, the position of the point 𝑞 in the world frame can be calculated by 

rotating and then translating its corresponding point 𝑝 in the camera frame. They consider 

the orthogonality constraint [34] of the rotation matrix, Equation (3), in constructing the lin-

ear system of equations as well.  

𝑤 = 𝑅𝑣 (1) 

𝑞 = 𝑅𝑝 + 𝑡 (2) 

𝑅𝑇𝑅 = 𝑅𝑅𝑇 = 𝐼 (3) 

Recovering the rotation, they find the translation by applying SVD to another system of linear 

equations from the back-projected lines. A major improvement of this method is that it over-

comes the ambiguity problem and yields a unique solution for extrinsic calibration. 

An algebraic method that solves the pose problem in a least-squares sense is the one from 

[35]. The following condition must be fulfilled for each line: 
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𝑛𝑇𝑅 𝑙 = 0 (4) 

 

 

Figure 3 - The corresponding line on the image plane and in the world frame [12]. 

where 𝑛 is the normal vector of the plane in the camera frame and 𝑙 is the line in world 

coordinates. In addition, 𝑅 indicates the rotation of the camera in the world frame. They 

parameterize the rotation matrix with Cayley-Gibbs-Rodriguez representation [36] in order 

to reduce the computational cost. Thus, equation (4) is minimized along with the orthogonal-

ity constraints to find the rotation matrix. The translation vector is then computed based on 

the method provided in [37]. 

The approach proposed in [38] is a non-iterative method called Robust PnL (RPnL). It as-

sumes the line with the longest projection on the image plane to be an intermediate coordinate 

system between the world and the camera frames, see Figure 4. All the lines are divided into 

sets of triplets to help with reducing the complexity of the algorithm. They minimize a six-

teenth order polynomial based on equation (4), which was also used in [35], for each triplet 

of lines. In real experiments, they recommend to normalize the result of the minimization. In 

order to normalize the resulting rotation matrix, every object point is aligned with its back-

projected correspondence. To overcome the ambiguity of possible solutions, those with large 
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orthogonality errors are eliminated in the first place. Among the remaining solutions, the one 

with the minimum reprojection error is chosen. 

 

 
 

Figure 4 - The line with the longest projection (circumscribed in the red rectangle) is defined as the model co-

ordinate frame [38]. 

The results they provide in real experiments show more accuracy than the methods of [12] 

and [35]. Based on RPnL, the authors of Accurate Subset-based PnL (ASPnL) [39] go one-

step further. In addition to choosing the line with the longest projection as the model coordi-

nate frame, they define the auxiliary axis as the line with the second longest projection to 

make the complexity of the method linear with respect to the number of lines. This leads to 

minimizing eighth order polynomials instead of sixteenth order polynomials for each triplet 

of lines. The same process of eliminating incorrect solutions is done to find the right pose as 

well. Finally, the best solution is chosen based on minimum orthogonality error. Although 

ASPnL outperforms all the previously mentioned methods in situations with no or small 

amount of noise, it is quite sensitive to noise and outliers in larger sets of lines. 

In addition, [40] provides an error function to be minimized for pose estimation consisting 

of two parts. A part based on point features and another for lines. The latter is solved as 

follows, which is similar to the approach proposed by [41]. The normal vector to the plane 

containing each line in 2D and 3D is found by calculating the cross product of vectors starting 

at the optical center to the both endings of the line, as in Figure 5. As a result, each point on 

the object must be perpendicular to that normal vector after being rotated and translated. 
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Hence, equation (5) is to be minimized. To make the minimization more robust to outliers, 

particularly for partially occluded scenes, a weight variable is assigned to each point or line 

indicating how much reliable that feature can be as described in [42]. 

𝑒 = 𝑁. (𝑅𝑝 + 𝑡) (5) 

 

 
 

Figure 5 - Two vectors from the optical center Oc to the two endings of the line P1 and P2 [40].  

A recent study in [33], finds the projection matrix based on direct linear transformation [26] 

in the first place. Then the approach proceeds by decomposing the resulting matrix into sub-

matrices to extract rotation and translation parameters. The redundancy of data is increased 

by expressing the correspondences in two coordinate systems, Euclidean and Plücker, to have 

more accuracy. However, there is no significant improvement reported in comparison with 

the results from [38] and [39].    

Moreover, many papers present methods that include pose estimation from a combination of 

features such as points and lines to improve accuracy and robustness. Some of the methods 

with this approach are found in [41], [15], [12] and [43]. In [32], the approaches of OPnPL 

and EPnPL are presented for both point and line features based on their point-only counter-

parts, OPnP [8] and EPnP [10] respectively.  
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Chapter 2 

 

2. Pose Estimation 

 

This chapter presents the approaches used in the experiments in chapter 4. 

2.1 Concept 

Perspective geometry describes how an object in the world coordinate system, projects on 

the image plane. In order to map each 3D point into its corresponding 2D point, it is required 

to have the camera calibration matrix. This matrix carries the information about the internal 

characteristics of the camera such as its focal length, and the external information on how it 

is related to the world outside. The work presented in this thesis is focused on estimating the 

position and orientation of a camera with respect to the scene that the camera is viewing. 

Consider a pinhole camera and a 3D point 𝑋 = (𝑋, 𝑌, 𝑍) that is mapped to the point 𝑥 =

(𝑥, 𝑦) on the image plane in homogeneous coordinates as in equation (6). 

𝑥 = 𝐾 𝑋 (6) 

[
𝑥
𝑦
𝑤

] =  [
𝑓𝑥 𝑠 𝑐𝑥

0 𝑓𝑦 𝑐𝑦

0 0 1

] [
𝑋
𝑌
𝑍
] (7) 

The intrinsic parameters of the camera are expressed in matrix 𝐾 that transforms the object 

points onto the image plane in a pinhole camera, see Figure 6. These parameters come from 

the characteristics of the camera. As in equation (7), the focal length is indicated as 𝑓𝑥 and 𝑓𝑦 

in two dimensions. 𝑠 is the skew parameter, it is used in the cases that the camera reference 

frame axes are not perpendicular to each other. (𝑐𝑥, 𝑐𝑦) is the coordinates of the center of the 

image plane [44]. 
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Figure 6 - Pinhole camera [26].  

By introducing another coordinate system, called the world frame or the object frame, to 

express object coordinates, it is required to take into account another transformation to pro-

ject every point from one frame to another. This affine transformation consists of a rotation 

matrix and a translation vector. Consequently, in a general setting we will have:  

𝑥 = 𝐾 [𝑅 𝑡] 𝑋 (8) 

Where 𝑅 is the rotation matrix and 𝑡 is the translation vector. They both contain extrinsic 

parameters in camera calibration that illustrate how the world coordinate frame is trans-

formed to the camera frame, shown in Figure 7. 

 

Figure 7 - The transformation from the world coordinate system to the camera coordinate system [26]. 
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Pose estimation is the process in which we determine the position and orientation of the world 

frame with respect to the camera frame. In other words, it includes extrinsic calibration and 

finding the extrinsic parameters. In this project, we assume that the intrinsic camera param-

eters are known. The method of intrinsic camera calibration used in this work will be ex-

plained in chapter 4. 

2.2 Pose Estimation from Circle-Ellipse Correspondences 

What follows in this section summarizes the concepts in [23] and [15] that are used in the 

experiments reported in section 4.2. 

Let us consider a circle with known center coordinates and normal vector to its supporting 

plane as 𝐶𝑤 and 𝑁𝑤 respectively. In perspective projection, the image of this circle on the 

image plane will be an ellipse in a general configuration, see Figure 8. According to [15], the 

pose can be estimated from the following equations: 

𝑁𝑐 = 𝑅𝑁𝑤 (9) 

𝐶𝑐 = 𝑅𝐶𝑤 + 𝑡 (10) 

where 𝐶𝑐 is the center and 𝑁𝑐 is the normal vector to the supporting plane of the resulting 

circle in the camera coordinate frame. 𝑅 is the rotation matrix and 𝑡 is the translation vector. 

 

Figure 8 - Circle-ellipse correspondence 
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Primarily, in order to solve for 𝑅 and 𝑡, we need to find the normal vector and the center of 

the image circle in the camera frame. As in [23], considering a point on the ellipse as (𝑥𝑒 , 𝑦𝑒), 

the ellipse equation in the image plane in quadratic form is: 

𝐴𝑥𝑒
2 + 2𝐵𝑥𝑒𝑦𝑒 + 𝐶𝑦𝑒

2 + 2𝐷𝑥𝑒 + 2𝐸𝑦𝑒 + 𝐹 = 0 (11) 

Alternatively, in matrix form, it can be written as: 

𝑥𝑇 [
𝐴 𝐵 𝐷
𝐵 𝐶 𝐸
𝐷 𝐸 𝐹

] 𝑥 = 0 (12) 

Let the ellipse be the base of an oblique elliptical cone and the optical center to be its apex, 

as shown in Figure 8. With the image plane placed at 𝑧 = 𝑓 , and 𝑓 being the focal length, 

every point on the oblique elliptical cone can be expressed as: 

𝑃𝑇 = 𝑘(𝑥𝑒 , 𝑦𝑒 , 𝑓)𝑇 (13) 

where 𝑘 is a scale factor indicating the distance of each point of the cone to the origin of the 

camera frame. As a result, from the equation (12) and equation (13), the oblique elliptical 

cone is: 

𝑄 = 

[
 
 
 
 
 
 

  

𝐴 𝐵
𝐷

𝑓

𝐵 𝐶
𝐸

𝑓
𝐷

𝑓

𝐸

𝑓

𝐹

𝑓2

  

]
 
 
 
 
 
 

 (14) 

By decomposing 𝑄, as in equation (15), we will have the eigenvalues and the eigenvectors 

of the oblique elliptical cone in equation (16) and equation (17) respectively. 

𝑄 = 𝑉𝐷𝑉𝑇 (15) 

Where 𝐷 and 𝑉 are: 

𝐷 = [

𝜆1 0 0
0 𝜆2 0
0 0 𝜆3

] (16) 
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𝑉 =  [

𝑣11 𝑣21 𝑣31

𝑣12 𝑣22 𝑣32

𝑣13 𝑣23 𝑣33

] (17) 

Considering the orthogonality constraint of the rotation matrix, the normal vector and the 

center of the circle in the camera coordinate frame are calculated as in equation (18) and 

equation (19). The details on how to get these equations from equation (15) is provided in 

[23]. 

𝐶 =  (𝑆3

𝜆2𝑟

√−𝜆1𝜆3

)𝑉

[
 
 
 
 
 
 

𝑆2

𝜆3

𝜆2

√
𝜆1 − 𝜆2

𝜆1 − 𝜆3

0

−𝑆1

𝜆1

𝜆2

√
𝜆2 − 𝜆3

𝜆1 − 𝜆3]
 
 
 
 
 
 

 (18) 

𝑁 =  𝑉

[
 
 
 
 
 
 

𝑆2√
𝜆1 − 𝜆2

𝜆1 − 𝜆3

0

−𝑆1√
𝜆2 − 𝜆3

𝜆1 − 𝜆3]
 
 
 
 
 
 

 (19) 

𝑆1, 𝑆2, 𝑆3 are either +1 or −1, giving eight possible set of solutions for 𝑁 and 𝐶. Parameter 

𝑟 is the radius of the circle. Based on the coordinate system configurations, the incorrect 

solutions are eliminated under conditions in equation (20) and equation (21). These condi-

tions ensure that the circle is faced towards the camera. 

𝐶. [0 0 1]𝑇 < 0 (20) 

𝑁. [0 0 1]𝑇 > 0 (21) 

Therefore, we can put the normal vector and center of the circle in the camera frame and its 

3D coordinates in the world frame into equation (9) and equation (10), and construct a system 

of linear equations to solve for pose parameters. Each of the equation (9) and equation (10), 

give three sets of equations including the information from a single circle-ellipse correspond-

ence. Since we have twelve unknown parameters, nine for rotation matrix and three for trans-

lation vector, this system requires at least two circle-ellipse correspondences to be solved.  
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2.3 Pose Estimation from Line Correspondences 

What follows summarizes the concepts in [41] that are used in the experiments reported in 

section 4.3. 

In the world coordinate frame, we assume the line 𝐿 with direction vector 𝑉 and a point 𝑃 on 

this line. The corresponding line 𝑙 on the image plane has the direction vector 𝑣 and a point 

on it, 𝑝, in the camera coordinate system as in Figure 9. Based on [41], with the rotation matrix 

𝑅 and the translation vector 𝑡, the relationship between the two frames can be formulated as: 

𝑣 = 𝑅𝑉 (22) 

𝑝 = 𝑅𝑃 + 𝑡 (23) 

Considering the object line and its image on the image plane, we define a plane containing 

the two lines and optical center of the camera. The coplanarity of the corresponding lines is 

one of the geometrical constraints commonly exploited in this type of pose estimation prob-

lems. We have discussed some of them in chapter 1. Because of the coplanarity, the normal 

vector to this plane is perpendicular to any vector in this plane including the direction vectors 

of the corresponding lines and the points on them. Therefore, we find the normal vector to 

the plane by normalizing the cross product of 𝑣 and 𝑝, so that it is expressed in the camera 

reference frame as well. 

𝑛. 𝑣 = 0 (24) 

𝑛. 𝑝 = 0 (25) 

By substituting equation (22) and equation (23) into equation (24) and equation (25), we have 

two equations to minimize. 

𝑛. (𝑅𝑉) = 0 (26) 

𝑛. (𝑅𝑃 + 𝑡) = 0 (27) 
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Figure 9 - 2D-3D line correspondence 

We proceed to the solution of pose estimation in two steps. First, to solve for rotation, we 

minimize equation (26) by employing the Trust-Region algorithm [45] iteratively. The Trust-

Region method is a nonlinear iterative optimization. In each iteration, it searches for the local 

minima of an approximated function in a specific interval and increases the interval when the 

local minima is less than the function value at the center of the interval. The search continues 

until it has converged to the global minimum [46]. Due to the rotation ambiguity, it may not 

converge to the optimum rotation in the first run. Since it is rapid in converging to the min-

ima, we recommend using Trust-Region method in iteration, and choosing the best estimate 

to find the global minimum. The best estimate is chosen based on coordinate systems con-

figurations. In order to avoid the optimization to converge to incorrect minima and to de-

crease the search time, we generate an arbitrary initial guess from the range of possible rota-

tion angles for each axes. For rotation around 𝑋 and 𝑍 axes, we assume the range to be 

[−𝜋, 𝜋] and [−
𝜋

2
,
𝜋

2
] for 𝑌 axis. Having recovered the rotation, the translation vector is simply 

computed by solving the system of linear equations in equation (28) that is derived from 

equation (27). 

𝑡 =  𝑛−1(𝑛. 𝑅𝑃) (28) 

There are six degrees of freedom, three for the angles of rotation and three for the translation 

vector. Since each step is done separately, the pose estimation requires at least three line 

correspondences.   
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The methods described above were used in our experiments for the pose estimation problem 

from circle-ellipse and line-line correspondences. Before providing experimental results, we 

will discuss the methods employed for feature detection (i.e. ellipses and lines) in images in 

the next chapter.  
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Chapter 3 

 

3. Feature Detection 

 

In pose estimation, the corresponding features on the image plane and in the world coordinate 

system are taken into account. In our project, these features are ellipses as images of circular 

objects and straight lines. Before presenting the experimental results, we will discuss the 

methods that are employed in our experiments for collecting the 2D information on these 

features. 

3.1 Ellipse Detection 

The method in [47] proposes a numerical least-squares method for ellipse detection inspired 

by [48]. By applying the quadratic elliptical constraints, equation (30), they directly solve for 

ellipse coefficients in a least-squares sense based on algebraic distances of the points to the 

ellipse. The elliptical constraint ensures that a conic in the form of equation (29) satisfies the 

constraint in equation (30) [48]. Although this method runs very fast, it does not yield an 

accurate and reliable ellipse equation. Moreover, it is highly sensitive to noise and outliers. 

Particularly, in cases with irregular point distribution.  

𝐶(𝑥, 𝑦) = 𝐴𝑥2 + 𝐵𝑥𝑦 + 𝐶𝑦2 + 𝐷𝑥 + 𝐸𝑦 + 𝐹 = 0 (29) 

4𝐴𝐶 − 𝐵2  =  0 (30) 

An accurate and robust yet fast approach to ellipse detection is presented in [49]. It converts 

the conic equation to the dual conic representation. This new representation is based on lines 

instead of points. The dual conic 𝐶∗ is defined as a set of lines such as 𝑙, that are tangent to 

the surface of the conic, see Figure 10, and satisfies the following equation: 

𝑙𝑇𝐶∗𝑙 = 0 (31) 
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Figure 10 - Dual conic with the lines tangent to its surface [49]. 

The authors  show that the ellipse constraint in Equation (30) is valid for a dual ellipse in the 

form of 𝐹∗ = 1 which is defined in equation (32). Each line is expressed in homogeneous 

coordinates and is obtained from the gradient magnitude at the pixel 𝑥, 𝐼 = [𝐼𝑢, 𝐼𝑣], within a 

contour around the ellipse, equation (33). This contour is estimated by setting a threshold on 

the gradient magnitude map of the image.  

𝐹∗ = 
1

4|𝐶|
 (4𝐴𝐶 − 𝐵2) (32) 

𝑙 =  [
𝐼𝑢
|𝐼|

,
𝐼𝑣
|𝐼|

, −
𝐼

|𝐼|
𝑥 ] (33) 

Consequently, the ellipse is detected in dual representation from a linear least-squares mini-

mization of equation (31) under dual ellipse constraint. The resulting dual ellipse coefficients 

can be converted to normal ellipse representation afterwards. 

3.2 Line Detection 

There are a number of line detection methods currently proposed in the literature. Line Seg-

ment Detector (LSD) is presented in [50]. In this approach, a list of pixels is made based on 

the gradient values, with the highest value as the first element on the list. The first pixel in 

the list is taken as the seed of the first support region to find. The reason is that there is a 

higher chance that the pixels with highest gradient belong to edges. The support region for 

the possible line is created by searching the neighboring pixels and choosing those with close 
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angles to the seed within a threshold.  The angle of the possible line at each pixel is computed, 

being orthogonal to its gradient. The search ends when there is no more neighboring pixel 

with a close angle to be added to the current line segment. The next unvisited pixel in the list 

is chosen as the new seed. The support regions are approximated by rectangular line seg-

ments, as in Figure 11. At last, the Number of False Alarms (NFA) is computed for each line 

segment. The line segments with a NFA less than a specified threshold are regarded as the 

meaningful segments, i.e. the detected lines. 

 

Figure 11 - Support region (left), rectangular line segment (right) [50]. 

Number of False Alarms (NFA) is a probabilistic function employed to validate the line seg-

ments. It determines whether a line segment is meaningful or not. A meaningful segment is 

defined as a segment for which the structure has a low chance of occurrence in the structure 

of the whole image [51]. NFA rejects wrong detections caused by misleading background 

structure or image noise such as white noise. The NFA of a meaningful line segment is nearly 

zero. 

LSD performs more accurate on small images than high-resolution images. However, for 

images that are larger in size, the main problem of this approach is over-segmentation. Lines 

with longer lengths are prone to over-segmentation in higher resolutions. The method pro-

posed in [52] that is called MLSD (Multiscale LSD), is a multiscale approach based on LSD. 

The goal of the authors of MLSD is to deal with the problem of over-segmentation. At first, 

they begin the line detection by applying LSD at the coarsest scale. This step gives a rough 

estimate of the location of longer lines in the image. Then by gradually going to next scales, 

the fusion score is measured for the segments detected in those locations. This score is com-

puted based on the comparison of the meaningfulness, i.e. NFA, of each individual segment 



 

21 

 

to a greater segment, that is the merged segments in that location. The fusion score determines 

if the segment is a part of the larger segment and should be merged or not. At the end, those 

segments with acceptable NFA are kept as detected lines.  

Although MLSD almost handles the over-segmentation problem, due to its multiscale nature, 

its execution time is not negligible. Another line detection method called EDLines from [53] 

runs faster than both previously mentioned approaches. In our experiments, the resulting de-

tected lines with EDLines are comparable to both methods as well. EDLines exploits the 

Edge Drawing [54] algorithm to find edge segments, since edges are considered the best 

candidates for lines. They apply least-squares line fitting on the pixels for each edge segment. 

Therefore, edge segments are divided into line segments. When all the edge pixels are pro-

cessed, the detected lines are obtained from a validation step based on the length and the 

NFA of each line segment.  

According to the above explanations, the ellipse detection approach using dual conics from 

[49] and EDLines [53] algorithm for straight line detection are exploited in our experiments. 

The experimental results will be discussed in the next chapter.  
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Chapter 4 

 

4. Experimental Results 

 

In this chapter, we present and discuss the experimental results obtained from the approaches 

mentioned in chapter 3. We used a Basler acA2040-25gm GigE color camera along with a 

Kowa lens with a focal length of 25mm and the aperture range of F1.4 to F16, as demon-

strated in Figure 12. Furthermore, the pixel size is 5.5 𝜇𝑚 × 5.5 𝜇𝑚. We have implemented 

the camera pose estimation in Matlab R2016a (9.0.0.341360). The experiments are executed 

on a computer in Windows 7 with the specifications of Intel® Core(TM) i7-5820K, CPU @ 

3.30 GHz and RAM of 16 GB.  

 

Figure 12 - The camera in the setup 
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4.1 Intrinsic Calibration 

In order to find the camera matrix, Camera Calibration Toolbox for Matlab 2 by Jean-Yves 

Bouguet was used. This toolbox requires several images of a checkerboard from various ori-

entations and positions. It computes the calibration information by extracting the checker-

board pattern corners and based on the Zhang’s [55] calibration method. We used 40 images 

of a checkerboard pattern with 9 × 11 grid and the square size of 23 × 23 mm. Figure 13 

shows a sample image of the checkerboard.  

 

Figure 13 - The checkerboard used for the intrinsic calibration 

4.2 Experiments Using Circles 

This experiment includes estimating the pose of the camera using two circles attached to a 

surface with different radius. The radius of the larger circle is 100 𝑚𝑚 and the smaller one 

is 75 𝑚𝑚. A checkerboard is also placed in the image to serve as ground truth for the esti-

mated pose. In order to detect circles and retrieve their equations, the code from [49] in 

Matlab has been used. The detected ellipses on the acquired image are marked in red in Figure 

14(b). Based on Section 3.2, the normal vector and center of the circles are derived from the 

detected ellipse equations to estimate the pose.  

                                                           
2 http://www.vision.caltech.edu/bouguetj/calib_doc/ 
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(a) 

 

(b) 

Figure 14 - (a) Image of two circles, (b) Detected ellipses marked in red. 

 

Table 1 - Estimated and ground truth pose using the two circles in the image. 

 Rotation Translation 

Ground Truth [
0.02 0.99 0.00
0.62 −0.02 0.00

−0.77 0.01 −0.62
] [

−502.3
−331.4
3466.5

] 

Estimation [
0.00 1.24 0.18
0.76 0.40 0.89
1.51 2.43 0.40

] [
0.0
0.0
0.0

] 

 

The resulting estimated pose is unsatisfactory as seen in Table 1. This method of pose estima-

tion does not result in a reasonable and acceptable rotation and translation matrices. In addi-

tion, the approach was supposed to enforce the orthogonality constraints on the rotation ma-

trix, while we observe that the estimated transformation does not satisfy these constraints. A 

factor influencing this poor performance could be the normal vector and the center of the 

circles that are computed from the ellipse equations. These parameters cannot be validated 

since there is no information available for their actual value as ground truth. We conducted 

many other experiments on circles with various radius values and several orientations and 
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positions. In fact, the estimated pose in all the experiments that are performed using different 

circles are out of an acceptable range and unreliable.   

Although circles are not among the most common features seen in the urban areas, buildings 

and construction sites, circle-ellipse correspondences could have contributed to the accuracy 

and robustness of the pose estimation as an extra information along with the line correspond-

ences. However, the experiments that we have conducted are not convincing enough to use 

such an approach based on circles.  

4.3 Experiments Using Straight Lines 

Since buildings and urban environments mostly include straight lines, a metal structure has 

been used in our experiments to resemble such a view. The structure in the setup is shown in 

Figure 15 with the black background for better contrast and more accuracy in the detection. 

Line correspondences are chosen manually by pairing detected lines and the lines on the 

structure. The straight lines were detected using the code provided by [53] in C++3. Figure 16 

shows all the detected lines in an image of the structure as an example. Those lines that 

belong to the structure and that are measurable are chosen for the estimation. 

 

Figure 15 - The metal structure with black background and the checkerboard for the ground truth 

                                                           
3 http://ceng.anadolu.edu.tr/CV/EDLines/ 
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Figure 16 - All the detected lines are marked in colors 

This experiment is conducted with 21 different poses of the camera that are illustrated in 

Figure 17. In order to evaluate the impact of the number of lines on the accuracy of the pose 

estimation, we performed the experiment with three different sets of lines, including 5, 10 

and 15 to 25 lines (depending on the availability of the detected lines in each image). The 

point cloud of a bunny is reprojected on the image with the ground truth and the estimated 

pose. All the images with the bunny reprojections can be found in Figure 20, Figure 21 and Figure 

22 at the end of this chapter. We define the reprojection error 𝜀 as the normalized sum of 

distances between the two reprojections:  

𝜀 =  
1

𝑛
∑√(𝑃𝑖 𝐸𝑠𝑡 − 𝑃𝑖 𝐺𝑇)2

𝑛

𝑖=1

 (34) 

where 𝑛 is the number of points in the point cloud. 𝑃𝐸𝑠𝑡 indicates the reprojected points using 

the estimated pose and the reprojected points using the ground truth are expressed as 𝑃𝐺𝑇.  
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Figure 17 - Camera positions and orientations with respect to the object reference frame. 

The average reprojection error is 0.0015 𝑝𝑥 when using 5 or 10 lines, and 0.0016 𝑝𝑥 when 

using 15 to 25 lines. In addition, it is believed that the slightly less accurate results of line set 

3 may be caused by the fact that the level of noise increases while using more lines. The noise 

is due to the inaccuracy in the manual measurements or line detections in the image. Table 2 

provides the reprojection error for each image. The total average reprojection error for the 21 

images with the poses in Figure 17 in three different line sets is 0.0015 𝑝𝑥.  

Table 2 - Reprojection error of the images with the three line sets with the factor of 10−4 in pixels. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 

5 26 26 7 7 24 11 18 23 28 37 4 19 8 7 15 16 9 9 7 8 15 

10 20 20 15 11 9 19 17 13 19 29 12 13 9 22 16 21 15 8 9 8 15 

15-25 10 20 21 11 12 22 20 15 21 25 12 14 19 36 15 15 19 12 8 8 20 
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Figure 18 - Reprojection error comparison between three line sets. 

Table 3 displays the execution time for each image and line set. The average execution time 

is 0.27 s for every line set signifying that this method is efficient with a quite consistent run 

time with no regard to the number of lines or position of the camera.  

Table 3 - Execution time of all images in seconds. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 

5 0.22 0.23 0.26 0.27 0.26 0.30 0.31 0.24 0.29 0.27 0.26 0.18 0.28 0.25 0.27 0.30 0.30 0.29 0.26 0.36 0.37 

10 0.20 0.21 0.28 0.26 0.28 0.22 0.29 0.21 0.31 0.30 0.31 0.20 0.30 0.32 0.26 0.25 0.25 0.27 0.32 0.32 0.40 

15-25 0.25 0.23 0.27 0.27 0.37 0.26 0.31 0.22 0.27 0.31 0.30 0.21 0.26 0.30 0.28 0.27 0.26 0.29 0.28 0.26 0.39 

 

 

Figure 19 - Execution time comparison between three line sets. 
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The estimated pose using circle correspondences did not lead to promising results. However, 

the results explained in this chapter confirm that the presented approach for pose estimation 

using straight lines is accurate and efficient, while demonstrating reasonable execution time. 

The superimposition of the 3D point cloud of the bunny using the estimated camera pose in 

red is compared to the bunny in yellow, which is superimposed using the ground truth pose 

in Figure 20 to Figure 22.  Based on qualitative assessment of the results presented in these 

figures, it is safe to say that this approach provides sufficient accuracy to be used in aug-

mented reality applications.  
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(21) 

Figure 20 - Bunny reprojection. Red bunny is reprojected with the estimated pose using 5 lines, and the yellow 

bunny is the ground truth reprojection. 
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(21) 

Figure 21 - Bunny reprojection. Red bunny is reprojected with the estimated pose using 10 lines, and the yel-

low bunny is the ground truth reprojection. 
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 (21) 

Figure 22 - Bunny reprojection. Red bunny is reprojected with the estimated pose using 15 to 25 lines, and the 

yellow bunny is the ground truth reprojection. 
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Conclusion 

 

In the construction industry, the role of augmented reality is to perform as a platform for 

visualising the ideas from imagination and paper to concrete and perceptible models. Over-

laying a 3D model onto an image requires localizing the camera in its environment. We in-

tended to provide a solution to camera pose estimation in this thesis with two of the common 

geometrical features visible in architectural structures.   

We proceed to solve for camera pose using circles and straight lines by taking into account 

the relationship between the coordinates of the features in the 2D image and their correspond-

ing positions in the 3D world.  

In general, a circle projects as an ellipse on the image plane. By detecting the ellipse in the 

image plane, the normal vector and the center of the circle in the camera frame (resulting 

from rotating the ellipse in a way that it becomes a circle) are computed. These two parame-

ters are in fact equal to the normal vector and center of the circle in the world frame after 

being rotated and translated by the camera’s exterior orientation and position. However, the 

experimental results on pose estimation from circle-ellipse correspondences demonstrate that 

this approach does not provide reliable solutions to this problem. 

Straight lines are detected on the image plane and the correspondences are defined with a 

vector to indicate the line’s direction and a point lying on that line. Since there exists a plane 

containing both lines in the world and camera frame, passing through the optical center, the 

pose of the camera is recovered from the fact that the direction vectors and the points on both 

lines must be perpendicular to the plane’s normal. In terms of straight lines, the reprojection 

error between the estimated and the ground truth pose confirms that this approach is accurate, 

and its execution time is fast as well. In addition, it is suitable for pose estimation from vari-

ous number of lines.  

Finding correspondences is one of the challenges that requires more investigation. Specifi-

cally, an approach that pairs an object with its image automatically. This will be helpful in 
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real time applications and in video sequences as well. Furthermore, employing features that 

are more complicated may improve the robustness of the estimation.  
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