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Abstract 

Coded modulation is a bandwidth-efficient scheme that integrates channel coding and 

modulation into one single entity to improve performance with the same spectral efficiency 

compared to uncoded modulation. Low-density parity-check (LDPC) codes are the most 

powerful error correction codes (ECCs) and approach the Shannon limit, while having a 

relatively low decoding complexity. Therefore, the idea of combining LDPC codes and 

bandwidth-efficient modulation has been widely considered. 

In this thesis, we study a power and bandwidth-efficient coded modulation scheme based 

on LDPC codes, with the advantages of excellent BER performance and low 

implementation complexity, which is embodied by using only one fast encoder, one low 

complexity decoder, and no bit interleaving. The performance of this proposed system 

transmitted over both additive white Gaussian noise (AWGN) and flat Rayleigh fading 

channels are evaluated via simulations. Numerical results show that this coded modulation 

scheme with M-ary quadrature amplitude modulation (M-QAM) can achieve excellent 

performance while having various spectral efficiencies. 

Another contribution of this thesis is a simple adaptive LDPC-coded modulation scheme 

for transmission over flat slowly-varying Rayleigh fading channels. In this scheme, six 

combinations of encoding and modulation pairs are employed for frame by frame 

adaptation and the average spectral efficiency varies between 0.5 and 5.0 bits/symbol/Hz 

during data transmission. Simulation results show that adaptive LDPC-coded modulation 

has the benefit of offering better spectral efficiency while maintaining an acceptable error 

performance. 



Résumé 

La modulation codée est une technique de transmission efficace en largeur de bande qui 

intègre le codage de canal et la modulation en une seule entité et ce, afin d'améliorer les 

performances tout en conservant la même efficacité spectrale comparé à la modulation non 

codée. Les codes de parité à faible densité (low-density parity-check codes, LDPC) sont les 

codes correcteurs d'erreurs les plus puissants et approchent la limite de Shannon, tout en 

ayant une complexité de décodage relativement faible. L'idée de combiner les codes LDPC 

et la modulation efficace en largeur de bande a donc été considérée par de nombreux 

chercheurs. 

Dans ce mémoire, nous étudions une méthode de modulation codée à la fois puissante et 

efficace en largeur de bande, ayant d'excellentes performances de taux d'erreur binaire et 

une complexité d'implantation faible. Ceci est réalisé en utilisant un encodeur rapide, un 

décoder de faible complexité et aucun entrelaceur. Les performances du système proposé 

pour des transmissions sur un canal additif gaussien blanc et un canal à évanouissements 

plats de Rayleigh sont évaluées au moyen de simulations. Les résultats numériques 

montrent que la méthode de modulation codée utilisant la modulation d'amplitude en 

quadrature à M niveaux (M-QAM) peut atteindre d'excellentes performances pour toute 

une gamme d'efficacité spectrale. 

Une autre contribution de ce mémoire est une méthode simple pour réaliser une 

modulation codée adaptative avec les codes LDPC pour la transmission sur des canaux à 

évanouissements plats et lents de Rayleigh. Dans cette méthode, six combinaisons de paires 

encodeur modulateur sont employées pour une adaptation trame par trame. L'efficacité 

spectrale moyenne varie entre 0.5 et 5 bits/s/Hz lors de la transmission. Les résultats de 

simulation montrent que la modulation codée adaptative avec les codes LDPC offre une 

meilleure efficacité spectrale tout en maintenant une performance d'erreur acceptable. 
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Chapter 1 

Introduction 

During the last decades, wireless communications have advanced at an incredible pace. The 

first example which changes our life-style is the mobile phone. Mobile phones have 

evolved from the simple phones for voice-calling in 1970s to present smart-phones with 

computer-like functionality. The International Telecommunication Union estimated that 

mobile cellular subscriptions worldwide reached approximately 4.6 billion by the end of 

2009. The second example is wireless local area networks (WLAN), the so-called WiFi. 

Equipped with a WLAN device, a laptop or desktop computer can connect easily to the 

Internet without the use of wires. As of 2010 WLAN devices have been installed in many 

personal computers, video game consoles, mobile phones, printers, and other peripherals, 

and virtually all laptop or palm-sized computers. The third example is the Global 

Positioning System (GPS), a space-based global navigation satellite system which provides 

reliable location and time information in all weather and at all times and anywhere on or 

near the Earth. With the navigation of GPS, we can drive easily in any cities. GPS has 

become a useful tool for map-making, land surveying, commerce, scientific uses, tracking 

and surveillance, and hobbies such as geo-caching and way-marking. 
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To achieve reliable and high data transmission in modern communication systems, error 

correction coding (ECC) techniques are used usually combined with bandwidth-efficient 

modulation schemes. Especially, with effective iterative decoding algorithms, turbo codes 

and low-density parity-check (LDPC) codes are two powerful coding techniques. 

In this chapter, we briefly review basic digital communication systems and their main 

conditions for performance. Then, we introduce advances in ECC technologies, especially 

LDPC codes. Finally, the motivation and the contributions of this thesis are given. 

1.1 Digital communication systems 

Fig. 1.1 illustrates a general block diagram for a digital communication system. In this 

diagram, digital data from a source are encoded and modulated for transmission over a 

channel. At the other side, the data are extracted by demodulation, decoding, and then sent 

to a sink. The encoder can be divided into two blocks, namely the source encoder and the 

channel encoder. In this thesis, we only consider the channel encoder and refer to it simply 

as the encoder. 

TRANSMITTER 

Source Encoder Modulator Source Encoder Modulator 

' ' 
• 

Channel 

KECElVfcK 

Sink Decoder - Demodulator Sink Decoder - Demodulator 

Figure 1.1: Block diagram of a digital communication system. 
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In some digital communication systems, channel coding and modulation are combined 

together; this is called coded modulation. In general, there are two main constraints in 

communication systems, the available spectrum (or bandwidth) and the power required for 

data transmission. The bandwidth is becoming a rare commodity with the demand of high

speed and high quality of service (QoS) for wireless communications. In this thesis, a 

coded modulation system based on LDPC codes and M-ary phase shift keying (M-PSK) or 

M-ary quadrature amplitude modulation (M-QAM) modulation is studied for improving 

BER performances and spectral efficiency. 

1.2 Overview of low-density parity-check (LDPC) codes 

1.2.1 Evolution of error correction coding (ECC) techniques 

In 1948, in his landmark work "A mathematical theory of communication" [1], C. E. 

Shannon proved that there exists a code such that the error probability can be made 

arbitrarily small if the rate of transmission is less than channel capacity. Since then, 

researchers began to develop channel coding systems (error correction coding techniques) 

to reach this capacity. 

One of the first coding techniques was Hamming codes [2]. After that, a class of 

convolutional codes [3] which have better error performance was developed in 1955, and 

an efficient decoding technique for these codes was invented by Viterbi [4] in 1967. The 

Viterbi algorithm was used in many practical applications in the following three decades. 

Simultaneously, Reed Solomon (RS) codes [5] were proposed and found in some practical 

applications ranging from compact disc players to deep-space applications [6]. Trellis 

coded modulation (TCM) [7], proposed by Ungerbôeck in 1982, proved that a high 

performance gain can be obtained by joining a coding and a modulation scheme in a single 

entity. 
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The next key point in the field of coding theory was the discovery of Turbo codes [8] by 

Berrou, Glavieux and Thitimajshima in 1993. Turbo codes were able to approach the 

Shannon limit within 0.5 dB with iterative decoding techniques. 

LDPC codes were rediscovered [9] in 1996. First created in 1962 by Gallager [10], [11], 

these codes were forgotten because of their impractical encoding and decoding at the time. 

It was demonstrated that LDPC codes are also able to reach the Shannon limit just as Turbo 

codes, but with lower complexity [12]. 

1.2.2 Advances in LDPC codes 

Low-density parity-check (LDPC) codes are a class of linear block error correction codes 

(ECC). They have a simple decoding mechanism and exhibit very good performance in 

data transmission. LDPC codes have several advantages compared to other channel coding 

codes. First, LDPC codes can use hard or soft decision decoding. 

Second, the error performance of LDPC codes does not always exhibit an error floor due 

to the good Hamming distance spectra of these codes. This is an important advantage over 

the other powerful ECCs, in particular Turbo codes. Another advantage of LDPC codes is 

the iterative decoding scheme based on a graph model, for which one can implement 

parallel decoders. The iterative decoding scheme is essentially a belief propagation (BP) 

[13] method on factor graph, which was shown in Gallager's paper in 1963. It is possible to 

decode large LDPC codes using the BP algorithm, which leads to relatively simple 

decoding strategies. This is the key contributing factor to the success of LDPC codes. 

Furthermore, LDPC codes are more flexible in their construction in terms of the code rate 

and other parameters. 

Currently, LDPC codes are considered the best ECCs to allow data transmission rates 

close to the theoretical Shannon limit. The best known class of these codes over AWGN 

channels is a class of irregular LDPC codes [12] whose empirical performance achieves a 

bit error rate (BER) of 10"6 within 0.04 dB of the Shannon limit with a code length of 107. 
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Theoretically, the code threshold is within 0.0045 dB of the Shannon limit; this can be 

reached when the code length tends to infinity. 

1.2.3 LDPC codes in current wireless communication systems 

Duo to their advantages mentioned above, LDPC codes have been proposed for several 

state-of-the-art wireless standards, such as worldwide interoperability for microwave access 

(WiMAX) [14], wireless fidelity (WiFi) [15] and second generation satellites for digital 

video broadcasting (DVB-S2) [16]. Also, they constitute an important option for forward 

error coding (FEC) in fourth generation (4G) wireless communication systems. We briefly 

introduce two important wireless standards, WiMAX and 4G, in the following. 

WiMAX 

WiMAX is an industry consortium with the goal of promoting technologies based on the 

IEEE 802.16 standard for the transmission of wireless data over long distances. The 

standard can operate with single carrier modulation, orthogonal frequency division 

multiplexing. (OFDM) or orthogonal frequency division multiple access (OFDMA). It is 

designed to accommodate both fixed and mobile data networks. Mobile WiMAX (IEEE 

802.16e) was created in December 2005 and is an amendment to the fixed WiMAX 

standard (IEEE 802.16d-2004). It is aimed at delivering "last mile" broadband wireless 

access as an alternative to digital subscriber loop (DSL) solutions. 

Compared to Wi-Fi and 3G, the WiMAX standard has some improved characteristics. It 

defines a selectable bandwidth of 1.25 to 20 MHz and is developed to establish non-line-of-

sight (NLoS) connectivity between a base station and a subscriber in the licensed and 

unlicensed bands in the 2 to 11 GHz frequency range. This provides for less expensive 

service rates for a larger number of customers but does hurt transfer rates. WiMAX has 

capabilities of transmitting with a range of up to 31 miles. The transmit data rate of 

WiMAX is also an improvement, being up to 75 megabits per second (Mbps). Capacity can 



CHAPTER 1. INTRODUCTION 6 

be improved by using smart adaptive coded modulation (ACM) and multiple input multiple 

output (MIMO) technology. 

4G 

Up to now, there is no formal definition for what 4G is. However, there are certain 

objectives that are projected for 4G, including that 4G will be a fully IP-based integrated 

system and be able to provide much higher data rates between 100 Mbps and 1 Gbps with 

optimum quality and high security [17]. It is likely to use a combination of 3G, WiMAX 

and WiFi technologies. 

1.3 Thesis motivation 

The main goal in designing a communication system is to achieve reliable data 

transmission with as small a transmission power as possible, in other words, a power 

efficient system with the lowest error probability (bit error rate or frame error rate). 

Moreover, a higher data rate with a constraint on available bandwidth is another target. 

LDPC codes can be selected as an excellent coding scheme to achieve the highest 

reliability transmission. On the other hand, in terms of efficient use of bandwidth while 

having a high data rate, we can use bandwidth-efficient modulation techniques, since a 

larger number of bits are transmitted over one signal duration. 

Therefore, motivated by the development of a power and bandwidth-efficient wireless 

communication system, the combination of LDPC coding and bandwidth-efficient 

modulation is studied in this thesis. Furthermore, due to the time-variability of fading 

channels in wireless communications, an adaptive coded modulation (ACM) system is 

evaluated. 
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1.4 Thesis contributions and outline 

1.4.1 Thesis contributions 

This thesis is devoted to the study of bandwidth-efficient communication systems based on 

code rate and length-flexible WiMAX LDPC codes. The thesis contributions are the 

following: 

• The analysis and evaluation of the properties and performances of the LDPC codes 

specified in the WiMAX standard. 

• A bandwidth-efficient LDPC-coded modulation scheme is proposed for 

transmission over both AWGN and flat uncorrelated Rayleigh fading channels. 

Specifically, the LDPC-coded M-ary quadrature amplitude modulation (M-QAM) 

scheme with various spectral efficiencies is evaluated for transmission over an 

AWGN channel. 

• The performance of LDPC-coded modulation schemes with square QAMs, i.e., 

QPSK, 16-QAM and 64-QAM transmitted over the uncorrelated Rayleigh fading 

channel is investigated. 

• A simple adaptive LDPC-coded modulation system for transmission over flat 

slowly-varying Rayleigh fading channels is designed using the method presented in 

[18]. In this scheme, six combinations of encoding and modulation pairs are 

employed for frame by frame adaptation with various spectral efficiencies ranging 

between 0.5 and 5.0 bits/s/Hz. The adaptive coded modulation scheme is a 

promising idea for the next generation wireless systems, i.e., WiMAX and 4G 

wireless systems under a relatively slowly-varying fading environment. 
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1.4.2 Thesis outline 

This thesis is organized in six chapters. In the current chapter, a brief introduction to digital 

communication systems and LDPC codes is presented, as well as the contributions and the 

outline of the thesis. 

Chapter 2 presents the basics for the study and use of LDPC codes, including their 

definition, classical construction schemes, encoding methods and an iterative decoding 

algorithm. Moreover, to enhance the understanding of the process for LDPC codes, 

numerical results comparing different decoding algorithms are given. 

The LDPC codes defined in the current WiMAX standard are studied in Chapter 3. 

These codes are also the main codes we use for the proposed coded modulation systems. In 

particular, we discuss the construction and encoding of these codes. Furthermore, the 

performance of WiMAX LDPC codes for transmission over additive white Gaussian noise 

(AWGN) and uncorrelated Rayleigh fading channels is evaluated and discussed via 

simulations in the last section of Chapter 3. A summary of the advantages and main 

applications of these codes for the next generation of communication systems is presented. 

Chapter 4 is the core of this thesis, in which two kinds of LDPC-coded modulation 

communication systems are studied. Our aim is to use LDPC codes in conjunction with 

multi-level modulation schemes to achieve both power and bandwidth efficiency for 

wireless communication systems. We first review the bandwidth-efficient modulation 

schemes and several typical coded modulation systems. Then, we present the first system 

model for transmission over both AWGN and uncorrelated Rayleigh fading channels. 

Finally, an adaptive coded modulation (ACM) scheme with LDPC coding for flat slowly-

varying Rayleigh fading is proposed. 

In Chapter 5, numerical simulation results using MATLAB according to our proposed 

coded modulation systems are depicted and discussed in details. 

Finally, conclusions are given in Chapter 6, as well as suggestions for future studies. 



Chapter 2 

Low-density parity-check (LDPC) codes 

Low-density parity-check (LDPC) codes are a class of linear block error correction codes 

(ECC) which provide near-capacity performance. They were invented by Robert Gallager 

in 1962 [10], [11]. However, these codes were neglected for more than 30 years, since the 

hardware at that time could not attain the requirements needed by the encoding process. 

With the increased capacity of computers and the development of relevant theories such as 

the belief propagation algorithm and Turbo codes, LDPC codes were rediscovered by 

Mackay and Neal in 1996 [9]. In the last decade, researchers have made great progress in 

the study of LDPC codes. 

This chapter provides the basics for the study and practice of LDPC codes. We start with 

the concept of linear block codes and LDPC codes, as well as their representation, 

classification and degree distribution. Then, we briefly review construction techniques and 

an efficient encoding method for LDPC codes. Finally, the iterative decoding of LDPC 

codes which provides near-optimal performance and low decoding complexity is presented 

via simulation results. 
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2.1 Basics of LDPC codes 

2.1.1 Linear block codes 

Assume that the message to be encoded is a /obit block constituting a generic message 

m = (m1, m2, ■■■, m k) , that is one of 2k possible messages. The encoder takes this message 

and generates a codeword c = (c1,c2,--- ,cn) , where n > k; that is, redundancy is added. 

Besides block coding, convolutional coding is also a mechanism for adding redundancy in 

error correcting coding (ECC) techniques. 

Definition of linear block codes: A block code c is a linear code if the codewords form 

a vector subspace of the vector space Vn; there will be k linearly independent vectors that 

in turn are codewords, such that each possible codeword is a linear combination of them 

[19]. 

This definition means that the set of 2k codewords constitutes a vector subspace of the 

set of words of n bits. A linear code is characterized by the fact that the sum of any two 

codewords is also a codeword. 

Generator matrix 

Let c(n,k) be a linear block code and let (g \ ,g 2 , — <0fc)be k linearly independent 

vectors. Each codeword is a linear combination of them: 

c = m1 ■ g 1 + m2 ■ g 2 + ■■■ + mk ■ g k (2.1) 

Unless stated otherwise, all vector and matrix operations are modulo 2. These linearly 

independent vectors can be arranged in a matrix called the generator matrix G: 

G = 

dx ■0i . i 01,2 01,n 
0 2 

3 k 

= 
02,1 

9k,\ 

02,2 

0fc,2 • 

02,71 

- dk.n 

(2-2) 
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For a given message vector m = (m1,m2,--- ,m k ) , the corresponding codeword is 

obtained by matrix multiplication: 

c = m • G =s (mlf m2, •••,mk) 

0 i 
02 

L0fc 

= mx • g x + m2 • g 2 + ••• + m k • g k (2.3) 

Parity-check matrix 

The parity-check matrix H is an (n — k) x n matrix with (n — /c) independent rows. It is 

the dual space of the code c, i.e. GHr = 0. 

H 

fci 
h2 

h-n-k 

K l ft1.2 
l2,l "2,2 

l n - k , l K-K 

lX.n 
l2,n 

"-n-k,n -

(2-4) 

It can also be verified that the parity-check equations can be obtained from the parity-

check matrix H, i.e. cH r = 0. Hence, this matrix also specifies completely a given block 

code. 

2.1.1.1 Block codes in systematic form 

The structure of a codeword in systematic form is shown in Fig. 2.1. In this form, a 

codeword consists of k message bits followed by (n — /c) parity-check bits. 

k message bits (n — k) parity-check bits 

Figure 2.1: Systematic form of a codeword of a block code. 
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Thus, a systematic linear block code c(n, k) can be specified by the following generator 

matrix: 

G = 

1 0 0 Pl,fc+1 Pl.k+2 Px.n 
0 1 0 P2,k+X P2./C+2 P2,n 

0 0 ••• 1 Pk.k+X Pk.k+2 ■•■ p k n 

Identity matrix Parity-check matrix 
Ifcxk Pkx(n-k) 

(2-5) 

which, in a compact notation, is G = [ I/cxfc Pfcx(n-fc)]. The corresponding parity-check 

matrix is given by H = [ P{n-k ) x k l(n-fc)x(n-Jc)]-

2.1.1.2 Decoding of linear block codes 

We can observe from Fig. 2.2 that as a consequence of its transmission through a noisy 

channel, a codeword could be received containing some errors. The received vector can 

therefore be different from the corresponding transmitted codeword, and it will be denoted 

as r = (r1,r2,---,rTl). An error event can be modeled as an error vector or error pattern 

e = (ex, e2, ■ ■ •, en) where e = r + c. 

Message 
Linear 
encoder 

Codeword 

> 
Noisy 

channel 

Received 
codeword 

■ » 

Linear 
decoder 

Decoded 
message 

> 

m = (m1,m2, — ,mk) c = (cx,c2, — ,cn) r = (rx , r2 , - ,rn) m! = (m1',m2'/ — ,m k ) 

Figure 2.2: Diagram of a block coding system. 

To detect the errors, we use the fact that any valid codeword should obey the condition 

cHT = 0. An error-detection mechanism is based on the above expression, which adopts 

the following form: s = rHT , where s = (s1; s2, •■■, sn) is called the syndrome vector. The 

detecting operation is performed over the received vector: 

If s is the all-zero vector, the received vector is a valid codeword. 
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• Otherwise, there are errors in the received vector. The syndrome array is checked to 

find the corresponding error pattern e ; for y = 1,2, ...,n, and the decoded message is 

obtained by m' — r + e t . 

2.1.2 Definition of LDPC codes 

LDPC codes are linear block codes that can be denoted as (n, k) or (n, wc, vvr), where n is 

the length of the codeword, k is the length of the message bits, wc is the column weight 

(i.e. the number of nonzero elements in a column of the parity-check matrix), and wr is the 

row weight (i.e. the number of nonzero elements in a row of the parity-check matrix). 

There are two obvious characteristics for LDPC codes: 

• Parity-check: LDPC codes are represented by a parity-check matrix H, where H is a 

binary matrix that, must satisfy cH r = 0, where c is a codeword. 

• Low-density: H is a sparse matrix (i.e. the number of T s is much lower than the 

number of '0's). It is the sparseness of H that guarantees the low computing 

complexity. 

2.1.3 Tanner graphs 

Besides the general expression as an algebraic matrix, LDPC codes can also be represented 

by a bipartite Tanner graph, which was proposed by Tanner in 1981 [20]. 

The Tanner graph consists of two sets of vertices: n vertices for the codeword bits 

(called variable nodes), and k vertices for the parity-check equations (called check nodes). 

An edge joins a variable node and a check node if that bit is included in the corresponding 

parity-check equation and so the number of edges in the Tanner graph is equal to the 

number of ones in the parity-check matrix. 
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Cycle 

A cycle (loop) in a Tanner graph is a sequence of connected vertices which starts and 

ends at the same vertex in the graph, and which contains other vertices no more than once. 

The length of a cycle is the number of edges it contains. Since Tanner graphs are bipartite, 

every cycle will have even length [21]. 

Girth 

The girth is the minimum length of the cycles in their Tanner graph. 

We will illustrate the cycle and girth by a simple example. Let H be the parity-check 

matrix of an irregular (10, 5) LDPC code: 

H = 
1 1 0 0 0 1 0 1 0 1 
0 1 1 0 0 1 0 0 1 0 
0 0 1 1 0 0 1 1 0 1 
0 0 0 1 1 1 0 0 1 0 
1 0 0 0 1 0 1 0 1 0 

(2-6) 

The corresponding Tanner graph is illustrated in Fig. 2.3. For the LDPC code defined 

above, the path (px -» v8 —> p3 -* v1Q -» px) with the black bold lines is a cycle of length 

4. This cycle is also the girth of this graph since it is the smallest cycle length. 

This structure is crucial for the performance of LDPC codes. LDPC codes use an 

iterative decoding algorithm based on the statistical independence of message transitions 

between the different nodes. When there exists a cycle, the message generated from one 

node will be passed back to itself, thus negating the assumption of independence, so that 

the decoding accuracy is impacted. Therefore, it is desirable to obtain matrices with high 

girth values. 
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Check nodes 
Pz Ps P* Pr, 

v 2 v 3 v4 v5 v6 v 7 

Variable nodes 
v 9 v1 0 

Figure 2.3: Tanner graph corresponding to the parity check matrix H in (2.6). 

2.1.4 Regular and i r r egu la r L D P C codes 

2.1.4.1 Regular codes 

The conditions to be satisfied in the construction of the parity-check matrix H of a 

binary regular LDPC code are: 

• The corresponding parity-check matrix H should have a fixed column weight wc. 

• The corresponding parity-check matrix H should have a fixed row weight wr. 

• The number of "l"s between any two columns is no greater than 1. 

• Both wc and wr should be small numbers compared to the code length n and the 

number of rows in H. 

Normally, the code rate of LDPC codes is R = 1 — wc/w r . 

2.1.4.2 Irregular codes 

An irregular LDPC code has a parity-check matrix H that has a variable wc or wr. In 

general, the bit error rate (BER) performance of irregular LDPC codes is better than that of 

regular LDPC codes [22]. 
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2.1.4.3 Degree distribution 

In general, we want the length L of each cycle to satisfy L > 4, and L is a multiple of 2 

[21]. The basic structure of an LDPC code is defined by its degree distribution [23], which 

are two polynomials that give the fraction of edges in the graph that are connected to the 

check-nodes and the variable-nodes, respectively. We call them degree distribution 

polynomials, denoted by y(x) and p(x), respectively. 

d v 

YM =Y JYiX i~1 .(2.7) 
i=X 

where Yi corresponds to the fraction of edges connected to variable nodes and dv denotes 

the maximum variable node degree. Similarly, 

d c 

p(x)=YjPi^-X (2-8) 
i = i 

where p t corresponds to the fraction of edges connected to check nodes and dc denotes the 

maximum check node degree. 

For the example in Fig. 2.3, the corresponding degree distribution polynomials are 

y(x) = 0.8* + 0.2x2 and p(x) = 0.6x3 + 0.4x4. 

2.2 Construction of LDPC codes 

The most obvious method for the construction of LDPC codes is via constructing a parity-

check matrix with the properties described in the previous section. A larger number of 

construction designs have been researched and introduced in the literature, for example, see 

[10], [11] and [24]. LDPC code construction is based on different design criteria to 

implement efficient encoding and decoding, in order to obtain near-capacity performance. 
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Several methods for constructing good LDPC codes can be summarized into two main 

classes: random and structural constructions. Normally, for long code lengths, random 

constructions [22], [23] of irregular LDPC codes have been shown to closely approach the 

theoretical capacity limits for the additive white Gaussian noise (AWGN) channel. 

Generally, these codes outperform algebraically constructed LDPC codes. But because of 

their long code length and the irregularity of the parity-check matrix, their implementation 

becomes quite complex. 

On the other hand, for short or medium-length LDPC codes, the situation is different. 

Irregular constructions are generally not better than regular ones, and graph-based or 

structured constructions can outperform random ones [26]. 

Structured constructions of LDPC codes can be decomposed into two main categories. 

The first category is based on finite geometries [24], while the second category is based on 

circulant permutation matrices. In this thesis, we will focus on the second category and 

study a fast efficient encoding algorithm based on a matrix having an approximate 

triangular form [27], [28], which has been adopted in the WiMAX standard. 

2.2.1 Gallager codes 

The original LDPC codes presented by Gallager [10], [11] are regular LDPC codes and are 

defined by a banded structure in H. Let 

H = 

H i l 
H2 

Hu, 

(2.9) 

where the submatrix HÉ has the following structure: for any integers p and wr that are 

greater than 1, each submatrix H; is p x pwr with row weight wr and column weight 1. For 

submatrix H^ the i th row (i = 1,2,... ,p) contains all of its wr 1 's in columns (i - l)w r + 

1 to iwr. The other sub-matrices are simply column permutations of H1. It is easy to show 

that H is regular with fixed row and column weights ivr and wc, respectively. The absence 
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of 4 cycles in H is not guaranteed, but they can be avoided via computer design of H [10], 

[29]. 

2.2.2 Quasi-cyclic (QC) LDPC codes 

Compared with randomly constructed LDPC codes, the quasi-cyclic (QC) LDPC codes are 

a category of structured constructions with girth of at least 6 which can be encoded in linear 

time with shift registers. QC-LDPC codes are well known for their low encoding 

complexity and low memory requirement, while preserving a high error correcting 

performance [30]. 

The QC-LDPC codes are characterized by their parity-check matrix consisting of small 

square blocks which are zero matrices or circulant permutation matrices [28], [30]. Assumé 

that a QC-LDPC code has column-size n and row-size m that are multiples of an integer q. 

Let P l be the q x q circulant permutation which shifts the identity matrix I to the right i 

times for any integer i, 0 < i < q. For simplicity of notation, P°° denotes the all-zero 

matrix. 

Let the parity-check matrix H be the mq x nq matrix defined by 

H = 

' p a l l p a 12 . . . p a l ( n - l ) pa-ln 
p a 2 1 p a 2 2 . . . p a 2 ( n - i ) p a 2 n 

p a m i p a m 2 . . . p a m ( n - l ) p a m n . 

(2-10) 

where a£y G {0,1, — q — 1, oo}. H has full rank, its codeword size is N = nq and 

information bit size is M = (n — m)q. Therefore, its code, rate is given by 

an — qm n — m m 
R = - — = = 1 - - (2.11) 

qm n n 

Thus, we can obtain larger size block LDPC codes by increasing the size of the circulant 

permutation matrices P l which are element matrices of H. Hence, this method enables an 

efficient implementation of the encoder. The required memory for storing the parity-check 
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matrix of the QC-LDPC codes can be reduced by a factor l /q , as compared to randomly 

constructed LDPC codes. 

2.3 Encoding of LDPC codes 

Regardless of their many advantages, the encoding of LDPC codes can be an obstacle for 

their commercial applications, since they have high encoding complexity and encoding 

delay. The encoding for LDPC codes basically comprises two tasks: 

• Construct a sparse parity-check matrix; 

• Generate codewords using this matrix. 

2.3.1 Conventional encoding based on Gauss-Jordan elimination 

The conventional encoding algorithm is based on Gauss-Jordan elimination and re-ordering 

of columns to calculate the codeword. 

Similar to the general method of encoding linear block codes, Neal has proposed a 

simple scheme [31]. For a given codeword c and an m x n irregular parity-check matrix H, 

we partition the codeword c into message bits, x, and check bits, p. 

c = [x\p] (2.12) 

After Gauss-Jordan elimination, the parity-check matrix H is converted to systematic form 

and then divided into an m x (n — rri) matrix A on the left and an m x m matrix B on the 

right. 

H = [A|B] (2.13) 

From the condition that for all codewords cHT = 0, we have 

AxT + BpT = 0 (2.14) 
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Hence, 

p T = B - 1 A J C 7 (2.15) 

So (2.15) can be used to compute the check bits as long as B is non-singular and not just 

when A is an identity matrix (H in a systematic form). In general, the parity-check matrix 

H will not be sparse after the pre-processing. Thus the complexity of conventional methods 

for the encoding of LDPC codes is high. 

2.3.2 Efficient encoding based on approximate lower triangulation 

The complexity of conventional encoding algorithms is essentially proportional to the 

square of the code length and becomes a significant problem when dealing with long code 

lengths. To solve this problem, Richardson and Urbanke [27] proposed an efficient 

encoding algorithm for LDPC codes. We will give a detailed description for this encoding 

algorithm in the following. 

The idea is to do a transformation of the parity-check matrix using only row and column 

permutations so as to keep H sparse. Any arbitrary sparse matrix can be converted into the 

desired parity check matrix H with an approximate lower triangular form as shown in Fig. 

2.4. 

- 1 2 D ; i - m 

A B 0 

C D E 

F 7 a 

a 
T 

c = [ x Pi p 2 ] 

Figure 2.4: Parity-check matrix H in approximate lower triangular form. 
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Richaidson-Urbanke encoding algorithm [27] 

1) Perform row and column permutation to bring H into an approximate lower triangular 

form 

H = [c D W (216) 

where A is (m — g) x (n — m), B is (m — o) x g , T is an (m — g) x (m — g) lower 

triangular matrix, C is g x (n - m), D is g x g and finally E is g x (m — g) . The g 

rows of H are called the gap of the approximate representation, and the smaller g is, the 

lower is the encoding complexity for LDPC codes. 

2) Once the upper triangular format of T is obtained, we use Gauss elimination to clear E 

which is equivalent to the following pre-multiplication: 

f 1 01 TA B Tl r A B T| [A B T| 
L-ET - 1 IJ LC D EJ L-ET_1A + C - E T _ 1 B OJ Le D 0-1 v ' J 

where we denote 

C^-ET^A + C (2.18) 

D = -ET _ 1 B + D (-2.19) 

3) Encoding 

Consider the codeword c consisting of a systematic part x and two parity parts 

Pi and p2 , with lengths g and (m — g), respectively. Because the codeword c = 

[x Vx P2] must satisfy the parity-check equation HxT = 0T, we have 

AxT + Bp[ + lpT
2 = 0 (2.20) 

CxT + Dpi + Op7; = CV + Dp[ = 0 (2.21) 

Assume that D is invertible, px can be found from (2.20): 

p [ = -D^Cx7" = - D - ^ - E T " ^ + C) xT (2.22) 
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where the sparseness of A, B and T can be employed to keep the complexity of this 

operation low; since T is upper triangular, p 2 can be found using back substitution. 

V\ = - - \ - \ A x T + Bp[) (2.23) 

Hence, once the g x (n — m) matrix D~1CxT has been pre-computed, the 

determination of p x can be accomplished with complexity 0(g 2 ) simply by performing a 

multiplication with this matrix as shown in Table 2.1. The corresponding complexity of p 2 

is 0(ri) as shown in Table 2.2 [27]. 

Table 2.1: Efficient computation of p [ = - D ^ - E T ^ A + C) xT. 

Operations Comments Complexity 

AxT Multiplication by sparse matrix 0(n) 

T~lAxT T ^ A x 7 = yT <=> AxT = TyT 0(n) 

- E T ^ A x 7 Multiplication by sparse matrix 0(n) 

CxT Multiplication by sparse matrix 0(n) 

- E T - x A x T + CxT Addition 0(n) 

- D - 1 ( - E T - 1 A x T + CxT) Multiplication by dense g x g 
matrix 0(g 2 ) 

Table 2.2: Efficient computation of p 2 = —T 1(Ax r + Bpj) 

Operations Comments Complexity 

AxT Multiplication by sparse matrix 0(n) 

Bpl T~xAxT = yT « AxT = TyT 0(n) 

Ax T + Bpl Multiplication by sparse matrix 0(n) 

-T- x (Ax T + Bpl) - T ' ^ A x 7 + Bpl) = y T 

» -(AxT + Bpl) = TyT 0(n) 

This method is the most popular one for encoding LDPC codes and it has been adopted 

by the IEEE 802.1 In and IEEE 802.16e standards. The advantage of these codes is their 
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construction which is made in a systematic way that decreases encoding complexity and 

lowers memory requirement. The code and the encoding method defined in the WiMAX 

standard [14] will be studied in this thesis. 

2.4 Iterative decoding of LDPC codes 

Decoding is a crucial factor for the performance of channel coding techniques. In the 

groundbreaking work on LDPC codes by Gallager [10], [11], a decoding algorithm was 

also provided that is typically near optimal. It can be viewed as an iterative message-

passing (MP) algorithm since its operation can be explained by the passing of messages 

iteratively along the edges of a Tanner graph. 

In general, the MP algorithms can be decomposed into two classes: bit-flipping (BF) 

algorithm and belief-propagation (BP) algorithm. The difference between the BF and the 

BP algorithms is that the messages are binary bits in the BF algorithm, while the messages 

are probabilities which represent the belief about each bit in the BP algorithm. Furthermore, 

the BP algorithm was shown to achieve near-capacity performance [13] with a higher 

implementation complexity, while the BF algorithm has a lower complexity, but with 

worse decoding performance. 

2.4.1 Notation 

To describe the iterative decoding algorithms for LDPC codes, we will use the notation of 

Table 2.3. 

Consider an (n, k) LDPC code with an (n — k) x n parity-check matrix H. Let R = kfn 

denote the code rate. Suppose that the LDPC-coded bits are BPSK modulated and then 

transmitted over an AWGN channel. Let c = (c1(c2,--- ,cn) denote a codeword. It is then 

mapped to bipolar format t = ( t v t2,---, tn) by tj = 2Ct — 1 before transmission. At the 
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receiver, we get the received vector r = (r l tr2 , •• ,rn), where ry = tj + Wj,j = !,••■ ,n. vv; 

is a zero-mean additive Gaussian noise with variance a2 = NQ/2 = (2R • Efc//V0)
_1, where 

the average bit energy Eb is 1. Letz = (z1,z2,--- ,zn) be the binary hard-decision vector 

obtained from r, i.e. zy = sign(ry), where sign(r) = 1, if r > 0 and sign(r) = 0, if r < 0. 

Table 2.3: Notation of iterative message-passing LDPC decoders. 

s s = zHT 

Ej The highest flipping metric in the BF decoding algorithm. 

PJ A priori probability of transmitted codeword c;- = a where a is 0 or 1. 

fja A posteriori probability (APP) ofqf = Pr(cj = a\rj). 

l(Cj) Log-likelihood ratio (LLR), \og{j?/f t ) . 

M(j) The set checks in which bit / participates as M (J) = [ i : htj = 1}. 

Nil) The set of bits / that participate in check i by N(i) = [ j : htj = 1}. 

N(i)\j The set N(i) with bit j excluded. 

M(j)\i The set M (J) with check node i excluded. 

tfj 
The probability that bit j ofx is a, given the information obtained via 
checks other than check i. 

r?i 
The probability of check i being satisfied if bit j of x is considered 
fixed at a, and other bits have a separable distribution given by the 
probabilities qiy: j ' G N(i)\j . 

2.4.2 Belief-propagation (BP) decoding algorithm 

The belief-propagation (BP) decoding can be conducted either in the probabilistic [9] or 

logarithmic domain [10], [11]. The advantage of using logarithmic probabilities is that a 

product of several messages will be converted to a sum. This will decrease the complexity 
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of the decoding process since a sum is more convenient to implement in hardware. The two 

decoding algorithms have almost equal bit error rate (BER) performances. 

2.4.2.1 Probabilistic BP decoding algorithm 

Input: A posteriori probability (APP) ff and f} for each bit cy for an AWGN channel. 

/ / = P(cj = l\rj) = 1 — ^ - (2.24) 
l + e x p ( - ^ ) 

/ / = ! " / / ' (2-25) 

Initialization: The variables qfj and qh are initialized to the values ff and/y1. Set the 

loop counter and maximum number of iterations im a x . 

Iterative processing: 

1) Row operation 

Define Sq^ = qfj — qfj and compute for each i , j : 

ô r u = Y \ ôrï> (2-26) 
j teN(Q\j 

then set rf = i ( l + 5r iy) and rjj = i ( l - Sr t j). 

2) Column operation 

For eachy and i and a = 0,1, update: 

; ' 6 N ( 0 \ ; 

where aiy is chosen such that qf, + qjj = 1. 

3) Decision 

We update the 'pseudo posterior probabilities' q® and qj given by 

aj=aifja n ^ (2,28) 

i€M(j) 
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1 to. 
*} > <? 

0, elsewhere 

4) Parity check 

If cH r = 0, output c and stop the algorithm. 

5) Iteration counter 

Stop if the number of iterations exceeds the limit. Otherwise, go to step 1). 

2.4.2.2 Logarithmic BP decoding algorithm 

The logarithmic BP decoding algorithm [10] is an enhanced version of the probabilistic 

BP algorithm, introducing logarithmic likelihood ratios (LLR) which reduce most 

multiplications to additions. We first define: 

l(Cj) = l o g ( / / / / / ) (2.29) 

Knj) = log(rf/r?j) (2.30) 

Kqtj) = l o g ( q y qfj) (2.31) 

l(qj) = log(q°/q}) (2.32) 

Input: the prior logarithmic likelihood ratio (LLR) l{cf) for each bit Xj, j — 1, •••, n. 

Initialization: l(qij) = l(cj) = 2 ^ / a 2 for an AWGN channel. 

Iterative processing: 

1) Row operation 

From the rearrangement of step 1) in the probabilistic BP algorithm, we have 

l-2rA= Y\ (l-2*i/) t2"33) 
/'ew(0V 

Using the fact tanh [^log(/ ;
0 / / / ) ] = ff - ff = 1 - 2 / / , (2.33) is transformed 

into 
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tanh(i/(r ; ,))= [ ] tanh ( | / (qy)) (2-34) 
j'GN(t)\J 

2) Separate /(q^) 

To remove the products in (2.34), we define 

l(qtj) = aijfaj (2.35) 
a t j = sign[/(c70)] (2.36) 

Pij = \l(?lil)\ (2-37) 
Thus 

tanh(fl(ry()) = f ] a if> ]~[ tanh Q/?iy) (2.38) 
j '€N(i ) \ j j ' eN( i ) \ j 

( ex+x\ 
-z—p ^ e n a v e 

<n/)= n a'>"0( z ^ ) ) (239) 
j ' eN(Q\ j \;'eN(i)\; / 

3) Column operation 
For the _/th column, update i 

W=Jfo).+ Z '(r*'j) (2'40) 

)'eN(0\J 
4) Decision 

< o - «fo) + Z / ( r ^ (2,4l) 

;ew(0 

7 tO, elsewhere 
5) Parity check 

If cHT = 0, output c and stop the algorithm. 
6) Iteration counter 

Stop if the number of iterations exceeds the limit. Otherwise, go to step 1). 
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In the procedure of the Log-BP algorithm, the derivation of (2.39) is as follows: 

l{rtj) = J"] atj, • 2tanh~11 [~] tanh Q/?£,-,) 

J^a^^tanh-Mog-Mog f ] t a n h G ^ ' ) 
j> \ j ' e N ( i ) \ j 

] a ip • 2tanh-1log-1 ̂  log (tanh Qft,-,)) 

Y \ a i p ■ <p ( £ <p(Bip) j (2.42) 
j'SN(0\j - \j'eN(i)\j J 

2.4.3 Bit-flipping (BF) decoding algorithm 

A simple BF decoding algorithm was first devised in the early 1960s by Gallager as a 

message passing algorithm with hard decision inputs [10], [11] as follows. 

Input: hard decision z; about each received bit r} 

Iterative processing 

1) Compute the parity-check sums (syndrome bits): s = zHT. If all the parity-check 

equations are satisfied (i.e., 5 = 0), stop decoding. 

2) Find the number of unsatisfied parity-check equations for each code bit position, 

denoted u = sH, where regular vector-matrices multiplication is used. 

3) Identify the set of bits for which Uj is the largest i.e. max ;(u ;) and then flip the bits 

in this set. 

4) Repeat steps 1) to 3) until all the parity-check equations are satisfied or a predefined 

maximum number of iterations is reached. 
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Example 

With the LDPC code with the parity-check matrix given by (2.6), code length n = 10 

and k = 5, suppose the received vector after hard decision is z = [0 0 0 0 0 0 0 0 1 0 ] . 

Thus, the syndrome is s = zH r = [0 1 0 1 1 ] ; 5 ^ 0 means there is at least one error in 

the received vector. Thus, we compute the M = sH = [ 1 1 1 1 2 2 1 0 3 0] and max ;(u) = 

u9 = 3, so we flip z9 to have z = [0 0 0 0 0 0 0 0 0 0] ; the first iteration is completed. 

Then repeating the above steps, we find that the new syndrome is s — 0, and the decoding 

is successful. 

Among the BF decoding algorithms discovered so far, there are some efficient 

algorithms which can attain better performances than the simple BF decoding described 

above, such as the weighted bit-flipping (WBF) algorithm [24] or the improved WBF 

(IWBF) algorithm [32]. In the following section, we will study an efficient BF decoding 

algorithm based on the WBF algorithm, called the reliability ratio weighted bit-flipping 

(RRWBF) decoding algorithm [33]. 

2.4.3.1 Reliability ratio weighted bit-flipping (RRWBF) decoding 

algorithm 

For the AWGN channel, a simple measure of the reliability of a received symbol r;- is its 

magnitude |ry| [24]. The larger the magnitude is, the larger the reliability of the hard 

decision digit Zj is. We first introduce a quantity designated the reliability ratio (RR) 

defined as follows: 

vu = B, '2, , (2.43) 
lJ r" max\ K ' 

Vi I 

where \rfiax\ is used to denote the highest soft magnitude of all the variable nodes 

participating in the i t h check. The variable /? is a normalisation factor introduced to ensure 

that we have E/eN(0 vlJ = *• 
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Decoding steps: 

1) Find the syndrome vectors, i.e. s = zHT . If 5 = 0 , the decoder will declare 

successful decoding and the iterations will be terminated. If not, go on to the next 

step. 

2) Identify the most unreliable variable node associated with each individual check 

node by computing vtj as in (2.43). 

3) Calculate the error term Ej for each variable node as follows: 

Ej= £ (2Si-l)fVij (2.44) 
ieMQ) 

where st is the syndrome bit associated with the i th check node. The variable st will 

take the value of 1 if the i t h check is violated, or 0 otherwise. 

4) Invert the value of the bit associated with the highest Ej. Afterwards, steps 1), 3) and 

4) will be repeated, until a valid codeword has been found or the predefined 

maximum number of iterations has been reached. 

2.4.3.2 Performance over the AWGN channel 

We use a class of irregular pseudo random LDPC codes which were proposed by Neal 

[31] to simulate the error performance over an AWGN channel. The code length is N = 400 

bits, the code rate R = 1/2, the average column weight wc = 4 or 8 and the average row 

weight wr = 8 or 12. The maximum number of iterations for the BF and BP decoders are 

set to 10 and 50, respectively. 
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Figure 2.5: BER performance of an irregular random LDPC code with code length ./V = 400 

bits and code rate R = 1/2 over an AWGN channel via BPSK modulation. The maximum 

number of iterations for the RRWBF algorithm is 50. 

From Fig. 2.5, we can observe that by using a higher average column weight (wc = 8), 

the distance properties of the LDPC code are improved, which leads to better performances 

when EbfN0 > 3.5 dB. The reason for this phenomenon is that the RRWBF algorithm 

calculates the reliability ratio using wr channel outputs r;-. For these types of irregular 

random LDPC codes, when the column weight wc increases, the row weight wr increases 

accordingly. Hence, the RRWBF algorithm is capable of calculating the reliability ratio 

with more information. Statistically speaking, a higher number of values will always results 

in a more accurate prediction. Therefore, the RRWBF algorithm can obtain a better 

performance over the AWGN channel as the column weight increases for this class of 

LDPC codes. 
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2.4.4 Comparison of BF and BP decoding algorithms 

We now discuss the comparison of the BF and BP decoding algorithms using the LDPC 

code indicated above with an average column weight wc = 8 and an average row weight 

wr = 12. The signal is modulated using BPSK and transmitted over an AWGN channel. 

The maximum number of iterations for the BP algorithm is set to 10, while the RRWBF 

decoder uses a maximum number of 50 iterations. 

2.4.4.1 Comparison of the decoding complexity 

As shown in (2.44), the Ej term has to be updated. However, since BF decoding aims to 

only change the state of a particular bit, only wc syndrome bits sL are flipped at each 

iteration. Consequently, since every check node is associated to vvc message bits, there is an 

overall maximum of tvr • wc message nodes requiring the recalculation of the error term. 

Equation (2.44) requires wc additions. Hence, during each iteration, the maximum decoding 

complexity will be wc • wr • wc additions. Since the average column weight wc is 8 and the 

row weight wr is 12 in this case, the required decoding complexity per iteration is upper 

bounded by wc • wr • wc = 8 x 1 2 x 8 = 768 additions. Moreover, the maximum number of 

iterations is set to 50 for the RRWBF decoder, thus the overall decoding complexity is 50 x 

768 = 38400 additions. 

By contrast, the BP algorithm requires N(3wc + 1) additions and N( l lw c — 9) 

multiplications per iteration [34]. For this case, the code length is 400 bits with a maximum 

of 10 iterations. Thus, the required number of arithmetic operations is 400x(3x8+l)xl0 = 

100000 additions and 400x(11 x 8 - 9 ) x 10 = 316000 multiplications. This shows the 

advantage of BF decoding over the BP algorithm as far as computational complexity is 

concerned. 
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2.4.4.2 Performance comparison 

As seen in Fig. 2.6, the performance of the BP decoding algorithm with a maximum of 

10 iterations is 1.5 dB better at a BER of 10"5 than that of the RRWBF algorithm with a 

maximum of 50 iterations. This clearly shows that the BP decoding algorithm can achieve 

excellent error performance with a low number of iterations compared to the BF decoding. 

Eb/NQ (dB) 

Figure 2.6: Performance comparison of the LDPC codes decoded by the BP (maximum of 

10 iterations) and RRWBF (maximum of 50 iterations) algorithms when transmitting over 

an AWGN channel using BPSK modulation. 

Moreover, with the efforts on reducing the decoding complexity of the BP algorithm 

such as the min-sum algorithm [26], most of the research on LDPC decoder design has 

focused on the BP algorithm. BP decoding is the decoder for LDPC codes that is used in 

the next generation of communications systems such as WiMAX [25], [35], [36]. Therefore, 

in this thesis, the decoder in the simulations is the logarithmic BP algorithm, which is also 

easily implemented in MATLAB. 



Chapter 3 

LDPC codes for the WiMAX standard 

Due to their excellent error correcting capacity, low-density parity-check (LDPC) codes 

have been adopted as an optional error correction coding (ECC) scheme by several new 

communication systems such as WiMAX (IEEE 802.16e) [14], WiFi (IEEE 802.1 In 

standard) [15] and DVB-S2 (satellite video broadcasting standard) [16]. 

In this chapter, we focus on the LDPC codes specified in the current WiMAX standard, 

in particular we discuss the construction and encoding of these codes. The WiMAX LDPC 

codes flexibly support different code lengths for each code rate through the use of an 

expansion factor [28], and the protocol proposes four types of code rates, i.e. 1/2, 2/3, 3/4, 

and 5/6. Furthermore, the performance of WiMAX LDPC codes over additive white 

Gaussian noise (AWGN) and uncorrelated Rayleigh fading channels is evaluated and 

analyzed via numerical simulations in the last section. 
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3.1 Construction and encoding of WiMAX LDPC codes 

LDPC codes have been selected for forward error correction (FEC) in the WiMAX 

standard, a reliable broadband metropolitan area wireless technology [14]. In the WiMAX 

standard, the LDPC codes are a set of systematic linear block codes which are built from a 

special class of QC-LDPC codes from circulant matrices [30] and the Richardson-Urbanke 

encoding algorithm [27] presented in Chapter 2. Furthermore, we add the condition that the 

parity-check matrix is not only in an approximate lower triangular form but also exhibits a 

dual diagonal structure. The parity-check matrix with this constraint guarantees that the 

LDPC codes can be linearly encodable regardless of the size of the circulant permutation 

matrices (also called cyclic-shift matrices) [28]. 

3.1.1 Definition of the base-matrix 

We consider an m x n parity-check matrix H, where n is the codeword length and m is the 

parity-check bits length. Thus, the parity-check matrix H is defined as: 

H = 

p a l . l P a l , 2 p a l . n f t 

P a 2, l p<*2,2 p a 2 .n b 

p a m b l p a m b 2 .. P a mb,nb 

(3-1) 

where Pa^' represents a z x z right cyclic-shift matrix [11], a tj is the shifting coefficient 

with aLj G {— 1, 0, ••• ,z — 1} andz is called the expansion factor. P" 1 represents the zero 

matrix and P° represents the identity matrix, respectively. 

In addition, the parity-check matrix H is also expanded from a compact form which is 

called the base-matrix Hb of size m b x n b . Hence, n = z x n b and m = z x m b . The 

base-matrix Hb can be represented by the shifting coefficient an below: 
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Hh = 

1,1 

2,1 

1,2 

2,2 

a x,nb 
a 2 , nh 

a mbX a m b 2 a m b n b 

(3-2) 

We denote that the base-matrix Hb is expanded by replacing each atj = — 1 with a z x z 

zero matrix, each a,; = 0 with a z x z identity matrix, and each positive number ai;- = 

{1, •••, z — 1} by a right cyclic-shift z x z identity matrix. 

3.1.2 Construction of the parity-check matrix 

As shown in tables 2.1 and 2.2, the Richardson-Urbanke encoding algorithm has an 

encoding complexity upper-bounded by 0(n) + 0(g 2 ) , where n is the code length and g is 

the gap measuring the "distance" between a given parity-check matrix and a lower 

triangular matrix. Therefore, it may be possible to reduce the encoding complexity if we 

can reduce the gap g. We can transform the matrix D which is responsible for the 0(g 2) 

encoding complexity term to a special form, e.g. D = I, where I is the identity matrix [28]. 

Because the WiMAX LDPC codes are systematic linear block codes, the parity-check 

matrix H can be divided into two parts: the information part Hj and the parity-check part 

Hp, where Hj contains the systematic bits. Thus, H = [ H; | Hp ] . Moreover, as in the 

efficient encoding method in [28], we restrict the parity part Hp to an almost lower 

triangular matrix with additional constraints, i.e., put the parity-check part Hp in an 

approximate dual-diagonal form, Hp = [ Hp/ | Hd u a l ]. Hence, we define the parity-check 

matrix H with size n x m = (z x nb) x (z x mb) as follows: 
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H = [ H ( | H p ] = [ H i | H p , | H d u a / ] 

H, 

pfcl I 0 
0 pb 2 I 
: 0 P&3 

p y 
0 0 

0 0 0 
px 0 0 

0 0 
0 0 
0 0 

0 
I 

p b m b 

(3-3) 

where, as mentioned previously, P is the z x z right cyclic-shift matrix and P y is located 

in the I th row block for an integer l ï 1 or m, P x is located in the last row block and b is 

the shifting coefficient for each sub-matrix P. We also explain the dual-diagonal matrix in 

the following. 

Dual-diagonal matrix 

A dual-diagonal matrix Cdua i is defined as a matrix that has a main diagonal of T s like 

the identity matrix, and a second diagonal of T s on the left of the main diagonal, as 

shown in (3.4). In other words, Cdua l(i,j) = 1, for (i = j and j + 1), Cdua/(i,/) = 0, 

elsewhere. 

■■dual ~ 

1 
1 1 

1 1 

0 

0 

1 
1 1 J 

(3.4) 

On the other hand, based on the Richardson-Urbanke method [27], the parity-check 

matrix H is divided into six sub-matrices shown in Fig. 3.1. 

(mb - nb)z z (mb - l)z 
» — ► - « - > * 1 

4 

(m6 - l)z 
u [ A B T 1 Z b 

H " i c D E T i 
î 

A B 
0 

T 

C D E 

m = z x mb 

n = z x n b 

Figure 3.1: Systematic parity-check matrix H in an approximate lower triangular form. 
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where A is (mb — \)z x kbz, B is (mb — \)z x z, T is a (mb — \)z x (mb — \ )z , C is 

z x kbz; D = P* is z x z, E is z x (mb — l)z and nb = mb + kb. As defined in (3.3), we 

have 

H ~ [ H<: I H p ' I H d u a l ] - [ c I p E J 
T 
E 

Now, we recall the computation of px in (2.22), 

p[ = -D^Cx7" = - D H - E T ' A + C) x1 

(3.5) 

and D = ETXB-I-D 

Because matrix D _ 1 is not sparse in general, the overall complexity of computing px is 

0(n) + 0(z2) . So if D can be chosen as the identity matrix, then the encoding complexity 

may be linearly scaled. The key idea is to choose the matrix D as the identity matrix by a 

suitable selection of P x and P y in (3.3). Therefore, the overall complexity of computing 

Pi can be reduced to 0(n) regardless of the size of cyclic-shift matrices. 

In order to compute D, consider H given in (3.3) and (3.5). We get, 

p&i 
0 

IS1- py 

0 
px 

and 

I 0 0 0 
pb 2 I 0 0 

T l = 
E J 

0 P&3 0 0 T l = 
E J 0 0 I 0 

0 0 p b m b - l | 

- 0 0 0 P b m b 

Therefore, according to (3.3), D = P x and 

BT = [ p b j Q ... pyr 

E = [0 0 •• 0 Pbmb] 

0 ] (3-6) 

(3.7) 
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T = 

I 0 0 0 
pb2 I • 0 0 
0 P&3 0 0 

0 0 I 0 
0 0 p b m b - l 0 

(3.8) 

Then we have, 

l B = p(z?=bibi) + p\Z™bn-ibi)py ET -1B = P (3.9) 

where P y is located in the I th row block of B. Since we are pursuing that D = I, i.e., 

D = ET_1B + D = p ( ^ i f t i ) + p(£i»i+ib0py + P x = I 

Matrix D becomes the identity matrix if x and y are chosen such that 

m b x = JjJ* bt mod z and y = - £ i=*+1 bt mod z 

or 
m b zZi=\ °i — 0 mod z and x = y + Si=*+1 ̂ i mod z (3.10) 

Example 

As an example, the parity-check matrix for the WiMAX LDPC code with a code rate of 

1/2 is given in shifting coefficient form as: 

H = [ H ; | H p ] = [H< I Hp, |H d u a Z ] 

94 73 55 83 
27 22 79 9 12 
I 24 22 81 33 0 

61 47 65 25 
39 84 41 72 

46 40 82 79 
95 53 14 18 

II 73 2 47 
12 83 24 43 51 

94 59 70 72 
7 65 39 49 

43 65 41 26 

7 0 
0 0 

0 0 
0 0 

0 0 
0 0 0 

0 0 
0 0 

0 0 
0 0 

0 0 
7 0J 

(3.11) 
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where unmarked positions are zero matrices, "0" (0 shifted) is the identity matrix and a 

number represents a right cyclic-shift z x z identity matrix by this number. 

H. 
- W — X — 

■a 
o 
ç 
M 
O 

O 

Column 
weight 

W = 3 6 3 6 3 6 3 6 3 6 3 
c <-

H 
dual 

X N ! ! LNO+ LNSJ I ! 
X \ ! X N L> N X 

XXV^ x^ \ 
v> x i ION i X^X 

v 0 \ i X \ 

W sS ^ J>s\ 
kL\LY ! N > 0 -! 1 

O N r X N : - ■ 

vVI : PN v.Ik 
i X OS i N X ! ! ! 

: L\0 1 N X 1 I ! I 
v< i i ! XI Ni i : XL\ ! i ; 

Information-nodes Parity-check-nodes 

Figure 3.2: Structure of the parity-check matrices H for the WiMAX LDPC codes with 

code rates of 1/2 and code length n = 576 (z = 24), where the bold lines represent elements 

T i n H . 

From (3.5), D = [7]. The structure of this parity check matrix H according to the LDPC 

codes with code rate 1/2 is shown in Fig. 3.2 with code length 576. Each square is a cyclic-

shift sub-matrix, the expansion factor z = zx = 24 and the dual-diagonal matrix Hd u a i has 

size 12z x l l z = 276 x 264. 

Hence, we re-compute the information message parts of the codeword, p^ and p 2 being 

based on (2.22) and (2.23). The encoder architecture for these codes in the WiMAX 

standard is shown in Fig. 3.3. 

p [ = ( - E T ^ A + C) x1 

pT
2= l - \ A x r + BV \) 

(3.12) 

(3.13) 
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► X 
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X 
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Figure 3.3: Block diagram of the encoder architecture for the LDPC codes in WiMAX. 

3.2 Characteristics of the WiMAX LDPC codes 

Based on the analysis of their construction discussed previously, the WiMAX LDPC codes 

offer four flexible code rates: 1/2, 2/3, 3/4 and 5/6 and the base-matrices Hb for these code 

rates are defined by systematic LDPC codes with size 12 x 24, 8 X 24, 6 x 24 and 4 x 24, 

respectively [14]. 

3.2.1 Various code rates and code lengths 

In the WiMAX system, the sub-matrices size are determined by the expansion factor Zf, 

where Zf is defined as n/24 for code length n, and varies from 24 to 96 with increments of 

4, i.e. {24, 28, 32, 36, 40, 44, 48, 52, 56, 60, 64, 68, 72, 76, 80, 84, 88, 92, 96}. Here, / is 

the index of the code length for a given code rate, i.e. / = {1, 2, ... 18, 19}. Thus the parity-

check matrix size is based on both code rate and expansion factor z f. Accordingly, there are 

19 different code lengths, ranging from the minimal code length (nmin = zx x 24 = 24 x 

24 = 576 bits) to the maximum code length (nm a x = z19 x 24 = 96 x 24 = 2304 bits). 
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3.2.2 Degree distribution of the WiMAX LDPC codes 

The WiMAX standard consists of six different code rate classes with different variable-

nodes and check-nodes distributions: 1/2, 2/3A, 2/3B, 3/4A, 3/4B and 5/6. Among them, 

there are classes of codes with the same code rates, i.e. 2/3 A vs. 2/3B and 3/4A vs. 3/4B. It 

is obvious from their base matrices (see Appendix A) that 2/3A is quite irregular with 

column weight 2, 3 and 6, and uniform row weight 10, while 2/3B is moderately irregular 

with maximum column weight 4 and row weights 10 and 11. The only difference between 

code rates 3/4A and 3/4B is that the maximum column weight increases from 4 to 6. 

Accordingly, the error rate performance will be improved with increasing column weight. 

This will be shown via simulations in section 3.3.3.1. 

Table 3.1 summarizes the six code classes with their degree distributions for variable 

and check nodes as in (2.7) and (2.8). As an example, we still use the WiMAX LDPC 

codes with code rates 1/2 and code length n = 576 (z = 24) mentioned both in Fig. 3.2 and 

(3.11). The base-matrix is 12 x 24, and the column-weights and row weights are wc = 2, 3, 

6 and wr — 6, 7, respectively. The column weights are indicated in Fig. 3.2. 

Table 3.1: Degree distributions of the WiMAX LDPC codes. 

Code 
rate 

Base matrix 
size 

Column 
weight 

Row 
weight 

Variable-nodes 
/ (*) 

Check-nodes 
p(x) 

1/2 12x24 2,3,6 6,7 r ^ U 8 2 5 s 8 . 4 , 
P M = Î 2 X + Î 2 X 

2/3A 8 x 2 4 2,3,6 10 r ^ 7 1 2 2 5 s 
y W = 24* + 24Z +T4X POO»!*9 

2/3B 8 x 2 4 2,3,4 10, 11 / % 7 1 2 1 6 3 
K * ) = 24* + 24X + 2 4 * pM = g*9 + g*10 

3/4A 6 x 2 4 2,3,4 14, 15 , % 5 l 2 1 8 , 
y W = 24X + 24* + 24* p(x) = 7 x l 3 + 7 x l / i 

3/4B 6 x 2 4 2,3,6 14, 15 r , 5 1 2 2 7 5 
K * ) = 24X + 24* + 2Â X 

2 4 p(x) = - x 1 3 + - x 1 4 

6 6 

5/6 4 x 2 4 2,3,4 20 , ^ 3 1 0 2 H 3 
Y M = 24X + 2iX + 2 4 * p(x)=Jx" 
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In summary, we note that the WiMAX LDPC codes have the following flexible 

characteristics: 

1) Six different code types. 

2) Different degree distributions of variable-nodes and check-nodes with maximum 

column-weight w™ax = 6 and maximum row-weight w™ax = 20. 

3) Various sub-matrix sizes from 24 x 24 to 96 x 96. 

4) Various code lengths from 576 to 2304 bits. 

3.2.3 Applications of LDPC codes in other standards 

Besides the WiMAX standard, next generation communications systems such as WiFi 

(802.1 In standard) [15] and DVB-S2 (Satellite video broadcasting standard) [16] have also 

adopted LDPC codes as an optional error-correction coding scheme. Table 3.2 shows the 

design parameters of LDPC codes in different standards [37]. 

Table 3.2: The design parameters of LDPC codes in different standards. 

— ^ ^ ^ Standard 
Parameter "~~~~----̂ _̂ ^ WiMAX WiFi DVB-S2 

Code 
length 

# 19 3 2 
Code 
length Minimum 576 648 16800 Code 
length 

Maximum 2304 1944 64800 

Code rate 
# 4 4 11 

Code rate Minimum 1/2 1/2 1/4 Code rate 
Maximum 5/6 5/6 9/10 

Row 
weight 

# 7 9 11 
Row 

weight Minimum 6 7 4 Row 
weight 

Maximum 20 22 30 

Column 
weight 

# 4 8 7 
Column 
weight Minimum 2 2 2 Column 
weight 

Maximum 6 12 13 
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3.3 Performance of WiMAX LDPC codes 

In this section, we will evaluate the LDPC codes specified in the WiMAX standard by 

performing simulations assuming binary phase-shift keying (BPSK) modulation over 

additive white Gaussian noise (AWGN) and flat Rayleigh fading channels. The iterative 

logarithmic belief-propagation (Log-BP) decoder is used for decoding. It terminates when 

either a valid codeword is found or the maximum of 50 iterations is reached. These 

simulations have been carried out using MATLAB and the parameters used in the 

simulation are shown in Table 3.3. 

Table 3.3: Parameters used in the simulations. 

Modulation BPSK . 

Channel 
AWGN 

Channel 
Flat uncorrelated Rayleigh fading 

LDPC codes 
WiMAX LDPC codes (Mainly 
using the codes with code length 
2304 and code rate 1/2) 

Encoding Richardson-Urbanke algorithm 

Decoding Logarithmic BP algorithm 

Maximum number of iterations 50 

3.3.1 Performance over an AWGN channel 

The performance of LDPC codes for WiMAX will be analyzed and discussed through three 

aspects, namely number of iterations, code length and code rate. 
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3.3.1.1 Impact of the code rate 

The performance of LDPC codes for WiMAX for all specified code rates and an input 

code length of 2304 bits (the maximum length specified among the WiMAX LDPC codes) 

is shown in Fig. 3.4. Referring to the discussion about the difference between two pairs 

with the same code rates, 2/3A and 2/3B, 3/4A and 3/4B, in section 3.2.2, the BER 

performances of 2/3A and 3/4B are slightly better than that of 2/3B and 3/4A, since the 

maximum column-weights wc of 2/3B and 3/4A is 4 while that of 2/3A and 3/4B is 6, 

respectively. Thus, the error performance improves by increasing the column-weight 

accordingly. 
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Figure 3.4: BER performances of the LDPC codes for WiMAX for all code rates with a 

code length of 2304 bits. 

3.3.1.2 Impact of the number of iterations 

The BER versus number of iterations performances for the WiMAX LDPC codes with a 

code length of 2304 and a code rate of 1/2 is plotted in Fig. 3.5. As can be expected, the 

BER decreases with increasing number of iterations and tends to converge after a certain 

number of iterations. The maximum number of iterations is set to 50 for this case, and the 
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BER converges to about 10"16, 10"3 and 10"5 for a signal-to-noise ratio per bit of Eb/N0 = 

1.0, 1.4 and 1.8 dB, respectively. It is also clear that the greater Eb/N0 is, the better the 

BER performance is. We can also see that for this case to reach a target BER of about 10"5, 

setting the maximum number of iterations to 45 is sufficient. 
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Figure 3.5: BER performance versus the number of iterations at EbfNQ = 1.0, 1.4 and 1.8 

dB, with a code length of 2304 bits and a code rate of 1/2, and a maximum number of 

iterations of 50. 

Given the fact that the Log-BP decoding algorithm will stop iterating when a legitimate 

codeword has been detected, the average number of iterations for the WiMAX LDPC code 

indicated above when the maximum number of iterations is set to 25 and 50 is shown in Fig. 

3.6 (a). As we can see, the average number of iterations is almost the maximum in the low 

SNR region. When the SNR is increased, the actual number of iterations decreases. When 

employing the BP decoding algorithm, we could use a lower maximum number of 

iterations in comparison to other decoding algorithm such as the weighted bit-flipping 

(WBF) [24] and reliability ratio based weighted bit-flipping (RRWBF) [33] decoding 

algorithms. 



CHAPTER 3. LDPC CODES FOR THE WIMAX STANDARD 47 

Eb/N0 (dB) 

(a) 

50 

45 

S 40 
CO 
k_ 
CU 
•■= 35 

CD 30 
JD 
E 
| 2-

CO 
L. 
<U 

10 

I- I I I 
! 

max 
- e - I t e r a t i o n , w = 25 

max 

1 I I I 

0.2 0.4 0.6 0.8 1.2 1.4 1.6 1.8 
Eb/NQ (dB) 

(b) 

Figure 3.6: (a) BER performance of the WiMAX code for various numbers of iterations 

(uncoded, 10, 15, 25 and 50 iterations), (b) Average number of iterations for the LDPC 

code of code length 2304 and code rate 1/2 when the maximum number of iterations is set 

to 25 and 50. 
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Fig. 3.6 (a) shows that the BER performance improves by setting a larger maximum 

number of decoding iterations. We can obtain the best performance when the maximum 

number of iterations is set to 50. As shown in Fig. 3.6 (b), the average number of iterations 

is almost the same after Eb/N0 = 1.5 while the scheme with the maximum number of 

iterations equal to 50 can get a little gain of BER at Eb/N0 = 1.8, as shown in Fig. 3.6 (a). 

Thus, we can conclude that the average number of iterations is equal to the predefined 

maximum number of iterations at lower SNRs, and converges almost to that same number 

of iterations at higher SNRs using the iterative BP decoding algorithm. 

3.3.1.3 Impact of the code length 

As mentioned before, the code length of the WiMAX LDPC codes can be calculated via 

N = 24 ■ z where z is the expansion factor and all six code classes have 19 codeword sizes 

ranging from N = 576 to N= 2304 bits. The codeword size flexibility is the most interesting 

aspect of this standardized LDPC code family. 

Eb/NQ (dB) 

Figure 3.7: BER performance of the WiMAX LDPC codes for various code lengths and 

code rate R= 1/2. 
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To evaluate the influence of the code length, we select four code lengths of 576 (the 

minimum code length), 1152, 1728 and 2304 (the maximum code length) among the 19 

code sizes for the WiMAX LDPC codes. Note that these four code lengths increase with an 

increment of 576 bits, meaning that the expansion factors are chosen to be 24, 48, 72 and 

96. As can be expected, Fig. 3.7 shows that for a given code rate (1/2 in this case), the error 

performance is improved by increasing the code length. The code with a code length of 

2034 bits obtains the best performance among all the code lengths in the WiMAX LDPC 

codes. 

« 

3.3.2 Performance over a flat Rayleigh fading channel 

3.3.2.1 Rayleigh fading channel 

The communications channel is the transmission medium for the signals. It can be 

divided into two categories: wired channels and wireless channels. In general, the former 

has the characteristic of being more stable and more predictable than the latter. 

By contrast, wireless communications are often impacted by fading due to user mobility 

or the mobile environment. Fading causes variations of the received signal level and 

consequently of the signal-to-noise ratio (SNR). 

The flat fading channel is a much used model for wireless and mobile communications. 

All signal frequencies are attenuated by the same factor. The received signal r can be 

written as 

r = a - t + n (3.14) 

where a is the fading amplitude, the fading phase is uniformly distributed between 0 and 

27T, t is the transmitted channel symbol and n is the AWGN. The fading amplitude a can 

be described as a stochastic variable. When a = 1, there is no fading and the channel is just 

an AWGN channel. 
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The Rayleigh fading model is commonly used in mobile communications when there is 

no line-of-sight path between transmitter and receiver. The probability density function 

(PDF) of Rayleigh fading is given by [6] 

a ( a 2 \ 
p ( a ) = — e x p 1 - ^ 1 , ( a > 0 , a > 0 ) (3.15) 

For BPSK modulation, the energy of the transmitted symbols is unitary. The fading 

amplitude is thus generated using.[38] 

a = V - l n ( l - ô ) (3.16) 

where b is a random number uniformly distributed between 0 and 1. 

3.3.2.2 Decoding analysis for uncorrelated Rayleigh fading 

For uncorrelated Rayleigh fading, the conditional PDF of the receiver output r is [39] 

r ( ( r - t - a ) 2 \ 

Pr( r | t 'a)=7sPexp( S ? " j (317) 

where is a the normalized Rayleigh fading factor with E[a2] — 1. 

1) Ideal channel state information (CSI): 
When we have ideal CSI, the logarithmic likelihood ratio (LLR) l(r) is given by [39] 

P(c = 0 |r ,a) 2 
1(X) = log-^ -^ J- = — r - a (3.18) 

P(c = l | r , a ) a £ 

2) No channel state information (NCSI): 

When no CSI is available, following [39], we assume that P(r \ t ,a) has a Gaussian 

distribution in the region of the most probable r, and we approximate l(r) as: 

l(r)^~r-E[a] (3.19) 

where E[a] is the mean of a and is equal to 0.8862. 



CHAPTER 3. LDPC CODES FOR THE WIMAX STANDARD 51 

3.3.2.3 Performance over a flat Rayleigh fading channel 

In this section, we analyze the performance of the WiMAX LDPC codes with code 

length 2304 and code rate 1/2 transmitted using BPSK modulation over the uncorrelated 

Rayleigh channels with channel state information (CSI) and no channel state information 

(NCSI). 

In Fig. 3.8, we compare the performance over the AWGN channel and uncorrelated 

Rayleigh fading channels with CSI and NCSI. We can observe that this LDPC code suffers 

a loss of nearly 2.2 dB and 3.3 dB, respectively, in the fading channels with CSI and NCSI 

for a BER = 10"5, relative to the AWGN channel. Thus, this WiMAX LDPC code can 

achieve a good error performance over the fading channel. 

Eb/NQ (dB) 

Figure 3.8: BER comparison of the WiMAX LDPC code of code length 2304 bits and code 

rate 1/2 over AWGN and uncorrelated Rayleigh fading channels with CSI and NCSI. 
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Table 3.4: Average number of decoding iterations corresponding to Fig. 3.8. 

Eb/N0 
(dB) AWGN Rayleigh 

(CSI) 
Rayleigh 
(NCSI) 

0.0 50 50 50 
1.0 32.9 50 50 
1.8 10.1 50 50 
2.0 - 50 50 
3.0 - 31.2 49.1 
4.0 - 10.4 28.8 
5.0 - - 11.1 

For the decoding process of the above evaluation, the maximum number of iterations 

was set to 50. The average numbers of decoding iterations corresponding to Fig. 3.8 are 

given in Table 3.4. We can see that the numbers of iterations are small for high SNRs on 

both AWGN and Rayleigh channels. For instance, when BER = 10"5, the decoding 

complexity is low and most codewords can be decoded in about 9-11 iterations. Also, the 

average number of iterations will decrease as the SNR is increased. 

E4
b/NQ (dB) 

Figure 3.9: BER performance of LDPC codes for all specified code rates in the WiMAX 

standard with code length of 2304 bits over uncorrelated Rayleigh channel with CSI. 
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Fig. 3.9 shows the BER performances of the WiMAX LDPC codes with all given code 

rates over the uncorrelated Rayleigh fading channel with CSI. The code length is still 2304 

bits. The WiMAX LDPC codes can reliably transmit over a fading channel at a proper SNR 

environment for all code rates. 

The simulation results show that the WiMAX LDPC codes are one powerful class 

among the LDPC codes for FEC. We can conclude that these LDPC codes can achieve a 

better error performance with a greater code length and maximum number of iterations 

while sacrificing the output delay, since the larger the maximum number of iterations is set, 

the longer the decoding process will last. 

In terms of modulation, WiMAX supports various modulations such as QPSK, 16-QAM 

and 64-QAM, but 64-QAM is optional in the uplink. We will discuss WiMAX LDPC-

coded modulation in the next chapter. 



Chapter 4 

Spectrally-efficient LDPC-coded 
modulation 

In 1982, Ungerbôeck published his landmark paper on trellis coded modulation (TCM) [7] 

in which he stated that modulation and coding can be designed in a single entity for 

improved performance. On the other hand, as a powerful error correcting coding (ECC) 

technique, LDPC codes have attracted a lot of attention owing to their low decoding 

complexity and excellent error performance. Therefore, a promising idea that combines the 

functions of LDPC coding and efficient modulation has been widely considered [40]-[50]. 

In this chapter, we explore the use of LDPC codes in conjunction with multi-level 

modulation schemes to achieve both power and bandwidth efficiency for wireless 

communication systems. We first review the bandwidth-efficient modulation schemes and 

several typical coded modulation systems. Then, we present an LDPC-coded modulation 

system for transmission over both additive white Gaussian noise (AWGN) and uncorrelated 

Rayleigh fading channels. At the end, an adaptive coded modulation (ACM) scheme with 

LDPC coding for flat slowly-varying Rayleigh fading is proposed. 
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4.1 Basics of LDPC-coded modulation 

In Chapter 3, we discussed and evaluated the LDPC codes specified in the WiMAX 

standard in conjunction with BPSK modulation for transmission over both AWGN and 

uncorrelated Rayleigh fading channels. We showed their excellent performance. In this 

section, we will focus on studying LDPC codes combined with high order multi-level 

modulation schemes to improve the performances of the wireless communication system. 

4.1.1 Bandwidth-efficient modulation 

Digital modulation is the process by which a carrier wave is able to carry the message or 

digital signal (series of "l"s and "0"s). There are three basic methods: amplitude, frequency 

and phase shift keying. For bandpass transmission such as in mobile (wireless) 

communications, the baseband signal needs to modulate a sinusoid which is called a carrier 

wave. 

Since coded modulation is built upon bandwidth-efficient modulation such as M-ary 

phase-shift keying (M-PSK) and M-ary quadrature amplitude modulation (M-QAM), we 

first briefly review the concepts of power and bandwidth-limited channels. Generally, in 

power-limited systems, we adopt ECC techniques which can save power (minimum 

required transmit power) by adding redundant bits to the transmitted signals while 

maintaining a good performance. But this scheme has the disadvantage that the modulator 

operates at a higher data rate, resulting in an expanded bandwidth. By contrast, in 

bandwidth-limited system, a higher-order modulation scheme is required to increase the 

spectral efficiency while using more signal power to keep the original signal separation, or 

accept a loss of the error performance. Therefore, the tradeoff between bandwidth and 

power in a system can be a tricky problem. 
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To solve this conflict, trellis coded modulation (TCM) was invented by Ungerboeck [7]. 

His work opened the possibility to achieve both power and bandwidth efficiency in a 

communication system. 

4.1.1.1 Quadrature amplitude modulation (QAM) 

Among the family of bandwidth-efficient modulation schemes, PSK and QAM are often 

used to achieve high rate transmission. In particular, M-QAM can offer the largest spectral 

efficiency, since the information bits are modulated in both the amplitude and phase of the 

carrier wave signals. For this reason, QAM combined with Gray mapping has been widely 

applied over wireless links, such as in 3G and 4G mobile communication systems, 

broadband wireless networks (WiFi, WiMAX) and many other wireless multimedia 

communication systems. 

The simplest method of digital signalling with a QAM system is to use one-dimensional 

PAM independently for each signal coordinate. Consider rectangular QAM signal 

constellations with M = 2m , where M is the number of points. They can be represented as 

constellations of points in the in-phase and quadrature (I/Q) plane: 

s(t) = A,(t) cos 2nfct + AQ(t)sin2nfct , ( Q < t < T ) (4.1) 

where fc is the carrier frequency, T is the symbol time, A,(t) andi4Q(t) are the baseband 

signals (amplitudes) of the in-phase and quadrature components, respectively. Moreover, 

A,(t) and A0(t) can be selected over the set of [±d,±3d, ...,±(VM — l ) d } , where 

2d = d0 is the minimum distance between signal points and can be computed using the 

following relationship [51], 

3 log2 M ■ E„ 
" " I 2(M-1) ( 4 '2 ) 

where Eb is the information bit energy. 
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Approximate bit error rate (BER) expression 

The BER approximation for M-ary square QAM with Gray mapping is given by [51]: 

^ - 1 e r f c ( U ^ * & | (4.3) 
" VM.log2VM U 2 ( M - 1 ) N0 

where Eb/N0 is the signal to noise ratio (SNR) per information bit and erfc(-) is the 

complementary error function. It is defined as [6] 

2 
erfc(x) = — = I exp [ —— J du (4.4) 

Spectral efficiency 

The spectral efficiency n (bits/symbol/Hz) of M-PSK and M-QAM schemes is the 

number of bits carried by each symbol. It is computed by 

r] = log2 M = m 

4.1.1.2 Average energy of QAM constellations 

Assuming the bits are identically distributed, the average symbol energy Es is the 

average of the square distance of the constellation points from the origin. Figure 4.1 shows 

an overlay of M-QAM constellations, where as mentioned before, M = 2 m is the size of the 

constellation and d0 is the minimum distance between signal points. For even m , the 

constellation is a square, while for odd m, the constellation is a cross. 

The average energy of M-QAM is defined as, 
M 

* -£ ] [ * (4.5) 
i = X 

where. Et is the signal energy of point i in the constellation. 
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Figure 4.1 : M-QAM signal constellations. 

Square constellations 

The average energy for even k > 2, i.e. for square constellations, is given by [52] 

E s = \ d 2 ( M - \ ) (4.6) 

Cross constellations 

The average energy for odd k > 3, i.e. for cross constellations, is given by [52] 

J d o ( | M - l ) , oddm>5 
(4.7) 

Table 4.1 lists the average energies and the spectral efficiencies of various QAM 

constellations. Also shown is the average energy per bit, where Es = rj • Eb. 
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Table 4.1 : Average energy for A/-QAM constellations. 

Modulation Spectral 
efficiency n 

Symbol energy 
E, 

Bit energy 
Et 

BPSK 1 ïî & 

QPSK 2 ïl & 

8-QAM 3 N £4 
16-QAM 4 ïi ¥i 
32-Cross 5 Sdl d l 

64-QAM 6 
^ Y° 

128-Cross 7 
^ 14 ° 

256-QAM 8 f4 - d 2 

16 ° 

In this thesis, without loss of generality, we set d0 = 2, hence, 

( 2 

Es = < 

(M - 1), even m > 2 

m = 3 

odd m > 5 

(4.8) 

4.1.2 Coded modulation techniques 

As a bandwidth-efficient scheme that combines coding and modulation, coded modulation 

can improve performance with the same spectral efficiency compared to the scheme that 

treats channel coding and modulation separately. 

For coded system, the spectral efficiency r\ (bits/symbol/Hz) of M-PSK and M-QAM 

schemes is the number of information bits carried by each symbol. It is computed by 

rj = R ■ log2 M = R • m (4.9) 

where R is the coding rate. 
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4.1.2.1 Trellis coded modulation (TCM) 

The main principle of TCM [7] is based on modulation by set partitioning. More 

specifically, the partition of the modulating constellation in TCM is assigned based on the 

trellis diagram of convolutional codes in order to increase the minimum Euclidean distance 

of the code sequences. Various methods have been developed to improve the performance 

of TCM, which include multiple TCM [53] and higher dimension TCM [54]. Turbo-TCM 

(TTCM) [55] is a derivative of TCM and turbo coding. It increases time diversity by using 

a symbol interleaver between two concatenated TCM components. Moreover, an iterative 

technique is used at the receiver to improve error performance. TCM is used only with 

convolutional codes, and this technique cannot be applied to block codes such as LDPC 

codes. 

4.1.2.2 Multilevel coded modulation (MLC) 

In [56], Imai and Hirakawa proposed another coded modulation scheme, known as 

multilevel coded modulation (MLC). The philosophy of MLC is based on the combination 

of encoders at the transmitter and decoders at the receiver, as well as one signal 

constellation. Each level in this system can use convolutional codes or block codes. Hence, 

this method can be applied to block codes such as LDPC codes. However, coded 

modulation using the MLC scheme is less flexible and more complicated due to its parallel 

structure. The codewords of each component encoder are mapped into one appointed 

position of the constellation labels. As the constellation size increases, the number of 

required component codes becomes larger. For example, it is necessary to employ four 

encoders for a coded 16-QAM system. 

4.1.1.3 Bit interleaved coded modulation (BICM) 

The above two schemes can attain a good performance, but the complexity is also 

significantly high. More recently, another combined coding and modulation scheme which 
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is a derivative of the MLC scheme using single binary codes, called bit interleaved coded 

modulation (BICM), was proposed by Caire [57]. He has shown that BICM with Gray 

mapping of signal points can perform very close to capacity limits. The important aspect is 

that a bit-wise interleaver is employed between the modulation block and the convolutional 

encoder. At the receiver side, a soft demodulator uses the received noisy signal to compute 

the log likelihood ratios (LLR) for the coded bits. These LLRs are used as the decoder input. 

Finally, the decoder processes the de-interleaved metrics and outputs the decisions. The 

decoding process is the same as for the MLC scheme. The independence of the different 

code bits for the BICM scheme is based on the assumption of an ideal bit interleaver. 

4.1.1.4 LDPC-coded modulation 

In 2001, an LDPC-coded modulation scheme based on the MLC technique was designed 

to achieve bandwidth-efficient transmission [41]. LDPC-coded modulation implements a 

serial concatenation of LDPC coding and high-level modulation mapping. Recently, 

various LDPC-coded modulation schemes have been proposed [42]-[50]. For example, 

algebraic LDPC codes is studied in [44]. Non-binary LDPC codes over GY(q) and g-ary 

modulations is studied in [45]. The mapping influence on LDPC-coded modulation over 

static and Rayleigh fading channels is evaluated in [46]. Furthermore, a bit reliability 

mapping strategy is discussed in [47], this strategy is only applicable to irregular LDPC 

codes which have unequal variable node degrees. 

LDPC-coded modulation using BICM scheme is investigated in [48]. The main 

advantage is that a single encoder/decoder is adequate to encode/decode these multi-rate 

codes. Thus, it is possible to implement them in a mobile phone. Besides, another benefit 

for employing LDPC codes with the BICM scheme is that the interleaver can be dropped 

from this scheme, since LDPC codes inherently make the adjacent coded bits independent. 

This approach is practical but quite effective for bandwidth-efficient transmission, because 

only one encoder and one decoder are required. For this reason, the proposed LDPC-coded 

modulation system in this thesis is designed with the BICM scheme. 
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4.2 LDPC-coded modulation system model 

We design an LDPC-coded modulation system which is shown in Fig. 4.2. We assume that 

after encoding, the modulated M-PSK and M-QAM signals with Gray mapping are 

transmitted over both AWGN and uncorrelated Rayleigh fading channels, where the LDPC 

encoder and M-ary modulator are designed separately in order to achieve both power and 

bandwidth efficiency. Especially for the Rayleigh channel, we focus on the square QAM 

schemes specified in the WiMAX standard [14], i.e. QPSK, 16-QAM and 64-QAM. 

At the transmitter, the input bits are encoded by the LDPC encoder which was presented 

in Chapter 3. The encoded bits are mapped into symbols using Gray mapping constellations. 
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Figure 4.2: Block diagram of LDPC-coded modulation system. 

At the receiver, the received signal is r = a • t + n, and r is processed in two steps as 

shown in Fig. 4.2. The first step corresponds to the calculation of LLR values by the soft 

symbol-to-bit demodulator which is based on the maximum likelihood criterion [57]. Then 

the LLR values are passed to the iterative Log-BP LDPC decoder at the second step. 
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4.2.1 Encoder and decoder 

We adopt the LDPC encoder specified in the WiMAX standard. The WiMAX LDPC codes 

flexibly support 19 different code lengths, ranging from 576 to 2304 bits [14], and the 

protocol proposes four code rates, i.e. 1/2, 2/3, 3/4 and 5/6. 

As mentioned above, a bit interleaver is not necessary between the LDPC encoder and 

the M-ary modulator. Even if the system experiences correlated fading [49], LDPC codes 

have a generic embedded interleaver that insures that the coded bits are nearly independent. 

4.2.2 Mapping and modulator 

For LDPC-coded modulation, a direct mapping scheme uses a group of log2 M consecutive 

bits of LDPC codewords to select a subset in the signal constellation. Gray mapping is 

employed in this LDPC-coded modulation system because it is superior over partition 

mapping [58] or natural mapping [46]. 

As an example, 16-QAM can be treated as two independent 4-PAM on the in-phase and 

quadrature components, respectively. Each constellation point can represent log2 16 = 4 

bits and take the values (-3, -1 , 1, 3) on the axes as shown in Table 4.2. As can be observed 

from Fig. 4.3, the adjacent constellation symbols differ by only one bit in the Gray-coded 

mapping scheme. 

Table 4.2: Gray-coded constellation mapping for 16-QAM. 

t ' = fxx x2) In-phase t Q = (*3 *4) Quadrature 
0 0 -3 00 -3 
01 -1 01 -1 
1 1 1 1 1 1 
10 3 1 0 3 
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Figure 4.3: 16-QAM constellation with Gray coded mapping. S^ { comprises symbols with 
xk,x = 0» which is encompassed by a dashed box. 

4.2.3 Soft LLR demodulator 

4.2.3.1 Exact LLR 

In the LLR demodulator at the receiver side, assume a linear discrete time channel, at 

index k. 

rk = «k ■ h + nk (4.10) 

where ak is the fading amplitude (assume a is constant over one symbol interval) and nk is 

the complex AWGN. The received signal rk will be used to produce the LLR of symbol 

bits as the decoder input. Let x k i denote the I th code bit, (i = 1,2, ...,log2 M) of the 

modulated symbol tk. For example, as shown in Fig. 4.3, the coded bits in 16-QAM can be 

represented as t = (x l t x2, x3, xA). The LLR of xt at index k, l (x k i ) is defined as 

r(*fc,i = °lrfc)\ 
KXM = 1 l r k) / 

(4.11) 
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The optimal decision rule is to decide, x k i = 1 if l (x k i ) < 0, and 0 otherwise. We define 

that Sffj* comprises symbols with xkL = 0 and 5^y comprises symbols with x k i = 1 in the 

constellation. Then from (4.11), we have, 

]seS(o) Pr(tk = s \ r k ) 

'(*'<) = l o g Ue. |y 'M t t = sK)> (412) 

Assume that all symbols are equally likely and that fading is independent of the 

transmitted symbols tk. Using Baye's rule, We have 

/£ s € 5(o) Pr(rfc|tfc = s ) \ 

with the Gaussian conditional probability density function for rk given by 

Pr(r*'5 = tk) = 7 B * expV ^ ^ ) (4,14) 

Thus, 

'(*") = M Ir - a rjÀ (415) 

If we assume ideal channel state information (CSI) at the receiver, and let yfc = r k / a k , we 

have 

/ L s e s w exp I ^ - 2 — 

'K,)=logU " J ^ ' n 1 (416) 
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4.2.3.2 Approximate LLR 

We can notice that computation of (4.15) involves M exponential operations, which is 

complex for real applications. Therefore, to reduce the computational complexity, we use 

the "max-log" operation [59], i.e. 

log I ^ exp (-/}) j * max(- / y ) = - min(/y) (4.17) 

Hence, (4.17) can be approximated by the following real signals, 

= max ^̂ (o) ( ;— I — max „m I ;— I 

seSkJ \ 2a2 ) sesky V 2a2 ) 

= - ¥ ( m i n ^ ) ( ' y f c " S|2) " min^)(lyfc ~ S|2)) (4-18) 
Still using 16-QAM as an example, 4 bits are transmitted by a 16-QAM symbol at each 

time index. The LLRs of the 4 bits, x k l , x k 2 , x k 3 and x k 4 received at time index k are 

calculated as follows, 

Kxk,x) = - ^ ( m i n ( | 7 f c + afc|2, \r£ + 3ak\2) - min ( \rk' - ak\2, | r ^ -3a f c | 2 ) ) 

Kxk,2) = - ^ ( m i n d r ^ - a f c l 2 , \rj, + 3ak\2) - min ( \rj, + ak\2, \rl - 3ak \2)) 

l(xkz) = ~ 2 ^ ï ( m i n {\rk + ak|2< lrfcQ + 3 afcf) - m i n (lrfcÇ - akf> k/f - 3afc|2)) 

*(*M) = -^2"(min(l r/cQ-afcr- |rkÇ + 3afcr)-min(|rk
ç + ak|2, |rfc

Q-3ak| )J 

(4.19) 

where rk = r£ + jrk
Q. 
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In summary, compared with the conventional LLR demodulator, the approximate LLR 

modulator can reduce the computational complexity without performance loss [60]. 

4.3 Adaptive LDPC-coded modulation for flat slowly-varying 

Rayleigh fading 

With the ever-increasing demand for high speed and high quality of service (QoS) for 

wireless mobile devices, the radio spectrum becomes more limited and crowded. Hence, to 

efficiently use the available spectrum while maintaining desirable performance is an 

important trend for wireless communication development. As can be expected, this system 

is designed to be more intelligent and flexible, able to adapt and adjust the transmission 

parameters based on the link quality, improving the spectral efficiency, and reaching a 

maximum achievable throughput. Link adaptation techniques, such as adaptive coded 

modulation (ACM), are a good way to achieve the purpose indicated above. They are 

capable of tracking the channel variations, thus changing the modulation and coding 

schemes to yield a higher throughput by transmitting with high information rates under 

favorable channel conditions and reducing the information rate in response to channel 

degradation. 

We focus on studying these techniques and design an adaptive LDPC-coded modulation 

system for flat slowly-varying Rayleigh fading environment with the parameters specified 

in the WiMAX standard. A theoretical explanation, necessary to understand the operation 

principles of ACM, is presented in the following. 

4.3.1 Adaptive coded modulation techniques 

Like we studied in Section 4.2, traditional coded modulation (non-adaptive) systems are 

made of fixed encoders and modulators for fading channels. But due to the time-variability 

of fading channels, the transmission is designed under the worst-case channel conditions to 
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obtain acceptable transmission performance, while resulting in insufficient utilization of the 

radio spectrum. 

Adaptive coded modulation (ACM) is designed by adapting the transmit power, coding 

rate (encoding) and modulation (size of the signal constellation) scheme to the 

corresponding channel conditions at the receiver. The basic principle of ACM is that a 

higher data rate is transmitted during good channel conditions, while a lower data rate is 

transmitted during poor channel conditions. 

Based on these adaptive theories, [61] showed an adaptive variable-rate variable-power 

transmission scheme using uncoded M-QAM. Moreover, an adaptive trellis-coded PSK 

scheme for Rayleigh fading channels was proposed in [18]. Currently, next generation 

communication systems such as WiMAX [14], WiFi [15], HiperLAN/2 [62] and 4G are 

beginning to explore link adaptation in qrder to increase spectral efficiency. 

4.3.2 Flat slowly-varying Rayleigh fading 

Adaptive coded modulation can be applied to frequency-selective channels on each sub

channel in a multi-carrier system, i.e. an orthogonal frequency-division multiplexing 

(OFDM) scheme [63], or flat fading [64]. In this thesis, we consider the flat slowly-varying 

Rayleigh channel for the proposed ACM scheme. 

For flat fading, the channel SNR is the same for all frequencies and can be regarded as 

nearly constant for short periods of time. This makes it possible to feed back relevant CSI 

to the transmitter using a feedback or return channel [65]. However, the challenge 

associated with adaptive coded modulation is that the mobile channel is time-varying, and 

thus, the feedback of the channel information becomes a limiting factor. Hence, a slowly-

varying fading environment is assumed in order to achieve an accurate performance of the 

ACM scheme. Furthermore, no delay or transmission error can occur in the feedback 

channel so that no difference between the predicted and the actual SNR of the next frame 

appears [66]. 
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To represent a slowly-varying fading channel, we adopt a block-fading channel model 

[67] to implement frame by frame adaptation, i.e., the fading amplitude remains invariant 

during a frame, but varies from frame to frame, as will be presented in the following. 

4.3.2.1 Rayleigh block-fading channel 

Block-fading channels are characterized by the fact that the noise severity remains 

constant in blocks of some consecutive transmitted symbols but are independent from block 

to block [68]. The block-fading channel can be a model for multi-carrier communication 

systems such as OFDM, frequency-hopped spread spectrum and also the slow fading 

channel we use. 

Recall the flat Rayleigh fading channel modeled in section 3.3.2. The signal at the 

receiver is given by 

r = a- t + n 

where a is the fading amplitude, t is the transmitted signal and n is the complex AWGN. 

The term, "flat" means that all signal frequencies are attenuated by the same fading factor 

and the phase of the fading signal is uniformly distributed between 0 and 27T. 

For the block-fading structure, each codeword (frame) of nsc symbols is split into 

several sub-blocks, and each sub-block of length n s h is affected by the same fading factor. 

As shown in Fig. 4.4, we define, 

• n s c is the number of symbols per codeword; 

• nb s is the number of bits per symbol; 

• n s h is the number of symbols per sub-block; 

• nh c is the number of sub-blocks per codeword; 

and all parameters are supposed integer. 
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n b s bits = 1 symbol 
< > 

1 2 - n s h ... nhc 

< -> 
n s h symbols = 1 sub-block 

nscsymbols = n h c sub-blocks = 1 codeword 

Figure 4.4: Frame structure. 

We find the following special cases. 

• Transmission over a slow fading channel [68], when nh c = 1 or n sh = nsc, i.e., the 

entire codeword is affected by the same fading gain (used for the slow-varying 

fading channel in this thesis). 

• Transmission over a fast fading channel, when nhc = nsc or n s h = 1, each symbol is 

affected by an independent fading amplitude (used for fast fading in the previous 

sections). 

4.3.2.2 Error performance over a Rayleigh block-fading channel 

We examine the performance of LDPC-coded modulation over a Rayleigh block-fading 

channel with ideal CSI. We consider an LDPC code with code length 2304 and code rate 

1/2 transmitted by QPSK modulation over a flat Rayleigh block-fading channel, when 

varying the number of symbols per independent sub-block, n s h . The number of bits per 

modulated symbol is m = log24 = 2, so that the number of symbols per codeword is 

n sc = 2304/2 = 1152. For the sake of comparison, the number of symbols per sub-block is 

varied from nstl — 1 (keeping constant over a symbol), to 144, 576 and 1152 (fading is 

constant over a frame). The corresponding number of sub-blocks per codeword nhc is thus 

nh c = 1152, 32, 8, 4, 2 and 1. 
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Figure 4.5: BER performance of WiMAX LDPC code with code length 2304 and code rate 

1/2 transmitted using QPSK modulation over a flat Rayleigh block-fading channel. 

In Fig. 4.5, the results are given in terms of BER versus the SNR per information bit. We 

can clearly see that the different behaviour of the code with different lengths of sub-blocks 

per codeword. It can be observed that the performance improves as the length of the sub-

block increases, and is at best when fading is constant over the entire block. This is because 

the fewer the number of sub-blocks per codeword, the larger is the number of coded bits 

per sub-block. The fading amplitudes in a sub-block are considered correlated, thus the 

correlation of the probabilistic information transmitted into the LDPC decoder becomes 

larger. 

Later, we will adopt this kind of fading channel when the number of sub-blocks per 

codeword nh c is 1 to implement an adaptive coded scheme with frame by frame adaptation 

over slowly-varying Rayleigh fading channels. 
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4.4 Adaptive LDPC-coded modulation system model 

In this section, we design an adaptive system for LDPC-coded modulation using BPSK, 

QPSK, 16-QAM and 64-QAM as specified in the WiMAX [14] and WiFi [15] standards, 

for a flat slowly-varying Rayleigh fading channel. 

A simplified block diagram for this adaptive scheme is shown in Fig. 4.6. At the 

transmitter, LDPC ACM provides multiple transmission modes, where each mode is 

specified by a modulation and a FEC code pair as in WiMAX. The transmitter selects an 

ACM mode for transmission and adapts the transmit power on a frame-by-frame basis 

based on the CSI feedback from the receiver. 

t 
TRANSMITTER 

t 

X < Adaptive 
encoder 

c Adaptive 
modulato 

: t Adaptive 
encoder 

Adaptive 
modulato r CHANNEL 
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' ! i ' ! 
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decoder 
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Adaptive 
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Figure 4.6: Adaptive LDPC-coded transmission system. 

At the receiver, we adopt a soft ML demodulator and a Log-BP LDPC decoder. Each 

frame contains the number of symbols nsc = n /m which depends on the type of encoding 

and modulation, where n is the codeword length and m = log2 M is the number of bits per 

modulated symbol. We assume perfect channel estimates at the receiver and perfect CSI at 

the transmitter. 
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4.4.1 Adaptation threshold 

To select the appropriate mode for the ACM system, we need to know the SNR thresholds. 

We assume that L modulation and code pairs are candidates for the ACM system. The 

transmitter decides which pair should be used at the start of each transmission according to 

a given set of SNR thresholds. For a certain level of BER, we consider choosing L — 1 

adaption thresholds, y G {y1;y2,... yz__1} for instantaneous SNR (Es/N0) for every 

transmitted frame. Thus, each of the L candidates is assigned to operate in a particular SNR 

region. When the threshold y falls within a given SNR region, Yi ^ Y — Yi+x > where 

/ € {1,2, ...L — 1} , the associated CSI is sent back to the transmitter to adapt its 

corresponding modulation and coding mode. This enables the LDPC-coded modulation 

system to transmit with high spectral efficiency when the SNR is high, and to reduce the 

spectral efficiency as the SNR decreases. The corresponding spectral efficiency of each 

candidate is denoted r]h and TJ1 < r\2 < ■•■ < r)L. 

We adapt the method in [18] to obtain the thresholds from the BER versus SNR for each 

candidate of coding and modulation on AWGN channels. The threshold for a given code is 

then found by curve fitting on the simulated BER at a specific BERo. 

Example 

As an intuitive example, consider a simple adaptive uncoded modulation system with 

four modulation modes, i.e., BPSK, QPSK, 16-QAM and 64-QAM. As shown in Fig. 4.7, 

there are three SNRs, Yx> Y2 a nd Y2, t 0 control the selection of a proper modulation mode. 

Thus, when 0 < SNR < y l5 BPSK is employed, when Yx ^ SNR < y2, QPSK is adopted. 

Consequently, when SNR>y 3 , 64-QAM is used for this adaptive transmission over a 

fading environment. 
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10 15 
SNR (dB) 

Figure 4.7: BER versus SNR relationship and corresponding SNR thresholds (yx =9.7, 

y2 = 16.5, y3 = 22.5 dB) for four modulation modes employed by an adaptive modulation 

system. 

4.4.2 SNR estimation 

The SNR per symbol, EsfN0 is evaluated by the channel estimator. The instantaneous SNR 

for each frame is defined as [18], 

Yw = ai(EsfN0) (4.20) 

where w is the index of the transmitted frame. 

As mentioned before, when 0 < yw < Yx > the first pair of modulation and encoding 

schemes is employed during the w t h transmitted frame. When yw satisfies the following 

inequality, 

Yi<Yw<Yi+x (I = 1,2,... L - l ) (4.21) 

the (/ + l ) t h pair is employed. We can deduce the inequality for the instant fading 

amplitude, aw, when the (/ + l ) t h scheme is employed [18], 
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< a w < U ^ - (I = 1,2, . . .L- l ) (4.22) 
\ E S / N 0 - W ~ ^ E S / N 0 

The adaptation thresholds for the fading amplitude are then determined by the relationship 

—7*- = Vi, thus 
£s/Wo 

^ < a w < y i + 1 (f = 1,2, . . . L - l ) (4.23) 

4.4.3 Average spectral efficiency 

The main advantage of ACM is that it can explore and make good use of the time-varying 

nature of the radio channel. It can not only keep the performance at an acceptable level but 

can also raise spectral efficiency. Thus, due to its adaptive nature, the spectral efficiency of 

the proposed adaptive LDPC-coded modulation scheme is varied as a function of the 

instantaneous SNR. The average spectral efficiency can be defined as the average number 

of information bits transmitted per symbol duration. As defined previously, there are L 

candidate pairs of modulation and code, and the corresponding spectral efficiencies are 

(jlx> n2> — " L ) . respectively. The average spectral efficiency (ASE) (bits/s/Hz) 77 is defined 

as [69]: 

L 

i? = 2VP | (a ) (4.24) 
1=1 

where Pj(a) is the Rayleigh probability distribution for a being in the interval [vu v l + 1] , 

here vl — 1 ' , and recall that the probability density function of the Rayleigh 

distribution given by 

P(a) = 2a • exp(-a 2 ) 

Thus, the average spectral efficiency is expressed by, 

77 = 7h -P(0 < a < vx) + T}2 • P(vx < a < v 2 ) + - + r]L 'P(vL_1 < a < 00) (4.25) 
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Since 

P(vj < a < v l+1) — ?(a)da = 2a ■ exp(—a2) da 

Vt Vl 

= e x p ( - V ) - exp(-v i + 1
2) (4.26) 

we thus have, 
rj =r) x - [ e x p ( - V ) - e x p ( - V ) ] + V2 • fexpC-V) - exp(-v2

2)] + 

- + VL • [exp(-i7t_!2) - exp(-vL
2)] 

L 

= / _ i
r l r [exp(- v t_x

2) - exp(- v,2)] (4.27) 

where v0 — 0, vL = 00. 



Chapter 5 

Simulation results and analysis 

In the last chapter, we presented a power and bandwidth-efficient LDPC-coded modulation 

system for transmission over both additive white Gaussian noise (AWGN) and uncorrelated 

Rayleigh fading channels. In this system, the data bits are first encoded using a WiMAX 

LDPC encoder and then mapped into two-dimensional signal constellations, i.e., M-ary 

phase shift keying (M-PSK) or M-ary quadrature amplitude modulation (M-QAM) at the 

transmitter. At the receiver side, a soft maximum likelihood (ML) demodulator and a 

logarithmic belief propagation (Log-BP) LDPC decoder are employed. Furthermore, an 

adaptive LDPC-coded modulation system for flat slowly-varying Rayleigh channels was 

proposed using the method in [18]. 

In this chapter, numerical simulation results using MATLAB according to these 

proposed coded modulation systems are depicted and discussed. We first evaluate the 

performance of the LDPC-coded modulation system. Then, the proposed adaptive coded 

scheme employing LDPC codes is analyzed in detail through bit error rate (BER) and 

average spectral efficiency (ASE) performances. 
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5.1 Performances of LDPC-coded modulation 

In this section, the performances of the LDPC-coded modulation scheme advocated are 

evaluated from three aspects, i.e., various spectral efficiencies of LDPC-coded A/-QAM on 

AWGN channels, performances over uncorrelated Rayleigh fading channels and 

constellation rotation effects on LDPC-coded A/-PSK modulation. 

The overall simulation parameters for this section are summarized in Table 5.1. We 

adopt the rate-flexible WiMAX LDPC codes which have four coding rate, i.e. 1/2, 2/3, 3/4 

and 5/6. The code rates are adjusted for different modulation and design purposes. Note 

that there are two code classes with rate 2/3, 2/3A and 2/3B, and two with rate 3/4, 3/4A 

and 3/4B. We select code rates 2/3A and 3/4B for the system due to their better 

performances as explained in section 3.1.1.1. Moreover, because performances improve 

with increasing code length, we choose a code length of 2304 bits (the maximum code size 

defined in WiMAX) to obtain the best performances. 

Table 5.1: Simulation parameters used for the LDPC-coded modulation system. 

LDPC codes WiMAX LDPC codes 
(code length is 2304, code rates are 1/2, 2/3, 3/4 and 5/6) 

Encoding Richardson-Urbanke algorithm 

Modulation QAM, PSK, with Gray mapping 

Channel 
AWGN 

Channel 
Uncorrelated Rayleigh fading 

Demodulation Soft ML 

Decoding Log-BP algorithm 
(Maximum number of decoding iterations is 30) 
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5.1.1 Performances over an AWGN channel 

We start by discussing the performance of the proposed LDPC-coded modulation scheme 

transmitted over an AWGN channel. Eight levels of M-QAM schemes are employed, i.e., 

QPSK (4-QAM), 8-QAM, 16-QAM, 32-QAM, 64-QAM, 128-QAM, 256-QAM and 512-

QAM, which can offer uncoded spectral efficiencies from 2 to 9 bits/s/Hz. In addition, the 

LDPC coding scheme uses code rates of 1/2, 2/3, 3/4 and 5/6. The corresponding coded 

spectral efficiencies are given in Table 5.2. The spectral efficiency (bits/s/Hz) is computed 

using 77 = R • log2 M, where R is the coding rate and M is the constellation size. The BER 

performance of these eight LDPC-coded QAM schemes with coding rate of 1/2, 2/3, 3/4 

and 5/6, respectively, is shown in Fig. 5.1 to Fig. 5.4. 

Table 5.2: Various spectral efficiencies of LDPC-coded M-QAM. Note that some schemes 

have the same spectral efficiency (highlighted by underlines). 

Modulation 
Spectral efficiency (bits/s/Hz) 

Modulation 
Uncoded Code rate 

1/2 
Code rate 

2/3 
Code rate 

3/4 
Code rate 

5/6 

QPSK 2 1.0 1.3 L5 1.7 

8-QAM 3 L5 1Q 2.3 2 3 

16-QAM 4 2J) 2.7 1,0 33 

32-QAM 5 23 33 3.8 ■ 4.2 

64-QAM 6 3J0 A0 4 3 5.0 

128-QAM 7 3.5 4.7 53 5.8 

256-QAM 8 4,0 53 6 £ 6.7 

512-QAM 9 43 6̂ 0 6.8 7.5 
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Figure 5.1: BER performances of LDPC-coded M-QAM with coding rate 1/2 transmitted 

over an AWGN channel. 
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Figure 5.2: BER performances of LDPCTcoded M-QAM with coding rate 2/3 transmitted 

over an AWGN channel. 



CHAPTER 5. SIMULA TION RESULTS AND ANAL YSIS 81 

-e- 4QAM 
V 8QAM 

:-»«- 16QAM 
$■ 32QAM 

S4QAM 
v 128QAM 

-B-256QAM 
-&-512QAM 

6 8 10 
Eb/NQ (dB) 

12 14 16 

Figure 5.3: BER performances of LDPC-coded M-QAM with coding rate 3/4 transmitted 

over an AWGN channel. 

Figure 5.4: BER performances of LDPC-coded M-QAM with coding rate 5/6 transmitted 

over an AWGN channel. 
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5.1.1.1 Comparisons between the coded and uncoded QAM schemes 

For comparison purposes, four uncoded modulations with spectral efficiencies of 1, 2, 3 

and 4 bits/s/Hz, respectively, i.e., uncoded BPSK, QPSK, 8-QAM and 16-QAM are shown 

in Fig. 5.1. The corresponding coded QAM schemes with the same spectral efficiencies are 

thus coded QPSK, 16-QAM, 64-QAM, and 256-QAM, with coding rate 1/2 (see Table 5.2). 

As shown in Fig. 5.1, the coding gains over the uncoded QAM schemes at a BER of 10"4 

are 6.7, 4.3, 4.3 and 2.5 dB, respectively. We can observe that the SNR gap between 

different uncoded modulation schemes increases gradually (except for BPSK and QPSK) 

and the four corresponding coded QAM schemes have SNR gaps of 2 to 3 dB between each 

other; thus the coding gain decreases as the spectral efficiency increases. Therefore, coded 

QPSK has the maximum coding gain and the coding gains of coded 16-QAM and 64-QAM 

is greater than that of 256-QAM. It can be inferred from this observation that the lower and 

moderate-order QAM schemes (for example, coded QPSK or 16-QAM) are more efficient 

at improving performance as compared to high-order QAM for our LDPC-coded QAM 

scheme transmitted over an AWGN channel. 

5.1.1.2 Various spectral efficiencies 

Observing figures 5.1 to 5.4, we find that they have something in common: for coded 

cross 8-QAM, the BER curves are quite far from that of coded 4-QAM, and relatively close 

to that of coded 16-QAM. Thus, for a BER of 10"4, coded 8-QAM with coding rate 1/2 has 

a gain of just 0.2 dB over coded 16-QAM, but with a loss of spectral efficiency of 0.5 

bits/s/Hz compared to coded 16-QAM. Therefore, in practical applications, the coded cross 

8-QAM scheme could be replaced by coded square 16-QAM with a little sacrifice in SNR 

when pursuing higher spectral efficiency. It can be explained that 8-QAM has a much 

larger average bit energy than QPSK while having slightly smaller average bit energy than 

that of 16-QAM, for a constant minimum distance between signal points in the 

constellations. For coded cross 32-QAM and 128-QAM, the SNR gaps to the square coded 
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QAM schemes on both sides are almost the same. Therefore, the trade-off described above 

does not apply for these two cross constellations. 

Among the various spectral efficiencies of the coded M-QAM system which are shown 

in Table 5.2, there are nine pairs of coded modulation schemes with the same spectral 

efficiencies. We should choose one combination with better power efficiency for each 

code-modulation pair. The comparisons of their SNRs at a BER of 10" are given in Table 

5.3, where lower order QAM schemes are placed on the left column (Scheme-1); 

accordingly, the lower coding rate schemes are on the right (Scheme-2). 

Table 5.3: Power efficiency (SNR) comparisons between the coded modulation schemes 

with the same spectral efficiencies at a BER of 10 , where the smaller SNRs are 

highlighted by underlines. 

Spectral 
efficiency 
(bits/s/Hz) 

Scheme-1 Scheme-2 Spectral 
efficiency 
(bits/s/Hz) 

Code 
rate Modulation SNR (dB) Code 

rate Modulation SNR (dB) 

1.5 3/4 QPSK 2 1 1/2 8-QAM 3.8 

2.0 2/3 8-QAM 4.7 1/2 16-QAM 4J. 

2.5 5/6 8-QAM 6̂ 0 1/2 32-QAM 6.1 

3.0 3/4 16-QAM 1 9 1/2 64-QAM 6.9 

3.3 5/6 16-QAM 6 J 2/3 32-QAM 7.6 

4.0 2/3 64-QAM M 1/2 256-QAM 9.8 

4.5 3/4 64-QAM 93 1/2 512-QAM 11.6 

5.3 3/4 128-QAM 11.6 2/3 256-QAM 12.1 

6.0 3/4 256-QAM 13.3 2/3 512-QAM 14.2 

Observe from Table 5.3 that for each coded modulation scheme with the same spectral 

efficiency, the schemes with lower order modulation outperform the schemes with higher 

order, except for the spectral efficiency of 2 bits/s/Hz, i.e., 8-QAM with code rate 2/3 
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versus 16-QAM with code rate 1/2. This is because cross 8-QAM is not an efficient 

constellation. 

For instance, the spectral efficiency of coded 8-QAM with a rate of 1/2 can be achieved 

by employing the combination of QPSK and rate 3/4. Note that coded QPSK has a lower 

complexity of implementation. The performance comparison is demonstrated in Fig. 5.5. It 

shows that coded QPSK with rate 3/4 scheme has a gain of approximately 1 dB at a BER of 

10"4 over coded 8-QAM with rate 1/2. 

0 0.5 1 1.5 2 2.5 3 3.5 4 
Eb/NQ (dB) 

Figure 5.5: BER performance comparison of two LDPC-coded QAM schemes with the 

same spectral efficiency of 1.5 bits/s/Hz over an AWGN channel. 

5.1.1.3 The Shannon limit gap 

The performances of LDPC-coded modulation can be illustrated from the angle of 

spectral efficiency versus power efficiency (SNR per bit, Eb/N0). After the selection of the 

best coded scheme among the code-modulation pairs with the same spectral efficiency, our 

coded M-QAM system offers a total of 23 spectral efficiencies, from 1.0 to 7.5 bits/s/Hz, in 

which there are 13 coded square QAM and 10 coded cross QAM schemes. We investigate 

the gaps between these coded QAM schemes and the Shannon limit [1] at a BER of 10"4. 
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This is shown in Fig. 5.6 and their corresponding coded modulation schemes are 

highlighted by underlines given in Table 5.4. For reference, the spectral efficiency for 

various uncoded QAM (from BPSK, 77 = 1, to 128-QAM, 77 = 7) are also given. The 

derivation of the Shannon limit is shown in Appendix B. 

In Fig. 5.6, we see that the gap between the Shannon capacity limit and required EbfN0 

of coded square QAM schemes is nearly independent and becomes slightly larger with 

increased spectral efficiency. For the coded schemes with cross QAM constellations, the 

gaps is slightly larger than that of coded square QAM, especially for coded 128-QAM with 

coding rate 1/2 and a spectral efficiency of 3.5 bits/s/Hz. Thus, the coded cross QAM 

schemes are less efficient than the square QAM schemes in this LDPC-coded M-QAM 

system. 
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Figure 5.6: The Shannon limit gap of LDPC-coded QAM for various spectral efficiencies at 

a BER of IO-4. 
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Table 5.4: All LDPC-coded and uncoded modulation schemes for each achievable spectral 

efficiency (from 1.0 to 7.5 bits/s/Hz), where the coded schemes selected in Fig. 5.6 are 

highlighted by underlines. 

Uncoded 
schemes 

Coded schemes Spectral efficiency 
(bits/s/Hz) 

Uncoded 
schemes Coded square-QAM Coded cross-QAM 

Spectral efficiency 
(bits/s/Hz) 

BPSK OPSK, 1/2 - 1.0 
- OPSK. 2/3 - 1.3 
- OPSK. 3/4 8-QAM, 1/2 1.5 
- OPSK, 5/6 - 1.7 

QPSK 16-OAM, 1/2 8-QAM, 2/3 2.0 
- - 8-OAM, 3/4 2.3 

- -
8-OAM, 5/6 

32-QAM, 1/2 2.5 

- 16-OAM, 2/3 - 2.7 

8-QAM 16-OAM, 3/4 
64-QAM, 1/2 - 3.0 

- 16-OAM, 5/6 32-QAM, 2/3 3.3 
-, - 128-0 AM. 1/2 3.5 
- - 32-0AM, 3/4 3.8 

16-QAM 64-OAM, 2/3 
256-QAM, 1/2 " 4.0 

- - 32-OAM, 5/6 4.2 
- 64-OAM. 3/4 512-QAM, 1/2 4.5 
- - 128-QAM, 2/3 4.7 

32-QAM 64-OAM. 5/6 - 5.0 
- 256-QAM, 2/3 128-OAM. 3/4 5.3 
- - 128-OAM, 5/6 5.8 

64-QAM 256-OAM. 3/4 512-QAM, 2/3 6.0 
- 256-OAM. 5/6 - 6.7 
- - 512-0AM, 3/4 6.8 

128-QAM - - 7.0 

' - 512-OAM. 5/6 7.5 
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5.1.2 Performance over flat uncorrelated Rayleigh fading channels 

Based on the analysis above, square QAM constellations are more efficient at achieving a 

good performance for LDPC-coded modulation. Several wireless communication systems, 

such as 3G and 4G mobile communication systems, wireless networks (WiMAX, WiFi, 

HiperLAN/2), DVB-T (Digital video broadcasting-Terrestrial) have adopted three square 

QAM schemes, namely QPSK, 16-QAM and 64-QAM. Hence, we employ these three 

square QAM schemes to evaluate the performance of LDPC-coded modulation for 

transmission over a flat uncorrelated Rayleigh fading channel. Also, these three QAMs 

with appropriate coding rates will also be used for the adaptive coded modulation system 

that we will present later. By combining these QAM schemes with appropriate coding rates, 

various spectral efficiencies from 1 to 5 bits/s/Hz are achieved as shown in Table 5.5. The 

simulation results for each QAM scheme with various coding rates are shown in Fig. 5.7. 

Table 53: Various spectral efficiencies of LDPC-coded modulation used in the 

uncorrelated Rayleigh fading channel. 

Modulation 
Spectral efficiency (bits/s/Hz) 

Modulation Code rate 
1/2 

Code rate 
2/3 

Code rate 
3/4 

Code rate 
5/6 

QPSK 1.0 1.3 13 1.7 

16-QAM 2.0 2.7 10 3.3 

64-QAM 10 4.0 4.5 5.0 
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Eb/NQ (dB) 

(c) 

Figure 5.7: BER performances of LDPC-coded QPSK, 16-QAM and 64-QAM with various 

coding rates for transmission over an uncorrelated Rayleigh fading channel. 

Compared to the performances of coded QAM over an AWGN channel, the LDPC-

coded QAM schemes on the uncorrelated Rayleigh fading channel have much larger coding 

gains with respect to uncoded BPSK. For example, as shown in Fig. 5.7 (c), even coded 64-

QAM, which has the maximum achievable spectral efficiency of 5 bits/s/Hz, is much better 

than uncoded BPSK with the minimum uncoded spectral efficiency of 1 bit/s/Hz. This is 

because over fading channels, code performance depends more on the minimum Hamming 

distance between coded symbol sequences than on the minimum Euclidean distance [57]. 

LDPC codes have excellent Hamming distance properties. Therefore, LDPC-coded 

modulation can achieve excellent performance while having a high spectral efficiency over 

uncorrelated Rayleigh fading channels. 

The spectral efficiency versus the required EbfN0 at a BER of 10"4 for each coded QAM 

modulation is shown in Fig. 5.8. Uncoded QPSK and 16-QAM have spectral efficiencies of 

2 and 4 bits/s/Hz, which is smaller than that of 64-QAM. Thus, for coded QPSK (squares) 

and 16-QAM (stars), the spectral efficiency increases slowly with increasing SNR. We 

notice that for a spectral efficiency of 3 bits/s/Hz, there is a pair of coded modulation 
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schemes that have the same spectral efficiency, namely 16-QAM with rate 3/4 and 64-

QAM with rate 1/2. At a BER of 10"4, the latter has a small SNR gain of 0.2 dB over the 

former. However, since lower order modulations have lower complexity, the coded 16-

QAM scheme with coding rate 3/4 is more practical. 
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Figure 5.8: Spectral efficiency versus the required Eb/NQ at BER = 10"4 for each coded 

QAM modulation, corresponding to Fig. 5.7. 

5.1.3 Decoding complexity 

To evaluate the decoding complexity and delay of our coded modulation system, we 

simulated the BER performance and average number of decoding iterations versus EbfN0 

for coded QPSK and 16-QAM with a fixed coding rate of 2/3, transmitted over both 

AWGN and uncorrelated Rayleigh fading channels. As mentioned before, the decoding is 

performed using the Log-BP algorithm and the maximum number of iterations is set to 30. 

Fig. 5.9 shows the results. 
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Figure 5.9: (a) BER performance of LDPC-coded QPSK and 16-QAM with a fixed coding 

rate of 2/3, transmitted over AWGN and uncorrelated Rayleigh fading channels, (b) The 

corresponding average number of decoding iterations for these three schemes. 
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The average numbers of decoding iterations corresponding to Fig. 5.9 are given in Table 

5.6. For each coded scheme, the number of iterations is 30 for low SNRs and much smaller 

than 30 at high SNRs. For example, at BER = 10"5, the required EbfN0 for each scheme is 

approximately 2.5, 5.5 and 6.2 dB, respectively. From Table 5.6, we can see that the 

corresponding average number of decoding iterations is low and between 8 to 9.5 iterations. 

Obviously, the decoding complexity will be lower with increasing SNR. Therefore, the 

LDPC-coded modulation scheme has a low decoding complexity not only when 

transmitting over the AWGN channel, but also over the uncorrelated Rayleigh fading 

channel. This is a very important benefit for the LDPC-coded modulation system. 

Table 5.6: Average number of decoding iterations. 

EbfN0 
(dB) 

QPSK 
(AWGN) 

16-QAM 
(AWGN) 

QPSK 
(Rayleigh CSI) 

1.0 30.0 30.0 30.0 
2.0 15.6 30.0 30.0 
2.5 8.3 30.0 30.0 
3.0 - 30.0 30.0 
4.0 - 29.6 30.0 
5.0 - 13.5 29.8 
5.5 - 8.3 25.1. 
6.2 - - 9.3 

5.2 Performances of adaptive LDPC-coded modulation 

Based on the principle of adaptive coded modulation (ACM) as explained in section 4.4, 

the performance of an ACM scheme in conjunction with LDPC coding for a flat slowly-

varying Rayleigh fading channel are evaluated and discussed in this section, including the 

BER and spectral efficiency performance and the influence of adaptation threshold 

selection. 
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5.2.1 Candidate pairs 

As mentioned before, WiMAX provides four flexible coding rates, 1/2, 2/3, 3/4 and 5/6, 

and four modulation schemes, BPSK, QPSK, 16-QAM and 64-QAM (optional in the 

uplink). We adopt six different combinations of modulation order and coding rates, as 

shown in Table 5.7. Since the BER performance improves with increasing code length, the 

longer the code length is, the steeper the BER curve is. Thus, we select LDPC codes with a 

code length of 576 bits in order to obtain clear SNR threshold differences under different 

BER levels. 

Table 5.7: The spectral efficiencies and thresholds of six candidate pairs for the proposed 

adaptive LDPC-coded modulation scheme. 

Candidate Modulation Coding rate Spectral 
efficiency 

— ■ 

SNR threshold 

CM-1 BPSK 1/2 0.5 0 < SNR < Yx 
CM-2 QPSK 1/2 1.0 Yx < SNR < y2 

CM-3 16-QAM 1/2 2.0 y2 < SNR < y3 

CM-4 16-QAM 3/4 3.0 y3 < SNR < y4 

CM-5 64-QAM 2/3 4.0 y4 < SNR < y5 

CM-6 64-QAM 5/6 5.0 SNR > y5 

Among the candidate pairs, the rate 1/2 scheme with BPSK is used during the worst 

channel conditions and the scheme with rate 5/6 and 64-QAM is for the best channel 

conditions. Since there are six different pairs employed for this ACM system, we define 

five adaptation thresholds: yi,y2,y3»y4 and y5 as in the method presented in [18]. The 

transmitter looks at the value of the instantaneous SNR, i.e. SNRn, = a^(E s /N0) , where w 

is the index of a transmitted frame, and determines the optimum code-modulation pair. 

Hence, CM-1 (rate 1/2 BPSK) is employed if 0 < SNR < yl5 otherwise, CM-2 (rate 1/2 

QPSK) is chosen if Yx ^ SNR < y2, and so on. The spectral efficiency can vary from 0.5 to 

5.0 bit/s/Hz during transmission. 
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Figure 5.10: BER performance for each candidate pair transmitted over an AWGN channel. 

Fig. 5.10 shows the BER performance as a function of the SNR per bit (Eb/NQ) for each 

candidate pair transmitted over an AWGN channel. The SNR thresholds (see Table 5.8) are 

found from curve fitting on the simulated BER curve of each candidate pair and by setting 

BERo = IO"2, 10"3 and 10"4 (also called error roof in [18]), respectively. 

Table 5.8: The SNR thresholds under different BER levels, obtained from curve fitting in 

Fig. 5.10. 

"^~~-~-̂ Thresholds (dB) 
BERo ^ ^ ^ ^ Yx y2 y3 Y4 Ys 

BERo=10"2 1.5 4.0 5.6 8.3 10.1 

BERo= 10"3 2.2 4.6 6.4 9.0 11.0 

BERo = 10"4 3.0 5.0 7.0 10.0 12.0 

5.2.2 BER and spectral efficiency performances 

The numerical results for the BER and spectral efficiency performance of the proposed 

adaptive LDPC-coded modulation scheme are presented and analyzed. All simulations 
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assumed that the signal attenuation due to fading is kept constant during a frame 

transmission period in order to model a slowly-varying fading channel, corresponding to 

the case when nh c — 1, as explained in section 4.3.2. 

The BER performance of the proposed ACM scheme obtained with BERo =10" is 

given in Fig. 5.11. For comparison, the performance of three code-modulation pairs used in 

a non-adaptive scheme, CM-1, CM-4 and CM-6 (indicated in Table 5.6) are also plotted. 

CM-1 has the best BER performance but the lowest spectral efficiency, 0.5 bit/s/Hz, among 

the six candidate pairs. Conversely, CM-6 has the highest spectral efficiency, 5 bits/s/Hz, 

but the worst BER performance. 
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Figure 5.11: BER performances of adaptive LDPC-coded modulation for BERo = 10"3. 

The BER curve of ACM is between that of CM-1 and CM-4. We can observe that ACM 

can have a coding gain between 5 to 10 dB over CM-6, between 2 to 6 dB over CM-4, 

respectively, and a loss of about 6 dB for large SNRs compared with CM-1. This is because 

to improve spectral efficiency, ACM tends to adopt the code-modulation pair with higher 

spectral efficiency as the SNR is increased. With the SNRs increase, the BER curve of 

ACM tends to CM-6. 
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The spectral efficiency of the adaptive system varies as a function of the SNR. We can 

compute the theoretical average spectral efficiency (ASE) using (4.26) as follows, 

r) = 0.5 • P(0 < a < vx) + 1 • ?(vx < a < v 2 ) + 2 ■ P(v2 < a < v3) 

+3 • P( v3 < a < v4) + 4 x P( v4 < a < v5) + 5 • P( v5 < a < oo) 

= 0.5 + 0.5 • exp( - v 2 ) + exp(- v2
2) + exp(- t73

2) + exp(- v4
2) + exp(- v5

2) 

0.5 + 0.5 • exp ( — ^ .., ) + exp I — - .,, ) + exp 
F v E S / N 0 J

 F v £-s/yv0;
 F 

Ys 

+ exp 
\ EJNJ 

Es/N~) + e X p{ E J N J 

(5.1) 
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Figure 5.12: Theoretical and simulated spectral efficiency of the proposed ACM system for 

BERo=10"3. 

Fig. 5.12 presents the theoretical and simulated average spectral efficiencies. We can see 

that both curves are quite close. It shows an increase of the average spectral efficiency for 

this ACM scheme as the SNR is increased. As seen in Fig. 5.11, at BER = 10"3, the required 

SNR for ACM is 31 dB, and the corresponding spectral efficiency is approximately 4.8 

bits/s/Hz (shown in Fig. 5.12). For that same BER, the SNRs of CM-1, CM-4 and CM-6 are 
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about 25, 35, 40 dB, respectively, with fixed spectral efficiencies of 0.5, 3 and 5 bits/s/Hz. 

Thus, the ACM scheme can outperform CM-4 and CM-6 while having almost the 

maximum spectral efficiency for large SNRs. Although it requires about 6 dB more in SNR, 

ACM has almost ten times the spectral efficiency of CM-1. 

As shown in Fig. 5.12, when ACM attains the spectral efficiency of 3 bits/s/Hz, its SNR 

is approximately 16 dB. The corresponding BER is about 10"2 as found in Fig. 5.11. At the 

same BER of 10"2, CM-4 has an SNR of 20 dB. Thus, ACM has a gain of 4 dB compared to 

CM-4 while attaining the same spectral efficiency of 3 bits/s/Hz. The SNRs (E s/N0) 

needed for a given spectral efficiency for both adaptive and non-adaptive schemes at the 

same BER are given in Table 5.9. The required SNRs for the non-adaptive schemes are 

obtained from the simulation results for the code-modulation pairs, CM-3, CM-4 and CM-5. 

We see that the adaptive scheme outperforms all the non-adaptive schemes for a given 

spectral efficiency at the same BER. 

Table 5.9: Comparison of the adaptive and non-adaptive schemes for the same spectral 

efficiency. 

Spectral efficiency 
(bits/s/Hz) 

SNR (dB) 
BER level Spectral efficiency 

(bits/s/Hz) Adaptive Non-adaptive 
BER level 

2 (CM-3) 12.2 15.4 5.1 XlO"2 

3 (CM-4) 15.5 20.7 2.3 xlO"2 

4 (CM-5) 20.0 24.6 l.lxlO"2 

5.2.3 Influence of the adaptation threshold 

To see the influence on the BER performance of different adaptation thresholds, the BER 

curves with the thresholds defined for BERo = 10"2, 10"3 and 10"4 are given in Fig. 5.13. 

From Fig. 5.10, we know that as BERo is lowered, the SNR thresholds for all schemes 

move to the right (higher SNRs). Thus, as shown in Fig. 5.13, the BER performance is 

improved by decreasing BERo, since the corresponding lower efficiency code-modulation 
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pair is used more often. The SNR gap between schemes under different BERo is 

approximately 2.5 dB. 

The influence of different error roofs and adaptation thresholds on the spectral efficiency 

performance is demonstrated in Fig. 5.14. As expected, the spectral efficiency of the 

schemes using a higher error roof (BERo = 10"2) have a gain of approximately 0.5 to 1 

bits/s/Hz for the same SNR, compared to those with BER0 =10"4. We see that at high SNRs 

(after 30 dB), the spectral efficiencies for the same SNR tend to converge, while the BER 

performances are still different (see Fig. 5.13). This is because after a certain SNR (in this 

case 30 dB), the spectral efficiency reaches the maximum achievable value. Thus, if the 

adaptive system is to operate at high SNRs, it is recommended to use a relatively lower 

error roof. Therefore, schemes with better BER performances are employed while having a 

good spectral efficiency at large SNRs. 

10 15 20 25 
SNR (dB) 

Figure 5.13: The effect of the adaptation threshold on the BER performances of ACM. 
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Figure 5.14: The influence of the error roof on the BER performance of the proposed 

adaptive coded modulation system. 

The selection of the optimum adaptation thresholds for an adaptive system depends on 

the practical situation. Because of the tradeoff between BER and spectral efficiency 

performances, it is difficult to say which one is the best among schemes using different 

error roofs BERo. However, we can consider choosing one scheme that is more suitable for 

the requirement of the practical application. A possible way of improving BER 

performance which would not reduce the average spectral efficiency might be to add an 

interleaver. But as shown in [49], the BER performance of LDPC-coded modulation in a 

correlated Rayleigh fading channel improves only slightly using an interleaver. 



Chapter 6 

Conclusions and suggestions for future 
works 

In this thesis, we studied the principles of LDPC codes and designed a power and 

bandwidth-efficient coded modulation system based on WiMAX LDPC codes for wireless 

communications. The conclusions and suggestions for future studies are discussed in this 

chapter. 

6.1 Thesis conclusions 

6.1.1 LDPC codes with low complexity and fast encoding 

The most difficult part in the implementation of LDPC codes is code construction and 

encoding. We studied a class of irregular LDPC codes with small to moderate lengths 

which are defined in the WiMAX standard. These codes have fast encoding and lower 

construction complexity, owing to the structure of their parity-check matrices. These codes 
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are constructed by a parity-check matrix in an approximate triangular dual-diagonal form 

and encoded using the Richardson-Urbanke encoding algorithm. 

6.1.2 LDPC-coded modulation 

A coded modulation scheme using the WiMAX LDPC codes was presented for wireless 

communication systems. This approach is pragmatic but quite effective for bandwidth 

efficient transmission, because only one encoder and one decoder are employed and it does 

not require an interleaver. This is an advantage over other coded modulation schemes such 

as Turbo coded modulation for reducing the associated complexity. 

It is difficult to analytically evaluate LDPC-coded modulation schemes, so we 

investigated and discussed their performances via computer simulations. The results show 

that the performance of LDPC-coded M-QAM scheme with Gray mapping on the AWGN 

channel is close to the Shannon limit, when using the LDPC codes with a length of 2304 

bits and a maximum of 30 decoding iterations. Furthermore, this coded system can also 

achieve excellent performance over the flat uncorrelated Rayleigh fading channel. The 

performance can also be improved using a larger maximum number of decoding iterations 

and longer LDPC codes. 

6.1.3 Adaptive LDPC-coded modulation 

Another bandwidth efficient scheme was developed based on LDPC-coded modulation for 

flat slowly-varying Rayleigh fading channels. In this scheme, six combinations of encoding 

and modulation pairs are employed for frame by frame adaptation with various spectral 

efficiencies, varying between 0.5 and 5.0 bits/s/Hz, and resulting in several dB of gains in 

BER performance when compared to non-adaptive coded modulation schemes. The 

simulation results confirm that adaptive LDPC-coded modulation has the benefit of 

offering better spectral efficiency under a slowly-varying fading environment while 

maintaining acceptable BER performance. The adaptation thresholds are determined using 
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the method presented in [18]. The use of adaptive coded modulation in wireless 

communications improves spectral efficiency, yielding higher throughputs. Therefore, it is 

suited for next generation wireless systems, such as WiMAX and 4G, for transmission in a 

relatively slowly-varying fading environment. 

6.2 Future works 

Based on the studies in this thesis, several future researches are suggested as follows: 

• Consider combining LDPC codes of sufficient length with much higher-order 

QAMs to achieve near-capacity performances. Possible candidates are the 

standardized LPDC codes in DVB-S2, whose lengths are 16800 bits and 64800 bits. 

• We have only investigated the performance of our proposed coded modulation 

scheme over flat Rayleigh fading channels. We could employ this scheme in a 

variety of channels such as correlated Rayleigh and Rician fading channels. 

• The LDPC-coded modulation system we designed in this thesis can be combined 

with MIMO-OFDM to enable higher throughput communications. 

• Adaptive LDPC-coded modulation techniques can be applied to MIMO systems in a 

slowly-varying fading environment. 



Appendix A 

Parity-check matrices of WiMAX LDPC 
codes 

A base model matrix of the WiMAX LDPC codes is defined in the IEEE 802.16e standard 

[14] for the largest code length (n = 2304) of each code rate. The set of shifts {p(i,j)} in 

the base model matrix are used to determine the shift sizes for all other code lengths of the 

same code rate. Each base model matrix has nb = 24 columns, and the expansion factor Zf 

is equal to n/24 for code length n. Here / is the index of the code lengths for a given code 

rate, / = 0, 1,2, ... 18. For code length n = 2304, the expansion factor is set to z0 = 96. 

For code rates 1/2, 3/4 A and B, 2/3 B and 5/6, the shift sizes {p(f, i,j)} for a code size 

corresponding to expansion factor Zf are derived from {p(t',/)} by scaling p(i,j) 

proportionally, 

P(f, i,j) = • 
' Pay), p(i,D<o 

p(i,j)zf\ ( A - 1 ) 
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where \x\ denotes the flooring function that gives the nearest integer towards —cx». 

For code rate 2/3 A, the shift sizes {p(f, i,j)} for a code size corresponding to expansion 

factor Zf are derived from [p(i,j)} by using a modulo function, i.e. 

P(i.j), 
Vif. i.f) = 

p(i,D < 0 

mod(p(/,y), Zf), v(i,f) > 0 
(A. 2) 

Code rate 1/2 

94 73 55 83 7 0 
27 22 79 9 12 0 0 

24 22 81 33 0 
61 47 65 25 

39 84 41 72 
46 40 82 79 

95 53 14 18 
11 73 2 47 

12 83 24 43 51 
' 94 59 70 72 

7 65 39 49 
43 65 41 26 

0 0 
0 0 

0 0 
0 0 

0 0 
0 0 

0 0 
0 0 

0 0 
0 

Code rate 2/3 A 
\ ' 

"3 0 2 0 3 7 1 0 
1 36 34 10 18 2 3 0 0 0 
12 2 15 40 3 15 2 13 0 0 
19 24 3 0 6 17 8 39 0 0 

20 6 
10 28 

10 
20 

29 
8 

28 
36 

14 38 
21 45 

0 0 0 
0 0 

35 25 37 21 5 0 9 4 20 0 0 
6 6 4 14 30 3 36 14 0 



APPENDIX A. 105 

Code rate 2/3 B 

2 19 47 48 36 82 47 15 95 0 
69 88 33 3 16 37 40 48 0 0 

10 86 62 28 85 16 34 73 0 0 
28 32 81 27 88 5 56 37 0 0 

23 29 15 30 66 24 50 62 0 0 
30 65 54 14 0 30 74 0 0 0 

32 0 15 56 85 5 6 52 0 0 0 
0 47 13 61 84 55 78 41 95 0 

Code rate 3/4 A 

6 38 3 93 30 70 86 37 38 4 11 46 48 0 
62 94 19 84 92 78 15 92 45 24 32 30 0 0 
71 55 12 66 45 79 78 10 22 55 70 82 0 0 
38 61 66 9 73 47 64 39 61 43 95 32 0 0 0 

32 52 55 80 95 22 6 51 24 90 44 20 0 0 
63 31 88 20 6 40 56 16 71 53 27 26 48 0 

Code rate 3/4 B 

81 28 14 25 17 85 29 52 78 95 22 92 0 0 
42 14 68 32 70 43 11 36 40 33 57 38 24 0 0 

20 63 39 70 67 38 4 72 47 29 60 5 80 0 0 ' 
64 2 63 3 51 81 15 94 9 85 36 14 19 0 0 

53 60 80 26 75 86 77 1 3 72 60 25 0 0 
77 15 28 35 72 30 68 85 84 26 64 11 89 0 0 
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Code rate 5/6 

25 55 47 4 91 84 8 86 52 82 33 5 0 36 20 4 77 80 0 
6 36 40 47 12 79 47 41 21 12 71 14 72 0 44 49 0 0 0 0 

51 81 83 4 67 21 31 24 91 61 81 9 86 78 60 88 67 15 0 0 
50 50 15 36 13 10 11 20 53 90 29 92 57 30 84 92 11 66 80 0 

where unmarked positions are zero matrices, "0" is the identity matrix and a number 

represents a right cyclic-shift Zf x Zf identity matrix by this number. 



Appendix B 

Calculation of Shannon limit on AWGN 
channels 

The Shannon limit is derived as follows. Let the channel capacity C of an AWGN channel 

(Shannon-Hartley theorem) [ 1 ] be stated as 

C = fllog2(l+^) , (B.l) 

where B denotes the bandwidth, S = EbRb (Watt) denotes the average received signal 

power witirEj, the energy per bit, Rb the transmission bit rate and N = N0B (Watt) is the 

average noise power. Thus we have, 

S Eh Ri, 
- = — • — (B.2) 
N N 0 B K J 

Substituting (B.2) into (B.l) and rearranging terms yields, 
C 

B 
( Eb Rb \ 
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For the case where the transmission bit rate is equal to the channel capacity, Rb = C. Hence, 

we modify (B.3) as follows: 

'CV 1 

No 
= ( 2 * - l ) . ( - ) (B.4) 

Therefore, as shown in Fig. 5.4, CfB, i.e. the spectral efficiency (bits/s/Hz) versus 

EbfN0 in accordance with (B.4) is plotted. As B -» oo or C/B -» 0, we get the Shannon 

capacity limit, 

Eh 1 
0.693 « -1.6 (dB) (B.5) No log2 e 
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