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Résumé 

 

L’ADN dans nos cellules est exposé continuellement à des agents génotoxiques. 

Parmi ceux-ci on retrouve les rayons ultraviolets, les agents mutagènes chimiques d’origine 

naturelle ou synthétique, les agents radiomimétiques, et les dérivés réactifs de l’oxygène 

produits par les radiations ionisantes ou par des processus tels que les cycles métaboliques 

redox. Parmi les dommages infligés par ces agents, les plus dangereux sont les cassures 

simples- et double-brin de l’ADN qui brisent son intégrité et doivent être réparées 

immédiatement et efficacement afin de préserver la stabilité et le fonctionnement du 

génome. Dans la cellule, ces cassures sont formées et réparées au niveau de la chromatine, 

où l'environnement moléculaire et les évènements impliqués sont plus complexes et les 

systèmes expérimentaux appropriés pour leur exploration sont peu développés.  

L’objectif de ma recherche visait ainsi l’exploration de ces processus et le 

développement de nouveaux modèles qui nous permettraient d’étudier plus précisément la 

nature de la formation et de la réparation des cassures simple- et double-brin de l’ADN in 

vivo. J’ai utilisé comme modèle un minichromosome (l’episome du virus Epstein-Barr) 

d’environ 172 kb, qui possède toutes les caractéristiques de la chromatine génomique. Nous 

avons observé que la radiation gamma induit un changement conformationnel de l’ADN du 

minichromosome par la production d’une seule cassure double-brin (CDB) localisée de 

façon aléatoire. Une fois linéarisé, le minichromosome devient résistant à des clivages 

supplémentaires et par la radiation ionisante et par d’autres réactifs qui induisent des 

cassures, indiquant l’existence d’un nouveau mécanisme qui dépend de la structure 

chromatinienne et par lequel une première CSB dans le minichromosome confère une 

résistance à la formation d’autres cassures. 

 De plus, la reformation des molécules d’ADN du minichromosome surenroulées 

après l’irradiation indique que toutes les cassures simple-brin (CSB) et CDB sont réparées 

et les deux brins fermés de façon covalente. Nos découvertes indiquent que la réparation 

par ligature d'extrémités d'ADN non homologues est le principal mécanisme responsable de 

la réparation des CDB, alors que la réparation des CSB est indépendante de la polymérase 

poly-ADP ribose-1 (PARP-1). La modélisation mathématique de la cinétique de réparation 

et le calcul des vitesses de réparation a révélé que la réparation des CSB est indépendante 
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de la réparation des CDB, et représente l’étape limitante dans la réparation complète des 

minichromosomes.  

 Globalement, nous proposons que puisque ce minichromosome est comparable en 

longueur et en topologie aux boucles d’ADN sous contrainte de la chromatine génomique 

in vivo, ces observations pourraient fournir une vision plus détaillée de la cassure et de la 

réparation de la chromatine génomique. 
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General Abstract 

 
 DNA in our cells is exposed continually to DNA-damaging agents. These include 

ultraviolet light, natural and man-made mutagenic chemicals, and reactive oxygen species 

generated by ionizing radiation or processes such as redox cycling by heavy metal ions and 

radio-mimetic drugs. Of the various forms of damage that are inflicted by these mutagens, 

the most dangerous are the single- and double-strand breaks (SSBs and DSBs) which 

disrupt the integrity of DNA and have to be repaired immediately and efficiently in order to 

preserve the stability and functioning of the genome. In the cell, induction and repair of 

strand breaks takes place in the context of chromatin where the molecular environment and 

the events involved are more complex and suitable experimental systems to explore them 

are much less developed. A major focus of my research was therefore aimed towards 

exploring these processes and developing new models which will allow us to look more 

precisely into the nature of induction and repair of SSBs and DSBs in DNA in vivo. 

 We used as a model the naturally-occurring, 172 kb long Epstein-Barr virus (EBV) 

minichromosome which posses all the characteristics of genomic chromatin and is 

maintained naturally in Raji cells. Gamma-irradiation of cells induces one, randomly-

located DSB and several SSBs in the minichromosome DNA, producing the linear form. 

The minichromosome is then resistant to further cleavage either by ionizing radiation or by 

other break-inducing reagents, suggesting the existence of a novel mechanism in which a 

first SSBs or DSBs in the minichromosome DNA results in a conformational change of its 

chromatin which confers insensitivity to the induction of further breaks. 

 Supercoiled molecules of minichromosome DNA were reformed when cells were 

incubated after irradiation, implying that all SSBs and DSBs were repaired and both strands 

were covalently closed. Using specific inhibitors or siRNA depletion of repair enzymes, we 

found that Non Homologous End Joining was the predominant pathway responsible for 

DSB repair, whereas repair of SSBs was PARP-1 independent. We could also show clearly 

that topoisomerases I and II are not required for repair. Mathematical modeling of the 

kinetics of repair and calculation of rate constants revealed that repair of SSBs was 

independent of repair of DSBs and was the rate-limiting step in complete repair of 

minichromosomes. 
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 Overall, we propose that since this minichromosome is analogous in length and 

topology to the constrained loops which genomic chromatin is believed to form in vivo, 

these observations could provide more detailed insights into DNA breakage and repair in 

genomic chromatin. 
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1. Introduction 

 This Introductory section presents an overview of our current understanding of the 

different types of damage which occur in the DNA of eukaryotic cells exposed to ionizing 

radiation (IR) and of the molecular machines which repair this damage, especially strand 

breaks, and maintain the integrity of our genome. 

1.1 Damage to DNA caused by ionizing radiation 

 DNA consists of two long backbone linear polymer chains made of sugar and 

phosphate groups joined by ester bonds. To each of the sugar moieties, one of the four 

bases adenine, guanine, thymine or cytosine is attached, forming two strands with an anti-

parallel sequence of bases which encode the cell's genetic information. This information 

specifies the sequence of the amino acids (aa) in proteins and is essential for every process 

occurring in the cell. Although eukaryotic DNA is fairly stable in a chemical sense, many 

different agents have an effect on its structure and integrity and in consequence can lead to 

mutations that in some cases cause serious diseases in humans.  

1.1.1 Types of DNA damage induced by radiation 

 Cellular DNA can be damaged by a plethora of different endo- and exo-genous 

agents. Spontaneous errors during replication, together with deamination, depurination and 

oxidation represent endogenous sources of damage, while UV radiation, ionizing radiation, 

chemical compounds, and genotoxic drugs are the best-known exogenous sources. 

Moreover, in addition to these known exogenous agents the constant industrial evolution 

over the last centuries has introduced millions of new exogenous pollutants into human 

enviroments, whose exact mechanism of action on living cells is unknown but of which 

many are believed to possess a carcinogenic and mutagenic capacity and can accumulate in 

cells during their life. It is believed that under normal circumstances DNA damage by 

endogenous factors predominates, but nevertheless mutations caused by exogenous sources 

are also of great importance and in highly-developed societies may be the cause of 75-80% 

of all cancer cases [2].  
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Ionizing radiation (IR) such as that created by radioactive decay or in cosmic rays is one of 

the best known and widely studied exogenous DNA damaging agents. It has long been 

known that it can induce a broad spectrum of DNA lesions including damage to 

nucleotides, bases, cross-linking, and single- and double-strand breaks [3]. From one side, 

at the cellular level DNA lesions caused by IR may hamper processes such as transcription 

or replication of DNA and result in cell cycle arrest and mutations as well as ultimately in 

cell death. At the organism level, DNA damage has been implicated in several inherited 

diseases such as cancers, genetic disorders, and aging. However, on the other hand since 

DNA-damaging agents such as IR, UV light or chemotherapeutic drugs are widely used in 

medicine and especially during cancer therapy an understanding of their action on cellular 

DNA is of great importance for every aspect of our life. 

1.1.1.1 Modifications of DNA bases  

In general, both direct and indirect modifications of purine and pyrimidine bases are 

the most frequently occurring types of DNA damage. They can undergo several different 

types of alteration such as oxidation, cross-linking, alkylation, deamination, or spontaneous 

hydrolysis of which the two first are the best known and characterized types of base 

damage induced by IR. 

1.1.1.1.1 Oxidation 

 Under normal circumstances one of the most common processes by which DNA is 

damaged is oxidation of its components by very reactive molecules termed reactive oxygen 

species (ROS). On one hand, all kinds of ROS such as hydroxyl radicals, singlet oxygen, 

hydrogen peroxide, or peroxynitrite are formed as by-products of oxidative metabolism and 

are released during normal endogenous respiration processes, but on the other hand they are 

also known to be extensively generated by exposure to IR [3]. In aerobic conditions, 

cytochrome oxidase normally minimizes the level of ROS by catalyzing the metabolism of 

oxygen to water without the accumulation of reactive intermediates, but nevertheless some 

superoxide radicals (O2
-•) are formed and then metabolized to other forms of ROS [4]. On 

its own, the superoxide anion radical exhibits a very limited reactivity, but in the process 

http://en.wikipedia.org/wiki/Ionizing_radiation
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catalyzed by superoxide dismutase it is converted to hydrogen peroxide (H2O2) and 

subsequently to the very reactive hydroxyl radicals (OH•) and singlet oxygen (1O2) 

molecules (Fig. 1.1). The reactivity of HO• is so great that it does not diffuse more than one 

or two molecular diameters before reacting with a cellular component [2]. In an average 

human cell it is estimated that approximately 1% of all molecules of oxygen are converted 

to a variety of ROS which produce around 10'000- 20'000 different oxidation–related 

DNA-damaging events per day [5, 6]. Moreover, in moments of additional environmental 

trauma such as exposure to IR the total level of ROS greatly exceeds the capacity of 

cellular antioxidant mechanisms and causes an “oxidative stress” which significantly 

accelerates DNA damage and contributes to cellular aging processes. 

 

 

Fig. 1.1. The major reactive oxygen species (ROS) and reactive nitrogen species (RNS) derived 

from the biological conversion of oxygen into superoxide ion (O2°− ) and nitric oxide (NO°) 

(adapted from [4]). 

 ROS formed in this way cause several types of DNA lesions, which although 

mainly affecting the DNA bases may also affect the integrity of the 2-deoxyribose moieties 

and cause formation of adducts as well as crosslinks. The most ROS produced by radiation, 
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hydroxyl radicals (OH•), react with guanine or adenine at positions 4, 5 or 8 and generate a 

variety of products (Fig. 1.2).  

 

 

Fig. 1.2. Modified bases resulting from the attack of ROS on DNA . The structure of products 

formed by addition of a hydroxyl radical to position 8 of the purine ring (A) or position 5 or 6 of the 

pyrimidine ring (B). (Adapted from [7]). 

 

 Among these, the best studied and documented is 8-oxo-7,8-dihydroguanine (8-

oxoG) which has a strong mutagenic potential and preferentially mispairs with adenine 

rather than cytosine during post-damage replication of DNA, generating GCTA 

transversions. Another quite common oxidative modification of guanine results in 

formation of the OH-dG radical, which undergoes either oxidation or reduction shortly after 

its formation and also produces 8-oxoG or 2,6-diamino-4-hydroxy-5-formamidopyrimidine 

(FAPy-guanine, FAPy-dG), respectively. This latter modification can lead to GCCG 

transversions and is caused especially by IR and other ROS-producing agents. Among the 

remaining types of oxidized bases, the most frequent are 4,6 diamino-5 

formamidopyrimidine (Fapy-adenine), 5,6-dihydroxy-5,6-dihydrothymine (thymine 
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glycol), and 5,6-dihydroxy-5,6-dihydrocytosine (cytosine glycol). The latter two are often 

detected in human cells at levels similar to that of 8-oxoG, and if they remain unrepaired 

they can result in CT transitions during the subsequent cycle of DNA replication [2, 7].  

 In addition to these oxidative modifications of DNA bases, ROS may also affect the 

stability of other components, i.e. the deoxyribose moieties. The most common example, 

abstraction of hydrogen from 2-deoxyribose and ribose by hydroxyl radicals, leads to the 

formation of carbon-centered radicals which in the presence of oxygen undergo different 

reactions giving rise to DNA strand breaks. On the other hand, oxidation of C1 and C4 of 

deoxyribose leads to either a strand break or to the formation of 2-deoxyribonolactone, 

respectively, whereas the C5 radical of 2-deoxyribose may react with the adjacent purine 

ring and among other effects form 8,5’-cyclo-2’deoxyguanosine which distorts the normal 

structure of DNA and is more difficult to repair than other base lesions [7]. 

At this point, it is worth mentioning that oxidation induced by IR may also cause 

damage to other important cellular components, phospholipids; these are major constituents 

of all cell membranes and their polyunsaturated fatty acid residues are very sensitive to 

oxidation by free radicals. The main oxidation products of phospholipids are short-lived 

hydroperoxides which are reduced to fatty acid alcohols, epoxides, aldehydes, and other 

products. The major aldehyde products are crotonaldehyde, acrolein and malondialdehyde 

(MDA). All of these are highly reactive substances and form very mutagenic exocyclic 

DNA adducts which block normal Watson-Crick base pairing [8]. 

 Additionally, IR may also, both directly and indirectly, cause severe damage to 

RNA integrity. Strand breaks or oxidative damage to protein-coding RNAs or non-coding 

RNAs may cause errors in protein synthesis or dysregulation of gene expression [9]. The 

mechanism of mRNA damage and any resulting patho-physiological outcomes are poorly 

understood and the potential deleterious effects of RNA damage have not been widely 

appreciated. However, since a variety of RNA molecules have been found to have functions 

beyond the well-known roles of messenger, ribosomal and transfer RNA, damage cause by 

IR in these ‘Non-coding RNAs’ (ncRNAs) has recently become an interesting area of 

research. ncRNAs are formed in cells mainly from introns and transcripts from non-protein 
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coding genes, and play roles in the regulation of transcription, translation or localisation of 

RNA and protein [10]. Among the superfamilies of non-coding RNAs, micro-RNAs 

(miRNAs) have been the most investigated in regard to radiation damage. miRNAs are 

non-coding RNA species, 18-24 nucleotides in length, which in mammals are processed by 

the enzyme Dicer and function by base pairing imperfectly with a target mRNA to inhibit 

protein synthesis. The effect of radiation on miRNA expression appears to vary according 

to cell type, radiation dose, and post-irradiation time point [11]. Ilnyytskyy et al. [12] 

demonstrated that irradiation of hematopoietic tissues resulted in a significant deregulation 

of their microRNA expression and suggested that these changes may reflect a protective 

mechanisms counteracting radiation cytotoxicity. The observed significant increase in the 

expression of miR-34a was paralleled by a decrease in the expression of its target 

oncogenes NOTCH1, MYC, E2F3 and cyclin D1 whereas downregulation of miR-7 

triggered upregulation of lymphoid-specific helicase LSH, a pivotal regulator of DNA 

methylation and genome stability [12]. Another example of radiation-regulated miRNA is 

miR-521, whose expression level changes significantly in irradiated prostate cancer cells. 

Interestingly, this radiation-dependent modulation of miR-521 expression was strictly 

correlated with the expression levels of its predicted target protein Cockayne syndrome 

protein A (CSA) which is a known DNA repair protein [13]. Furthermore, irradiation 

significantly altered the expression of microRNA 194 (miR-194) which putatively targets 

both DNA methyltransferases and thus regulates the epigenetic state of genes. 

1.1.1.2 Formation of DNA-protein crosslinks 

DNA-protein interactions are implicated in every aspect of gene expression, and 

because of this they are one of the most strictly regulated processes in cell metabolism. 

Under normal circumstances these interactions are reversible and only very few proteins, 

for example topoisomerases [14], bind covalently to DNA. However, regulatory proteins 

which are not covalently bound can become covalently cross-linked to chromatin or to 

already anchored protein-DNA complexes. In general, such crosslinks severely disrupt gene 

expression and may lead to arrest of ongoing replication and consequently to cell death if 

the damage is not repaired promptly [15]. It has been demonstrated that exposure of cells to 

IR increases the number of proteins which are covalently bound to DNA, reflecting the 
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formation of DNA-protein crosslinks. Treatment of irradiated cells with a protease, but not 

with a concentrated salt solution, completely removes the DNA-bound proteins which seem 

to be very similar to those seen after ultraviolet irradiation [15]. Formation of such DNA-

protein crosslinks can be observed already after very small doses of radiation (0.5 Gy) and 

seems to be directly proportional to the irradiation dose [15, 16]. 

1.1.1.3 DNA strand breaks 

Because of their crucial influence on genome stability, the formation and repair of 

single-strand breaks (SSBs) and double-strand breaks (DSBs) in DNA have been in the 

center of scientific interest for many years. Both of these are produced either during regular 

metabolic processes by topoisomerases [17], replication fork "collapse" [18] or by 

exogenous agents such as IR [19], topoisomerase inhibitors [17], or radiomimetic drugs 

[19]. Strand breaks pose a serious threat for genome stability, and if not repaired promptly 

may cause different types of DNA rearrangement and mutations with carcinogenic 

potential. 

1.1.1.3.1 Single-strand breaks (SSBs) 

 SSBs, as the name indicates, are discontinues in one strand of the DNA double helix 

and under normal circumstances are believed to occur a few orders of magnitude more 

frequently than their double strand counterparts [20]. Under normal physiological 

conditions, SSBs are mainly formed by the DNA oxidation processes described above and 

are usually accompanied by loss of single nucleotides as well as by damaged termini at the 

site of the break. The first and direct cause of SSBs is disintegration of oxidized sugars, 

while the second, indirect cause is mainly related to base excision repair (BER) processes 

[21]. Moreover, some enzymes such as topoisomerase I which participates in changes of 

DNA topology during transcription and replication, introduce a transient SSB into DNA as 

an intermediate in their reaction (the “cleavable complex”). Chemical or physical 

deregulation of topoisomerase I activity, for example by the inhibitor camptothecin [17] or 

due to the close proximity of another DNA lesion, inhibits the resealing step of the 

enzyme's cleavage complex and converts it into a covalent topoisomerase I-linked SSB. It 
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has been demonstrated that formation of such complexes and defects in their repair may be 

a source of the serious genetic neurodegenerative disease spinocerebellar ataxia with axonal 

neuropathy 1 (SCAN1) [22]. At the molecular and cellular level, formation of SSBs and 

lack of efficient repair processes may results in several serious consequences. In 

proliferating cells formation of SSBs before or during the S phase and lack of their repair 

may cause blockage and collapse of ongoing replication forks, which subsequently can 

escalate the damage by giving rise to DSBs (described below) [23]. On the other hand, in 

non-proliferating cells SSBs affect transcription by blocking the progression of RNA 

polymerases; in the case of SSBs caused by topoisomerase I the site of this premature 

termination is located 10 base pairs upstream of the topoisomerase I-linked nucleotide on 

the coding strand [24]. Additionally, if many unrepaired SSBs accumulate the activity of 

their main sensor poly(ADP-ribose) polymerase 1 (PARP-1) leads to depletion of cellular 

NAD+ and ATP levels and in consequence the cell is condemned to apoptotic death [25]. 

1.1.1.3.2 Double-strand breaks (DSBs) 

Among all the possible types of DNA lesions, DSBs symbolize the most serious and 

dangerous. DSBs represent the simultaneous interruption of both DNA strands such that 

base pairing and chromatin structure are unable to keep them juxtaposed. As a 

consequence, the two extremities of the DNA double helix are physically separated from 

one another causing disruption in continuity of the genetic information, and interestingly 

even one, single DSB may lead to cell death or carcinogenesis if not repaired promptly or 

repaired improperly [19]. 

DSBs are the primary source of the alterations of normal chromosome structure 

termed chromosomal aberration (CA) [19]. There are two main types of aberration, intra- 

and inter-chromosomal, the first comprising changes within a single chromosome, for 

example deletion or inversion, and the second rearrangements between two or more 

chromosomes such as translocation or formation of a dicentric chromosome. While certain 

types of CA are lethal, others may lead to oncogenic transformation and in fact their 

creation is a hallmark of cells of many tumours and of an ongoing carcinogenic process 

[19]. However, in spite of decades of research the molecular mechanisms of formation of 

CAs are still not entirely understood and three main hypotheses attempt to explain their 
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occurrence, namely the “breakage and reunion”, the “exchange” and the “molecular” 

theories [19]. In all these models, the formation of a DSB is considered to be the primary 

lesion which initiates the subsequent steps in formation of a CA [26]. The current dogma is 

that DSBs are produced by both endogenous events including the action of topoisomerases, 

V(D)J recombination, replication, and meiosis as well as by exogenous agents including IR, 

topoisomerase inhibitors, and radiomimetic drugs [19]. 

 

1.1.1.3.2.1 Double-strand breaks formed during V(D)J recombination  

 V(D)J recombination occurs during the development of B- and T-lymphocytes and 

provides the basis for the antigen-binding diversity of immunoglobulins (Igs) and T-cell 

receptors (TCRs). This variety of possible protein structure combinations is necessary for 

the recognition of diverse antigens from bacterial, viral or parasitic invaders. Igs and TCRs 

are encoded by specific gene loci organized into sets of V gene segments, followed by D 

gene and J gene segments [27]. During V(D)J recombination, random parts of each of the 

segments are excised and joined together to form the antigen receptor variable domain exon 

that codes for specific Igs or TCRs. The V(D)J process is initiated by the proteins RAG1 

and RAG2 that bind at specific recognition sequences (recombination signal sequences, 

RSSs) located directly next to the V, D or J gene segments. After binding, the RAG protein 

complex generates a DSB in the RSS region in two successive steps, forming a hairpin 

conformation at the terminus of each V, D or J segment and a blunt DNA end within the 

RSS region. Next, proteins of the non-homologous end joining (NHEJ) DNA repair 

pathway open the hairpins and join the resulting ends [27]. As a result, the antigen receptor 

gene segments are assembled next to one another and form a functional antigen receptor 

variable domain exon. Mutations in the genes responsible for coding the V(D)J pathway are 

often associated with cancers of lymphoid origin such as Burkitt’s lymphoma, where the 

gene c-myc is often juxtaposed to the immunoglobulin heavy chain genes by rearrangement 

[28]. Under normal physiological conditions V(D)J recombination represents a very strictly 

regulated and harmonious process involving formation of DSBs. 

 

http://en.wikipedia.org/wiki/Antigen
http://en.wikipedia.org/wiki/Bacteria
http://en.wikipedia.org/wiki/Virus
http://en.wikipedia.org/wiki/Parasite
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1.1.1.3.2.2 Strand breaks produced by inhibitors of topoisomerases 

Under normal conditions, topoisomerases are involved in relaxation of DNA in 

chromatin to relieve superhelical tension during DNA replication and transcription, as well 

as for recombinational processes and chromosome condensation and segregation. To date, 

four different topoisomerases have been reported in higher eukaryotes: topoisomerases I 

and III which belong to the type I topoisomerase family, and topoisomerases II and   that 

make up the topoisomerase II family. Both topoisomerase I and II have a somewhat similar 

DNA tension-relieving function in the cell, but whereas topoisomerase I is more active 

during transcription, toposiomserase IIα is essential in proliferating cells and assists in 

chromosome condensation, segregation and replication, whereas topo IIβ tends to be 

associated with DNA repair, transcription and development. The mechanism of action of 

the two types of topoisomerase differs significantly, since topoisomerase I allows DNA to 

swivel on its axis by creating a transient, enzyme-bound SSB while topoisomerase II causes 

formation of a transient enzyme-bound DSB through which another duplex is passed [17]. 

Mammalian topoisomerase II is the cellular target of many potent antitumour drugs such as 

VP-16 (etoposide), VM-26 (teniposide) or DNA-intercalating acridines (m-AMSA and o-

AMSA), which are termed topoisomerase II poisons and interfere with the DNA rejoining 

reaction carried out by the enzyme, thus trapping it while covalently bound to DNA in what 

is termed the “cleavable complex” [17]. It is still not clear how these stalled topoisomerase 

II complexes are removed from DNA, but it has been demonstrated that their formation 

triggers the non-homologous end joining (NHEJ) system normally used for DSB repair 

(more details below) [29]. 

 

1.1.1.3.2.3 Strand breaks produced by ionizing radiation  

In general, as mentioned above IR is a type of high-energy radiation capable of 

interacting with and removing one or more electrons from an atom or molecule through 

which it passes. IR includes X-rays, neutrons, and cosmic rays as well as radiation from 

radioactive materials such as alpha and beta particles or gamma rays. Because of their 

physical properties, different kinds of IR are widely used in many branches of today’s 

medicine such as radiology or cancer therapy [30]. 
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The damaging effects of IR on the human body became evident soon after the 

description of X-rays by Wilhelm Roentgen in 1895 [30]. Moreover, its “destructive” 

character was confirmed on a very wide scale after a series of accidental exposures during 

the 20th century and especially after the detonation of the atomic bombs in Japan. Radiation 

damage to humans can be classified in various ways, but one of the simplest and most 

important is related to the time it takes for the damage to be visible leading to a distinction 

between "prompt" and "delayed” effects. Prompt effects are those which become manifest 

within a year (or usually within days or weeks) following exposure and include visible skin 

damage and hair loss, as well as the classical symptoms of acute radiation poisoning termed 

radiation sickness or acute radiation syndrome (ARS). Delayed effects include cataracts, 

genetic damage, premature aging, or different types of cancer and leukemia and are not 

observed until years after the exposure to IR [31]. 

 At the cellular level the effects of IR manifest themselves as damage to different 

cellular components including proteins, lipids, carbohydrates and, of particular 

significance, nucleic acids. In fact, DNA exemplifies the cellular component most sensitive 

to IR, and doses that efficiently induce DNA damage are substantially smaller that those 

which affect other cell components. Unlike chemical agents whose damaging potential are 

strongly dependent on diffusion processes and thus may be affected by cellular structures, 

IR is typically highly penetrating and damage induction is complete within a few 

microseconds after exposure. Random energy deposition by IR induces a wide variety of 

the kinds of DNA lesions described above such as SSBs and DSBs, oxidized bases, and 

apurinic/apyrimidinic sites. Of these, DSBs are known to be the most important for cell 

killing and as it has been estimated that 1 Gy of IR induces around 40-60 DSBs per diploid 

cell [6]. Moreover, in addition to the DNA breaks directly caused by irradiation, further 

breaks may be formed as a consequence of repair processes that eliminate closely-spaced 

base or sugar damage on opposite strands [6]. 

 The damaging effect of IR is not limited to the induction of individual DNA lesions, 

but frequently leads to the production of clustered damage encompassing two or more DNA 

lesions of the same or different nature (DSBs, SSBs, oxidized bases, AP sites) in close 

proximity to each other [32]. In such a case, depending on the size of the region covered by 

damage one can distinguish local and regional multiply-damaged sites (LMDS and RMDS 
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respectively). The term LMDS applies mainly to a short damaged region of the DNA helix, 

while RMDS encompasses regions that spread over much larger distances of chromatin. It 

is believed that due to the high local concentration of DNA damage and the consequent 

challenging complications for repair, clustered damage at LMDS and RMDS are a primary 

source of post-radiation cell death [33]. 

 In general, two main mechanisms by which IR can induce DNA damage can be 

distinguished. The first is a direct interaction of charged particles with DNA, whereas the 

second is mainly related to the radiolysis of water molecules and indirect DNA damage. In 

the direct mechanism the kinetic energy of photons directly affects the structure of the 

DNA helix and induces single and/or double strand breaks in the phosphodiester backbone. 

On the other hand, the indirect effect is strictly correlated with the production of the free 

radicals described above which cause oxidation-related DNA damage: 

 

H2O + IR  eaq
- + H2O+ (excited water) 

H2O+ + H2O  H3O+ + OH• (hydroxyl radical) 

H2O + e-  OH• + H• (hydrogen radical) 

OH• + OH•   H2O2 (peroxide) 

 

The radiolysis of water molecules is not the only source of free radicals produced by 

radiation, and in the presence of free metal cations additional ROS may be formed 

according to the Fenton reaction, for example:  

H2O2 + Fe2+  OH• + OH- + Fe3+ 

 

A detailed molecular comparison revealed that indirect DNA damage induced by IR 

is essentially identical to that caused by ROS produced by metabolism. In both cases the 

resultant free radicals are highly reactive, and due to their very short life time (~10-10 sec) 

only those formed in a water layer of 2-3 nm around DNA are able to participate in DNA 

damaging processes. However, in the presence of dissolved oxygen additional more stable 

radicals can be formed which migrate for much larger distances and cause additional DNA 

damage: 
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H• + O2  HO2
• (superoxide/hydroxy radical) 

OH• + O2  HO3
• (hydrogen trioxy radical) 

 

 The exact ratio of DNA damage produced by indirect and direct mechanisms varies 

between different types of radiation and is closely associated with their ionizing abilities as 

well as their relative biological effectiveness (RBE) [34]. RBE does not translate directly 

into physical units of exposure (Rads, Grays etc.) but allows two or more different kinds of 

radiation to be compared with respect to their efficacy in causing biological injury. One 

important consideration affecting RBE is the parameter termed the "quality" of the IR, and 

in general a given dose of alpha or neutron radiation is much more effective in causing 

biological damage than an equal dose of beta, gamma or x-radiation. This difference in 

effectiveness is related to a physical quantity called Linear Energy Transfer (LET) which 

describes the energy deposition pattern along the trajectory of radiation particles [35]. 

Sparsely IR such as beta, gamma or x-rays creates many ions, but their number created per 

unit of track length is relatively small and consequently they are termed "low-LET 

radiation". On the other hand, most of the protons or ions created by an alpha particle are 

quite close together, in fact confined to just a few cells, and are described as "high-LET 

radiation" [35, 36]. Because of its high ionization density it is believed that high-LET 

radiation damages DNA mainly by the direct pathway, while low-LET radiation induces a 

variety of lesions, representing up to 70% of all damaging events, by indirect, ROS-related 

mechanisms [36, 37]. This different mechanism is reflected in the relative RBE values, and 

experimental evidence indicates that the high-LET radiation always has a higher RBE than 

low-LET radiation [33, 36-38]. 

Apart from the radiation quality, the radiosensitivity of cells is influenced by many 

other factors such as their proliferation rate or stage in the cell cycle. It is generally 

believed that the most radiosensitive cells are these which are actively proliferating, for 

example in the blood-forming tissues or the reproductive organs. The blood-forming cells, 

located mainly in the bone marrow and both immature and rapidly-dividing, are highly 

susceptible to radiation injury whereas the most mature blood cells are relatively 

radioresistant. A curious exception to this rule is the lymphocyte, a particular kind of 

mature white blood cell which is extremely radiosensitive, but the reason for this 



 14 

phenomenon is still unknown. In fact, since cancer cells proliferate more rapidly than 

healthy cells their preferential sensitivity to killing by IR is widely exploited during 

different kinds of radiation therapy. The sensitivity of cells to IR differs not only among 

different cell types but also between the same cells in different stages of the cell cycle, and 

in general they are most radiosensitive in the M and G2 phases and most radioresistant in 

the S and late G1 phases. This different sensitivity to IR is a very important factor in 

predicting the effects of radiotherapy; for example the lymphocytes of patients who showed 

no response to radiotherapy had a higher proportion of S-phase cells compared with those 

of partial or complete responders [39]. 

1.2 Cellular responses to DNA damage 

 Eukaryotic cells respond to DSBs and SSBs by activation of a complex cascade of 

events termed the DNA damage response (DDR). This sophisticated molecular circuitry 

involves sensing, amplification, and subsequent transmission of a signal that DNA has been 

damaged which leads to activation of several different mechanisms to repair of the breaks. 

The most important aim of DDR activation is the preservation of genomic integrity through 

the coupling of repair to other essential metabolic processes such as cell cycle progression, 

gene expression, or in extreme cases decisions leading to cell death. 

1.2.1 Cell cycle regulation and cell cycle checkpoints 

 The cell cycle is the ordered series of events required for the faithful duplication of 

one eukaryotic cell into two genetically identical daughter cells, and has four distinct 

phases, gap 1 (G1), synthesis (S), gap 2 (G2) and mitosis (M) [40]. Additionally, cells that 

have temporarily or irreversibly stopped their division can enter a special quiescent state 

termed the G0 phase, a characteristic of both neurons and mature muscle cells. G1, the 

longest phase, encompasses mainly transcription and translation processes where cells 

increase in size and prepare themselves for the subsequent S phase and DNA replication 

[41]. After completing DNA duplication, the cell passes on to the G2 phase where it grows 

and produces extra proteins and microtubules required for the final division step. During 
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the M phase, which accounts for approximately 10% of the entire cycle, the cell divides 

into two daughter cells genetically identical to each other and to their parental cell. After 

mitosis, the whole cycle may start again or stop and remain in the G0 phase for days, 

months, or even years. Under normal circumstances the passage from one phase to the next 

is a very precisely regulated process in which checkpoint systems play the pivotal roles 

[42]. In general, cell cycle checkpoints are a series of events that verify whether the 

processes at each phase of the cell cycle have been completed accurately before progression 

into the next phase. Consequently, after damage to DNA in the G1 or G2 phases checkpoint 

mechanisms arrest cell cycle progression, or in the S phase slow it down, to avoid incorrect 

genetic information from being passed to the progeny cells. During these pauses DNA 

damage is repaired, and if repair is successful the cell cycle is resumed. However, under 

circumstances when the DNA damage is too serious, the cell cycle is arrested permanently 

leading the cell to senescence or apoptosis. In eukaryotic cells three main checkpoints can 

be distinguished, located at the transition between G1 and S, within S, and between the G2 

and M phases. The checkpoint signalling pathways are very complex mechanisms and 

require the cooperative activity of different factors classified as sensors, mediators, 

transducers, and effectors [40-42]. The sensor group involves MRN, Rad17, and 9-1-1 

complexes which activate and recruit two principal signal transducers, the proteins ATM 

(Ataxia Telangiectasia Mutated) and ATR (ATM and Rad3-related) which initiate a 

cascade of phosphorylation events that transfer the DNA damage signal to the distal 

transducer checkpoint kinases, Chk1 and Chk2 respectively (Fig. 1.3). It is generally 

accepted that ATM acts as the primary mediator in the response to IR-induced damage, 

whereas ATR is activated mainly as a result of stalled replication forks and damage by UV 

radiation [43, 44]. Activated checkpoint kinases interact with and promote the degradation 

of the effector proteins A-, B- or C- Cdc25 phosphatases. Inactivated Cdc25 is unable to 

activate the cell cycle phase-specific cyclin-dependent kinases (CDK), which while inactive 

cannot promote entry into the next phase of the cycle [41]. Moreover, ATM and ATR may 

also phosphorylate a series of additional cell cycle mediators such as p53, BRCA1, MDC1, 

SMC1, FANCD2, H2AX, etc. Distinct from the “standard” Chk1/Chk2 mechanisms, these 

types of phosphorylations are strictly related to the cell cycle phase and/or the checkpoint 

arrest which is going to be induced. It is believed that these pathways functions mainly as a 

http://en.wikipedia.org/wiki/Cell_cycle
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back-up or support route which helps the normal Chk1/Chk2 mechanisms to arrest cell 

cycle progression [44]. 

1.2.1.1 The proteins ATM and ATR 

 The proteins Ataxia Telangiectasia Mutated (ATM) and its homolog ATM and 

Rad3-related (ATR) are the central components of signal transduction processes activated 

in the cell after formation of DSBs in DNA. ATM is the product of the gene mutated in the 

pleiotropic human disease Ataxia-Telangiectasia (AT) which is characterized by neuronal 

degeneration, immunodeficiency, hypogonadism, growth retardation, and cancer 

predisposition. Skin fibroblasts from A-T patients displays a high frequency of spontaneous 

chromosomal aberrations, a high rate of error-prone intra-chromosomal recombination, and 

acute radiation sensitivity. The complex clinical and cellular phenotypes of AT cells attest 

to the diversity of ATM kinase functions and suggest its importance for the maintenance of 

genome integrity. ATM is a large, 370 kDa nuclear phosphoprotein which is a member of 

the phosphatidylinositol 3-kinase (PI3Ks) super-family, a group of eukaryotic proteins 

known to have important functions in different regulatory pathways associated with DDR 

mechanisms [44].  

 For a long time it was believed that ATM might be, in fact, the primary sensor 

detecting DSBs, but more recent experiments have revealed that in some cases ATM may 

be activated at regions very distant from a break [45] or even in the absence of such 

damage [46]. These data suggest that distortion of chromatin structure may be an ample and 

sufficient signal for efficient ATM kinase activation and that there might to be an 

additional DSB-sensing protein that triggers ATM function. Indeed, recent studies have 

provided very convincing evidence that the main factor responsible for DNA damage-

dependent ATM activation is the Mre11 complex [47] whose core contains the Mre11, 

Rad50 and Nbs1 proteins that play a pivotal function in the homologous repair (HR) 

pathway for DSBs (described in more detail in Chapter 1.4.3). Cells from patients with a 

hypomorphic mutation in the NBS1 or MRE11 gene (Nijmegen breakage syndrome and A-

T like disease (ATLD), respectively) show severely defective ATM activation in response 

to DNA damage [47] which is closely related to a marked reduction of the expression of the 
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NBS1 protein. It is believed that NBS1 binds to and recruits inactive ATM kinase to sites 

of DNA damage, and that ATM then activates and in turn phosphorylates NBS1 as well as 

other cellular targets in the checkpoint signalling process. While Mre11/Rad50 may also 

recruit ATM to sites of DNA damage, only the complete Mre11 complex including NBS1 

is capable of stimulating its kinase activity. All this evidence supports the model that the 

Mre11 complex acts both upstream and downstream of ATM kinase in the DNA damage 

response process and serves as a modulator/amplifier of its enzymatic activity [48].  

 Under normal circumstances, most of the ATM kinase exists as an inactive nuclear 

dimeric or multimer structure in which its kinase domain is folded back onto the region 

surrounding residue serine 1981. During activation of ATM this specific serine is 

autophosphorylated, causing dissociation of inactive multimers and formation of fully 

functional monomers that participate in the subsequent signalling events. It has been 

demonstrated that these changes related to phosphorylation of S1981 are among the earliest 

detectable responses to DNA damage and may be detected as early as 30 seconds after 

irradiation with 0.5 Gy [45]. Interestingly, in every ATM molecule at least two other 

autophosphorylation sites (S367 and S1893) are activated in response to DSBs. Mutations 

in either of these sites cause increased radiation sensitivity and defective cell cycle 

checkpoint activation compared to wild-type cells [49]. It is worth mentioning that all these 

residues are phosphorylated in a cell cycle-independent manner, suggesting that ATM 

autophosphorylation is a common event which, in contrast to the different ATM targets, 

does not change significantly during different phases of the cell cycle [50].  

As well as being phosphorylated, ATM can also undergo dephosphorylation which 

also appears to control its kinase activity. Goodarzi et al. [51] demonstrated that the protein 

phosphatase inhibitor okadaic acid (OA) induces ATM autophosphorylation on residue 

S1981 in cells that had not been irradiated or treated with any DNA damaging agent. 

Neither DSBs nor visible H2AX foci were observed, suggesting that OA induces ATM 

autophosphorylation mainly by inhibition of the protein phosphatase 2A-like (PP2A) rather 

than by DNA breakage. Moreover, under normal circumstances ATM 

coimmunoprecipitates with PP2A-like protein and interacts with its scaffolding subunit. 

Interestingly, after irradiation PP2A dissociates from ATM and loses its protein 

phosphatase activity, thereby facilitating ATM's damage-dependent autophosphorylation 
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and subsequent signal transducer activity [51]. Another protein reported to be involved in 

ATM dephosphorylation is the serine-threonine phosphatase 5 (PP5) which, in contrast to 

the PP2A-like phosphatase, interacts with ATM in a DNA-damage-inducible manner and 

whose decreased expression causes attenuation of ATM activity. Moreover, expression of a 

catalytically-inactive mutant of PP5 inhibited the IR- and neocarzinostatin-dependent 

autophosphorylation of Ser1981 of ATM as well as phosphorylation of other downstream 

ATM substrates such as p53 or Rad17 [52]. 

 DNA damage-dependent ATM phosphorylation is also strictly related to the cellular 

acetylation network [53, 54] in which the main participant is the Tip60 complex known to 

be involved in a series of important processes such as DNA damage signalling, DNA 

repair, cell cycle control, and apoptosis. Overexpression of a dominant negative histone 

acetyltransferase (HAT)-deficient Tip60 complex greatly reduces both acetylation and 

autophosphorylation of ATM kinase and sensitizes cells to damage by IR. Moreover, this 

suppression of Tip60 activity reduces the ATM-dependent phosphorylation of p53 and 

Chk2 kinase to a level similar to that observed in cells stably expressing an ATM-silencing 

shRNA. Further data suggests that ATM forms a stable complex with Tip60 through the 

conserved FATC domain and while formation of this ATM-Tip60 cellular complex is not 

DNA damage-dependent, IR activates its HAT activity [53]. Another HAT shown to be 

involved in interaction with ATM is the human ortholog of the Drosophila protein Males 

absent On the First (MOF); specific blocking of hMOF-dependent acetylation of histone 

H4 induced by IR causes diminished ATM autophosphorylation and ATM kinase activity 

as well as decreased phosphorylation of ATM downstream effectors. Automatically, 

decreased hMOF activity is associated with loss of the cell cycle checkpoint response to 

DSBs and increased IR-dependent cell killing. At the same time, overexpression of a wild-

type hMOF had the opposite effect and resulted in enhancement of cell survival and DNA 

damage repair after exposure to IR [54]. After activation, ATM monomers accumulate at 

sites of DNA damage and directly phosphorylate or mediate the phosphorylation and 

activation of numerous proteins, of which more than thirty have been identified to date and 

of which the majority are known to participate in DNA repair and cell cycle checkpoint 

processes [55].  
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 As mentioned above, in mammalian cells ATM is thought to share its 

responsibilities as an apical cell cycle checkpoint protein with another important cellular 

kinase, ATR (ATM- and Rad3-related protein), which is mainly involved in responses to 

replication stress (stalled or broken replication forks) and damage caused by UV radiation. 

Like ATM, ATR belongs to the PIK3 family and exhibits phosphotransferase activity 

towards a variety of proteins containing Ser–Gln motifs which mainly participate in stress- 

and DNA damage-induced signalling. In contrast to ATM, ATR kinase is recruited to sites 

of DNA breakage by the ATR-interacting protein (ATRIP) and once recruited it 

phosphorylates Chk1 and thus, like ATM, induces cell cycle arrest [55].  

1.2.1.2 The G1/S checkpoint  

 It is generally believed that the main mechanism responsible for activation of the 

G1/S checkpoint is the accumulation and stabilization of the protein p53 [41]. This protein, 

known as “the guardian of the genome”, is a very important transcriptional activator that 

plays a series of functions in regulation of genomic stability, the cellular response to DNA 

damage, and cell-cycle progression. Under normal circumstances the half-life of p53 in the 

cell is rather short (30 min.) and greatly depends on the activity of the protein Murine 

double minute (Mdm2) that targets p53 for ubiquitination, nuclear export, and subsequent 

proteosomal degradation [56]. DSBs induce a rapid accumulation of p53 in the cell as well 

as its specific posttranslational modification. Interestingly, cells isolated from A-T patients 

and exposed to IR exhibit a reduced level of p53 accumulation, and moreover their G1/S 

checkpoint activation is greatly delayed and inefficient [57, 58]. All of these changes in 

ATM-mutated cells are closely related to the status of ATM kinase, which under normal 

circumstances rapidly modifies the protein Chk2 which in turn phosphorylates p53 on 

residue S20 which greatly diminishes its interactions with Mdm2/p53 and stabilizes p53 in 

the nucleus. Additionally, ATM also exerts a second measure of control on p53 stability 

and directly phosphorylates Mdm2 on residue S395, which does not disrupt its interaction 

with /p53 but clearly impairs nuclear export and degradation of p53 which would normally 

occur [57]. Furthermore, ATM also directly phosphorylates residue S15 in the amino-

terminal region of p53 and thus enhances its activity of activating transcription. In AT-
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mutated cells, due to the normal activity of ATR this phosphorylation was not inhibited 

[58] suggesting that both of these regulatory kinases work in a quite coordinated manner in 

respect to p53 phosphorylation. All these data strongly suggest a model in which ATM 

represents the primary responder to IR-induced p53 phosphorylation, whereas ATR serves 

mainly as a back-up pathway and to maintain phosphorylation of S15. In this way, after 

DNA damage induction the hyper-activated and stabilized p53 protein up-regulates the 

cyclin-dependent kinase inhibitor p21 that in turn suppresses CyclinE/Cdk2 and 

CyclinA/Cdk2 activities, thereby preventing the G1 to S phase cell cycle transition. 

 

 
 
Fig. 1.3. Control of cell-cycle checkpoints by ATM and ATR during activation of the 

G1/S (A) and the G2/M checkpoints (B) (adapted from [59]). 

1.2.1.3 The S-phase checkpoint 

 The main function of the S-phase checkpoint is to slow down ongoing DNA 

synthesis and promote DNA repair by the error-free HR pathway. Interestingly, due to the 

intrinsic risk of errors accompanying DNA replication the intra S-phase checkpoint is also 

A B 
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active in normal cells, and its activity is increased after DNA damage [57] The main 

hallmark of IR-induced S-phase checkpoint activation, decreased DNA replication, is the 

outcome of both inhibition of replication origin firing as well as slowing of replication fork 

progression. Given the many possible ways in which replication can be inhibited, it comes 

as no surprise that the intra-S phase checkpoint mechanism is quite complicated and still 

incompletely understood. Inability to activate the S-phase checkpoint results in 

"Radioresistant DNA Synthesis" (RDS) and is a common phenotype of all ATM and ATR 

mutated cells [57].  

Recent experimental evidence suggests that there are at least two parallel 

mechanisms controlling the S-phase checkpoint, the ATM/ATR – Chk1/Chk2 – Cdc25A 

pathway and the ATM/Nbs1/FANCD2/Smc1 pathway, which are both believed to act 

simultaneously in response to DNA damage and to be required for efficient inhibition of 

intra-S phase replication. In the first pathway, activated ATM/ATR phosphorylates 

Chk2/Chk1 kinases which then target and inactivate the Cdc25A phosphatase and 

ubiquitin-dependent proteasomal degradation. Destabilization of Cdc25A phosphatase 

prevents dephosphorylation of Cdk2 and formation of the Cdk2/CyclinE and Cdk2/CyclinA 

complexes, which remain inactive and thus prevent DNA replication from continuing [57]. 

 The second branch of the IR-induced S-phase checkpoint pathway is Cdc25A- 

independent and requires the activity of the protein NBS1 (Nijmegen Breakage Syndrome) 

(more details in Section 1.4.3). Cells mutated in NBS1 also display an IR-induced RDS-

like phenotype and fail to slow down DNA replication. During NBS1–dependent intra-S 

phase checkpoint activation, ATM phosphorylates a number of downstream substrates 

including NBS1 on S343 and SMC1 (Structural Maintenance of Chromosome protein 1) on 

S957 and S966.  

1.2.1.4 The G2/M checkpoint 

 The G2/M checkpoint is the final gatekeeper that blocks the entry of cells with 

damaged DNA into mitosis. Interestingly, in contrast to the two other checkpoint pathways 

that for G2/M is essentially identical from fission yeasts to humans and probably represents 

the most ancient cell cycle arresting pathway. Experiments on AT-deficient cells revealed 

that activation of the G2/M checkpoint is strictly related to the cell cycle phase in which 
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DNA damage was caused. Notably, when cells were exposed to IR during the G1 or S 

phase any cells that reached the G2 phase were effectively arrested before they initiated 

mitosis, but on the other hand if they were irradiated in the G2 phase they failed to activate 

the G2/M checkpoint and arrest of the cell cycle [60]. These data support the hypothesis 

that ATM may be dispensable for initiation of G2 arrest and suggest that ATR plays a 

pivotal function in G2/M checkpoint activation. Additional data confirm this theory and 

disclose that the crucial step in IR-induced G2/M checkpoint arrest is resection of broken 

5’-termini of DNA and formation of single-stranded DNA (ssDNA) fragments. These 

characteristic intermediate products formed during repair by HR (see Section 1.4.3 for more 

details) are recognized by two independent sensor proteins, the 9-1-1 complex (made up of 

the proteins Rad9, Rad1 and Hus1) and ATRIP (ATM and Rad3-Related-Interacting 

Protein). It is believed that the 9-1-1 complex directly recognizes and binds to ssDNA, 

whereas ATRIP recruits ATR kinase that, once bound to the DNA termini, starts to 

phosphorylate both its ATRIP partner as well as the 9-1-1 complex. This interaction 

initiates a cascade of events which leads to the phosphorylation of Chk1 kinase which in 

turn phosphorylates and deactivates Wee1 kinase and Cdc25C phosphatase. Phosphorylated 

Cdc25C interacts with 14-3-3 proteins and is either catalytically inhibited or sequestered in 

the cytoplasm. In either case, Cdc25C is unable to dephosphorylate and activate B-Cdc2 

kinase and effectively blocks cells from entering mitosis. Additionally, the phosphorylated 

Wee1 kinase is transiently stabilized in the nucleus and inactivated during the period of cell 

cycle arrest. ATM kinase may also participate significantly in this process, and through 

Chk2 phosphorylation inactivates Cdc25 and creates an additional binding site for the 14-3-

3 regulatory protein [59]. 

1.3 Repair of DNA single strand breaks 

 Of the different types of DNA damage, SSBs are the most common lesions induced 

by IR and moreover arise in cells at a frequency of tens of thousands per cell per day [36]. 

The majority of radiation-induced SSBs are the result of sugar damage and disintegration of 

the DNA backbone following absorption of IR energy, or of radiation-mediated formation 

of ROS [61]. Moreover, they can also be formed indirectly during BER of oxidised bases, 
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abasic sites, or bases that are damaged or altered in other ways by IR [62]. It is generally 

accepted that SSBs are far less toxic to cells than their double-stranded counterparts; 

however, this largely reflects the ability of cells to rapidly repair large numbers of SSBs, 

rather than an intrinsic lack of toxicity of these lesions. Given the frequency of 

‘spontaneous’ SSBs (~20'000/cell/day) [20, 36], it is thus not surprising that cells have 

evolved highly efficient and diverse system for their repair termed Single Strand Break 

Repair (SSBR). 

Typical SSBs induced by IR generally have blocked termini lacking the conventional 

5′-phosphate and 3′-hydroxyl groups, and require further processing prior to ligation. The 

main enzymatic system used to deal with this kind of damage is very similar to that used in 

BER, and the initial step of the entire process depends on the structure of the termini, i.e. 

the blocking groups which residue on the 3’ and 5’ ends of the broken strand. The most 

common types of SSBs resulting from IR commonly have 3′-phosphate or 3′-

phosphoglycolate groups that are substrates for polynucleotide kinase phosphatase (PNKP) 

and apurinic–apyrimidinic endonuclease I (APE1) respectively [61]. PNKP is an enzyme 

that catalyzes the transfer of a phosphate from ATP to the 5' end of DNA as well as 

dephosphorylate its 3'-phosphate termini, whereas APE1 3′-phosphoesterase activity 

removes 3′ blocking groups in DNA that are generated by DNA glycosylase/AP-lyases 

during removal of oxidized bases (BER pathway) or by direct IR damage due to the 

production of ROS. Moreover, SSBs generated as intermediates during BER typically 

harbour 5’-oxidized dRP termini which are removed by the AP lyase activity of DNA 

polymerase   or in special cases by flap endonuclease 1 (FEN1) [61, 63]. Additionally, in 

the case of an attempted ligation of abortive DNA intermediates with an adenylate group 

bound to the 5’-phosphate end the protein Aprataxin hydrolyase releases these groups and 

produces free 5′-phosphate termini [62]. 

After the broken DNA ends are restored to their proper, hydroxyl/phosphate 

configuration, in the next step the gap is re-filled and re-ligated. At this point, depending on 

the size of the gap which needs to be filled two alternative sub-pathways are used; the first, 

termed “Short Patch Repair” (SPR) is responsible for the repair of small, one-nucleotide 

gaps and the second termed “Long-Patch Repair” (LPR) carries out the replacement of 2-10 

nucleotides surrounding the damaged site (Fig. 1.4) [63, 64]. Apart from the size of the 
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repair patch, these two sub-pathways differ in the enzymes involved. The protein 

Proliferating Cell Nuclear Antigen (PCNA) controls the LPR pathway and allows the 

replicative DNA polymerases δ/ε to be clamped in place [65]. Further, in the following step 

of repair PCNA also stimulates and recruits DNA ligase I (Lig I) which seals the break [62, 

64, 66]. The major player in the SPR sub-pathway is XRCC1, a scaffold protein which has 

no catalytic activity itself but plays a central role as an assembly platform for different 

components involved in the repair of SSBs. XRCC1 contains 2 BRCA1 Carboxy Terminal 

(BRCT) modules (BRCA1 and BRCA2) through which it interacts with DNA polymerase 

  and DNA ligase III (Lig III) as well as with the poly(ADP-ribose) (PAR) chains 

formed by poly(ADP-ribose)polymerase-1 (PARP-1) during its automodification [64-66]. 
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Fig. 1.4. Scheme summarizing the steps in repair of SSBs in mammalian cells caused by IR.  

SSBs arising directly from sugar damage or indirectly from base damage (via BER) may be 

repaired either by the short path repair (SPR) or long patch repair (LPR) pathway. In SPR, PARP-1 

binds at the SSB and is activated, thereby sequestering the XRCC1-Ligase 3 complex. XRCC1 then 

replaces PARP on the concave side of the DNA at the SSB, establishing a molecular scaffold. After 

end-processing mediated by APE1 or PNK, DNA polymerase  binds to the break site and a single 

nucleotide is incorporated prior to DNA ligation mediated by DNA ligase 3. In LPR, APE1 or PNK 

process the damaged termini, PCNA recruits the DNA polymerases / , and the gap is filled 

(adapted from [67]). 
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1.3.1 Poly(ADP-ribose)polymerase (PARP-1) 

PARP-1 is an abundant 116-kDa protein and a member of a large family of 17 

enzymes which have an identical catalytic domain but rather distinct structures, functions, 

and localizations [68]. Interestingly, PARP-1 and PARP-2 are the sole members of this 

family whose catalytic activity is stimulated by DNA strand breaks [68]. The principal 

enzymatic activity of PARP-1 appears to be the early sensing of SSBs and covalent 

modification of carboxyl groups in a limited number of nuclear protein acceptors by 

poly(ADP-ribosyl)ation, whereas PARP-2, despite its low capacity to synthesize ADP-

ribose polymers, seems to be an  alternative to PARP-1 in BER  pathway [69]. In addition 

to this activity, PARP-1 is also involved in many cellular processes including DNA 

replication [70], transcription [71], and chromatin remodeling [72]. It has been 

demonstrated that under normal physiological conditions, the major fraction of PARP-1 is 

associated with the nuclear matrix and physically interacts with lamin B whereas shortly 

after exposure of cells to IR it is re-localized to the proximity of SSBs and DSBs [64]. 

Binding of PARP-1 to damaged DNA triggers its poly(ADP-ribosyl)ation activity, resulting 

in attachment of long linear or branched homopolymers of ADP-ribose to itself 

(automodification; [73]) and to other target proteins (heteromodification; [64, 73]). These 

ADP-ribose chains are formed by cleavage of  nicotinamide adenine dinucleotide (NAD+) 

and range from a few to over 200 units joined by ribosyl-ribose glycosidic bonds [74]. In 

the automodification reaction the enzyme functions as a dimer, whereby 2 PARP-1 

molecules interact for the mutual transfer of PAR-units to an acceptor site on the 

neighboring molecule [73]. During the first 5 min after exposure to H2O2, cells exhibit an 

increase of ~100-fold in their content of PAR which seems to be strongly correlated with 

the speed and efficiency of rejoining of DNA strand breaks, suggesting that formation of 

PAR is one of the earliest responses to DNA damage [75]. Under normal circumstances the 

DNA damage-dependent increase in PAR synthesis is associated with an accelerated 

catabolism of the polymer and a decrease in its cellular half-life time; after 15 min the level 

of PAR decreases gradually to that in untreated cells due to its degradation by the 

evolutionarily-conserved enzyme poly(ADP-ribose)glycohydrolase (PARG). The human 

PARG gene, mapped to the q11 region of chromosome 10, encodes an enzyme with endo- 



 27 

and exo-glycosidic activities able to cleave polymers of PAR to ADP-ribose units [76]. It is 

believed that the PARP/PARG system represents a specific DNA strand break-signalling 

mechanism in which PARP-1 plays a dual role as a sensor and a signal transducer. The 

sensor function encompasses mainly binding, auto-modification and possibly stabilization 

of DNA and/or chromatin, whereas the more global transducer function signals the 

recruitment of downstream effectors such as cell cycle regulators or death effectors [25, 

77].  

 

1.4 Repair of double-strand breaks 

 As considered in Section 1.2, one of the main purposes of the activation of cell 

cycle checkpoints induced by IR is to facilitate the repair of DSBs in DNA. During 

evolution, eukaryotic cells have evolved complex and highly conserved systems to rapidly 

and efficiently detect different kinds of DNA damage and to execute their repair. To date, 

two major pathways for repair of DSBs have been identified in mammalian cells HR and 

NHEJ [1, 78]. Apart from these two pathways, there is increasing evidence for the 

existence of an alternative end-joining pathway termed back-up NHEJ (B-NHEJ) [79]. 

 The HR pathway involves copying damaged and missing DNA sequence 

information from the undamaged homologous chromosome or sister chromatid, relying on 

sequence homology. This process is typically error-free and occurs only during the S and 

G2 phases of the cell cycle in mammalian cells, and is mediated by proteins of the Rad52 

epistasis group. In contrast, NHEJ effects repair by joining and ligating together two DNA 

termini with little (microhomology) or no homology. This pathway is usually predominant 

in higher eukaryotes and operates in most stages of the cell cycle, particularly in G0 and G1 

[80].  
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1.4.1 Choice of pathway for repair of double-strand 

breaks  

 Within a few seconds after induction of a DSB, factors participating in NHEJ and 

HR are recruited independently to the DSB site and occupy the termini of the broken DNA 

together for a short period of time [81]. It is presumed that at this moment some of these 

proteins direct the choice of the pathway by which the DSB will be repaired. From the very 

beginning, HR and NHEJ factors appear to compete for the right to repair the break and the 

outcome of this rivalry may differ between species, between cell types in a single species, 

and even between different cells of the same type. It is believed that there is no single factor 

which decides the choice of repair pathway and that the final result is a combination of 

different factors such as cell cycle phase, cell proliferation rate, availability of a 

homologous repair template, and the expression level and accessibility of repair proteins. 

 It has been known for many years that whereas NHEJ-deficient vertebrate cells are 

hypersensitive to IR, yeast cells show increased sensitivity to IR only in the absence of HR. 

This suggests that yeast, in contrast to mammals, utilize a different preference for repair 

pathways to deal with DSBs and many hypotheses have been proposed to explain why 

NHEJ is so inefficient in yeast compared to mammals, but to date none of these seems to 

completely explain this phenomenon. One can argue that it may be due to the fact that the 

genomes of higher eukaryotes are too large and too complex to make homology searching 

as efficient as in yeast. Moreover, the larger genome of mammalian cells theoretically 

minimises the probability that errors during NHEJ will have deleterious consequences 

because random small-scale deletions and insertions have a lesser chance of affecting 

coding sequences, which form 4% of the genome compared with 80% in the yeast 

genome.  

 Interestingly, large differences exist between the relative use of NHEJ and HR not 

only between such distant organisms as yeast and human, but also between different cells 

of the same organism. For example, chicken B lymphocytes which utilize gene conversion 

to generate antibody diversity, and mice embryonic stem cells, both display enhanced 

capacity for HR [82] and a proposed, plausible explanation of this phenomenon is based on 

the p53 protein status of these cells which are genotypically p53+ but functionally p53-
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inactive [83]. Under normal circumstances, p53 may associate with Rad51 protein and 

suppress homologous recombination by inhibiting its DNA-joining activity, but functional 

inactivation of p53 completely abolishes this interaction and thus promotes the HR over the 

NHEJ pathway [84].  

Additionally, recent experiments with cells from consecutive developmental stages of 

the mouse nervous system suggest that the HR/NHEJ ratio can be also modulated during 

the maturation process and that proliferating neural precursor cells have an enhanced HR 

activity in comparison to fully differentiated cells [85]. The most likely explanation of such 

fluctuations may be that the HR pathway is hyper-activated  in rapidly-proliferating cells to 

promote fast restart of stalled or collapsed replication forks, while simultaneous 

suppression of NHEJ would ensure that the most error-free repair pathway is used and thus 

protect genome integrity during the critical developmental period [85]. 

 As mentioned above, under normal circumstances the NHEJ pathway is 

predominant in the G0 and G1 phases of the cell cycle, whereas HR operates mainly in the 

late S and G2 phases [80]. It is believed that this difference is closely related with the 

accessibility of a template and a close association of sister chromatids in the nucleus that 

greatly facilitate repair by the HR pathway. One of the key factors participating in this 

process is cohesin, the  protein complex known to bind the sister chromatids together from 

the time they are formed in S phase until they segregate in anaphase [86].  Very shortly 

after formation of DSBs, cohesin colocalizes at the sites of DNA damage in a process 

which is strictly dependent on activity of the MRN complex. The peak of this MRN-

cohesin interaction occurs in the S and G2 cell cycle phases, and cells with mutations in 

cohesin which abolish interaction with MRN exhibit an increased sensitivity to DNA 

damaging agents, suggesting a deficiency in HR [87].  

 Fluctuation of the levels of different proteins during the cell cycle also seems to be a 

factor influencing the choice of DSB repair pathway. For example, the levels of two pivotal 

proteins in HR, Rad51 and Rad52, reach a maximum in the G2/M phases and fall during S 

and G1. One could speculate that since these changes are completely DNA damage-

independent, this increased expression is an additional factor regulating the choice of DNA 

repair pathway [88]. Generally, Rad51 seems to be one of the most important proteins 

which modulate the ratio of repair by NHEJ and HR in the cell. Apart from the p53-
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dependent mechanism described previously (Section 1.2), Rad51 also undergoes BRCA2-

dependent phosphorylation which promotes the HR pathway and inhibits NHEJ while 

specific phosphorylation of BRCA2 blocks its interaction with Rad51 and thus inhibits HR 

(more details below); this particular type of regulation reaches a maximum in the M and 

early G1 phases and therefore represents an additional mechanism to inhibit HR and 

promote the NHEJ pathway [89].  

 Another candidate protein that seems to regulate the choice of DNA repair pathway 

and which undergoes cell cycle-dependent fluctuations is DNA-dependent protein kinase, 

catalytic subunit (DNA-PKcs) the main kinase involved in NHEJ. As described in more 

detail below, after DSB formation DNA-PKcs undergoes a series of specific 

autophosphorylations that influence its activity and promote the NHEJ pathway. These 

modifications are strongly reduced in the S and G2 phases and may function as a 

mechanism to down-regulate NHEJ activity [90, 91]. 

 Finally, since several years there is increasing evidence suggesting that the crucial 

step in initiating the HR pathway and inhibiting NHEJ is the process of resection of DNA 

termini. Briefly (details are presented in Chapter 1.4.3), after formation of a DSB the 5’ 

termini of the two DNA ends are resected and covered by the ssDNA-specific protein RPA. 

As described above, this process activates ATR kinase which in turn recruits RAD51 that 

nucleates on the resected DNA termini and initiates the subsequent steps of HR repair [92, 

93]. Recent studies suggest that the pivotal protein responsible for the resection process in 

human cells is CtIP nuclease [94, 95]. Like Rad51, expression of CtIP is also cell cycle-

dependent and whereas its level reaches a minimum in the G1/M phase it increases 

significantly during S/G2 [96]. 

1.4.2 The non-homologous end joining (NHEJ) pathway 

 The basics of the NHEJ mechanism are very simple: in the first step, a group of 

enzymes capture and secure both ends of the broken DNA molecule, in the second step 

other proteins form a bridge that keeps the two ends together, and finally in the third step 

the broken DNA molecule is re-joined by the enzymes responsible for ligation. This model 

of course oversimplifies the process, which in reality is rather complex and still not 
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completely understood. It is believed that in the first step (Fig. 1.5) the heterodimeric 

protein Ku forms two pseudo-symmetrical ring structures which embrace the DNA ends 

[97] and creates a scaffold for the catalytic subunit of DNA-PKcs. The subsequent intimate 

association of DNA-PKcs with the DNA termini triggers its kinase activity, resulting in 

phosphorylation of itself as well as other signalling and processing enzymes, and moreover 

the synaptic complex of DNA-PKcs with Ku stabilizes both the DNA ends and protects 

them from degradation by unspecific nucleases. In the following step the broken DNA 

termini are processed by polymerases, Artemis or PNKP and finally after formation of the 

correct 5’-phosphate and 3’-OH termini these are re-ligated by the complex of DNA ligase 

4, X-ray repair cross complementing protein 4 (XRCC4), and Cernunnos (XLF) [98]. 

1.4.2.1 The holoenzyme of DNA-dependent protein kinase 

(DNA-PK) 

 DNA-PK is one of the most important and key factors involved in the NHEJ 

pathway [90, 91]. It is composed of a large catalytic subunit, DNA-PKcs, and two small 

heterodimeric proteins Ku70 and Ku80. DNA-PK knock-out cells are highly radiosensitive 

and show defects in processing of coding ends during V(D)J recombination [1], and 

moreover mutations of the DNA-PKcs gene in mice, dogs and horses causes SCID (Severe 

Combined Immuno Deficiency) syndrome [99, 100]. Surprisingly, although hundreds of 

SCID mutations have been characterized in humans during the last decade, only one of 

them results from a missense mutation (L3062R) which did not affect the kinase activity or 

DNA end-binding capacity of DNA-PKcs itself; rather, the presence of long P-nucleotide 

stretches in the immunoglobulin coding joints indicated that it caused insufficient Artemis 

activation, something that is dependent on Artemis interaction with autophosphorylated 

DNA-PKcs [101]. These data combined together with the great abundance of DNA-PKcs in 

cells suggests that residual DNA-PKcs kinase activity is indispensable in humans and that 

mutations on its components are lethal [102, 103]. 
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 Fig. 1.5. Repair of a DSB by nonhomologous end-joining. (A) Formation of a non-religatable 

DSB by IR. (B) Binding of the Ku70/Ku80 heterodimer (orange) which translocates inwards on the 

DNA (C) and recruits DNA-PKcs (blue) which together form a “synaptic complex” (D). This 

process triggers phosphorylation of the DNA-PKcs (yellow circles) which undergoes a 

conformational change and releases the DNA ends (E); it is unclear whether DNA-PKcs is released 

from the complex prior to the binding of XRCC4/Lig4 (green) (F) or after repair is finished (M). (K) 

It is believed that the XRCC4/Lig4 complex recruits the associated protein factors XLF (yellow), 

PNK (pink) and DNA polymerases (violet). (G) A certain fraction of DNA-PKcs is associated with 

the protein Artemis (red), but so far there is no clear evidence as to when Artemis is released from 

the break (H). (adapted from [1]). 
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1.4.2.1.1 The protein Ku 

 The name Ku derives from the first two letters of the name of the patient in which 

this protein was first characterized as an autoantigen in polymyositis-scleroderma overlap 

syndrome [104]. The complex is composed of the two subunits Ku70 and Ku80 (70 and 82 

kDa respectively) (Fig. 1.6) and represents one of the most abundant stably-expressed 

proteins in mammalian cells with 400'000 molecules per nucleus [105, 106]; both its 

subunits are present in almost every type of mammalian tissue and to date the only known 

cells which lack Ku are early spermatocytes until stage IV of pachytene [107]. It is believed 

that the main function of both Ku70 and Ku80 is their participation in the NHEJ repair 

pathway, especially in the detection of DSBs as well as contribution in telomere 

maintenance. The very high nuclear concentration of the Ku heterodimer means that any 

DSB is theoretically only 5 molecular diameters away from the nearest Ku molecule [64]. 

Consequently, it is believed that after formation of a DSB Ku is the first protein to 

recognize the break and dimerizes to binds and stabilizes the free DNA ends [108]. The 

Ku70/80 heterodimer binds DNA in a non-sequence-specific manner [109, 110] and the 

main regions responsible for binding are located in the central part of these two proteins 

[111, 112]. It is believed that upon binding to DNA, Ku undergoes a continuous dynamic 

exchange and that its three-dimensional structure sterically fits the DNA helix, but makes 

few direct contacts with the DNA backbone itself [108, 112]. After binding to DNA the Ku 

heterodimer attracts DNA-PKcs and strongly activates its kinase activity. The activated 

DNA-PKcs phosphorylates Ku70 and Ku80 and promotes their translocation by about one 

helical turn inward from the extremity of the DNA strand, producing space for binding of 

further DNA-PKcs which now has direct contact with 10 bp of DNA at the end of the 

strand [113].  
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Fig. 1.6. Major domains in the Ku70/Ku80 heterodimer.  On this scheme vWA designates the 

von Willebrand domain (aa 35-249 of Ku70 and 7-237 of Ku80), Ku designates the core (aa 266-

529 and 244-543 for Ku70 and Ku80, respectively), and NLS indicates the location of putative 

nuclear localization sequences. SAP designates domains responsible for DNA binding. (adapted 

from [106]) 

 

 At this point the Ku/DNA-PKcs complex starts to attract and recruit the other 

proteins which are necessary for repair by NHEJ. Interestingly, Ku is unable to form these 

complexes in the absence of DNA and interacts neither with DNA-PKcs nor with DNA 

polymerases and XRCC4/ligase IV complexes [114]. At the end of the repair process the 

ring-shaped Ku heterodimers are trapped on the religated DNA, and may be removed by a 

protease system [115].  Knock-out of either of the Ku subunits in human cells has been 

shown to result in increased radiosensitivity [79] and silencing of one subunit resulted in 

stable knock-down of the other, suggesting that under normal circumstances each subunit is 

required to stabilise the second [116, 117]. 

1.4.2.1.2 The catalytic subunit of DNA-dependent protein kinase (DNA-

PKcs) 

 The catalytic subunit of DNA-PK (DNA-PKcs) is coded by a 30-kb segment of the 

PRKDC gene located in the q11 locus of the 8th human chromosome [118]. This 470 kDa 

protein is one of the largest serine/threonine protein kinases stably expressed in mammalian 

cells [119]. Its 500 long C-terminal region (Fig. 1.6) comprises a catalytic domain similar 

to that of the proteins ATM and ATR, which all fall into the phosphatidylinositol-3 kinase-

like (PI3K/PIKK) family. According to recent studies of its 3-dimensional structure, DNA-
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PKcs has three major domains, a “head”, a “palm”, and an “arm” [97, 120]; the N-terminal 

repeat regions comprise the palm which itself includes a distal N-terminal claw and a 

proximal DNA-binding claw [121, 122] while the “arm”, probably containing regulatory 

autophosphorylation sites, connects the palm to the head which is composed of FAT 

(FRAP, ATM, TRRAP) as well as enzymatic (PI3 kinase) motifs [121]. As mentioned 

above, its very weak DNA binding and kinase activity are enhanced strongly in the 

presence of Ku heterodimer and ends of double stranded DNA [123, 124]. At the moment 

of DNA binding, DNA-PKcs undergoes a series of significant conformational changes 

which clamp the head and palm together and stabilize the protein–DNA interaction. In this 

so called “synapsis structure” its FATC domains protrude away and interact with the Ku 

heterodimer, whereas the rest of the molecule creates a channel which the DNA ends can 

reside in and pass through [125]. Observation of this complex by atomic force microscopy 

demonstrated that DNA-PKcs is present at the juxtaposed DNA ends and forms a “bridge” 

between the two termini, thus providing a platform for the enzymes required in subsequent 

steps of repair [126].  

 Apart from these structural characteristics, like other members of the PI3K family 

DNA-PKcs can phosphorylate many proteins on SQ/TQ motifs (Ser/Thr residues followed 

by a glutamine (Gln) residue) which seem to be particularly common in proteins involved 

in checkpoint signalling and DNA repair [127-129], providing a reasonable explanation for 

the requirement for DNA-PKcs kinase activity in the NHEJ repair pathway [130, 131]. 

There is a very long list of known proteins required for NHEJ which are excellent targets 

for DNA-PKcs in vitro and in vivo [113, 132-134], but at the same time there is 

unfortunately very limited knowledge if any of these interactions is actually required for 

NHEJ [135-137]. To date, the only relevant target seems to be DNA-PKcs itself [138, 139] 

and active DNA-PKcs can phosphorylate many of its own residues, such as Thr2609, Ser2612, 

Ser 2624, Thr2620, Thr2638 and Thr2647. All of these phosphorylation sites (termed the ABCDE 

cluster) represent one of the most extensively studied modification motifs in the entire 

molecule and encompass a 38-aa region which covers less than 5% of the total sequence 

(Fig. 1.7) [139]. Cui et al. defined a second major region of DNA-PKcs phosphorylation 

termed the PQR cluster which includes five conserved sites between Ser2023 and Ser2056 

[140]. Interestingly, recent data revealed that complete inhibition of ABCDE 
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phosphorylation imparts a radiosensitive phenotype which is even more severe than 

complete lack of DNA-PKcs. In contrast, inhibition of PQR phosphorylation imparts only a 

modestly radiosensitive phenotype, suggesting that blocking of ABCDE phosphorylation 

strongly inhibits NHEJ which is only modestly impaired by blocking PQR phosphorylation 

[91]. Analysis of ABCDE and PQR mutants revealed that these two clusters function 

reciprocally to regulate access to DNA ends, and that whereas autophosphorylation of the 

ABCDE cluster promotes DNA end processing the same modification of the PQR cluster 

inhibits this process [140, 141]. It is believed that autophosphorylated DNA-PKcs 

dissociates from the break, looses its kinase activity, and is dephosphorylated by protein 

phosphatase 5 [142-144]. 

 

 

 

 

Fig. 1.7. Major structural features of DNA-PKcs. The N-terminal domain and the PIKK domain 

extend between aa 1-2908 and 3645-4029, respectively. LRR designates the leucine-rich region, 

PI3K the PI3 kinase domain, and FAT-C the FAT domain at the C terminus. ABCDE, PQR, LRR 

and M show clusters of sites which can be autophosphorylated (adapted from [106]). 

 

1.4.2.2 Enzymes for processing damaged DNA termini 

 Since the only proper substrates for DNA ligase IV are 3’-hydroxyl and 5’-

phosphate groups, all “dirty” termini produced by IR have to be processed and cleaned 

before the final religation step. This may encompass diverse reactions such as resection and 

modification of the 3’ or 5’ single-strand overhangs as well as the partial re-synthesis of 
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missing regions, and the main processing enzymes known to be involved are Artemis, 

PNKP, Aprataxin, and DNA polymerases of the X family. 

1.4.2.2.1 Artemis 

 As far as the resection process is concerned, the best known factor involved in the 

NHEJ repair pathway is the protein Artemis (Snm1C), a nuclease which belongs to a large 

family of metallo--lactamase proteins, eukaryotic enzymes with a common 3-dimensional 

structure referred to as the α/α sandwich conformation [145]. The human Artemis gene, 

whose mutation was first described as causing the TB severe combined immunodeficiency 

(TB-SCID) syndrome, is located in a 6.5 cM region of the short arm of chromosome 10 

[146] and codes for a 692-aa protein with an N-terminal metallo-β-lactamase domain and a 

highly-phosphorylated C-terminal region of uncertain functions [145]. Inactivation of the 

Artemis protein results in accumulation of unopened DNA hairpins during V(D)J 

recombination and a radiation-sensitive version of the SCID syndrome (RS-SCID) [146]. 

Under normal circumstances Artemis is a 5’-3’ exonuclease which is thought to be intrinsic 

and capable of degrading single- stranded DNA and RNA fragments however in the 

presence of DNA-PK and ATM kinases it acquires a 5’ endonucleolytic activity towards 

regions of transition between double- and single-stranded DNA as well as towards 

unopened DNA hairpins [27, 132, 147, 148]. Generally, in the absence of DNA damage 

Artemis forms a large complex with the DNA-PKcs subunit in which its exonuclease 

activity is strongly suppressed [149]. The mechanism by which DNA-PKcs regulates this 

process is not fully understood, but is believed to be mainly by phosphorylation of the C-

terminal part of the Artemis protein [147, 150]. Although Artemis-deficient cells are 

radiation-sensitive they do not show major defects in DSB repair, suggesting that in vivo 

Artemis is required for the repair of only a subset of breaks and that a further nuclease may 

be involved in NHEJ [151]. 
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1.4.2.2.2 Polynucleotide kinase/phosphatase (PNKP) and aprataxin 

(APTX) 

 Human polynucleotide kinase/phosphatase (hPNKP) is a 57.1-kDa monomeric 

protein with dual activities, 5’ DNA kinase and 3’ phosphatase. Since breaks with 5’-

hydroxyl or 3’-phosphate ends in DNA are hallmarks of many genotoxic agents including 

IR, PNK-dependent phosphorylation of 5'-DNA termini and dephosphorylation of 3'-DNA 

termini appear to be essential steps before they can be religated [152]. Knockdown of 

endogenous human PNK increases the frequency of spontaneous mutation as well as the 

sensitivity of cells to a broad range of genotoxic agents such as gamma-radiation, hydrogen 

peroxide (H2O2), or ultraviolet radiation (UV-C) [153]. In vitro experiments performed by 

Chappell at al. demonstrated that PNK promotes the exchange of phosphate at damaged 

termini but only in extracts from DNA-PKcs-deficient cells. Moreover, phosphorylation of 

terminal 5'-OH groups by PNK was blocked by depletion of XRCC4, suggesting that its 

DNA kinase activity is coupled to NHEJ processes [154]. The crystal structure of full-

length mouse PNK reveals that it is folded into three compact domains, a C-terminal kinase 

domain, a central phosphatase domain, and an N-terminal FHA (ForkHead-Asociated) 

domain region [155]. Whereas the kinase and phosphate domains are responsible for 

enzymatic activity, the N-terminal region is crucial for interaction with XRCC4 and 

recruitment to sites of DNA damage [156].  

 The FHA domain of PNK is closely similar to that of another nuclear protein, 

Aprataxin (APTX). Mutations in the APTX gene destabilize the protein aprataxin and cause 

Ataxia-oculomotor apraxia (AOA1), a neurological disorder with symptoms that overlap 

those of ataxia-telangiectasia [157], and since cells from these patients are characterized by 

genome instability and an abnormal responses to DNA double-strand breaks , it is possible 

that the APTX protein may be also involved in DNA repair. Aprataxin is a DNA-binding 

protein that catalyzes the deadenylation of AMP groups linked to 5’ phosphate termini and 

interacts in vitro with Ku heterodimer and in vivo with XRCC4/Lig4 complexes [157-159]. 



 39 

1.4.2.2.3 DNA polymerases 

 DNA polymerases represent the second group of enzymes which prepare broken 

DNA termini for religation, and their main task is the re-synthesis of missing sequences 

near to the ends. It has been postulated that there are at least three members of the 

polymerase X family which participate in the NHEJ pathway, terminal 

deoxyribonucleotidyltransferase (TdT), polymerase μ, and polymerase λ , small (30-60 

kDa) enzymes that are active on short gaps but lack editing exonuclease activity. All have a 

carboxy-terminal catalytic domain and an amino-terminal BRCT domain which probably 

participates in interactions with other NHEJ proteins [160]. TdT is a template-independent 

polymerase that mediates random addition of dNTPs to 3’-OH overhangs at DNA 

extremities, and is present only in cells actively undergoing V(D)J recombination [161]. In 

contrast, the two other members of the polymerase X family, pol  and pol , are widely 

expressed in mammalian cells and have been shown to participate in rejoining of DSBs in 

vitro [162]. Both are prone to slippage on the polymerized strand which could generate 

sequence repeats [163] and have a different requirement as regards the DNA template. Pol 

 is template-independent like TdT and is able to perform synthesis even without the 

existence of microhomology at the DNA terminus; it can polymerize across a discontinuous 

template strand, crossing from one DNA end to the other strand, and fold the polymerized 

strand onto itself generating inverted repeats units [164, 165]. In contrast, pol  is mainly 

template-dependent and contains an 8 kDa domain with lyase activity which can remove a 

5' deoxyribosephosphate group from the end of a polymerized strand [164, 166]. In the 

present state of knowledge it is difficult to describe precisely how and when these 

polymerases are recruited to sites of repair by NHEJ, but they co-immunoprecipitate with 

Ku as well as with the XRCC4-ligase IV complex and these interactions are believed to be 

crucial for their recruitment to sites of damage [160]. The levels of pol  and TdT increase 

upon treatment of cells with IR or etoposide and both of them colocalize with H2AX foci 

[167]. Depletion of either pol  or pol  from cell extracts reduces DNA end-joining 

activity in vitro, and cells expressing mutated form of pol  are hypersensitive to IR [167-

169]. On the other hand, cells isolated from animals with knock-out of pol  or pol  do not 
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show large differences in sensitivity to DNA-damaging agents [170, 171] suggesting that 

other DNA polymerases may be also involved in the DSB repair process. 

1.4.2.3 XRCC4/Ligase 4 and Cernunnos/XLF) 

 After being processed, the broken DNA termini are ready to be rejoined by the 

XRCC4/Ligase 4/Cernunnos-XLF ligation complex. XRCC4-/- and Ligase 4-/- chicken 

DT40 cells are extremely sensitive to IR, and disruption of these genes in mice leads to 

early developmental defects and embryonic lethality [172-174]. So far, there is no 

information about the enzymatic activity of XRCC4; it is believed to act mainly as a 

scaffolding factor to facilitate the recruitment of other proteins involved in NHEJ by 

binding preferentially to nicked DNA or termini of broken DNA and, together with Ku and 

DNA-PKcs, holding them together during the entire repair process [114, 175]. The XRCC4 

protein is composed of a globular head domain, a α helical stalk, and a C-terminal region 

that is responsible for its interaction with Ligase 4 [176, 177]. Under normal circumstances 

XRCC4 contains two identical subunits which can also form a tetramer and it is believed 

that the dimeric and tetrameric forms exist in an equilibrium state up to the moment when 

DNA Ligase 4 is bound [176]. 

 DNA Ligase 4 (Lig4) is an ATP-dependent enzyme and one of the best 

characterized binding partners of the XRCC4 protein. It contains two C-terminal BRCT 

domains separated by a linker region which interacts with the extended coiled-coil α-helical 

region of XRCC4 [178]. It is believed that in vivo the amino-terminal heads of XRCC4 

mediate an interaction with complexes of Ku bound to DNA, whereas Lig4 is responsible 

for the rejoining the broken DNA ends [177]. How the XRCC4/Lig4 complex is recruited 

to breakage sites remains a matter of controversy, but biochemical studies suggest that as in 

the case of other proteins involved in NHEJ, this may be a result of an intrinsic activity of 

DNA–PKcs [179]. However, laser-irradiated DNA-PKcs-deficient cells exhibit a normal 

accumulation of XRCC4 at sites of DSBs repair, which suggest the existence of an 

alternative, probably Ku70/80-dependent recruitment pathway. Additional data seems to 

support this hypothesis: in the presence of Ku the XRCC4/Lig4 complex can ligate several 

fully-incompatible DNA end configurations that do not have to share even 1 bp of terminal 

microhomology [180]. Interestingly, the XRCC4/Lig4 complex may act even across short 
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gaps and ligate one strand of the duplex even when the other strand is in a configuration 

that cannot be ligated [27]. Though the efficiency of this joining is rather low, an another 

very important partner of the XRCC4/Lig4 complex, the protein XLF (Cernunnos), can 

markedly stimulate this activity and enhance the ligation of incompatible DNA ends [181].  

 First described in 2006 by two independent research groups, Cernunnos/XLF is a 

299 aa-long nuclear protein stably expressed in a wide range of eukaryotic cells [182, 183]. 

The human Cernunnos/XLF gene is located on chromosome 2q35 and its mutation causes a 

heritary variant of SCID. Patients suffering from this syndrome exhibit a variety of 

neuronal abnormalities, growth retardation, microcephaly, and problems of 

immunodeficiency [184] while their fibroblasts, like cells in which XLF has been depleted 

by siRNA, display an increased sensitivity to IR and to other DNA-damaging agents [183]. 

The XLF protein includes an N-terminal globular head domain followed by a coiled-coil 

region and C-terminal helices (Fig. 7) [185]. It is believed that the coiled-coil region 

provides a strong interaction between two Cernunnos/XLF monomers which, in the 

absence of DNA and other NHEJ proteins, may form a homodimer. These homodimers 

interact with homodimers of XRCC4 via their N-terminal globular domains, and mutations 

either at L115 of Cernunnos/XLF or K63 or K65 of the XRCC4 protein severely disrupt 

this interaction [185]. As demonstrated by co-immunoprecipitation studies, 

Cernunnos/XLF can also associate weakly with Lig4 [186, 187].  

 Our current knowledge suggests that the stoichiometry of the Cernunnos/XLF 

/XRCC4/Lig4 complex is 2:2:1 and that XLF interact via its globular domains with the 

head domains of XRCC4 (Fig. 7) [186-190]. The XRCC4 and Lig4 proteins are both 

needed to stabilize the recruitment of this multiprotein complex to the sites of DNA breaks, 

whereas Cernunnos/XLF is necessary to modulate the efficiency or specificity of the 

activity of XRCC4/Lig4 [186, 191]. In addition to these activities, Cernunnos/XLF 

responds to formation of a DSB in a Ku-dependent manner and starts to accumulate at a 

damaged site within a few seconds. Interestingly, XRCC4 is dispensable for this 

recruitment and stabilizes the binding of Cernunnos/XLF to DNA only during the later 

steps [192, 193], suggesting that Cernunnos/XLF contributes not only in the last phase of 

the NHEJ process but also forms a functional connection between DSB sensing and DNA 

ligation in the presence of Ku heterodimer. 
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Fig. 1.8. Major features of the XRCC4/Ligase 4/Cernunnos/XLF complex. The arrows indicate 

the regions of physical interaction between these proteins. OBD designates the DNA binding 

domain and AdB the adenylaton domain of Ligase 4 (adapted from [106]). 

 

1.4.3 The Homologous Recombination (HR) repair 

pathway 

 Homologous recombination (HR) is a type of repair in which nucleotide sequences 

are exchanged between two similar or identical DNA molecules, one damaged and the 

other intact. The classical HR process comprises three successive steps: initial resection of 

the 5’-extremity of DNA at the break site, strand invasion of a homologous DNA duplex by 

the 3’ single-stranded DNA extremity, ligation, and finally separation of the recombinant 

intermediates and finalization of the repair process. Depending on the physical availability 

of both extremities at a DSB and the topology of the strand invasion intermediate, three 

major subtypes of HR have been identified: synthesis-dependent strand annealing (SDSA), 

classical double-strand break repair (DSBR), and break-induced replication (BIR) (Fig. 

1.9). Moreover, initial 5’ resection of DSB termini may uncover repetitive DNA sequences 

and promote an additional type of HR termed the single-strand annealing (SSA) pathway. 

The majority of the data about HR obtained so far is derived from yeast, where HR plays a 

pivotal function in DSB repair. To date a plethora of different proteins have been 

implicated in regulation of the HR pathway; the most important encompass the Rad52 

epistasis group (Rad50, Rad51, Rad52, etc.) as well as others such as nucleases, helicases 

http://en.wikipedia.org/wiki/Genetic_recombination
http://en.wikipedia.org/wiki/Nucleotide
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and polymerases. In addition, within the last few years significant progress has been made 

toward understanding the mechanism of HR in mammalian cells, and homologues of 

almost all the yeast repair genes have been described and characterized in human cells 

[194]. 

 When compared to the NHEJ pathway, HR seems to be an almost error-free process 

with a relatively low mutagenic outcome. This high fidelity is the consequence of the 

duplication of an identical sequence from an intact homologous DNA molecule onto the 

DNA region carrying a DSB. There are two possible homologous donors available from 

which missing sequence information can be copied, the sister chromatid and the 

homologous chromosome, whose accessibility differs considerably during the cell cycle; 

whereas a homologous chromosome is present during the entire cycle, a sister chromatid is 

present only after it has been replicated. As discussed previously, the proximity of a 

copyable template is one of the key factors deciding the choice of DSB repair pathway. It is 

believed that post-replicative repair of a DSB by HR requires cohesion between sister 

chromatids to be mediated by the cohesin complex located along the chromosome arms 

[86] because in the absence of functional cohesin DSB repair in the G2 phase is severely 

impaired in yeast mutants, although reintroduction of cohesin in post-replicative cells does 

not rescue this deficiency [195]. Cohesin components are recruited to the extended 

chromosome regions which surround a DSB caused by IR, but only when this is formed 

during the G2 phase, and this accumulation is abolished and repair is defective in the 

absence of functional cohesin-loading proteins even though the sister chromatids are 

already connected by S phase-generated cohesin [196], demonstrating clearly that even if 

S-phase cohesion is fully functional, further cohesin has to be recruited to sites of damage 

to initiate efficient DNA repair. This DSB-dependent recruitment of cohesin seems to 

depend partially on the formation of foci which contain histone H2AX, as well as on other 

proteins involved in HR such as Mre11 (part of the MRX complex) or Scc2p (a component 

of the cohesin loading machinery) [197]. 

 Sister chromatids are believed to be the preferred and most efficient template for 

repair by HR and allow the damaged sequence to be restored to a state identical to that 

before breakage, and this is not surprising since sister chromatids are held in very close 

proximity. Moreover, repair by recombination with the homologous chromosome may lead 
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to loss of heterozygosity (LOH) in the repaired DNA region because sequence information 

from the undamaged chromosome is duplicated whereas that from the second broken 

chromosome is lost. Depending on the sub-type of recombination, this loss of 

heterozygosity may extend to several megabases of DNA and encompass multiple genetic 

loci or even whole chromosome arms (e.g. during repair by BIR), and analysis of markers 

and karyotypes in tumours suggest that loss of heterozygosity at specific tumour-suppressor 

loci is an important and quite frequent event during oncogenesis. The classic example is 

hereditary retinoblastoma, where inter-homologue recombination is estimated to lead to the 

loss of the wild-type chromosome in about 40% of all tumours [198]. Fortunately, the 

overall frequency of homologous chromosome-based repair seems to be very low and is 

estimated to represent around 1% of all HR repair events. 
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Fig. 1.9. Repair of a DSB by homologous recombination. Repair starts by the generation of 3’ 

overhangs, which form complexes with the proteins RPA and Rad51 and invade the homologous 

chromosome or sister chromatid forming a displacement loop (D-loop). After this point, repair may 

continue by three different sub-pathways: A, double-strand break repair (DSBR); B, synthesis-

dependent strand annealing (SDSA): or C, break-induced replication (BIR). A more detailed 

description is given in the text [adapted from [78]). 

 

  A  B  C 
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1.4.3.1 Recognition of DSBs for repair by HR 

 As for repair by NHEJ, the first step of HR repair is recognition of the break and the 

key player in this process is the MRE11/RAD50/NBS1 complex (MRN). It is believed that 

a few seconds after formation of a break, MRN binds to the DNA ends and forms 

oligomeric complexes which tether them together [199, 200]. Lack of any component of 

MRN leads to embryonic lethality in mammals, and mutations of the NBS1 and Mre11 

genes cause Ataxia-teleangiectasia-like-syndrome (ATLD) and Njimegen Breakage 

Syndrome (NBS) respectively. MRN has also been implicated in several other crucial 

activities in eukaryotic cells such as telomere maintenance, checkpoint signalling, meiotic 

recombination, and DNA replication [201]. 

1.4.3.1.1. The Mre11/Rad50/Nbs1 complex 

 The Mre11 gene is located on chromosome 11 and encodes a protein of 708 aa 

whose N-terminal part contains a long nuclease domain and the region of interaction with 

Nbs1, whereas the C-terminal portion contains two DNA-binding regions separated by a 

domain interacting with Rad50 [202, 203]. Under physiological conditions, two Mre11 

molecules homodimerize through their N-terminal hydrophobic clusters and form a four-

lobed U-shaped structure that is critical for proper assembly of the MRN complex and its 

DNA binding properties. In vitro studies have demonstrated that the N-terminal domains 

function as a single-strand DNA endonuclease, a 3’-5’ single-strand DNA exonuclease, a 

double-strand DNA exonuclease, and a hairpin-opening enzyme. Under in vivo conditions 

and in the presence of DNA, Mre11 dimers are able to form two types of protein-DNA 

complexes termed “synaptic”, formed with double-strand DNA with short 3’ overhangs, or 

“branched” formed by binding an oligonucleotide containing both double- and single- 

stranded regions. In both cases a conformational change in Mre11 causes translocation of 

the DNA toward the nuclease site and thus provides endo- and exo-nuclease activities 

required for efficient repair by HR [201]. 

 The human Rad50 gene is located on the long arm of chromosome 5 and encodes a 

protein of 1312 aa containing two globular domains connected by a 50 nm-long coiled-coil 
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region with conserved Cys-X-X-Cys motifs located in the central hinge region of the 

molecule. These motifs are crucial for the proper functioning of Rad50 and form an 

interlocking hook that binds one Zn2+ ion (Fig. 1.10) [203, 204]. Under physiological 

conditions the N- and C- terminal globular domains of Rad50 interact with each other and 

form the so-called ABC transporter ATPase which is responsible for the regulation of 

DNA-dependent allosteric changes. This intra-molecular rearrangement results in the 

formation of a long, flexible coiled-coil arm that folds back on itself via the hinge region 

and forms a scaffold for a second molecule of Rad50. It is believed that under physiological 

conditions and in the presence of Zn2+ ions, the two Rad50 molecules are joined by hooks 

in their folded coiled-coil domains whereas their “heads” interact with and stabilize the 

DNA termini at a DSB [204] (FIG. 1.10 B).   

 

 
 

Fig. 1.10. Structure of the protein Rad50. (A) The Walker A and B motifs (the sequence 

GXXXXGKT/S), believed to be sites for binding nucleotides in many proteins, are located on the 

two opposite ends of the protein and responsible for its ATPase activity. The Mre11-binding 

domain is located next to these motifs and the center part corresponds to the hinge region that 

contains a zinc-hook motif. (B) Dimerisation of two Rad50 proteins through their hinge region in 

the presence of Zn
2+

 (adapted from [201]). 

 
  

NBS1 (nibrin or p95) is a 95 kDa protein encoded by a 50 kb-long gene located on 

chromosome 8q21 [205]. As discussed above, mutations in the Nbs1 gene cause a rare, 

autosomal-recessive human disease termed Nijmegen breakage syndrome (NBS) 
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characterized by severe immunodeficiency, chromosomal instability, microcephaly, growth 

retardation, radiosensitivity, and predisposition to lymphoid cancers [206]. The N-terminal 

part of human NBS1 contains a FHA (Forkhead-associated) domain and two adjacent 

BRCT motifs which often mediate phosphorylation-dependent protein-protein interactions 

and are characteristic for many other DNA-damage response proteins. Nbs1 is believed to 

play key functions in the majority of DNA-damage-checkpoint and DNA repair signalling 

processes. In NBS cells with truncating or nonsense mutations of the NBS1 gene, Mre11 

and Rad50 still complex with each other but do not translocate to the nucleus, suggesting 

that NBS1 is essential for the nuclear localisation of the complex [206]. Additionally, in the 

presence of NBS1 the DNA binding activity of Rad50 is stimulated strongly and the 

endonucleolytic activity of Mre11 increases [207]. The FHA domain of NBS1 promotes its 

interaction with the nuclease CtIP, thereby directly contributing to the resection step of HR 

repair (see below) [96]. 

 The stoichiometry of the three proteins forming the MRN complex is still a matter 

of controversy. Sedimentation equilibrium analysis of the recombinant human complex 

indicates that an Mre11 dimer form a 1:1 complex with Nbs1, but both Mre11/Rad50 and 

Mre11/Rad50/Nbs1 complexes are large multimeric assemblies with a mass of 1.2 MDa, 

significantly larger than the predicted size for 1:1:1 stoichiometry [207]. The stoichiometry 

ratio in the MRN complex seems to be 2:2:1, although this is not a constant value and may 

undergo slight changes depending on the availability and accessibility of its individual 

components. It is observed that in the presence of equal amounts of Mre11 and Nbs1 the 

MRN complex contains two or more Rad50 molecules, whereas in excess of Nbs1 the 

assembly reaction is shifted towards complexes containing multimers of Rad50. 

Additionally, it cannot be excluded that under physiological conditions MRN may also 

interact with itself and form higher order structures, which may explain the existence of the 

observed 1.2 MDa complexes [201]. Electron microscopy and structural studies seem to 

confirm this hypothesis and disclose that the “standard” MRN is a protein complex 

consisting of a heterotetrameric (Mre11)2/(Rad50)2 head and a double coiled-coil linker. In 

this conformation the Rad50 ATPase domain (head) and its adjacent coiled-coil regions 

undergo a series of conformational changes which influence and control Mre11 

exonuclease activity [203]. Interestingly, whereas binding of NBS1 has no influence on the 
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basic structure of this complex the dynamic architecture of complete MRN is markedly 

affected when it binds to DNA. Binding of DNA by the MRN globular domain leads to a 

conformational change of the Rad50 coiled-coils regions, which protrude away from the 

DNA and become more rigid to efficiently keep the two DNA ends in close proximity. This 

change prevents intra-complex interactions and favours DNA tethering, thus facilitating 

subsequent steps of HR [203, 208].  

 

1.4.3.2 The 5’-3’ resection process 

 After recognition of a break, the next step of HR repair is resection of the 5’ DNA 

termini by degradation of the 5'  3' ends, producing a long 3’ single-stranded overhang of 

~100-200 nucleotides which is immediately covered by the RPA complex and used to 

prime the subsequent synthesis of DNA [92]. As already described briefly, it is believed 

that formation of these single-stranded DNA (ssDNA) tails is a crucial and decisive 

moment in the choice of repair pathway. In yeast, the complex of nucleases Sae2, Exo1, 

Sgs1 as well as MRX (the homolog of human MRN) works synergistically to resect the 5’ 

strand and generate long 3’ ssDNA tails for the subsequent “strand invasion” process [209]. 

This is a two-step process in which the initial attack is performed by Mre11 and Sae2 

nucleases followed by long-range resection involving either Exo1 5’-3’ nuclease or the 

Sgs1/Dna2 helicase-exonuclease complex; double mutants for Exo1 and Sgs1 are not able 

to perform efficient 5’-3’ DNA degradation and generate only a small pool of single- 

stranded overhangs a few nucleotides long [210]. All these nucleases have their orthologues 

in mammalian cells termed Exo1, Bloom’s syndrome protein (BLM), a homologue of yeast 

Sgs1 helicase, and C-terminal binding protein interacting protein (CtIP), and the yeast Sae2 

homologue . CtIP, originally isolated, sequenced and characterized as a binding partner of 

C-terminal binding protein (CtBP), retinoblastoma (Rb), and BRCA1 [211] is believed to 

be the most important protein in DNA resection for DSB repair in mammals although 

recent studies revealed that it has other important functions in regulation of the cell cycle 

and checkpoint signalling. CtIP undergoes a series of ATM- and CDK-dependent 

modifications that regulate its activity. Inactivation of one CtIP allele predisposes mice to 
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multiple types of lymphomas, whereas homozygous inactivation leads to embryonic 

lethality [211]. 

 The MRN complex activates ATM kinase, which in turn phosphorylates CtIP on 

S664 and S745 residues and promotes a conformational change and association with the 

FHA motif of the protein NBS1 [96], although localization of CtIP to sites of DNA damage 

is significantly delayed compared with that of the MRN complex agreeing with the 

hypothesis that recruitment of CtIP is Nbs1-dependent. It is not clear what could be the 

consequences of interaction between CtIP and MRN, but since purified human CtIP 

stimulates Mre11 nuclease activity in vitro, together they may cleave the 5’ ssDNA and 

initiate the resection process. CtIP may serve also as a phosphorylation target for cyclin-

dependent kinase 1 (Cdk1) [95, 212], which phosphorylates residues S327 and T847 and 

enhances its recruitment to DNA damage sites as well as binding to the C-terminal part of 

BRCA1. BRCA1 ubiquitinates CtIP and promotes its interaction with the proteins RAP80 

and Abraxas (described below) which also appear to participate in its recruitment to sites of 

DNA damage. To summarize, in mammalian cells resection starts as a series of multiple 

ATP- and/or CDK-dependent regulations of CtIP, which binds to BRCA1 heterodimers 

(more details below), migrates to a DSB, and after reaching the broken extremity of the 5’ 

strand performs 5’-3’ end resection together with Exo1 and the MRN complex and 

produces a 3’ ssDNA overhang ready for the next step of repair. 

1.4.3.3 ssDNA invasion, strand exchange, and D-loop formation  

 Within a few seconds after resection, 3’ ssDNA overhangs are bound by a high-

affinity heterotrimeric complex of the ssDNA-binding protein Replication Protein A (RPA) 

[92], which not only protects them from nucleases but also melts the DNA and to some 

extent facilitates the subsequent formation of helical nucleoprotein filaments by Rad51 

[213]. Rad51 is a eukaryotic ATPase able to bind to and modify the structure of ssDNA in 

a manner similarly to the bacterial RecA protein, forming filaments in which the DNA is 

shortened uniformly to ~50% of the length of normal B-form DNA and Watson-Crick 

pairing between the complementary invading and template strands is significantly 

accelerated [214]. The Rad51 protein does not show a strong preference for single-stranded 

DNA and has ATPase and strand exchange activities ~100 times smaller than its bacterial 
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orthologue [215]. For this reason it nucleates onto ssDNA rather slowly, thus rendering 

presynaptic filament assembly vulnerable to competing factors of which RPA, the first 

protein to bind to ssDNA termini, paradoxically competes with Rad51 for binding to the 

resected DNA as a consequence of its higher affinity and binding rate [216]. A number of 

accessory proteins, termed recombination mediators, help to facilitate nucleation of Rad51 

onto ssDNA tails [217]. In yeast, the most important and best known of these are Rad52, 

Rad54, Rad55 and Rad57 which also form heterodimers that stabilize nucleofilaments and 

stimulate subsequent strand exchange, and there is a similar group of factors in mammalian 

cells including BRCA2 and BRCA1 as well as the less-known BARD1, PALB2 and DSS1 

[217]. 

1.4.3.3.1 The proteins breast cancer 1 and breast cancer 2 (BRCA1 and 

BRCA2)  

 BRCA1 and BRCA2 are two human genes which, when mutated, increase 

susceptibility to hereditary breast and ovarian cancer. The proteins BRCA1 and BRCA2 for 

which they code are involved in processes important for maintening genome integrity such 

as repair of DSBs, cell cycle control, and chromosome segregation. Because of these 

crucial functions, complete loss of either one of these proteins leads to a dramatic increase 

of genome instability and of the frequency of chromosome translocations. 

 The BRCA1 gene is located on the long arm of chromosome 17 and codes for a 

phosphoprotein of 1863 aa that plays an important function in signal transduction and DNA 

repair processes. Mutations of BRCA1 are responsible for approximately 40% of all 

inherited ovarian cancers and for more than 80% of inherited breast cancers. The N-

terminal part of the BRCA1 protein contains a RING domain, a conserved pattern of eight 

Cys and His residues, that interacts with multiple cognate proteins and its C-terminal part 

contains a nuclear localization signal and two BRCT repeats responsible for interaction 

with other proteins involved in DNA repair, recombination and cell cycle control. BRCA1 

interacts through its RING domain with the protein BRCA1-associated RING domain 1 

(BARD1) and forms heterodimers that possess a ubiquitin ligase activity which is crucial 

for chromosome stability as well as cell proliferation and centrosome-independent mitotic 

spindle assembly [218]. BRCA1 may also interact with other BRCT-like proteins such as 
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the MRN complexes, CtIP nuclease, or histone H2AX through its carboxyl terminal 

domain which contains two BRCT repeats. Recently, several groups independently 

discovered other important factors which bind to BRCA1, Rap80 and Abraxa whose 

binding depends strictly on the ubiquitin ligase activity mentioned above. The function of 

these complexes is still uncertain, but Rap80 is believed to bind to polyubiquitinylated 

histone H2AX and thereby bring the BRCA1 complex to sites of DNA damage [219].  

 In view of the similar phenotypes of BRCA1 and BRCA2 patients and the spectrum 

of defects observed in cells deficient in these proteins, one would predict that the BRCA 

proteins might work in synchrony in processes essential for tumour suppression. Indeed, 

consistent with this notion interaction between them has been reported during recruitment 

of Rad51 to ssDNA overhangs and formation of nucleoprotein filaments [220]. It has been 

a longstanding question how these two proteins interact in vivo, and it is believed that the 

mediator protein PALB2 (FANC-N) plays an essential role in this process [221]. 

 PALB2 and BRCA1 interact via their coiled-coil regions, and cells harbouring 

mutations that abrogate this interaction are defective in repair by HR. At the same time, the 

C-terminal part of PALB2 interacts with the N-terminal portion of BRCA2 and thus serves 

as the molecular scaffold for the formation of the entire BRCA1-PALB2-BRCA2 complex. 

The exact functions of these complexes are uncertain, but PALB2 is believed to modulate 

the loading of BRCA2-RAD51 heterodimers onto ssDNA termini [221, 222]. 

 The BRCA2 gene is located on the long arm of chromosome 13 and encodes a 

protein of 3418 aa. Heterozygous mutations of BRCA2, like those of BRCA1, predispose 

to an elevated risk (level) of female breast and ovarian cancers, whereas homozygous 

defects cause Fanconi anaemia. Interestingly, families with BRCA2 mutations also exhibit 

an increased risk of breast, pancreatic and prostate cancers in males [223, 224]. The central 

region of BRCA2 contains eight copies of a 70 aa BRC motif, each of which can interact 

with a Rad51 monomer as well as with ssDNA nucleoprotein filaments. It is therefore 

believed that BRCA2 participates in homology-directed repair, presumably in conjunction 

with the Rad51 recombinase, and this hypothesis is supported by a series of experiments on 

BRCA2 mutant cells which shows that cells harbouring mutations exhibit an up to 100-fold 

reduced level of HR [225]. More recent data demonstrate that interaction of BRCA2 with 

Rad51 causes a large movement of the flexible N-terminal domain of RAD51 and 
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facilitates its efficient nucleation on DNA tails and thereby stimulates the HR repair 

process. Moreover, after the formation of ssDNA-Rad51 complexes BRCA2 additionally 

stabilizes the resulting nucleoprotein filaments so that they cannot be dissociated or 

destroyed [226].  

 Rad51-coated ssDNA nucleoprotein filaments are the active intermediates in repair 

and their formation is crucial to initiate the onset of the strand invasion and displacement 

loop (D-loop) steps. During these two subsequent processes Rad51-coated 3’ssDNA 

termini capture a DNA template and search for sequence homology on the neighbouring 

DNA duplex. After the homologous region is found, the invading strand forms Watson-

Crick base pairs with the intact template and sets up a D-loop intermediate. It has been 

estimated that in yeast, Rad51-dependent recombination requires a homologous region of at 

least 100 bp, and the formation of shorter regions strongly inhibits the whole mechanism 

[227]. It is unclear how the Rad51-ssDNA nucleofilament complex finds the homologous 

region of the DNA template, but this is believed to result from random collisions with 

continuous dissociation and association of Rad51 from the 3’ ssDNA end of the 

nucleoprotein filament, as in the case of bacterial RecA protein [228]. Strand exchange and 

D-loop formation are the last common stages for all types of HR, and after this point the 

next steps of every sub-pathway differ significantly although all the final repair products 

contain the homologous replacement of the broken DNA sequence. In some cases, 

especially after repair by the DSBR pathway, the repaired region may contain extra 

sequences associated with a crossover exchange reaction (see below for more details) 

which increases the extent of loss of heterozygosity and may lead to modification of the 

entire chromosomal region. Nevertheless, as demonstrated in mouse embryonic stem cells 

non-crossover inter-sister homologue reactions predominate over the crossover type and 

their ratio is ~30 to 1 [229]. 

1.4.3.4 Synthesis-dependent strand annealing (SDSA) and sub-

pathways for repair of double strand breaks  

 Double-strand break repair (DSBR) and synthesis-dependent strand annealing 

(SDSA) (Fig. 1.11 A and B, respectively) are two different types of homologous 
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recombination pathway which deal with the same type of DSB i.e. a typical two-ended 

DSB. In both cases, after generation of a D-loop intermediate the 3’-end of the invading 

strand primes DNA synthesis on the homologous duplex molecule as the template. There is 

still some controversy about the DNA polymerases involved, and so far the only substantial 

candidate able to perform this process both in in vitro and in vivo is DNA polymerase Eta 

(Pol ) [230, 231], an error-prone DNA polymerase which promotes translesion synthesis 

(TLS) through DNA lesions that may be also be formed spontaneously as well as by UV 

radiation. Interestingly, mutant cells that lack Pol activity demonstrate a significant 

decrease in the frequency of both Ig gene conversion and DSB repair by HR [230] as well 

as hypersensitivity to UV. Pol localizes mostly uniformly in the cell nucleus, and 

colocalizes with replication factories during S phase but following irradiation of cells with 

60Co photons it accumulates at stalled replication forks and partially colocalizes with foci 

containing Rad51 [232].  

 Most HR-dependent DNA synthesis events, either SDSA or DSBR, entail copying 

of only a short tract from the donor DNA molecule, a process called short track gene 

conversion (STGC) which predominates over that termed long track gene conversion 

(LTGC) [233]. The longest observed mammalian gene conversion process encompasses a 

distance of  less than 10 kb, whereas in yeast it can extend up to hundreds of kb during 

Break Induced Repair [229] (see below for more details). 

 The annealing and resolution processes, the final steps of HR recombination, differ 

greatly between the SDSA and DSBR sub-pathways. In SDSA, after the successive DNA 

synthesis and small D-loop extension processes the invading ssDNA is displaced and base 

pairs (i.e. anneals) with the processed second end of the break followed by cleavage of  

sequences not involved in annealing and subsequent gap-filling synthesis and strand 

religation (Fig. 1.11 B). In contrast, during DSBR the initial 3’-end invasion and DNA 

synthesis are followed either by a “second end capture annealing” or “second end invasion” 

event. The most essential protein involved in these processes is Rad52, which possesses the 

unique capacity to anneal single-stranded DNA complexes with the cognate strand 

complexed with RPA. Interestingly, the simultaneous presence of Rad51 on ssDNA ends 

may be nonproductive for repair by HR because it blocks loading of Rad52, whose function 

may be taken over by Rad54 which works as a back-up pathway and partially catalyzes the 
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normal annealing process [234, 235]. Functional homologs of Rad52 protein can be found 

even in such distant organisms as bacteria and phage, suggesting that ssDNA annealing is 

an ancient and universal mechanism for “second-end capture”. During the DSBR pathway 

this mechanism and the subsequent synthesis of the second DNA end generate two four-

way structures composed of DNA strands base paired with their old and new partners 

simultaneously. These intermediate structures, termed double Holliday Junctions (dHJs) , 

have to be resolved and produce either cross-over or non-cross-over final products. The 

enzymes involved in “uncrossing” are termed Holliday Junction resolvases, but to date no 

single gene encoding a resolvase has been identified. It is believed that resolution of HJs is 

rather executed by several distinct enzyme complexes, and extracts from cells carrying 

mutations in the recombination/repair genes RAD51C or XRCC3 have reduced levels of HJ 

cleavage. Double HJ intermediates can also be resolved by the action of Bloom’s syndrome 

protein (a DNA helicase) and topoisomerase III, which produce non-crossover products 

[236]. 

1.4.3.5 Break-induced DNA replication  

 Break-induced replication (BIR) is a special kind of HR which, in contrast to the 

previously-described processes of SDSA and DSBR, deals only with one-ended DSBs 

which arise when only one of the DSB ends shares homology with another region in the 

genome or when one end of a broken DNA molecule is lost. BIR was discovered initially as 

a specific mechanism which restarts DNA synthesis at collapsed replication forks in yeast, 

but it appears also to be one of the mechanisms responsible for alternative lengthening of 

mammalian and yeast telomeres [237]. The contribution of BIR to the repair of endogenous 

DSBs in wild-type cells is uncertain, but in Rad51 or Mre11 mutants it can makes a 

significant contribution to the repair of exogenously-induced breaks. In the absence of 

Rad51, BIR becomes a Rad52-dependent pathway and in the absence of Rad52 nearly 

100% of broken chromosomes remain unrepaired [238, 239]. It has been shown that 

RAD51-independent recombination requires much less homology (~30 bp) for strand 

invasion to occur than that depending on RAD51 (~100 bp), and in fact the presence of 

Rad51 protein severely impairs the recombination of short homology motifs. It is believed 
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that in yeast these two pathways act as distinct systems to maintain correct telomere 

structure in the absence of telomerase [227]. 

 The best illustration of the use of BIR is the repair of broken replication forks 

formed when DNA helicase encounters a nick on the DNA template, causing one arm of 

the replication fork to break (Fig. 1.11 A). After initial formation of a D-loop structure, the 

3’-single stranded overhang primes DNA synthesis and establishes a replication fork 

containing both leading and lagging strands. Migration of the Holliday Junction (HJ) 

separates the extended double-strand end from its templates so that the 5’ end is resected 

once again and the 3’ ssDNA re-invades the homologous region and repeats the entire 

process. After a few cycles of invasion, extension, and separation the more processive 

polymerase Pol  continues replication to the end of the replicon or of the chromosome arm 

[240]. As easily imagined, the copying of such long DNA regions, often encompassing an 

entire arm of the template chromosome, could result in the loss of sequence information 

encoded on the distal region as well as loss of heterozygosity, as described above (Section 

1.4.3).  

1.4.3.6 Single-strand annealing (SSA) 

 Single-strand annealing (SSA) represents a special type of HR repair which does not 

involve the formation and resolution of HJ and whose activity is so far mainly 

characterized in yeast cells. SSA generally repairs DSBs between two repeated sequences 

oriented in the same direction, and since it does not involve strand exchange it is Rad51-

independent. After the initial resection step the repeat sequences on the two 3’ ssDNA 

overhangs are uncovered, aligned, and annealed together, the remaining un-annealed single 

stranded terminal sequences are removed, and the resulting gaps or nicks are filled in by 

successive synthesis and ligation (Fig. 1.11B). SSA does not require a separate homologous 

DNA template and the resected region may extend up to several kb. In yeast, Rad52 

complexed with RPA anneals the ssDNA overhangs whereas Rad1-Rad10 endonuclease 

cleaves non-homologous complexes after the annealing step [241]. Thus RAD52 plays a 

dual role in repair by HR, promoting the annealing of complementary single-stranded DNA 
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and stimulating the recombinase function of RAD51, but since Rad51 is not required for 

SSA, Rad52 probably takes over all its functions in this sub-pathway. 

The last step of SSA repair is nucleolytic cleavage of non-homologous sequences, 

which is performed by the structure-specific endonuclease complex XPF/ERCC1 (the 

human counterpart of the yeast Rad1/Rad10 complex). In cell-free extracts XPF/ERCC1 is 

stably associated with Rad52 by interactions via the N-terminal domains of Rad52 and 

XPF, and formation of this complex stimulates the DNA structure-specific endonuclease 

activity of XPF/ERCC1 and attenuates the DNA strand annealing activity of Rad52 [242]. 
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Fig. 1.11. Break-induced repair (BIR) and single -strand annealing (SSA). (A) In the BIR 

pathway, the end of a broken chromosome is resected and the 3′ terminus is used for subsequent 

strand invasion. This 3′ end initiates DNA replication leading to a migrating D-loop and formation 

of a newly-synthesized double stranded DNA. (B) In SSA, 5’ DNA termini are resected and 

complementary DNA repeats (green) are annealed. Nonhomologous sequences are cleaved out 

(small arrow arrays), gaps are filled (dashed line), and the two strands are ligated (see the text for 

more details). 
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1.4.4 The backup-NHEJ pathway (B-NHEJ) 

 For several years, both in vitro and in vivo studies have suggested that there is 

another, alternative process which can participate in repair of DSBs apart from the HR and 

NHEJ mechanisms. Cells deficient in major components of the NHEJ or HR pathways are 

able to repair almost all DSBs after a sufficiently long incubation time, and the final level 

of damage is only slightly higher than that in their wild type counterparts [243-245]. One of 

the first proteins shown to be involved in this alternative repair pathway was PARP-1 

which was known to participate in base excision and single strand break repair since many 

years, but its role in the repair of DSBs was a matter of controversy. Initial experiments 

performed by Hochegger et al. showed that PARP-1-/- DT40 cells exhibit increased 

sensitivity to various DSB-inducing agents and a decreased level of repair by HR. As it 

turned out, this specific phenotype was strictly related to the presence of Ku70 and double 

mutants for PARP-1 and Ku70 were not hypersensitive to IR and were normally proficient 

in HR repair [246]. Additional in-depth analysis revealed that PARP-1 interacts with Ku in 

both in vitro and in vivo conditions and its involvement in DSB repair is closely related to 

direct competition with Ku70. In irradiated wild type cells the higher affinity of Ku70 for 

DNA ends and the excessive number of other forms of DNA lesions limits the contribution 

which PARP-1 can make to repair of DSBs, but in cells with a Ku70 mutation it is recruited 

to DSBs slowly and initiates their repair [79]. It is postulated that in a manner analogous to 

its activity in repair of single strand breaks, PARP-1 heterodimers bind to DNA extremities 

at DSBs and activate XRCC1/DNA Ligase III which finalizes the repair process [247]. This 

mechanism, distinct from that previously described, is termed Back-Up Non-Homologous 

End Joining (B-NHEJ) to reflect its back-up and delayed function [79], and the hypothesis 

that it represents a new and potentially important mechanism for repair of DSBs has been 

confirmed by experiments on mouse embryo fibroblasts defective in HR and/or NHEJ 

[248]. B-NHEJ appears to be cell cycle-dependent and in vivo plasmid end-joining assays 

demonstrate that it is most active during the G2 phase. 
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1.5 Chromatin remodelling during DNA breakage 

and repair  

 During interphase, DNA is combined with proteins and organized into a precise, 

compact structure, a dense string-like fiber termed chromatin. A longstanding question in 

the study of the cellular response to IR is how such a complex structural environment of 

chromatin is influenced by lesions in DNA. The basic repeating unit of chromatin, the 

nucleosome, consists of DNA wrapped around an octamer of core histones composed of 

two molecules each of histones H2A, H2B, H3 and H4 forming a ~10 nm diameter fibre 

that is visible under the microscope as a "beads on a string" structure (Fig. 1.12). During 

interphase the string of nucleosomes is packed further into a denser structure known as a 

solenoid/30nm fibre that compacts the DNA by a factor of ~40 [249]. Moreover, when the 

cell enters metaphase the chromatin compaction state changes dramatically and condenses 

to an even greater degree into specialized structures for partioning the daughter genomes- 

the chromosomes. However, most of the time the cell is in interphase and its chromatin is 

less densely compacted than in chromosomes, and it is known to adopt two different levels 

of compaction. The predominant type of chromatin found in cells during interphase, 

euchromatin, is genetically active and more diffuse than the other kind of chromatin which 

is termed heterochromatin. The additional compression of heterochromatin is thought to 

involve various proteins in addition to the histones, and the DNA it contains is thought to 

be genetically inactive.  

 Chromatin, especially euchromatin regions, undergo constant remodelling processes 

whose frequency increases greatly after DNA damage and which are believed to play an 

important role in recognition and repair of DNA strand breaks [249-251]. As a result, the 

compact chromatin structure is believed to be relaxed to provide easier access and docking 

stations for the machinery which repairs damaged DNA [252].  
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Fig. 1.12. Different levels of DNA condensation 

 

1.5.1 Formation of foci containing repair proteins in the 

nucleus  

 As described above, recognition and repair of DSBs and SSBs involves the 

participation of several different groups of proteins with distinct but overlapping functions. 

Upon damage to DNA the majority of these proteins migrates rapidly to the sites of damage 

and accumulates in localized assemblies termed repair foci, whose formation in response to 

DNA damage is observed in many organisms ranging from yeasts to mammals. The first 

observation of DNA damage-dependent foci formation was made by Haaf et al., who 
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demonstrated that after irradiation the protein Rad51 becomes concentrated in multiple 

discrete regions whose number and size are significantly correlated with the level of DNA 

damage [253]. Since that time many other proteins have been shown to form DNA damage-

dependent foci whose formation is predominantly a hallmark of SSB and DSB repair 

activity [254, 255]. It is believed that repair foci are formed in accordance with a 

hierarchical assembly model in which repair factors nucleate DSB in a synchronized, 

sequential manner and subsequently accumulate and occupy up to a few megabases from 

the break site. Thus in the case of DSB repair, for example, one can distinguish early foci 

containing ATM, MRN, MDC1 and H2AX which form within seconds after damage, as 

well as late foci associated with the later steps of repair [256]. Interestingly, the protein 

components of repair foci do not appear to exist as pre-functional complexes and they 

interact only at the moment of DNA damage. Foci are intrinsically highly dynamic 

structures; the majority of their components undergo constant dynamic exchange between 

free and chromatin-bound states and their turnover depends on the type of damaging agent,  

the extent of DNA damage, and the type of DSB repair [257]. 

1.5.2 Changes in chromatin distribution in the nucleus  

 In the relaxed chromatin state, single chromosomes occupy defined nuclear volumes 

termed chromosomal territories [258]. The spatial distribution of these distinct territories 

within the nucleus appears to be dependent on the gene density of the respective 

chromosomes in spherical nuclei, and whereas heterochromatic and gene-poor regions are 

typically found at the periphery of the nucleus and around the nucleoli forming “sub-

chromosomal foci” the euchromatic, gene-rich regions are located mainly in the center of 

the nucleus [259]. Interestingly, it is still a matter of controversy whether these two distinct 

regions of chromatin respond in the same way to IR-induced damage. Some early 

microscopic studies demonstrated that in mammalian cells no H2AX damage signals could 

be observed within heterochromatic regions 1 h after sparsely-ionizing radiation, 

suggesting that DSBs are less frequent or are not processed in heterochromatin [260]. 

Additionally, as revealed by Soutoglou et al., breaks formed in euchromatin seem to be 
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strongly bound by Ku80 protein and thus positionally stable and unable to roam the cell 

nucleus [261].  

 In contrast, recent immunofluorescence analyses and quantitation studies revealed 

that in Drosophila cells there is almost identical and efficient formation of repair foci in 

both chromatin compartments, and the tight packaging of heterochromatin does not 

represent an obstacle to DSB recognition and processing. In fact, DSB repair foci were 

assembled very quickly in heterochromatin (many times faster than those in euchromatin) 

suggesting that features of heterochromatin may even amplify some aspects of the DSB 

response [262]. Moreover such breaks, like these observed in S. cerevisiae, show a clear 

movement of broken DNA termini to the exterior of the heterochromatin domain [262, 

263]. Based on these facts, in the recent model suggested by Chiolo et al. [262] DSB 

formation and processing occur in both eu- and hetero-chromatin soon after damage is 

induced. However, breaks in heterochromatin require ATM-dependent phosphorylation of 

Kruppel-associated box-associated protein-1 (KAP-1), a heterochromatin-building protein. 

These findings suggest that DSBs formed in heterochromatin are repaired with much 

slower kinetics than those produced in euchromatin and that ATM functions to relieve 

compaction of heterochromatin via KAP-1 phosphorylation [264]. Additionally, there is 

dramatic expansion and dynamic protrusions of the heterochromatin domain in response to 

ionizing radiation (IR) in Drosophila cells, and moreover breaks in heterohromatic are 

repaired in majority by the HR pathway but with striking differences from euchromatin. 

Proteins involved in early HR events (resection) are rapidly recruited to DSBs within 

heterochromatin, in contrast to Rad51 which only associates with DSBs that relocalize 

outside of the domain. Heterochromatin expansion and relocalization of foci require 

checkpoint and resection proteins, especially the Smc5/6 complex which is enriched in 

heterochromatin and is required to exclude Rad51 from the domain and prevent abnormal 

recombination [265]. This model suggests that after damage to DNA, chromatin undergoes 

a series of global conformational changes that facilitate processes for its repair and that 

early steps during DSB processing occur within heterochromatin, whereas the later steps 

are excluded from this domain probably in order to prevent aberrant exchanges between 

DNA repeats regions which are know to be very frequent in heterochromatic regions. 
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1.5.3 Changes in chromatin architecture during repair 

 As mentioned above, during the last few years an increasing body of evidence 

suggests that chromatin remodelling plays a very important function in repair of strand 

breaks, especially DSBs. The pivotal steps in this process appear to be covalent 

modifications of the N-terminal tails of histones which protrude away from the 

nucleosomes core; the majority of these modifications reduce the affinity of the tails for 

adjacent nucleosomes and thereby decrease the compaction of the broken chromatin fiber. 

Two main classes of enzymes are involved in this post-traumatic regulation of chromatin 

accessibility, large, multi-utility complexes that use energy from ATP to weaken the 

interactions between histones and DNA in the region of a break, and a second group of 

enzymes which modify the N-terminal regions of the core histones by acetylation, 

phosphorylation, methylation, or ubiquitinylation. 

1.5.3.1 Acetylation and ATP-dependent remodelling of 

chromatin 

 A series of studies suggest that acetylation and ATP-dependent remodelling 

mechanisms act together in the response to DNA damage, leading to a rapid local 

decompaction of chromatin to facilitate the access of repair proteins. 

 The main ATP-dependent proteins involved in chromatin remodelling belong to the 

SWI2/SNF2 protein superfamily which all contain a SNF2-like DEAD/H(SF2) ATPase 

subunit by which they catalyze remodelling processes. In yeast, two members of this family 

termed Remodels the Structure of Chromatin (RSC) and the Swi/Snf complex are directly 

recruited to sites of DSBs, and cells with mutations in these roteins are hypersensitive to 

DNA damaging agents [266, 267]. It is believed that these systems play distinct but 

overlapping roles during DSB repair, and that whereas RSC is necessary for the initial 

stages of assembly of repair proteins, Swi/Snf is required for the final steps of the process 

[266]. To date, it is unknown if the Swi/Snf complex plays the same functions in DSB 

repair in human cells, but mutations of its hSNF5 core subunit cause a highly lethal 

pediatric cancer, malignant rhabdoid tumour (MRT). Deletion of the hSNF gene in mouse 
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embryo fibroblasts results in increased sensitivity to agents inducing DSBs as well as 

increased chromosomal instability [268]. 

Another ATP-dependent enzyme involved in DSB repair in yeast is the INO80 

complex, which in vitro remodels chromatin, facilitates transcription, and shows 3' to 5' 

DNA helicase activity. Cells with mutations in INO80 show severe defects in transcription 

as well as hypersensitivity to agents that cause DSBs [250]. Tsukuda et al. [252] 

demonstrated that INO80 is recruited to H2AX foci 30 to 60 min after formation of a DSB 

and binds to the sequences next to the break, followed by eviction of nucleosomes in the 

vicinity. It is believed to also play some role in the recruitment of Rad51 and Rad52. 

One of the best characterized acetylation processes involved in DSB repair is the 

above-mentioned modification of ATM kinase by the Tip60 and hMOF complexes [53, 

54]. Tip60, a multiprotein histone acetyltransferase (HAT) complex, is also directly 

involved in chromatin remodelling processes and catalyzes the transfer of acetyl groups 

from acetyl coenzyme A to either the -amino groups of N-terminal amino acids or to the 

-amino group of internal lysine residues. The best example of such activity is the 

acetylation of histone H4, which is believed to open up chromatin structure around the 

breakage site and thus facilitate accessibility to the factors required for repair [269].  

 As mentioned before, ATP-dependent chromatin remodelling and histone 

acetylation may cooperate in DSB repair, as demonstrated by examples from cells of D. 

melanogaster and yeast. In the first case, histone H2Av is rapidly acetylated and also 

phosphorylated by the dTIP60 complex after DNA damage, and after repair of the break the 

ATPase subunit (p400/domino) of TIP60 catalyses the exchange and replacement of the 

acetylated phospho-H2Av by unmodified H2Av [270]. An analogous process is observed in 

budding yeast, where dimers of phosphorylated histone H2A-H2B are replaced by fresh, 

unphosphorylated molecules by the  NuA4-HAT complex [269].  

1.5.3.2 Phosphorylation of histones 

 Phosphorylation probably represents one of the most-explored types of modification 

of histones that is observed during the formation and repair of DSBs. To date, the best 

known example is the phosphorylation of H2AX, an isoform of the core histone H2A, 
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which is believed to be one of the most conserved variants of H2A and whose quantity 

varies between 2% and 25% of the total H2A in the cell [271]. Upon DNA damage, H2AX 

is phosphorylated extensively on Ser139 to form gamma H2AX (H2AX), which covers a 

large region of chromatin of up to 2 megabases adjacent to a break and may contain up to 

2000 H2AX molecules [272]. After a few minutes visible foci containing H2AX form in 

the nucleus which are believed to represent sites of DSBs; their number correlates with that 

of DSBs in a 1:1 ratio and their disappearance correlates with the end of repair activity after 

IR doses ≤10 Gy. There is a difference in H2AX phosphorylation in different regions of 

chromatin, and after irradiation H2AX foci form several times more efficiently in 

euchromatin than in heterochromatin, whereas inhibition of DNA synthesis in S-phase cells 

by hydroxyurea results in an approximately equal distribution. This suggests that 

phosphorylation of H2AX or formation of foci of H2AX may be restricted in 

heterochromatin, probably due to its greater compaction and limited accessibility for 

phosphorylation, and that decompaction during DNA replication partially relieves this 

restriction [273].  

 In principle, H2AX may be phosphorylated by three transducer kinases, ATM, ATR 

and DNA-PK, but it is believed that under normal circumstances the principal role is played 

by ATM kinase. Calculations show that although formation of the majority of H2AX foci 

induced by IR is ATM-dependent, ATR kinase is also require for ~10% suggesting that a 

small portion of ATR also could be involved in recognizing IR-induced DSBs [274]. It is 

not completely clear how phosphorylated H2AX is dephosphorylated, but data from yeast 

indicates that the HTP-C complex may play an essential function in this process; it contains 

the phosphatase Pph3 which is able to regulate phosphorylation of H2AX in vivo and 

dephosphorylates H2AX efficiently in vitro. However, loss of H2AX from chromatin 

surrounding DSBs is independent of the HTP-C complex, suggesting that H2AX is first 

removed from chromatin and only then dephosphorylated [275]. In mammalian cells, one 

of the candidate for removing H2AX from chromatin is the phosphatase 2A(PP2A) whose 

recruitment to DNA damage foci is H2AX-dependent, but is not related to activity of 

ATM, ATR, or DNA-PK. Its catalytic subunit (PP2A(C)) coimmunoprecipitates with 

H2AX and colocalizes in DNA damage foci, and when it is inhibited or silenced H2AX 
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foci do not disappear and DNA repair is inefficient and cells are hypersensitive to DNA 

damaging agents [276]. 

 Cells deficient in phosphorylation of histone H2AX show increased sensitivity to 

IR, elevated genomic instability, and defects in sister chromatid recombination during 

meiosis. Interestingly, H2AX seems to be not required for efficient NHEJ and its mutants 

show normal levels and fidelity of V(D)J recombination, although foci of BRCA1 or 

RAD51 induced by IR show a subtle decrease in size [277]. The main function of H2AX 

thus appears to be the formation of a molecular platform that attracts and retains proteins 

involved in repair of DSBs, and in some cases to function as a recognition signal for repair 

and chromatin remodeling enzymes such as 53BP1, MDC1, INO80 or NuA4 [278]. 

 Obviously the H2AX histone variant is not the only one which undergoes DNA 

damage-dependent phosphorylation, but in other cases the function of such modification in 

DSB repair processes is still not well documented. Ser14 in the N-terminal tail of histone 

H2B is phosphorylated at sites of DSBs, and the phosphorylated form accumulates in foci 

containing H2AX [279]. Phosphorylation of histone H4 at ser1 has also been observed in 

response to DNA damage, and was shown to be dependent on casein kinase 2 and to inhibit 

the acetylation of histone H4 by the NuA4 acetyltransferase complex [280]. 

1.5.3.3 Ubiquitylation of histones 

 In eukaryotic cells ubiquitylation is commonly used as a signalling transduction 

mechanism that relies on covalent modification of target proteins by the attachment of the 

76-aa ubiquitin to lysine residue(s). Several recent findings provide insight into the 

mechanism by which ubiquitylation regulates cellular responses to DSBs, and the major 

protein involved in this process seems to be the ubiquitin ligase RNF8 (ring finger protein 

8) [281]. As mentioned previously, one of the first mechanisms activated in the cell after 

formation of DSBs is ATM-dependent phosphorylation of a variety of different proteins 

involved in the repair process.  One of these proteins is MDC1, which in turn through its 

phosphorylated FHA domain rapidly recruits RNF8 to the sites of breakage [282]. 

Depletion of RNF8 by interfering RNA results in a failure of normal repair foci formation, 

suggesting that it may serve as a bridge connecting the recruitment of different DNA repair 
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factors [281]. Once recruited RNF8 ubiquitylates histones H2AX and H2A and additionally 

recruits several important regulatory proteins for repair such as the 53BP1 or BRCA1–

BARD1 complexes. As described above, this last ubiquitin-mediated process is closely 

related to the adaptor protein Abraxas and the ubiquitin-interaction motif (UIM) of Rap80 

protein [219]. Whether ubiquitylation of H2A or H2AX is necessary for the recruitment of 

all of these proteins, or their modification is merely a consequence of RNF8 recruitment, is 

still an open question and needs to be explored in the future. Another important ring finger 

protein which has been demonstrated to accumulate at DSBs sites and mediate chromatin 

ubiquitylation process is RNF168. RNF168 interacts with ubiquitylated H2A histones, 

assembles at DSBs in an RNF8-dependent manner, and, by targeting H2A and H2AX, 

amplifies local concentration of lysine 63-linked ubiquitin conjugates to the threshold 

required for retention of 53BP1 and BRCA1 [283]. In fact defects in RNF168 are the cause 

of Riddle syndrome (RIDDLES) which is characterized by increased radiosensitivity, 

immunodeficiency, mild motor control and learning difficulties, facial dysmorphism, and 

short stature. At the molecular level as is believed these defects are probably the 

consequences of impaired localization of TP53BP1 and BRCA1 at DNA lesions due to the 

mutations in RNF168 gene [284]. 

1.5.3.4 Methylation of histones 

 Methylation is another important post-translational modification whose exact role in 

the DNA damage response pathway is still largely unexplored. The majority of chromatin 

methylation events is carried out by histone methyltransferases (HMTs) which transfer 

methyl groups from S-adenosyl-L-methionine (SAMe) and covalently modify lysine and 

arginine residues in the amino terminal regions of histone tails [285]. One of the best 

characterized chromatin modification mechanisms activated after DNA damage is 

methylation of histones H3 and H4. The H3 histone methylation seems to be required for in 

vivo recruitment of mammalian 53BP1 to sites of DNA damage, and this process seems to 

be largely dependent on the Tudor domains of 53BP1 [285]. A similar mechanism exists in 

the case of histone H4 methylation and is mediated by the PR-SET7 methyltransferase. It is 

believed that in both of these processes the 53BP1 Tudor domains specifically interact with 

Lys20 residue of dimethylated H4 and cause the protein to attach to the modified histones 
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[286]. Apart from this direct modification of chromatin, methylation may also apply to 

proteins actively participating in DSB repair processes, and one of the best-documented 

examples is PRMT1-mediated methylation of the exonuclease MRE11. Mutation of the 

arginine responsible for this methylation severely impaired the exonuclease activity of 

Mre11, but surprisingly did not affect formation of the MRE11-RAD50-NBS1 complex. 

Moreover, cells containing un-methylated MRE11 displayed an intra-S-phase DNA 

damage checkpoint defect, suggesting that arginine methylation regulates the activity of the 

MRE11-RAD50-NBS1 complex during the intra-S-phase DNA damage checkpoint 

response [287]. All of these data suggest that methylation may play a function of a specific 

DSB “indicator” rather than a chromatin remodeller and might act in the recruitment of the 

different repair proteins to sites of DNA breakage. 

 

1.6 Epstein-Barr virus (EBV) minichromosome 

Because of the complex nature of genomic DNA, it is usefull to use model systems 

to investigate effects of genotoxic agents on DNA. Over recent years there have been an 

increasing number of data in which valuable paradigms have been discovered using 

plasmids – extrachromosomal DNAs in the cytoplasm of bacteria. Plasmids are small and 

therefore easier to analyze than complex human genomic DNA and moreover, because of 

their circular nature, topological form conversion assays can be used to detect DNA 

damage. However, since they are nonmammalian in origin and lack chromatin structure 

they do not completely resemble the structure of mammalian chromatin and therefore their 

utility as a model system is limited. 

 In mammalian cells there are several different analogs of bacterial plasmids which 

exist as physically separate DNAs termed extrachromosomal elements (EEs) [288]. These 

include episomes, minichromosomes, small polydispersed DNAs, or double minute 

chromosomes which are generated by genome rearrangements under physiological or 

pathological conditions. Some of those rearrangements occur randomly, but others are 

strictly non-random, highly regulated, and involve specific chromosomal locations (for 

example V(D)J-recombination, telomere maintenance mechanisms, c-myc deregulation) 
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[289]. All of the EEs are know to involve predominantly extrachromosomal amplification 

of an oncogene or a drug-resistance gene such as mdr1, and are often considered as 

precursors of expanded chromosomal regions that fail to display typical banding patterns 

after trypsin-Giemsa staining and known as “homogenously staining regions” (HSRs) [288, 

289].  

Minichromosomes are cytogenetically invisible large DNA molecules with the 

associated histone proteins that closely resemble the chromatin of the host cell’s 

chromosomes. They are capable of containing whole genomic loci and being maintained as 

nonintegrating, replicating molecules in proliferating human somatic cells [288]. 

Minichromosomes assemble chromatin most efficiently in mammalian cells if they contain 

an origin of replication from a viral DNA. Minichromosomes are found in yeast cells, and 

also in eukaryotic cells in the case of DNA viruses which replicate through initiation of 

bidirectional replication from a chromosomal origin [290]. An example is the Epstein-Barr 

virus (human herpesvirus 4, HHV-4, EBV), a ubiquitous virus of the herpes family that 

preferentially infects B lymphocytes and is a primary cause of Mononucleosis [291]. EBV 

has been also associated with particular forms of cancer, particularly Hodgkin's lymphoma, 

Burkitt's lymphoma, nasopharyngeal carcinoma, and central nervous system lymphomas 

[291, 292]. The EBV genome codes for at least 30 polypeptides, has a molecular weight of 

~108, and is 172-182 kbp in length depending on the strain of the virus. It is found in both 

integrated and episomal forms in various producer and nonproducer cell lines, respectively 

[292]. The nonproducer Raji cell line, propagated from a Burkitt’s lymphoma patient, 

carries ~50-100 copies of the 172 kbp episomal form of EBV per nucleus which constitute 

about 0.1% of the total cell DNA [293]. In transformed Raji cells the EBV episome 

constitutively expresses a limited set of viral gene transcripts for so-called latent proteins: 

six nuclear antigens (EBNAs 1, 2, 3A, 3B, 3C and -LP), three latent membrane proteins 

(LMPs 1, 2A and 2B) (Fig. 1.13) as well as transcripts from the BamHIA region of the viral 

genome (so-called BART transcripts). In addition to the latent proteins, Raji cells also show 

abundant expression of the small, non-polyadenylated (and therefore non-coding) RNAs, 

EBER1 and EBER2, whose function is not clear but which are consistently expressed in all 

forms of latent EBV infection referred to as ‘latency III’ (Fig. 1.13) [291]. 
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Fig. 1.13. Location and transcription of EBV latent genes on the double -stranded viral DNA 

episome. The origin of plasmid replication (OriP) is shown in orange. The large green solid arrows 

represent exons encoding each of the latent proteins, and the arrows indicate the direction in which 

the genes encoding these proteins are transcribed. The latent proteins include the six nuclear 

antigens (EBNAs 1, 2, 3A, 3B and 3C, and EBNA-LP) and the three latent membrane proteins 

(LMPs 1, 2A and 2B). Terminal repeat (TR) shows the region in which linear viral DNA is 

circularized producing the episome. The blue arrows at the top represent the highly transcribed 

nonpolyadenylated RNAs EBER1 and EBER2; The long outer green arrow represents transcription 

during a form of latency known as latency III [adapted from [291]]. 
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1.7 Cell death 

 As described above, when mammalian cells are subjected to stress, for example IR, 

a range of gene products involved in the sensing and signalling of the stress are activated. 

This complicated cascade of events initiates pathways for the repair of DNA as well as cell 

cycle checkpoints which participate in the subsequent program for full biological recovery. 

However, if the damage is too extensive and impossible to repair or if repair is inefficient, 

cells may undergo a series of transformations that lead to their death. Commonly, lethality 

occurs because production of gross chromosomal changes, such as dicentric and acentric 

fragments, leads to loss of large amounts of genetic material when cells attempt to divide.  

In general, exposure to IR induces two different modes of cell death termed mitotic or 

clonogenic cell death, and apoptosis. DSBs are lethal lesions, and when unrepaired or 

misrepaired they lead to mitosis-associated cell death (also termed reproductive or 

postmitotic) or to P53-mediated apoptosis.  

1.7.1 Mitotic (clonogenic) cell death 

Mitotic (clonogenic) death is the characteristic form of death caused by irradiation of 

cells within solid tumors, and is their major response to anticancer drugs. The correlation 

between the frequency of mitotic cell death and the number of DNA lesions and 

chromosomal aberrations induced suggests that this pattern of death results from failure of 

cells to completely or accurately repair the resulting damage to DNA [294]. This 

unsuccessful repair leads to a series of aberrant mitoses that fail to produce correct 

segregation of chromosomes and lead to the formation of large nonviable cells with several 

micronuclei. The appearance of these giant multinucleated cells and, in consequence, 

mitotic death, has been characterized as the main mechanism of cell death by which the 

majority of solid tumours respond to clinical radiotherapy [294]. Notably, clonogenic cell 

death may occur after a variable number of cell cycles but the molecular mechanisms 

controlling its induction are still largely unknown. It is believed that the main function in 

induction of mitotic cell death is played by farnesylation of proteins, a posttranslationall 
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modification by the addition of a 15-carbon farnesyl group, as well as by the G2 cell cycle 

checkpoint [295, 296]. 

1.7.2 Death by apoptosis 

 Apoptosis is an alternative mode of post-radiation cell death, and in contrast to 

mitotic cell death it is perceived as a process occurring during interphase which does not 

require cell division. Apoptosis is a genetically-regulated process that is a normal 

physiological method for removing cells that are irreversibly damaged. Unlike necrosis, it 

encompasses a series of programmed events involving distinct cellular changes such 

chromatin condensation, membrane blebbing, cell shrinkage, and production of fragments 

called apoptotic bodies that phagocytic cells are able to engulf and quickly remove before 

the contents of the cell can spill out onto surrounding cells and cause damage. Additionally, 

during the final steps of apoptosis a specific degradation of DNA occurs which results in a 

characteristic "ladder" of DNA fragments after agarose gel electrophoresis. There are two 

main distinct and independent signalling pathways which initiate radiation-induced 

apoptosis, the P53- and the Ceramide-dependent pathways (Fig. 1.14). 

 In the P53-mediated process one can  distinguish two further categories, 

transcription-independent and transcription-dependent processes, and whereas the first is 

mainly based on interaction of P53 with BCL-XL and BCL-2 proteins to exert its direct 

apoptogenic function in mitochondria, the second depends on P53-dependent regulation of 

different genes with known proapoptotic activity [298]. All of these genes fall into three 

groups based on the subcellular location of their product; the first group encodes proteins 

that localize to the cell membrane (e.g., CD95, PERP), the second group proteins that 

localize to the cytoplasm (e.g., PIDD and PIGs), and the third group proteins that localize 

to the mitochondria (BAX, NOXA, PUMA) [299]. However, among all these genes none 

appears to be a principal mediator of the P53 apoptotic signal and further studies are 

necessary to clarify this problem. 

 

http://en.wikipedia.org/wiki/Necrosis
http://en.wikipedia.org/wiki/Agar
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Fig. 1.14. Schematic representation of pathways of radiation-induced apoptosis  (Adapted from 

[297]) 

 

The Ceramide–mediated pathway is believed to be the second possible mechanism of 

apoptosis induced by IR; radiation acts directly on the plasma membrane and activates acid 

sphingomyelinase (ASM) which generates ceramide by enzymatic hydrolysis of 

sphingomyelin. Ceramide then acts as a second messenger in initiating an apoptotic 

response via the mitochondrial system [300]. Additionally, radiation-induced DNA damage 

can also initiate a similar pathway by activation of mitochondrial ceramide synthase and de 

novo synthesis of ceramide. In some cells and tissues, BAX is activated downstream of 

ceramide, regulating commitment to the apoptotic process via release of mitochondrial 

cytochrome c. On the other hand, normal ceramide metabolism may produce metabolites, 

such as sphingosine 1-phosphate, which signal anti-apoptosis, thus controlling the intensity 

of the apoptotic response and constituting a mechanism for radiation sensitivity or 

resistance [297].  
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2. Work presented  

 

Damage caused by IR in cells has been studied for many years due to its cytotoxic, 

mutagenic, and carcinogenic consequences. It seems likely that some or all of these effects 

can be attributed to damage to the genomic DNA which in eukaryotic cells exists as a 

complex and dynamic macromolecular structure, chromatin, in which the DNA is bound 

intimately to proteins. On one hand, this physical compaction of genomic DNA in 

chromatin protects DNA from damage and helps to overcome the problem of packing its ~2 

m length into the ~500 μm3 volume of the nucleus, but on the other hand it considerably 

complicates the detection and repair of damage. Although recently the induction and repair 

of different kinds of damage are becoming clearer at the molecular level, the precise 

mechanisms by which IR causes DNA breaks in chromatin and their nature remain elusive. 

A major focus of my research was therefore aimed towards understanding these important 

processes and developing a new model which will allow us to look more precisely into the 

nature of the induction and repair of strand breaks in chromatin in vivo. As the experimental 

system, I used the Epstein-Barr virus (EBV) minichromosome which contains a ~170 kb 

supercoiled closed circular DNA with a canonical nucleosomal structure [301] and 

nucleosome-free [302] and nuclear matrix attachment regions [303]. Its DNA has been 

entirely sequenced and functional features including promoters, replication origins, and 

transcription units have been mapped [292, 304]. Moreover, its length is in the same range 

as the topologically-closed loops which are believed to exist in genomic chromatin in vivo 

[305]. In the present context, the most crucial feature of this minichromosome is that the 

presence of ~50 copies in each cell nucleus allows the different topological forms of its 

DNA, and fragments which result from breakage by IR, to be detected and quantitated 

readily by hybridisation after separation of total cellular DNA by pulsed field gel 

electrophoresis (PFGE). 
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2.1 Objectives 

My main objective was to obtain an overall and quantitative picture of the 

production and repair of DNA single- and double-strand breaks in the DNA of the EBV 

minichromosome in γ-irradiated cells. Knowledge of how IR-damaged sites are distributed 

and repaired in interphase chromosomes contributes not only to understanding biological 

effects of radiation, but may also provide useful information about the topography of 

chromosome territories within the nuclear space [306]. It is generally believed that the 

frequency of sites damaged by IR varies in different regions of the genome, and that single-

strand breaks are more frequent in regions which are potentially or actively transcribed, for 

example the unexpressed beta-globin gene [307]. On the other hand, although the 

distribution of DSBs has been thought to be random [308], the observed profile of the 

lengths of double-stranded DNA fragments produced by IR does not correspond to the 

predictions of a scenario where breakage is completely random [34]. Additionally, recent 

studies based on formation of foci of γH2AX suggest that globally decondensed chromatin 

domains are much more susceptible to damage and more proficient in repair than 

condensed inactive domains [273, 309]. However, precise localisation and quantitation of 

radiation-induced strand breaks is not feasible by the commonly-used methods, and we 

describe experiments which allow these types of damage to be mapped and quantitated in a 

defined region of chromatin in vivo and their repair to be followed.  

The particular aims of my research were:  

1. to develop and characterize an experimental system to detect and quantify DNA 

double-strand breaks;  

2. to localize and map DNA double-strand breaks and explore if there are any 

particular regions more sensitive to breakage by IR;  

3. to explore the steps, mechanisms and enzymes which operate in the repair of 

radiation- induced DSBs. 
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3. DNA in a circular minichromosome 

linearised by restriction enzymes or other 

reagents is resistant to further cleavage: an 

influence of chromatin topology on the 

accessibility of DNA 

 

Initially, the main objective of these studies was the formation of double-strand 

breaks in the DNA of a multicopy ~170 kb circular minichromosome in human cells 

exposed to γ-radiation. Hoverer, our initial observation that radiation causes only a single, 

randomly-located DSB in every minichromosome, which was clearly inconsistent with the 

theoretical expectation based on a Poisson distribution, led me to extend these studies to 

other DSB-inducing agents. Experiments using restriction enzymes, topoisomerase II 

inhibitors, and the radiomimetic agent; neocarzinostatin, which have different mechanisms 

of action and can potentially induce multiple DSBs, showed that the single cleavage caused 

by radiation is one example of a more general response of circular chromatin to formation 

of a DSB. Since this selective sensitivity was abolished after the minichromosomes were 

deproteinised, it is related to chromatin structure. The data suggest the existence of a novel 

mechanism in which a first DSB in the circular minichromosome DNA triggers a global 

change in its nucleosomal conformation which confers insensitivity to further breakage.  

The results of these studies on DSB formation in DNA of the Epstein-Barr virus 

minichromosome are described in detail in Chapter 3. All the experimental work described 

in this manuscript was conceived and performed by myself, and I wrote the paper together 

with Dr. R. Hancock. 
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3.1 Abstract  

The accessibility of DNA in chromatin is an essential factor in regulating its activities. We 

studied the accessibility of DNA in a ~170 kb circular minichromosome with a canonical 

nucleosomal structure to DNA-cleaving reagents with multiple potential cleavage sites, 

using pulsed-field gel electrophoresis and fibre-FISH on combed DNA molecules. Only 

one of several sites in the minichromosome DNA was accessible to restriction enzymes in 

permeabilised cells and only a single, essentially random site was accessible to 

neocarzinostatin, topoisomerase II poisons, and γ-radiation in growing cells; further sites 

were inaccessible in the linearised minichromosomes. Sequential exposure to combinations 

of these reagents also resulted in cleavage at a single site. Further sites became accessible 

when histone H1, ≥95% of histones H2A and H2B, and most nonhistone proteins were 

extracted. These observations, together with similar earlier findings on the accessibility of 

DNA in SV40 and bovine papilloma virus minichromosomes to probes, suggest that a 

global rearrangement of the three-dimensional packing of nucleosomes occurs when a 

circular minichromosome is linearised, and results in its DNA becoming inaccessible to 

probes. This influence of chromatin topology could have implications for the accessibility 

of DNA in loops of genomic chromatin.  
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3.2 Introduction 

Understanding how the accessibility of DNA in chromatin is regulated is central to 

models of DNA transcription and replication and their control (1). Factors which influence 

accessibility in vivo include unrestrained superhelicity in DNA (2-5), nucleosomal structure 

(6-9), and compaction of chromatin (10), and have been studied using nucleases (4, 11-13), 

restriction enzymes (9, 14), methylases (15, 16), poisoned topoisomerase II (17-19), or 

chemical reagents (20-26) as probes. As a model system to explore these and other features 

of chromatin we are studying a minichromosome in human cells. This minichromosome, 

the Epstein-Barr virus (EBV) episome (27), contains a ~170 kb circular DNA (28) with a 

canonical nucleosomal structure (29, 30) and has characteristic features of genomic 

chromatin including a nucleosome-free region (31) and a putative nuclear matrix 

attachment region (32). Its length is in the range of those of the topologically-closed loops 

in genomic chromatin (2, 3, 33, 34).  

The objective of the present study was to understand our unexpected observation that 

only full-length linear minichromosome DNA was produced when permeabilised cells were 

incubated with a restriction enzyme with multiple potential cutting sites, showing that 

accessibility of its DNA to the enzyme was limited to only a single site. Extending these 

experiments, we show here that several other reagents which potentially cause multiple 

strand breaks also cleave the minichromosome DNA at only one site. Somewhat similar 

observations, which may have the same mechanistic origin, have been reported in studies of 

SV40 (11) and bovine papilloma virus (15, 20) minichromosomes. These findings suggest 

the existence of a previously unidentified and novel mechanism by which the accessibility 

of DNA can be influenced by the topology of chromatin.  
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3.3 Materials and methods 

3.3.1 Cells  

Raji cells, which contain ~fifty copies of the EBV minichromosome (27), were maintained 

in exponential growth in RPMI-1640 medium with 2 mM L-glutamine and 10% heat-

inactivated FBS. When indicated, the medium was supplemented for 18-24 h with BrdU 

(30 M) (Sigma-Aldrich) to label DNA or with an 35S protein labelling mix (NEN; 4 

MBq/litre). Growing cells at a density of ~5 x 105/ml were harvested for experiments. 

3.3.2 Exposure of cells to DNA cleaving reagents 

For incubation with a restriction enzyme, the nicking endonuclease Nb.BbvCI, or an 

exonuclease cells were washed in PBS, encapsulated in beads of 1% low melting-point 

(LMP) agarose (35), permeabilised in 10 mM Tris-HCl, 140 mM NaCl, 1 mM MgCl2, pH 

7.6 containing 0.5% v/v Triton X-100 (Sigma-Aldrich), and washed 3x 30 min in the same 

buffer without Triton X-100. Beads were equilibrated for 30 min on ice in the appropriate 

buffer, resuspended in fresh buffer, and the enzyme  (New England Biolabs) was added 

followed by incubation as described in the Figure legends; control samples were incubated 

in buffer alone. To expose cells to neocarzinostatin or etoposide (Sigma-Aldrich), these 

reagents were dissolved in DMSO and added to growing cultures as detailed in the Figure 

legends; control cultures were incubated with DMSO alone at the same final concentration. 

The cells were washed 2x in PBS and embedded in blocks of 1% LMP agarose for PFGE 

by standard methods (~0.5-2 x 106 cells/block). For irradiation, cells in agarose blocks were 

immersed in growth medium in closed 2 ml microtubes on ice and irradiated with 60Co γ 
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photons at 4.3 Gy/min in a Teratron (Atomic Energy of Canada) calibrated as described in 

(36); control samples were processed in parallel but not irradiated. 

 

3.3.3 PFGE, probes, and in-gel hybridisation 

Agarose beads or blocks were deproteinised in 1 ml of 0.2 M EDTA, 0.2% SDS, 1 mg/ml 

proteinase K (Invitrogen) for 48 h at ~18°C with rocking, and washed and stored in TE at 

4°C. PFGE was in 1% agarose gels in 0.5X TBE at 14°C, using 190 v for 20 h with pulse 

time increasing linearly from 50 to 90 sec for most experiments, or alternatively conditions 

described in the Figure legends. For hybridisation gels were placed on 3MM paper, covered 

with Saran Wrap, and vacuum-dried at 60°C for 1 h. After  incubation in 0.5 M NaOH, 1.5 

M NaCl for 30 min, rinsing 3x in H2O, neutralisation in 0.5 M Tris, pH 8.0, 1.5 M NaCl for 

30 min, and rinsing with H2O they were incubated in 6X SSC for 20 min, all at room 

temperature.  

The hybridisation probe to detect minichromosome DNA was the DNA of EBV (GenBank 

AJ507799) isolated by PFGE in low melting-point (LMP) agarose from virus prepared 

from B95-8 cells stimulated by adding 12-O-tetradecanoyl-phorbol-13-acetate to the 

medium (37). Restriction fragments for probes were prepared by cutting this DNA with 

SpeI or SwaI (100 u/ml) for 18 h at 37°C or 25°C, respectively, and separating the 

fragments by PFGE in 1% LMP agarose using 190 V/cm for 7 h or 20 h and switch time 

ramped linearly from 0.4 to 6 s or from 0.3 to 3 s, respectively; fragments were extracted 

from gels and purified on Ultrafree spin columns (Millipore). Lanes containing length 

markers were hybridised with an appropriate specific probe. Probes were labeled with [-
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32P]dCTP (111 TBq/mmol) using Megaprime kits (Amersham). Gels were prehybridised 

for 30 min and hybridised for 18 h in 6X SSC, 5X Denhardt’s solution, 0.5% SDS, 0.5 

µg/ml human Cot-1 DNA (Invitrogen) at 68°C, washed 3x 30 min in 0.1X SSC, 0.5% SDS 

at 68°C, sealed in Saran Wrap, and exposed to PhosphorImager screens. Signals were 

imaged, quantitated, and scanned using ImageQuant software (Molecular Dynamics). 

3.3.4 Molecular combing and hybridisation of 

minichromosome DNA 

DNA from cells grown with BrdU was separated by PFGE in LMP agarose and the region 

containing linear minichromosome DNA was excised. The agarose was incubated with 

YOYO-1 (5 M) (Molecular Probes) for 30 min at room temperature, washed in TE, 

incubated in -agarase buffer for 30 min on ice, melted in 50 mM MES, pH 5.7 at 65°C for 

10 min, and solubilised by β-agarase (New England Biolabs) at 42°C for 4 h. The DNA 

was dissolved in the same buffer at 2 µg/ml and 4 µl was placed on a 3-aminopropyl-

triethoxysilane-coated microscope slide (Sigma-Aldrich) and covered with a standard cover 

glass, which was pulled horizontally across the slide at a constant speed of ~300 m/sec 

after 2 min. Slides were examined by fluorescence microscopy with a 60x objective (Nikon 

E800). For hybridisation, slides with well-spread DNA molecules were dried at room 

temperature for 5 min and then overnight at 60°C, incubated in 0.6X SSC, 70% formamide 

for 3 min at 95°C to denature DNA, and then in cold 70%, 85%, and 95% ethanol (2 min 

each). Hybridisation probes were an 8.1 kb BamHI-SalI fragment of cosmid cM301-99 and 

a 29 kb HindIII fragment from cosmid cMB-14 (38) (gifts from G. Bornkamm) excised 

from agarose gels, purified on a Microcon YM-100 (Qiagen), and labeled with biotin-11-
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dUTP (Fermentas) by nick translation. Hybridisation was at 37°C in a humidified chamber 

for up to 48 h (39). The probes were detected with FITC-goat anti-biotin (Sigma-Aldrich) 

(1:50, 20 min) followed by Alexa 488-rabbit anti-goat antibody (Invitrogen) (1:50, 20 min), 

and DNA by subsequent incubation with rat anti-BrdU (Abcam) (1:30, 20 min) followed by 

Alexa 594-goat anti-rat antibody (Invitrogen) (1:50, 20 min). Antibody dilutions and 

washing were in PBS, 0.05% Tween-20 and slides were mounted in SlowFade Gold 

(Invitrogen). Minichromosome DNA molecules identified by hybridisation signals from 

both probes were imaged on a confocal microscope (Bio-Rad MRC1024). Images were 

aligned after minor adjustment to normalise the distance between the probes and lengths 

were calculated using the factor of 2.2 kb DNA/µm (39). 

 

3.3.5 Extraction of proteins from chromatin  

Cells encapsulated in beads of 1% LMP agarose and permeabilised as described above 

were washed 2x in 10 mM Tris-HCl, 140 mM NaCl, 1 mM MgCl2, pH 7.6 containing 

protease inhibitor cocktail (Sigma-Aldrich; 1/200). Aliquots were incubated in the same 

buffer supplemented with NaCl at 0.14, 0.35, 0.6, 1.2, or 2 M for 1 h on ice with mild 

agitation, the buffer was replaced, and incubation was continued for 18 h at 4ºC. Beads 

were washed in cold PBS, mixed with 2X SDS-PAGE buffer, boiled for 5 min, and 

proteins were subjected to denaturing SDS-PAGE in a 12% gel together with size markers 

(Bio-Rad) and calf thymus histones (gift of W. T. Garrard). Gels were stained with 

Coomassie Blue. 
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3.4 Results 

3.4.1 Minichromosome DNA and forms produced by 

cleavage. 

The EBV minichromosome is formed by circularisation of the ~172 kb DNA of EBV 

through its cohesive termini (27). About fifty copies are present in the nuclei of Raji cells, 

and sites in its DNA which are accessible to nucleases or chemical probes can be detected 

and mapped by separating the topological forms and fragments of its DNA by pulsed field 

gel electrophoresis (PFGE) of total cell DNA and hybridisation with specific probes (in this 

paper the term site is used for simplicity, and does not imply a precise nucleotide position). 

For PFGE, total cell DNA was deproteinised at room temperature (~18°C) since certain 

types of DNA damage in irradiated cells are converted to extra double-strand breaks at 

temperatures >20°C (40) ; this procedure extracted >99% of the radioactivity precipitable 

by 10% TCA from cells containing 35S-labelled proteins (data not shown). In-gel 

hybridisation was used because transfer of large DNA fragments by blotting is not 

quantitative (41, 42). The minichromosome DNA can also be detected readily by fibre-

FISH and optical mapping (39) which we also used to map cleavage sites. 

The supercoiled DNA of the minichromosome was detected readily by PFGE and 

hybridisation (Figure 3.1B, lane C), and the circular conformation of the DNA in this 

region was confirmed by its resistance to exonuclease III which digests duplex DNA from 

free 3'-OH termini (Figure 3.1B, lane Exo). In the gel shown in Figure 1B some hybridising 

material remained in or close to the sample well, as seen frequently in PFGE gels (for 

example 26, 43), but this was less evident (Figs. 3.2B, 7C) or was not seen (Figs. 3.2C, 3.3, 
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3.4, 3.8B) in other experiments and is believed to be due to overloading of gels (44). The 

linear form of minichromosome DNA was produced by incubating permeabilised cells with 

PacI, which has a single cutting site, and migrated with the same mobility as linear DNA 

from EBV (Figure 3.1B, lanes PacI and Viral DNA); the linear conformation of 

minichromosome DNA from this region was confirmed by fibre-FISH (Figs. 3.2D, 3.5D). 

Because some of the reagents used here produce single- as well as double-strand breaks, we 

also identified the position of nicked circular minichromosome DNA. This form, produced 

by the nicking endonuclease Nb.BbvCI, migrated only a short distance from the sample 

well (Figure 3.1B, lane NbB), consistent with the slow migration of other nicked large 

circular DNAs in PFGE which is believed to be caused by impalement on agarose fibres 

(45, 46). Supporting evidence that nicked circular DNA migrate in this region was provided 

by molecular combing, which showed DNA molecules with the expected conformation 

(Figure 3.1C); these were not seen in gels of DNA from untreated cells, and they cannot be 

supercoiled DNA since this does not attach to slides in these conditions (data not shown; 

see also 47); further, they did not have the theta conformation characteristic of replicating 

minichromosome DNA (28).  
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FIG. 3.1. A, forms of the minichromosome DNA considered in this study. B, migration 

of these forms in PFGE revealed by hybridising a PFGE gel of total cell DNA with a probe 

of EBV DNA. In this and the following images of gels the top is the position of the sample 

wells, each panel shows lanes from the same gel, and length markers were oligomers of λ 

DNA (48.5 kb) alone (λ) or together with HindIII fragments of λ DNA (M). Cells 

encapsulated in agarose beads and permeabilised were incubated with the appropriate 

enzyme and then deproteinised. Lanes show minichromosome DNA from cells incubated 

with: C, no addition (2 h); Exo, exonuclease III (400 u/ml, 18 h); PacI (100 u/ml, 2 h) 

which cuts the minichromosome DNA at a single site; NbB, nicking endonuclease 
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Nb.BbvCI (100 u/ml, 1 h) which forms circular molecules containing single-strand breaks. 

Lane virus DNA: linear EBV DNA. C, Representative DNA molecules extracted from the 

hybridising region close to the gel origin (panel B, lane NbB), stained with YOYO-1 and 

spread by molecular combing. These are believed to be circular minichromosome DNA 

molecules which contain single-strand breaks (see text). 

3.4.2 Restriction enzymes with multiple cutting sites 

produce only a single break in DNA in minichromosomes 

Permeabilised cells were incubated with Spe1 or SwaI, which have seven and two 

cutting sites, respectively, in the minichromosome DNA (Figure 2A); these enzymes were 

used because they are not affected by common methylated sequences and some regions of 

the minichromosome DNA are highly methylated (48-50). Only full-length linear 

minichromosome DNA was produced (Figure 3.2B, C); further cutting was not limited by 

an insufficient amount of enzyme because a several-fold increase of enzyme concentration 

above that which linearised all of the minichromosome DNA did not result in more than 

one cut. The supercoiled minichromosome DNA remained intact in samples incubated in 

parallel without a restriction enzyme (Figure 3.2B lane C).  

To distinguish if the minichromosome DNA was cut at only one particular site by 

these enzymes or at any one of their potential sites, we mapped the sites cut by SwaI whose 

fragments are fewer and therefore more easily identified. Minichromosome DNA linearised 

by incubating cells with SwaI was extracted from a PFGE gel and then digested with PacI, 

which has a single cutting site (Figure 3.2A); if SwaI had cut all the minichromosome DNA 

molecules at only one of its two sites, PacI would have produced a pair of fragments of 
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either 71.8 and 100.1 kb or 28.8 and 142.9 kb (Figure 3.2A). Instead, four fragments of 

~140, 100, 72 and 28 kb were produced representing a mixture of these pairs (Figure 3.2C), 

showing that the initial single cut by SwaI had occured at either of its two sites in different 

minichromosomes. 

This conclusion was confirmed by fibre-FISH and optical mapping of linear DNA 

combed on slides. Cells containing BrdU-labeled DNA were incubated with SwaI, linear 

minichromosome DNA was extracted from PFGE gels, combed, and the slides were 

hybridised with two EBV-specific probes labeled with biotin to identify minichromosome 

DNA molecules unambiguously and to orient their images. After immunolabelling all DNA 

with anti-BrdU antibodies, the length of these molecules was measured using the factor of 

2.2 kb DNA/µm determined experimentally for combed linear minichromosome DNA (39). 

The length of the linear molecules is somewhat variable in this procedure (Figure 3.2D) due 

to variation of overall and local stretching during combing (39). The average length of the 

hybridising molecules was 167±10 kb (SEM from 100 molecules in 5 independent 

experiments), corresponding closely to the length of minichromosome DNA (~172 kb). The 

molecules fell into two classes; from a total of fifty which were imaged, twenty-eight had 

been cut by SwaI at the left site and twenty-two at the right site (Figure 3.2D), confirming 

that only one of the two SwaI sites was accessible to the enzyme in any particular 

minichromosome. As a control, DNA of minichromosomes cut by PacI had been cleaved at 

the expected position (Figure 3.2E).3 



 84 

 

 

 

Fig. 3.2. DNA in minichromosomes is cut by SpeI or SwaI at only one of their 

potential cleavage sites. A, circular minichromosome DNA showing the cutting sites for 
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SpeI, SwaI, and PacI; the lengths of the SpeI fragments are not shown for clarity. B, 

minichromosome DNA from cells encapsulated in agarose beads, incubated with SpeI (100 

u/ml, 3 h) which has seven potential cutting sites, and deproteinised. C, left panel, as B but 

incubated with SwaI (100 u/ml, 3 h) which has two potential cutting sites. Right panel, the 

position of SwaI cleavage mapped by gel hybridisation. Minichromosome DNA linearised 

by SwaI  was isolated by PFGE in LMP agarose, cut by PacI (100 u/ml, 18 h), and the 

products were separated by PFGE. D, the position of SwaI cleavage mapped by fibre-FISH. 

The positions of the SwaI sites and of the two hybridisation probes (green) are shown on 

linear DNA; TR, terminal repeat sequences where EBV DNA is circularised in the 

minichromosome. Below are shown representative linear molecules from the two classes 

observed; these had been cut by SwaI at either the left (upper) or the right (lower) site on 

the map above. Linear molecules produced by cleavage at the single PacI site are shown for 

comparison below. Linear minichromosome DNA from BrdU-labelled cells was incubated 

with SwaI or PacI (200 u/ml, 2 h), extracted from a gel like that shown in C, combed, and 

hybridised with the two probes labeled with biotin. The probes were detected with anti-

biotin antibodies (green) and DNA with anti-BrdU antibodies (red). The probe positions 

were aligned so that the extremities of the molecules indicate the site where they had been 

cut. 

 



 86 

3.4.3 Neocarzinostatin and etoposide, reagents with 

multiple potential cutting sites, produce only a single 

break in DNA in minichromosomes 

To explore if the inaccessibility of DNA in minichromosomes to restriction enzymes 

at all but one site was an example of a more general phenomenon, we examined the 

cleavage of this DNA when cells were incubated with neocarzinostatin (NCS) or etoposide, 

whose potential cleavage sites in DNA in chromatin are much more numerous. NCS is an 

enediyne chromophore bound to a small stabilising protein, and causes both single- and 

double-strand breaks in DNA in vivo and in vitro (22-26). The supercoiled form of 

minichromosome DNA was virtually eliminated after incubating cells with 300 µM NCS 

for 1 h (Figure 3.3A). The amount of linear DNA formed, quantitated by the hybridisation 

signal, was not significantly different from that formed by linearising the minichromosome 

DNA with PacI (p= 0.94) (Figure 3.3C). The length of the linear molecules was 170±10 kb 

(n=5) measured by interpolation from adjacent markers in the same PFGE gel, consistent 

with cleavage at a single site. If NCS had caused breakage at all its preferred nucleotide 

sequences (22) a smear of smaller DNA fragments would have been produced. 

Etoposide causes double-strand breaks in DNA by arresting the religation step of the 

reaction of topoisomerase II while it is covalently integrated into DNA, resulting in 

cleavage after deproteinisation, and is termed a topoisomerase II poison (17-20, 51). DNA 

in minichromosomes was linearised when cells were incubated with etoposide at the lowest 

concentration tested (50 M) for 1 h (Figure 3.3C). After the maximum extent of cleavage 

(400 µM, 240 min) the amount of linear DNA formed was not significantly different from 

that when the minichromosome DNA was linearised with PacI (p= 0.42) (Figure 3.3C). 

http://en.wikipedia.org/wiki/Topoisomerase_II
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NCS and etoposide thus cleaved DNA in all the minichromosomes only once,  producing 

full- length linear DNA.  

The position at which DNA was cleaved by these reagents was examined by cutting 

the linearised minichromosome DNA with SwaI; in both cases, a smear of fragments whose 

length extended down to ~10 kb was produced (Figure 3.3D) showing that the position of 

the initial cleavage varied in different minichromosomes. 

 

 

 

Fig. 3.3 DNA in minichromosomes is linearised by cleavage at a single site in cells 

incubated with neocarzinostatin (A) or etoposide (B), which have numerous potential 

cleavage sites. These reagents were dissolved in DMSO; lanes C show DNA from cells 

incubated with DMSO alone at the highest concentration used for 2 h. C, hybridisation 

signal from linear DNA after cleavage by neocarzinostatin (NCS) (300 nM, 120 min), 

etoposide (400 µM, 240 min), PacI (100 u/ml), or SwaI (100 u/ml); mean and SD from 
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three experiments. D, mapping the sites of cleavage by NCS, etoposide, or PacI. Cells were 

incubated with NCS (300 µM, 60 min), etoposide (Etop) (100 M, 60 min), or PacI (100 

u/ml, 3 h), linearised minichromosome DNA was separated by  PFGE, digested with SwaI 

(100 u/ml, 18 h), and the products were separated by PFGE for 10 h with pulse time 10 to 

70 sec. The smear of SwaI fragments from cells incubated with NCS or etoposide showed 

that the position of cleavage of minichromosome DNA by these reagents was not specific, 

while the three expected restriction fragments (Figure 3.2A) were produced from DNA 

which had been linearised by PacI. 

 

3.4.4 DNA in minichromosomes is cleaved at a single site 

in γ-irradiated cells 

As a further means to produce strand breaks in DNA in vivo, cells were exposed to γ-

radiation which creates breaks mainly by producing OH radicals and other reactive oxygen 

species (52). The level of supercoiled minichromosome DNA decreased with increasing 

radiation dose, and it was undetectable after ≥100 Gy (Figure 3.4A). The length of the 

DNA formed was 17010 kb (n=5) measured by interpolation from the λ markers, a value 

indistinguishable from that of full-length linear DNA. The linear conformation of this DNA 

was confirmed by its sensitivity to exonucleases (Figure 3.4B). No fragments shorter than 

full-length linear DNA were detected using PFGE conditions which separated fragments of 

length down to ~5 kb (Figure 3.4C), and the amount of linear DNA was not significantly 

different from that after cleavage at the single PacI site (p= 0.45) (Figure 3.4D). Together, 

these results show that the conversion of circular minichromosome DNA to the linear form 

was essentially quantitative. 
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Fig. 3.4 Cleavage of DNA in minichromosomes at a single site in γ-irradiated cells. A, 

minichromosome DNA from cells irradiated with different radiation doses. B, complete 

digestion of minichromosome DNA from irradiated cells (100 Gy) by exonuclease III 

(ExoIII)  or λ (Exo ) (400 u/ml, 18 h) which digest duplex DNA containing free 3'-OH 

termini. C minichromosome DNA from irradiated cells (100 Gy) separated in PFGE 

conditions to detect fragments shorter than full length linear DNA. Lane C, unirradiated 

cells; lane SwaI, cells incubated with SwaI (100 u/ml, 18 h). D, comparison of the 

hybridisation signal from the linear DNA produced by irradiation with that produced by 

cleavage at the single PacI site (PacI 100 u/ml, 3 h); mean and SD from three experiments. 
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To map the sites of breakage of minichromosome DNA in irradiated cells, a 

procedure which was used to map cleavages in genomic DNA resulting from poisoning 

topoisomerase II was employed (18). DNA from control or irradiated cells was restricted 

and the fragments were separated by PFGE and hybridised with a probe which contained 

the same restriction fragments of linear EBV DNA. Breakage of minichromosome DNA at 

specific sites would cause truncation of the restriction fragments in which these sites 

occurred, and the site of cleavage could be deduced from their length. Two sets of 

overlapping probes were used to ensure that truncation sites close to fragment ends would 

not be overlooked (Figure 3.5A). In addition to the fragments predicted from the sequence 

of minichromosome DNA (53), some probes detected other less strong bands in DNA from 

both control and irradiated cells (Figure 3.5B); these may be caused by sequence 

polymorphisms in minichromosome DNA (54) and possibly, in the case of SpeI, by 

inhibition of cutting due to rare N6-methyladenines (55), and they were not seen in 

restriction digests of the entire minichromosome DNA (Figure 3.2) because they represent 

only a minor fraction of the total DNA. For all the probes, the pattern of hybridising DNA 

fragments from irradiated cells was identical to that from unirradiated cells and no 

truncated fragments were detected (Figure 3.5B). 

The random position of the single site of cleavage of minichromosome DNA in γ-

irradiated cells was confirmed by fibre-FISH mapping, using the procedure and probes 

described in Figure 2. The two probes were in variable positions with respect to the 

extremities of the linear DNA molecules (Figure 3.5C), contrasting with their specific 

positions on molecules linearised by PacI (Figure 3.2D). The break was localised in any of 

the four quadrants in different minichromosome DNA molecules from irradiated cells 

(Figure 3.5D). 
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Fig. 3.5. Site of the single cleavage of minichromosome DNA in γ-irradiated cells. A, 

map showing the SpeI and SwaI restriction fragments of EBV used as probes for PFGE 

gels. B, hybridisation of these probes to DNA of control cells (C) or irradiated cells (100 

Gy) (Irrad) restricted by the same enzyme. Arrows show the fragment predicted from the 
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sequence of minichromosome DNA in lanes where other hybridising fragments were seen 

whose origin is discussed in the text. Different PFGE conditions were used in each panel 

according to the length of the fragments to be detected. C, fibre-FISH: linear DNA showing 

the positions of the hybridisation probes and the PacI site, and representative signal arrays 

on linear DNA molecules from irradiated cells (100 Gy). The procedure was the same as 

that described in Figure 3.2; the probes are green and DNA is red. Molecules were aligned 

according to the probe positions so that their extremities represent the site of cleavage. D, 

distribution of the cleavage site in four equal sectors of minichromosome DNA from 

irradiated cells, shown as the % in each sector for fifty- five molecules measured. 

 

3.4.5 Linearisation of DNA in minichromosomes confers 

resistance to further DNA cleavage by other reagents 

To understand why only one site, which was not the same in all minichromosomes, 

was accessible to the reagents tested above we considered two possible mechanisms. In one 

model, all potential sites except one could be masked by nucleosomes or other proteins; this 

is perhaps plausible in the case of restriction enzymes whose sites may be masked when 

they are on the surface of nucleosomes (6-9, 14), but it appears improbable for NCS and for 

OH radicals formed by γ-radiation because these have many potential cleavage sites (24, 

26, 56, 57). If this model was true, minichromosome DNA linearised by one agent could be 

still accessible at other positions to reagents with different cleavage sites. Alternatively, 

upon linearisation of the minichromosome a global rearrangement of its chromatin structure 

could occur which made DNA inaccessible to all the reagents; in this case, after 

linearisation by one reagent the DNA would not be cleaved further by any of them. 



 93 

To distinguish between these scenarios, cells were exposed sequentially to two 

different conditions which caused DNA cleavage. For example, permeabilised cells were 

first incubated with SwaI to cut minichromosome DNA at one of its two potential sites 

(Figure 3.2) and then irradiated, which produces a single break at an approximately random 

site (Figure 3.5). Only linear DNA was produced (Figure 6B left panel, lane SwaI  Irrad, 

cells), showing that the circular minichromosome DNA had been cut at only one site. When 

this linear DNA was restricted by PacI, only the fragments characteristic of 

minichromosome DNA cleaved by SwaI were produced (also shown in Figure 3.2C), 

showing that after SwaI had cut at either of its two sites no further breaks had been made 

by radiation (Figure 3.6B right panel, lane PacI after SwaI  Irrad). Similarly, only linear 

DNA was produced when this sequence was reversed and cells were first irradiated and 

then incubated with SwaI, again showing that the circular DNA had been cut at only one 

site (Figure 3.6B left panel, lane Irrad  SwaI, cells). However, in this case restriction of 

the linearised DNA with PacI produced a smear of shorter fragments (Figure 3.6B right 

panel, lane PacI after Irrad  SwaI), confirming that  the single break was located 

randomly and therefore must have been produced by the initial irradiation. In similar 

experiments, cells were incubated first with etoposide and then irradiated, which both result 

in a single break at an approximately random site when used alone (Figure 3.5) or this 

sequence was inversed. Only linear DNA minichromosome was produced in both cases, 

showing that the circular DNA had been cleaved at only only position (Figure 3.6D). 

Similarly, only linear DNA was produced after incubation with PacI followed by SwaI or 

the inverse sequence (Figure 3.6C) whereas three fragments would have been produced if 

these enzymes had access to all their potential sites. 
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Fig. 3.6. Minichromosome DNA is cut at only a single site in cells exposed sequentially 

to two different cleavage reagents. A, circular minichromosome DNA showing the 

cutting sites for SwaI, and PacI.  B, Left panel: cells (lanes cells) or deproteinised DNA 

(lanes DNA) were incubated with SwaI (100 u/ml, 2 h) and then irradiated (Irrad) or this 

sequence was reversed. Right panel: cleavage sites in the linearised DNA. Linear DNA was 

isolated and restricted with PacI; after the sequence SwaI  irradiation only the four 

predicted PacI fragments were produced (see also Figure 3.2C) showing that irradiation had 

produced no further breaks after the DNA had been linearised by SwaI. In contrast, a smear 
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of shorter fragments was seen after the sequence irradiation  SwaI, confirming that the 

single initial break caused by radiation had occurred at a random site. C, identical samples 

were incubated with PacI  followed by SwaI (both 100 u/ml, 2 h) or this sequence was 

reversed. In deproteinised DNA either sequence resulted in fragments cut by both SwaI and 

PacI (the 71 kb band contains two fragments of similar length; see A). D, identical samples 

were incubated with etoposide (100 M) (Etop) and then irradiated (200 Gy) (Irrad) which 

both cause a single break at a random position, or this sequence was reversed. 

  

Quite different results were seen when deproteinised minichromosomes were exposed 

to the same conditions. After incubation with SwaI followed by irradiation, or the reverse 

sequence, a smear of fragments whose length extended down to at least ~6 kb was 

produced (Figure 3.6B, left panel lanes DNA). After incubation with SwaI, cutting by PacI 

showed that both of the potential SwaI sites had been cut (Figure 3.6C, lanes DNA) (note 

that the band at ~71 kb contains two fragments of very similar length, Figure 3.6A).  

 

3.4.6 Proteins associated with inaccessibility of DNA in 

minichromosomes  

The preceding experiments showed that DNA in minichromosomes was inaccessible 

for further cleavage after a single break had been produced by a restriction enzyme, NCS, 

etoposide, or radiation, but  that further positions were accessible after it had been 

deproteinised (Figure 3.6B and C, compare lanes Cells and DNA). To identify the class of 

proteins responsible for this protection, permeabilised cells were extracted with solutions 

containing NaCl at different concentrations. Incubation with SwaI  or irradiation after the 
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majority of non-histone proteins and histone H1 had been extracted by NaCl at 

concentrations up to 0.6 M (Figure 3.7A) still resulted in cleavage of minichromosome 

DNA at only a single position, producing linear DNA (Figure 3.7B, C). However, the DNA 

was cut by SwaI at both of its predicted sites to produce two fragments (Figure 7B) and was 

cleaved by radiation to produce a smear of fragments extending down to ~8  kb (Figure 

3.7C, D) after histone H1, ≥95% of histones H2A and H2B, and most nonhistone proteins 

had been extracted with 1.2 M NaCl; we are aware that a minority (≤5%) of histones H2A 

and H2B may remain after this extraction and that H3-H4 tetramers which bear post-

translational modifications could be bound more weakly and also extracted.  

 

 
 

Fig. 3.7. Multiple sites in the DNA in minichromosomes can be cleaved by SwaI or γ-

radiation after removing proteins. Agarose-encapsulated and permeabilised cells were 
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extracted with NaCl at the concentration shown, as described in Methods. A, proteins 

remaining in the cells, separated by denaturing SDS-PAGE; the positions of histones from 

calf thymus are shown. B, cutting of minichromosome DNA by SwaI (100 u/ml, 2 h) in 

cells extracted with NaCl or in deproteinised DNA (lane DNA). In unextracted cells (left 

lane) only one of the two SwaI sites was accessible producing linear DNA, but after 

extraction with NaCl at ≥1.2 M the two predicted restriction fragments (Figure 3.2A) were 

produced showing that both SwaI sites had become accessible. C, Cleavage of DNA in 

minichromosomes in irradiated cells (200 Gy) after extracting proteins; lane C, unirradiated 

cells. Linear DNA was produced in unextracted cells showing that only a single site was 

cleaved, while the smear of fragments after extraction with NaCl at ≥1.2 M shows that 

further sites had become accessible. D, lengths of the fragments of minichromosome DNA 

in irradiated cells without or after extraction with NaCl, calculated by scanning the signals 

in lanes in (C) and interpolation from the positions of the λ markers. 
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3.5 Discussion 

These experiments are not the first in which DNA in a circular minichromosome has 

been observed to be accessible to probes at only one of several potential sites and to be 

inaccessible in the linear form. Restriction enzymes with multiple potential sites cut the 

circular ~5 kb DNA in purified SV40 minichromosomes predominantly at a single, but not 

unique, site and produce full-length linear molecules of which only ≤15% were cut further 

(11). The DNA-(cytosine-5)-methyltransferase Hhal could methylate the ~8 Kb circular 

DNA of bovine papilloma virus (BPV) minichromosomes in isolated cell nuclei, but DNA 

in linearised minichromosomes was not methylated in the same conditions (15), and in a 

chimeric variant of this minichromosome the DNA was cleaved to the full-length linear 

form in cells exposed to the topoisomerase II poison VM26 and shorter fragments were not 

observed (20). 

In view of the variable position of the initial cut in different minichromosomes 

produced by NCS and γ -radiation, which do not have marked sequence preferences, it 

appears unlikely that this position can be related to particular features of the DNA 

sequence, for example the region which contains easily-unwound sequences (58) or the 

putative nuclear matrix attachment region (32) which lies in a region with a noncanonical 

nucleosomal structure (59) and contains preferred topoisomerase II cleavage sites (60), or 

the few regions which are transcribed in Raji cells (61). Cleavage of DNA in all the 

minichromosomes at only a single site was particularly unexpected in the case of ionising 

radiation, because in genomic DNA breaks caused by radiation are usually assumed to be 

distributed according to a Poisson distribution (for example 62-64). The quantitative 
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production of linear minichromosome DNA is clearly not consistent with this assumption, 

which predicts that random breakage would yield a maximum of only 38% (1/e) of the total 

molecules as full- length linear molecules (64). 

Several hypotheses could be proposed to explain the acquisition of inaccessibility of 

minichromosome DNA to probes after it had been linearised by an initial cleavage. Rapid 

activation of a process involved in repair of strand breaks, for example phosphorylation of 

histone H2AX to form γ-H2AX (65), might influence nucleosomal structure in a manner 

which resulted in inaccessibility of DNA, but no formation of γ-H2AX was detected by 

immunofluorescence in permeabilised cells (data not shown). The strongest argument 

against a response of this type is that a similar loss of accessibility is seen when isolated 

circular SV40 minichromosomes (11) and BPV minichromosomes in isolated nuclei (15) 

are linearised.  

The accessibility of only one of several potential sites for a restriction enzyme in a 

circular minichromosome could result from masking of the other sites by nucleosomes; 

restriction sites on the nucleosomal surface are less accessible than those in linker DNA, 

but can become available as transient fluctuations of nucleosome conformation occur (6-9, 

14). Access of topoisomerase II to its preferred sites is also limited when they are on the 

surface of nucleosomes (17, 19). On the other hand, it is implausible that all the potential 

cleavage sites except one for neocarzinostatin (24, 26) and for OH radicals formed by γ-

radiation (56, 57) could be inaccessible in view of their multiplicity and the accessibility of 

linker DNA to these reagents (68). This model could also be excluded experimentally, 

because minichromosome DNA linearised by one reagent was inaccessible to further 

cutting by other reagents with different cleavage sites.  

Here we only monitored the conversion of circular to linear DNA, but by analogy 
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with the model proposed for SV40 minichromosomes (12) it could be argued that the event 

which results in inaccessibility of DNA is a single-strand and not a double-strand break, 

since NCS (26), γ-radiation (66), and possibly topoisomerase II poisons (67) cause breaks 

of both types; the weak signal in the region of nicked circular minichromosome DNA in 

cells exposed to NCS or radiation (Figures 3.3, 3.4) would be consistent with this model.  

Linear DNA could then be formed rapidly by a neighbouring single-strand break in the 

opposite DNA strand. When the DNA in isolated SV40 minichromosomes is relaxed by 

topoisomerase I, they become resistant to cleavage by micrococcal nuclease and nuclease 

S1 (12). It is not known if DNA in the minichromosome studied here contains 

unconstrained superhelicity, but this is plausible in view of the examples of SV40 (12) and 

BPV (15) minichromosomes; to explore this question, we incubated permeabilised cells 

with topoisomerase I before exposure to a DNA cleaving reagent but nicking by 

endogenous nucleases could not be supressed (data not shown). 

In linear chromatin the three-dimensional packing of nucleosomes and the path of the 

polynucleosome chain have been studied extensively, and are influenced strongly by 

interactions between neighbouring nucleosomes (69-74); in circular chromatin the 

nucleosomal conformation is less well understoood, but experiments and modeling 

underline the influence of DNA superhelicity (75-78). Intuitively, it appears probable that 

the orientations and contacts of nucleosomes must differ in a circular (toroidal or 

plectonemic) and a linear polynucleosome chain. A distortion of nucleosome cores has 

been proposed to occur upon linearisation of a circular minichromosome whose DNA 

contains unrestrained superhelicity (76), accompanied by  transfer of some linker DNA 

onto the nucleosome surface (11) which would reduce its accessibility. The increase which 

we observed in the accessibility of minichromosome DNA after removal of histones H2A 
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and H2B may be due to its partial dissociation from the remaining H3-H4 tetramers (79); in 

genomic chromatin, extraction of these histones results in a >10-fold increase of the 

frequency of double-strand breaks produced by γ-radiation (80).  

Persuasive evidence suggests that chromatin forms topologically closed loops in vivo 

(2, 18, 33, 34, 81) which in at least some cases contain unrestrained supercoiling (2-5), and 

thus are formally analogous to a circular minichromosome. Whether the phenomenon 

studied here has implications for the accessibility of DNA in genomic chromatin is an 

interesting subject for further studies. 
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4. Kinetics, pathways, and modeling of repair 

of DNA strand breaks in chromatin in vivo: 

lessons from a minichromosome 

 

This work presents quantitative studies of the repair of single- and double-strand 

breaks produced in the minichromosome by IR and the consequences of inhibiting enzymes 

involved in their repair. We observed that after two hours of incubation of cells in which 

the minichromosome DNA had been linearized by irradiation, it was covalently reclosed 

without any detectable intermediate products, implying that the majority of the radiation-

induced single- and double- strand breaks were repaired. The recircularization process was 

completely arrested by inhibitors of the catalytic subunit of DNA-dependent protein kinase 

(DNA-PKcs) but was only partially inhibited in cells incubated with inhibitors of the 

enzymes ataxia telangiectasia-mutated (ATM) or Mre11, or depleted in the protein Rad51. 

Moreover, overall repair was not detectably slowed by inhibitors of poly(ADP-ribose) 

polymerase (PARP) or by catalytic inhibitors of topoisomerases I and II. A mathematical 

model fitting the data provided rate constants for the repair of SSBs and DSBs, and 

revealed that repair of SSBs was the rate-limiting step in the overall repair of 

minichromosome DNA. We propose that repair of the minichromosome may offer 

analogies with repair in loops of genomic chromatin, which are of similar length and also 

topologically constrained.  

The results of these studies are described in detail in Chapter 4. I planned all this 

work together with Dr. R. Hancock, based on preliminary work in our laboratory by D. 

Jayaraju, and I carried out essentially all these experiments. K. Fujarewicz contributed the 

mathematical modeling. 
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4.1 Abstract 

 To obtain an overall picture of the repair of DNA single and double strand breaks 

(SSBs and DSBs) in a defined region of chromatin in vivo, we studied their repair in a ~170 

kb circular minichromosome whose length and topology are analogous to those of the 

closed loops in genomic chromatin. The rates of repair of SSBs after irradiating cells with γ 

photons were measured quantitatively by determining the sensitivity of the 

minichromosome DNA to nuclease S1, and of DSBs by assaying the reformation of 

supercoiled DNA by pulsed field electrophoresis. Reformation of supercoiled DNA, which 

requires that all SSBs have been repaired, was not slowed detectably by the inhibitors of 

poly(ADP-ribose) polymerase-1 NU1025 or 1,5-IQD. Repair of DSBs was slowed by 25-

30% when homologous recombination was supressed by KU55933, caffeine, or siRNA-

mediated depletion of Rad51, but was completely arrested by the inhibitors of 

nonhomologous end-joining wortmannin or NU7441, interpreted as reflecting competition 

between these DSB repair pathways similar to that seen in genomic DNA. The rate of 

reformation of supercoiled DNA was unaffected when topoisomerases I or II, whose 

participation in repair of SBs has been controversial, were inhibited by the catalytic 

inhibitors ICRF-193 or F11782. Modeling of the kinetics of repair provided rate constants 

and showed that repair of SSBs in minichromosome DNA proceeded independently of 

repair of DSBs. The simplicity of quantitating SBs in this minichromosome provides a 

usefull system for testing the efficiency of new inhibitors of repair of SBs, and since the 

sequence and structural features of its DNA and its transcription pattern have been studied 

extensively it offers a good model for examining other aspects of DNA breakage and 

repair. 
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4.2 Introduction 

The molecular events which are implicated in repair of strand breaks (SBs) in DNA 

are becoming more clear [reviewed in 1-6], but an overall and quantitative picture of their 

repair in vivo is not yet available and would contribute to understanding the systems 

biology of repair and the effects of inhibitors. The repair of single strand breaks (SSBs) and 

double strand breaks (DSBs) cannot be quantitated simultaneously and precisely using 

current methodologies. Repair of DSBs, believed to be the crucial lesions leading to cell 

death [7], is commonly assayed by the restoration of the normal length of genomic DNA or 

of restriction fragments using pulsed-field gel electrophoresis (PFGE) [8-10], but repair of 

SSBs is not detected by this approach. Repair of SSBs, which may contribute to loss of 

viability by relaxing superhelical stress in genomic DNA loops and thus arresting 

transcription [11], cannot yet be quantitated specifically by methods with comparable 

precision. 

As a model system to approach this question, we have studied the repair of SBs in 

vivo in a ~170 kb circular minichromosome. Two features of this minichromosome, the 

Epstein-Barr virus (EBV) episome which is maintained in the nuclei of Raji cells at 50-100 

copies and localised at the periphery of interphase chromosomes [12-17], make it an 

attractive model for genomic chromatin: it can be considered as a defined region of 

chromatin in view of its canonical nucleosomal conformation [13] and the well-studied 

sequence and properties of its DNA, and its closed circular topology and length resemble 

those of the constrained loops which genomic chromatin forms in vivo [11,18-19]. We 

assayed the repair of SSBs in the minichromosome after irradiating cells with 60Co 

photons by quantitating the loss of nuclease S1-sensitive sites, and the repair of DSBs by 

PFGE assays of the reformation of supercoiled DNA from molecules which had been 

linearised by a DSB. Circular molecules which contained SSBs could not be quantitated 

experimentally, and their levels were calculated using a mathematical model developed to 

fit the experimental data. We exploited the possibility of quantitating SB repair in this 

system to examine the implication of particular enzymes in repair of the minichromosome 

DNA, particularly topoisomerases I and II whose participation in repair has long been 
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controversial [20-24], poly(ADP-ribose) polymerase-1 (PARP-1) [25-32], Rad51 [33], the 

catalytic subunit of DNA-protein kinase (DNA-PKcs) [2-6,34], and ataxia telangiectasia 

mutated (ATM) kinase [2-6,35,36]. New features of the repair of SBs in vivo and of their 

kinetics were revealed by mathematical modeling. 

 

4.3 Materials and methods 

4.3.1 Cells, irradiation, and incubation for DNA repair 

 Raji cells were grown in RPMI-1640 with 2 mM L-glutamine and 10% heat-

inactivated FBS. Growing cells (0.5-1 x 106) were washed in PBS, embedded in blocks of 

1% low melting-point (LMP) agarose for PFGE, immersed in cold growth medium in 

closed 2 ml microtubes, and irradiated with 60Co  photons (Teratron) at 4.3 Gy/min on ice. 

To follow DNA repair, blocks were transferred immediately into microplate wells 

containing medium at 37C and placed in a CO2 incubator. Cells were encapsulated in 

beads of 1% LMP agarose [19] for incubation with restriction enzymes or the nicking 

endonuclease Nb.BbvCI (New England Biolabs) and then permeabilised in 10 mM Tris-

HCl, 140 mM NaCl, 1 mM MgCl2, pH 7.6, 0.5% v/v Triton X-100 (Sigma-Aldrich) and 

washed 3x 30 min in this buffer without Triton X-100.  

4.3.2 Depletion of Rad51 

Fifty µl of a preincubated mixture of 100 pmol siRNA for Rad51 (siGenome SMART 

pool, Dharmacon) and 0.8 µl Oligofectamine (Invitrogen) were added to wells of a 96-well 

dish containing ~2x105 cells in 50 µl serum- and antibiotic-free RPMI medium, followed 

by incubation overnight at 37°C. Transfection efficiency assayed in parallel using a 

fluorescein-labeled nonsilencing siRNA (Cell Signalling) was >85%. The cells were 

irradiated after 48 h and incubated for repair. Rad51 protein was quantitated by lysing cells 

in SDS/PAGE sample buffer, subjection to SDS/PAGE, and transfer to a nitrocellulose 
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membrane which was probed with anti-Rad51 antibody (H-92, Santa Crus) and with anti-

actin (C2) (Jackson ImmunoResearch) as loading control. 

4.3.3 Inhibition of enzymes involved in repair 

Wortmannin and caffeine (Sigma-Aldrich), NU1025 and 1,5-IQD (Calbiochem), 

NU7441, KU55933, and Mirin (Tocris) were dissolved in DMSO. ICRF-193 (gift of J. 

Nitiss) and F11782 (gift of J-M. Barret) were dissolved in DMSO and H2O, repectively. 

Inhibitors were present in the medium from 2 h before and during irradiation and were 

added freshly immediately after irradiation. Inhibition of topoisomerase II was assayed  1 h 

before incubation for repair by quantitating covalent enzyme-DNA reaction intermediates 

using a filter-binding assay [37] in lysates of cells grown for 48 h with [methyl-

3H]thymidine (37 kBq/ml). Inhibition of phosphorylation of DNA-PKcs or ATM was 

assayed by immunofluorescence using cells cytospun onto polylysine-coated slides, fixed 

in 4% formaldehyde in PBS for 15 min, permeabilised in PBS, 1% Triton X-100 (PBST) 

for 15 min, and incubated in blocking solution (Boehringer) for 1 h. Primary antibodies 

were mouse mAbs recognising DNA-PKcs phosphorylated on threonine-2609 (Abcam, 

1:200) or ATM phosphorylated on serine-1981(Cell Signaling, 1:200), followed by Alexa 

488-goat anti-mouse (1:400); DNA was labeled with DRAQ5 (20 m, 10 min) 

(Invitrogen). Poly(ADP-ribose) (PAR) formation was assayed using a rabbit polyclonal 

antibody (Alexis) (1:50, overnight, 4°C) followed by Alexa 594-goat anti-rabbit IgG 

(1:200, 30 min, 37°C); DNA was stained with YOYO-1 (1 µM, 10 min). Antibody 

dilutions and washings were in PBST and slides were mounted in SlowFade Gold 

(Invitrogen). Cells were imaged on a Nikon E800 microscope with 40x objective and total 

pixel intensities and areas were measured in 200 nuclei using MetaMorph 4.60 (Molecular 

Devices). 

4.3.4 PFGE, probes, and hybridisation 

Agarose blocks were deproteinised in 1 ml 0.2 M EDTA, 1% SDS, 1 mg/ml 

Proteinase K (Roche) for 48 h with slow rocking at ~18°C; >99% of the 10% TCA-

precipitable radioactivity in cells containing 35S-labelled proteins was solubilised (data not 
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shown). PFGE was in 1% agarose in 0.5X TBE at 14°C using 190 v for 20 h with pulse 

time increased linearly from 50 to 90 sec. SSBs in linear minichromosome DNA were 

detected by excising the corresponding region from a gel, washing with S1 nuclease buffer, 

incubation with S1 nuclease (Invitrogen) for 15 h at 37°C, and PFGE. Hybridisation was 

performed on gels dried under vacuum at 60°C for 1 h on 3MM paper and covered with 

plastic film, incubated in 0.5 M NaOH, 1.5 M NaCl for 30 min, rinsed 3x in H2O, 

neutralised in 0.5 M Tris, pH 8.0, 1.5 M NaCl for 30 min, rinsed with H2O, and incubated 

in 6X SSC for 20 min, all at room temperature. Prehybridisation (30 min) and hybridisation 

(18 h) were in 6X SSC, 5X Denhardt’s solution, 0.5% SDS, 0.5 µg/ml human Cot-1 DNA 

(Invitrogen) at 68°C. Gels were hybridised with DNA of EBV virus (GenBank accession 

number AJ507799) prepared from B95-8 cells [38] or a specific probe for marker lanes, 

labeled with [-32P]dCTP (3000 MBq/mM) using Megaprime kits (Amersham). Hybridised 

gels were washed 3x 30 min in 0.1X SSC, 0.5% SDS at 68°C, sealed in plastic film, and 

exposed to PhosphorImager screens. Signals were imaged and quantitated using 

ImageQuant (Molecular Dynamics) and are shown as (10-7 x arbitrary intensity units) in the 

region of interest after subtracting the mean background in identical areas below and above. 

Samples from the same cell population but without inhibitor were processed in parallel, 

separated in the same gel, and when a central marker lane was excised the remaining parts 

of the gel were hybridised together. Repair rates were quantitated in independent replicate 

experiments and inhibition was expressed as the difference in level of particular forms of 

minichromosome DNA between cells with and without an inhibitor after 120 min. p-values 

were calculated by the unpaired t-test. 

4.3.5 Molecular combing and hybridisation of 

minichromosome DNA 

Linear minichromosome DNA was excised from PFGE gels in LMP agarose of DNA 

from cells grown with BrdU. The agarose was incubated with YOYO-1 (5 M) for 30 min, 

washed in TE, incubated in -agarase buffer for 30 min on ice, melted in 50 mM MES, pH 

5.7 at 65°C for 10 min, and solubilised by -agarase (New England Biolabs) at 42°C for 4 

h. Four µl of DNA dissolved in the same buffer at 2 µg/ml were placed on a 3-
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aminopropyl-triethoxysilane-coated microscope slide (Sigma-Aldrich) and covered with a 

standard cover glass, which was pulled horizontally across the slide at ~300 µm/sec after 2 

min. Slides with well-spread DNA molecules as seen by fluorescence microscopy (Nikon 

E800, 100x objective) were dried at room temperature for 5 min and overnight at 60°C, 

incubated in 0.6X SSC, 70% formamide for 3 min at 95°C, and then in cold 70%, 85%, and 

95% ethanol (2 min each). Probes were an 8.1 kb BamHI-SalI fragment of cosmid cM301-

99 and a 29 kb HindIII fragment of cosmid cMB-14 (gifts from G. Bornkamm) excised 

from an agarose gel, purified on a Microcon YM-100 (Qiagen), and labeled with biotin-11-

dUTP (Fermentas) by nick translation. Hybridisation was in a humidified chamber for up to 

48 h at 37°C. Probes were detected with FITC-goat anti-biotin (Sigma-Aldrich) (1:50, 20 

min) followed by Alexa 488-rabbit anti-goat antibody (Invitrogen) (1:50, 20 min), and 

DNA by subsequent incubation with rat anti-BrdU (Abcam) (1:30, 20 min) followed by 

Alexa 594-goat anti-rat antibody (Invitrogen) (1:50, 20 min). Antibody dilutions and 

washing were in PBS, 0.05% Tween-20. Minichromosome DNA molecules identified by 

hybridisation signals from both probes were imaged by confocal microscopy (Bio-Rad 

MRC1024) and their lengths were calculated using the factor of 2.2 kb DNA/µm after 

minor adjustment of images to normalise the distance between the two probes, as described 

in [39]. 

4.3.6 Modeling repair kinetics 

Four compartments each containing one form of minichromosome DNA were 

considered together with the four ordinary differential equations: 



d[S]

dt
 ks[CSSB] sinhkd [L]

d[CSSB]

dt
 sinhkds[LSSB] ks[CSSB]

d[LSSB]

dt
 sinhkds[LSSB] ksd[LSSB]

d[L]

dt
 ksd [LSSB] sinhkd [L]

















 

where: 
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[X] = fraction of total amount (hybridisation signal) of DNA in form X 

 (S=supercoiled, L=linear, LSSB=linear with SSBs, CSSB=circular with SSBs); 

kd = rate of repair of molecules containing only a DSB; 

ks = rate of repair of molecules containing only SSBs; 

kds = rate of repair of the DSB in molecules containing both a DSB and SSBs; 

ksd = rate of repair of SSBs in molecules containing both SSBs and a DSB; 

sinh = switch reflecting inhibition of DSB repair: 1 for normal conditions, 0 when DSB 

repair was arrested by the DNA-PK inhibitor NU7441 (Fig. 7C). 

 

The rationale for using first-order kinetics is considered in the Discussion. Fitting to the 

experimental data depended on estimating parameters and initial conditions in normal 

conditions or when DSB repair was inhibited, using a least squares approach to minimise 

the sum of squared residuals (differences between data and the model's output). 

Calculations were made in MATLAB. 

 

4.4 Results 

4.4.1 Strand breaks in the minichromosome in irradiated 

cells 

The supercoiled minichromosome DNA in normal cells [12] and the linear DNA in 

irradiated cells resulting from a DSB were detected and quantitated by hybridising PFGE 

gels of total cell DNA with a probe of EBV DNA, the linear form of minichromosome 

DNA [14] (Fig. 4.1B). Circular minichromosome DNA containing SSBs, formed by 

incubating deproteinised cells with the nicking endonuclease Nb.BbvCI, migrated diffusely 

between the sample well and the supercoiled form (Fig. 4.1B) probably as a result of 

impalement on agarose fibres like other large nicked-circular DNAs [40-42]. Molecular 

combing of DNA from this region showed 181±11 kb long circular molecules (SEM from 

30 molecules) with the expected conformation (Fig. 4.1F); these were not seen in gels of 

DNA from untreated cells and did not have the theta conformation characteristic of 
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replicating minichromosome DNA [43], while supercoiled DNA does not bind to slides in 

these conditions ([44] and data not shown). This region was diffuse and poorly separated 

from the sample well and may also contain replicating molecules [40], and therefore we 

did not attempt to quantitate nicked circular molecules directly and instead calculated their 

abundance by mathematical modeling (see Section 4.7).  

In irradiated cells the minichromosome DNA had been converted to a form with the 

same mobility as linear molecules (Fig. 4.1B, lane 50 Gy). The length of these molecules 

was 17010 kb (mean and SD from three independent experiments) measured by 

interpolation from markers, a value not significantly different from that of full-length linear 

DNA (~172 kb), and no shorter fragments were detected using a PFGE regime which 

separated DNA ≥2 kb in length (data not shown). The amount of this linear DNA was not 

significantly different from that produced by cutting minichromosome DNA at its single 

PacI site (p=0.45 from three replicate experiments) (Fig. 4.1E). FISH on combed linear 

minichromosome DNA from irradiated cells showed that the extremities of individual 

molecules were positioned differently with respect to specific probes (Fig. 4.1D and 

manuscript submitted). Together, these results show that in irradiated cells the 

minichromosome DNA was converted quantitatively to full-length linear DNA by a single 

DSB whose position was not specific.  

Minichromosome DNA molecules which had been linearised by a DSB contained 

multiple SSBs, since they were cleaved to shorter fragments by the single strand-specific 

nuclease S1 which cuts the opposite DNA strand at SSBs caused by ionising radiation 

[45,46] (Fig. 4.1C). The mean length of the S1 nuclease fragments was ~48 kb with a 

minimum of ~15 kb (Fig. 4.1D), and did not decrease further when a higher concentration 

of nuclease was used (data not shown). 
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Fig. 4.1. Strand breaks in minichromosome DNA in irradiated cells. (A) The 

supercoiled minichromosome DNA and forms which result from DSBs and/or SSBs (*). 

(B) Minichromosome DNA separated by PFGE after incubating deproteinised cells with: 

lane C, no addition; lane PacI, PacI (100 u/ml, 3 h) which cuts minichromosome DNA at a 

single site; lane NbB, endonuclease Nb.BbvCI (100 u/ml, 1 h) which forms circular 

molecules containing SSBs. Lane 50 Gy, cells irradiated (50 Gy) before deproteinisation; 

lanes λ, oligomers of λ DNA. The gel was hybridised with a probe of EBV DNA; for the 

gel images in this and following Figures the top includes the sample well and panels were 

assembled from lanes of the same gel. (C) Linear minichromosome DNA from irradiated 

cells extracted from a gel, incubated without or with nuclease S1 (100 u/ml, 15 h), and 

subjected to PFGE. (D) Representative linear minichromosome DNA from irradiated cells 

spread by molecular combing and hybridised with two probes (upper map); TR are the 

terminal repeat sequences by which the minichromosome is circularised. The FISH probes 

were labeled with biotin and detected with anti-biotin antibodies (green), and DNA was 

labelled with BrdU and detected with anti-BrdU antibodies (red). The extremities of the 

molecules show the site of the DSB; the probe positions were aligned approximately 

considering the slightly variable stretching of DNA during combing. (E) Quantitation of 
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linear minichromosome DNA in irradiated cells compared with that after cleavage at its 

single PacI site (100 u/ml, 3 h) in deproteinised cells; error bars show SEM from three 

independent experiments. (F) Representative DNA molecules believed to be relaxed 

circular minichromosome DNA containing single-strand breaks, extracted from the region 

close to the origin of a gel of DNA from cells incubated with endonuclease Nb.BbvCI 

(panel B, lane NbB), stained with YOYO-1, and combed (see text). 

4.4.2 Repair of SBs 

To quantitate repair rates precisely the maximum conversion of minichromosome DNA 

to the linear form was desirable, and cells were irradiated with 50 Gy, a dose similar to 

those commonly used to study repair of genomic DNA [for example 47,48] although above 

the lethal level. Cells were kept in agarose blocks for repair to minimise manipulations and 

time incubations precisely; nonspecific loss of DNA [47] did not occur during the 2 h 

repair period since 103±9% (n=9) of the initial quantity of minichromosome DNA was 

recovered in conditions where repair of DSBs was arrested (Fig. 4.7). The rate of repair of 

DSBs in minichromosome DNA was not significantly different from that in culture 

conditions (data not shown), as observed earlier for a double-minute chromosome [48]. 

The SSBs in linear minichromosome DNA were repaired progressively (Fig. 4.2B, C). 

Immediately after irradiation essentially all of these molecules were cut by nuclease S1 to 

fragments of average length ~48 kb, consistent with an average of ~3.6 SSBs in each ~172 

kb molecule. After repair for 2 h, ~50% of the DNA had been converted to full-length 

linear molecules which were resistant to nuclease S1 and therefore contained no SSBs (Fig. 

4.2C). 
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Fig. 4.2. Repair of SSBs in linear minichromosome DNA. (A) Fragmentation by 

nuclease S1 of linear minichromosome DNA isolated immediately after irradiation (50 Gy) 

or after repair for 2 h. Linear DNA isolated from a gel of total cell DNA was incubated 

without or with nuclease S1 for 15 h and the fragments produced were separated by PFGE. 

For these experiments, sufficient linear DNA could be conserved for 2 h only if repair of 

DSBs was arrested, and therefore the DNA-PK inhibitor NU7441 was included during the 

repair period (see Fig. 4.7). (B) Scans of the hybridisation signal from lanes in (A) (S1 100 

u/ml); the position of full- length linear molecules is indicated by the vertical dashed line.  

4.4.3 Repair of DSBs and recircularisation of 

minichromosome DNA 

A progressive increase of the level of supercoiled DNA parallelled by a decrease of 

the linear form (Fig. 4.3B, white and black columns, respectively) during repair showed 

that the DSBs by which linear molecules had been produced were religated. The sum of the 

linear and supercoiled forms decreased progressively, reflecting an increase of the number 

of molecules which had been recircularized by repair of their DSB but still contained SSBs; 

nonspecific loss of minichromosome DNA during the repair period could be excluded (see 

Section 4.4.1). Linear dimers of minichromosome DNA which would have been produced 

if incorrect end-joining had occurred were not detected (Fig. 4.3A).  
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Fig. 4.3. Repair of DSBs shown by the conversion of linear to supercoiled 

minichromosome DNA. (A) Linear and supercoiled DNA during repair; the arrowhead 

shows the calculated position of linear dimers which would have been formed by incorrect 

end-joining. (B) Linear (black columns) and supercoiled (white columns) minichromosome 

DNA quantitated by hybridisation; error bars show SEM from three independent 

experiments. The total level of minichromosome DNA (linear plus supercoiled) before 

repair is shown by the horizontal dashed line. 

4.4.4 Effect of inhibiting topoisomerases I and II on 

repair 

To assess the contributions of particular enzymes to the repair of SBs in the 

minichromosome, we used chemical reagents which are widely accepted as appropriate and 

specific inhibitors because depletion of repair enzymes by siRNA methodology proved 

insufficient to provide unequivocal conclusions (see Discussion).  

The question if topoisomerases I and/or II are implicated in the repair of SBs remains 

unresolved [20-24.49]. Noncatalytic inhibitors of these enzymes were used in previous 

studies [21,49], but these reagents themselves create SBs when DNA is deproteinised [50] 

and therefore cannot provide clear evidence for a role of topoisomerases in repair. Instead, 

we used inhibitors of the catalytic type which arrest the enzyme by trapping a noncovalent 

reaction intermediate whose deproteinisation does not cause DNA cleavage. To inhibit 
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topoisomerase II we employed ICRF-193 [51-53] (100 µM) which trapped intermediates of 

the enzyme-DNA reaction in cells [54] as efficiently as etoposide (Fig. 4.4A), which traps 

all cellular topoisomerase II at this concentration [55]. The epipodophylloid F11782 [56-

58] was used to inhibit both topoisomerases I and II; since its efficiency in trapping 

enzyme-DNA reaction intermediates cannot be assayed [56] a concentration of 1 mM was 

used, which is >50-fold and >500-fold the IC50 for inhibition of human topoisomerases I 

and II, respectively, and >500-fold the IC50 for inhibition of growth of V79 cells [56].  

Neither ICRF-193 or F11782 had a significant effect on the evolution of the levels of 

linear and supercoiled minichromosome DNA during repair (Fig. 4.4B, C). The p-values 

for the difference in the level of supercoiled DNA in the presence or absence of inhibitor 

after 2 h were 0.51 for ICRF-193 and 0.88 for F11782, and 0.71 and 0.51 respectively for 

the corresponding difference in linear DNA.  

 

 

 

Fig. 4.4. Conversion of linear to supercoiled DNA is not affected when topoisomerase 

II or both topoisomerases I and II are inhibited. (A) Efficiency of ICRF-193 (100 µM) 

in inhibiting topoisomerase II compared with the noncatalytic inhibitor etoposide (100 

µM), assayed by filter-binding of covalent enzyme-DNA reaction intermediates in lysates 

of [3H]thymidine-labeled cells 1 h before incubating them for repair. (B) Effect of ICRF-

193 (100 µM) or F11782 (1 mM) on the conversion of linear to supercoiled DNA during 
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repair. (C) Quantitation of linear and supercoiled DNA during repair. All error bars show 

SEM from three independent experiments. 

4.4.5 Effect of inhibiting PARP-1 on repair 

 PARP-1 is implicated in sensing and repair of SSBs, although the precise step at 

which it intervenes has not been identified [25-32]. To inhibit PARP-1 we used NU1025 

[59] or 1,5-IQD [60] at a concentration of 200 µM; their IC50 values for inhibition of 

PARP-1 are 0.4 µM [59,60]. The synthesis of PAR immediately after irradiation was 

reduced by 95% by these inhibitors (Fig. 4.5A). Repair of SSBs in linear molecules was 

not significantly affected and no detectable effect on repair of SSBs in circular molecules 

was seen because the reformation of supercoiled DNA, which can only occur when all 

SSBs have been repaired, was not slowed (Fig. 4.5B-D); the p-value for the difference in 

the level of supercoiled molecules at 120 min in the absence or presence of an inhibitor was 

0.71 for NU1025 and 0.58 for 1,5-IQD. 

 

 

 

Fig. 4.5. Effect of inhibiting PARP-1 on repair of minichromosome DNA. (A) 

Inhibition of PAR synthesis immediately after irradiation in cells incubated without or with 
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NU1025 (200 µM) shown by immunofluorescence (red); DNA was labeled with YOYO-1 

(green). Right panel: quantitation of PAR (red pixel intensity/nuclear area); error bars show 

SEM from 200 nuclei. (B) Conversion of linear to supercoiled DNA in cells incubated 

alone or with NU1025 (200 µM) or (C) with 1,5-IQD (200 µM). (D) Quantitation of linear 

and supercoiled DNA during repair; reformation of supercoiled DNA requires that all SSBs 

have been repaired. Error bars show SEM from four independent experiments.  

4.4.6 Pathways for repair of DSBs 

The contributions of the two major pathways for repair of DSBs in genomic DNA, 

homologous recombination (HR) and nonhomologous end-joining (NHEJ), to repair of 

DSBs in the minichromosome were examined. DSBs signal activation of ATM by 

autophosphorylation on serine 1981, which causes dissociation of dimers and initiates 

ATM kinase activity [2-6]. The inhibitor of ATM kinase KU55933 [61] reduced this 

phosphorylation in irradiated cells by ~95%, while the inhibitor caffeine [62] reduced it by 

~80% (Fig. 4.6A). The rate of decrease in the level of linear DNA was reduced by ~30% in 

both cases (Fig. 4.6B) (p<0.005 for KU55933, p<0.01 for caffeine). This rate was reduced 

by ~26% in the presence of mirin (Fig. 4.6C) which inhibits the activation of ATM without 

affecting its kinase activity [63,64] and by ~20%  in cells where Rad51, which participates 

uniquely in HR [33], had been depleted by ~90% by transfection of a specific siRNA (Fig. 

4.6D). Together, these results are consistent in showing that 25-30% of the DSBs in the 

minichromosome were repaired by HR.  
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Fig. 4.6. Effect of inhibiting DSB repair mediated by HR. (A) ATM phosphorylated on 

Ser1981 in cells irradiated and incubated without or with caffeine (10 mM) or KU55933 

(20 µM), detected by immunofluorescence (green); DNA was stained by DRAQ (red). 

Below, quantitation of the signal from ATM1981S-P (green pixel intensity/nuclear area). 

(B) Repair of minichromosome DNA in cells incubated without or with caffeine (10 mM) 

or KU55933 (20 µM), inhibitors of ATM kinase, or (C) with mirin (100 µM) which inhibits 

ATM activation without affecting its kinase activity. (D) Repair in cells transfected with 

siRNA to silence expression of Rad51 or with a control siRNA; cells were irradiated 48 h 
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later and incubated for repair. (E) Rad51 protein detected by Western blots in cell lysates; 

actin served as sample loading control. All error bars show SEM from three independent 

experiments.  

 

Repair of DSBs by NHEJ is initiated by binding of Ku70/Ku80, followed by 

recruitment of DNA-PKcs which is then activated by phosphorylation on threonine-2609 

[2-6]. This phosphorylation was inhibited by wortmannin [65] or NU7441 [66]; for 

wortmannin the level of DNA-PKcs2609Thr-P was not significantly greater than that in 

unirradiated cells (p=0.104 from two replicate experiments) while for NU7441 (10 µM) it 

was reduced by ~70% (Fig. 4.7A). The repair of DSBs in minichromosome DNA, shown 

by the decrease in the level of linear DNA, was arrested completely by both these inhibitors 

(p=0.55 for wortmannin, p=0.88 for NU7441) while the formation of supercoiled DNA 

continued, reflecting ongoing repair of SSBs in circular molecules (Fig. 4.7D). The relative 

contributions which HR and NHEJ make to repair are considered in the Discussion. 
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Fig. 4.7. Inhibitors of phosphorylation of DNA-PKcs arrest DSB repair. (A) 

Phosphorylation of DNA-PKcs on threonine-2609 in cells irradiated and incubated without 

or with wortmannin (100 μM) or (C) NU7441 (10 μM) detected by immunofluorescence 

(green); DNA was stained by DRAQ (red). Below, quantitation of the signal from DNA-

PKcs2609Thr-P (green pixel intensity/nuclear area). (B) Repair in cells incubated with 

wortmannin (100 μM) or (C) NU7441 (10 μM). (D) Quantitation of linear and supercoiled 

DNA during repair. All error bars show SEM from three independent experiments.  
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4.4.7 Modeling the kinetics of SB repair 

A model was developed to fit the experimental data for the kinetics of repair (Fig. 

4.8A) with the primary objective of computing the abundance of circular minichromosome 

DNA molecules containing SSBs which were not measured experimentally, and offered the 

further advantage of providing rate constants for repair of SSBs and DSBs and a number of 

conclusions which were not directly evident from the experimental data (see Discussion). 

The interconversion of different forms of minichromosome DNA during repair was 

expressed by first-order kinetics, which require fewer parameters than Michaelis-Menten 

kinetics, because unique values of parameters cannot be estimated when too many are 

considered (the model is non-identifiable) and inferences are not reliable (see Discussion). 

The input data were the levels of linear and supercoiled DNA during repair in normal 

conditions and when repair of DSBs was arrested by NU7441 (Fig. 4.7 D). Initially, 

different values were assigned to the rate constants for repair of DSBs in molecules 

containing only a DSB or also containing SSBs (kd and kds) and for repair of SSBs in 

molecules with only SSBs or also containing a DSB (ks and ksd), but the fit to the data was 

not better than using identical values and estimation of parameters was too sensitive to the 

choice of the starting point for optimisation. Identical values were therefore adopted for kd 

and kds and for ks and ksd. For conditions where repair of DSB was arrested, kd and kds were 

set at sero. 

The calculated levels of the forms of minichromosome DNA and their fit to the 

experimental data are shown in Fig. 8B. The calculated rate constants were ks = ksd = 0.212 

for repair of SSBs and kd = kds = 0.745 for repair of DSBs; we note that these refer to the 

fraction of the total molecules transferred between compartments per hour and not to the 

number of SBs repaired per hour, and for molecules containing SSBs they are mean values 

because the number of SSBs per molecule varies (Fig. 4.2).  

The levels of different forms of minichromosome DNA could be predicted for a 

longer period of repair if it was assumed that the rate constants during the first 2 h were 

maintained (Fig. 4.8C). The relative quantity of linear DNA without SSBs was predicted to 

increase transiently while that of linear DNA with SSBs decreased, reflecting ongoing 



 132 

repair of these SSBs. When repair of DSBs was inhibited, linear DNA without SSBs was 

predicted to accumulate as expected if the repair of SSBs continued. The level of the 

circular form containing SSBs was predicted to increase transiently because linear 

molecules which contained SSBs were circularised before these SSBs were repaired; as 

expected, this increase was not seen when repair of DSBs was inhibited. 

 
 

Fig. 4.8. Temporal evolution of the levels of the different forms of minichromosome 

DNA during repair calculated by modeling. (A) The model considered transfers of 

molecules between four compartments containing supercoiled molecules (S), linear 

molecules formed by a DSB (L), linear molecules also containng SSBs (*) (LSSB), and 

circular molecules containing SSBs (CSSB). ks, ksd, kd, and kds are rate constants; kd, and kds 

were set at zero when repair of DSBs was arrested by the inhibitor of DNA-PKcs NU7441. 
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(B) Calculated levels of the different forms of DNA (curves) compared with experimental 

data points (error bars omitted for clarity). Left panel, during normal repair; right panel, 

when repair of DSBs is arrested. (C) Calculated levels extrapolated for a period of 20 h in 

normal repair conditions (full lines) or when repair of DSBs is arrested (dashed lines). 

 

4.5 Discussion 

The simultaneous repair of SSBs and DSBs in a defined region of chromatin in vivo 

has not been studied previously using quantitative methods, to our knowledge. In earlier 

work SSBs were detected by filter elution or single-cell electrophoresis methods whose 

interpretation in terms of absolute numbers of breaks is not quantitative, and the measured 

relative rates of repair of SSBs and DSBs were variable [67,68]. To ensure accurate 

quantitation of SBs we used two conditions which are not always considered in studies of 

repair in genomic DNA: for PFGE, DNA was deproteinised at room temperature because at 

higher temperatures extra DSBs are created at radiation-damaged sites [69], and in-gel 

hybridisation was used because hybridisation to DNA blotted onto membranes [9,10] is not 

quantitative for large fragments [70]. In another study of repair of SBs in the EBV episome 

[71] published after this manuscript was completed, a significant amount of 

minichromosome DNA, interpreted as nicked circles, remained in the sample well of PFGE 

gels while here little or no DNA remained in the wells and nicked circular DNA migrated 

slowly into the gel, possibly reflecting methodological differences. The Poisson distribution 

of SBs assumed in [71] is not consistent with our finding that only a single DSB is formed 

in minichromosome DNA in irradiated cells (Fig. 4.1 and manuscript submitted).  

We used chemical reagents to inhibit enzymes involved in repair of SBs because in 

most cases sufficient depletion could not be obtained by siRNA methodology (for example, 

50-60% depletion for Ku70 and DNA-PKcs; data not shown). In other studies depletion of 

PARP-1 [72,73], DNA ligases [74], and topoisomerase II [75] was also less than complete 

and in some cases lethal [75]. The absence of effect of inhibitors of PARP-1 on the repair 

of minichromosome DNA is consistent with the current view that PARP-1 is not 

indispensable for, although it can accelerate, SSB repair in genomic DNA which is slowed 
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only modestly when PARP-1 is ablated or inhibited [25-32,76,77], and most inhibitors of 

PARP-1 showed no affect on repair of SBs in this minichromosome in another study [72]. 

Recent studies propose that its primary function is in base excision repair [30,78].  

Between 25 and 30% of the DSBs in the minichromosome were repaired by HR 

according to the consequences of inhibiting activation or activity of ATM kinase or of 

depleting Rad51, but their repair was arrested completely by inhibitors of DNA-PKcs 

which operate in the NHEJ pathway. These findings can be interpreted by the model 

proposed to understand similar observations on the repair of DSBs in genomic DNA, where 

it is believed that the contribution of HR is obscured when DNA-PKcs is inhibited because 

factors involved in NHEJ are then trapped at DSB extremities and interfere with the access 

of factors required for HR [5,79-81]. We underline, however, that the quantitative outcomes 

of our model of repair kinetics are not influenced by the particular pathway of DSB repair 

which was arrested by inhibitors of DNA-PKcs.  

A possible role for topoisomerases I or II in DNA repair has been discussed in 

numerous studies, but experimental evidence has been inconclusive [20-24]. A SB would 

relax any DNA superhelicity in the circular minichromosome which was not constrained by 

nucleosomes if the repair machinery did not prevent mutual rotation of the DNA strands; if 

rotation could occur, further negative supercoiling would be required after repair to 

normalise the superhelicity, but eukaryotic topoisomerases I and II do not possess this 

activity. Dissociation of nucleosomes in the neighbourhood of a SB would relax the 

negative superhelicity resulting from DNA wrapping on their surface, but this would be re-

established when nucleosomes were reformed on the repaired region and no requirement 

for activity of a topoisomerase would be predicted. The continued conversion of linear to 

supercoiled minichromosome DNA at the normal rate when topoisomerases I and II were 

inhibited by catalytic inhibitors is therefore consistent with these topological 

considerations.  

Kinetic models of SB repair could be constructed with different degrees of 

complexity, but theory shows that the least complex model is preferable in order to provide 

concrete predictions [82]. Our data were fitted well by using first-order kinetics (Fig. 4.8A), 

and we justified this strategy by considering that other datasets for DNA repair have been 

fitted satisfactorily by first-order kinetics [for example 8,83] which only deviate 
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significantly from higher-order models after two half-times (that is, after repair of 75% of 

the SBs) [83], and by theoretical arguments which show that "multiple processes (which are 

not neccessarily first-order) may combine to produce kinetic behavior indistinguishable 

from first-order and ... such combinations are more likely to exist when reactions occur in a 

complex environment" [84]. A number of conclusions which were not directly apparent 

from the experimental data illustrate the usefullness of modeling. First, when repair of 

DSBs was arrested the SSBs in linear molecules were still repaired and circular molecules 

containing SSBs were converted to supercoiled molecules at close to the normal rate (Fig. 

8B), showing that operation of the systems for repair of SSBs was independent of those for 

DSB repair which has not been demonstrated previously as far as we are aware. Second, the 

calculated rate constants show that in an average linearised minichromosome the single 

DSB was repaired three to four times faster than all the SSBs, so that the rate-limiting step 

in complete repair of minichromosomes was the repair of SSBs. These repair rates cannot 

be compaired directly with those reported for genomic DNA where the methods used could 

not quantitate SBs directly, but comparisons can be made in terms of the half-time for 

repair which is reported to be independent of the radiation dose [85,86] and the length of 

the region considered [9]. In the minichromosome, the half-time for repair of the single 

DSB in each molecule calculated from the rate constant was ~40 min, which is within the 

same range (20 to 110 min) as that for genomic DNA [9,67,85]. For repair of SSBs the 

half-time of ~140 min was longer than that (~30 min) measured for genomic DNA by 

alkaline filter elution or comet assays [67,68,87,88]; the reasons for this difference remain 

to be understood but may include the detection of DSBs and damaged bases as well as 

SSBs by these methods. Supression of HR reduced the rate of decrease of linear 

minichromosome DNA by a statistically-significant factor of 25-30%, a value within the 

range of those for the contribution of HR to repair of genomic DNA which vary between 

rare [89] to predominant [90,91] in different cell types, but somewhat higher than that for 

human fibroblasts (~15%) [36]. This value is expected to depend on the compaction, 

topology, microenvironment, and accessibility to repair factors of different regions of  

chromatin [92] and in the minichromosome HR may be favoured by the proximity of 

daughter DNA molecules in catenated replicating forms [16] which would allow a region of 

homology to be found by searching a relatively limited volume. Linear oligomers of 
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minichromosome DNA were not detected during repair, as observed during repair of a 3 

Mb double-minute chromosome [48] and transfected plasmids [22], reflecting juxtaposition 

of the DNA extremities by Ku [2-6] and the RMX complex [93]; we propose that a further 

important factor is the crowded macromolecular environment in the nucleus [94] because 

crowding strongly favours DNA circularisation and ligation by ligases IIIb and IV-XRCC4 

which participate in NHEJ [95].  

This minichromosome offers a simple system for quantitative testing of the efficiency 

of new potential inhibitors of the repair of SBs, and since the sequence and structural 

features of its DNA and its transcription pattern have been studied extensively [14] it 

provides a good model for examining other facets of DNA breakage and repair, for 

example mapping SBs and comparing repair in transcribed and nontranscribed regions. 

Such studies may be relevant to the repair of DNA in genomic chromatin in view of the 

topological similarity of the minichromosome to chromatin loops and its position in regions 

of lower chromatin density within the nucleus [15,17] where DSBs in genomic DNA and 

sites of their repair are predominantly localised [96,97].  
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5. Appendix 

 

This Section shows some additional data obtained during the course of this work 

which was not included in the manuscripts submitted for publication. 

 

5.1. Formation and repair of DSBs in genomic DNA 

Exposure of Raji cells to γ-radiation also caused the formation of DSBs in genomic 

DNA in a dose-dependent manner (Figure 5.1 A). At higher doses of radiation, FAR assays 

of 14C-labelled cellular DNA demonstrated extensive fragmentation of chromatin consistent 

with the production of multiple DSBs. Interestingly, the slope of the dose–FAR relationship 

became significantly shallower at higher doses, suggesting that the random breakage model 

fits the data reasonably well over the lower dose range (0-100 Gy) whereas at higher doses 

(100-200 Gy) it was approaching asymptotically to a constant value. 

Incubation of irradiated cells for up to 2 h changed the size and distribution of the 

double-stranded fragments towards higher fragment sizes, indicating rejoining of radiation-

induced DSBs (Figure 5.1 C). After 2 h the amount of genomic DNA migrating out of the 

well indicated that almost 80% of all DSBs were repaired (Figure 5.1.D) whereas 

phosphorylated H2AX histone (γ-H2AX) accumulated in nuclei to a level ~50-fold highter 

than that in nonnirradiated cells (Figure 5.1E). 
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Figure 5.1 Induction and rejoining of DNA DSBs in γ-irradiated cells. Ethidium 

bromide-stained gels of DNA from Raji cells irradiated with different doses of radiation 

(A) or exposed to 50 Gy and incubated for different periods of time (C). Lambda/HindIII 

DNA served as size standards (lengths shown in kbp). B and D, FAR assays showing the 

percentage of 14C-labelled genomic DNA released from the sample well as a function of 

dose (B) or of repair time (D). Error bars represent the SEM from three independent 
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experiments. E Formation of γ-H2AX in nuclei of irradiated cells (S2). Left, 

immunofluorescence (red), DNA stained by YOYO-1 (green). Right, red pixel intensity/ 

nuclear area relative to nonirradiated cells; error bars show SEM from 200 nuclei. 
 

 

5.2 DNA polymerases required for 

recircularization of minichromosome DNA 

The level of linear minichromosome DNA during repair decreased at 35% of the 

control rate in the presence of aphidicolin (Figure 5.2 A) and to an identical extent in the 

presence of ara-C (data not shown), specific inhibitors of DNA polymerases of the B 

family, at a concentration (100 M) which inhibited genomic DNA synthesis by >97% and 

arrested growth in the G1 phase (Figure 5.2 C). This level decreased normally in the 

presence of an inhibitor of DNA polymerase β, prunasin (D-mandelonitrile--D-glucoside) 

(data not shown) and of acyclovir, a selective inhibitor of the specific EBV DNA 

polymerase which replicates EBV viral DNA during productive infection (Figure 5.2. A, 

B). 
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Figure 5.2 Effect of inhibitors of β family DNA polymerases on the repair of 

minichromosome DNA. (A) PFGE gel showing recircularization of the minichromosome 

in the presence of the DNA polymerase inhibitor aphidicolin (100 µM) or the selective 

inhibitor of EBV DNA polymerase, acyclovir (100 µM). NI, not irradiated, (B) 

Quantitation of linear and supercoiled forms during repair in the presence of acyclovir or 

aphidicolin. (C) Efficiency of DNA polymerase inhibitors in reducing incorporation of 3H-

thymidine into cell DNA (left) and blocking cell cycle traverse (right). Error bars represent 

the SEM from three independent experiments. 

 

 

Linear - 

Supercoiled - 



 151 

6. General discussion and conclusions 

 

The main objectives of the studies described here focused on the formation and 

repair of single- and double-strand breaks (SSBs and DSBs) in DNA in vivo by ionizing 

radiation (IR). These types of damage are believed to play the major role in radiation-

induced lethality and formation of chromosome deletions, and are therefore crucial to the 

response of cells to chemo- and radio-therapy [31, 38]. However, in spite of many years of 

research the precise nature and mechanisms of formation of DNA breaks in chromatin, and 

the exact mechanisms of their repair in the complex nuclear environment, still remain 

elusive. A major focus of my research was therefore aimed towards understanding these 

processes and developing a new model which would allow us to look more precisely into 

the nature of induction and repair of SSBs and DSBs in vivo. In my experiments I used a 

170 kb circular minichromosome which provides a topological analogy with the 

constrained loops which chromatin is believed to form in cells in vivo. This 

minichromosome, the Epstein-Barr virus (EBV) episome, has a canonical nucleosomal 

conformation [301] and its DNA sequence, transcription units, promoters, and localised 

structural features have been well explored and described [304]. These minichromosomes 

are maintained at 50-100 copies in each nucleus of Raji (Burkitt lymphoma) cells where 

they are localized in the perichromatin region adjacent to chromosome territories, and may 

be tethered to chromatin via the EBNA-1 protein  [304, 313].  

 

6.1 DNA in the EBV minichromosomes is cleaved at 

only a single, randomly-located site in -irradiated 

Raji cells 

 Exposure of Raji cells to increasing doses of -radiation resulted in a decrease of the 

intensity of the band of supercoiled minichromosome DNA and the appearance of a linear 

band, while the genomic DNA was fragmented in a dose-dependent manner (Figs. 3.4 and 
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5.1A respectively). Interestingly, the fraction of supercoiled DNA converted to the linear 

form by induction of one double strand break reached a maximum at 100 Gy and further 

irradiation did not induce additional breakage. The production of such a single DSB or a 

cluster of close DSBs would be consistent with the similar clusters seen in genomic DNA 

of cells exposed to radiation, which are localised within a distance of 0.1-2 Kbp, and in line 

with models predicting interactions of radiation tracks with higher-order chromatin 

structure [34]. The measured frequency of DSBs in the supercoiled minichromosome DNA 

(6 x 10-3 DSB/Mbp/Gy) was approximately ten times higher than that in genomic DNA in 

the same cells, as determined by FAR assays (Fig. 5.1B) using the relationships in [314]. 

To explain this discrepancy, it must be born in mind that values for genomic chromatin are 

means for the entire genome and that certain regions may be more sensitive to DSB 

induction than others, and thus the specific localization of minichromosome in the 

perichromatin region may reflect these variations. However, on the other hand the initial 

cleavage of the supercoiled minichromosome by radiation followed by its reduced 

sensitivity could be influenced by distinctive structural features of the native chromatin of 

the minichromosome, for example the region around oriP which is free of nucleosomes 

[302] and thus might be expected to be hypersensitive to damage.  

In fact, the relationship between the yields of DSBs induced by IR and their 

distribution in different regions of chromatin has been an area of considerable controversy 

over the past several years. Starting with the first possibility, there is no consistent evidence 

indicating that radiation induces fewer DSBs in heterochromatin than in euchromatin, but 

as recently proposed genetically inactive condensed chromatin is much less susceptible to 

DSB induction than active euchromatin [273, 309]. However, since no intermediates other 

than free radicals are generated after energy deposition and their interaction with the DNA 

molecule are involved in creating strand breaks [315], it appears theoretically unlikely that 

because of this inactive heterochromatin would be very refractory to generation of DSBs by 

radiation. The most plausible explanation of this effect could be differences in free radical 

scavenging capacity between chromatin compartments results in different sensitivities to 

radiation. Falk et al postulated that lower sensitivity of heterochromatin to damage caused 

by IR is not a result of its greater condensation per se but plausibly the presence of a larger 

amount of proteins compared to genetically active and decondensed regions [309]. Notably, 
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it must also be taken into consideration that the majority of these results rely on 

measurements of numbers of H2AX foci, and thus it is difficult to distinguish whether or 

not the observed effect is a result of reduced induction of DSBs per se or maybe rather 

reflects the changes in efficiency of DSB repair (discussed in more detail below). 

On the other hand, a few years ago Sak et al. showed a non-random distribution of 

breaks formed by low LET radiation in the MYC gene locus. In particular, it appeared that 

DNA close to the matrix attachment regions was more resistant to breakage than the rest of 

the gene [316]. However other studies have observed no differences in DSB yields or their 

distributions in different parts of the genome [308]. For example, Rothkamm and Lobrich 

compared the DSB induction frequencies in the active housekeeping HPRT locus relative 

to other mostly inactive tissue-specific regions of chromatin and found no difference 

between them. Additionally, they also found no differences between these regions in 

normal human fibroblasts and cells of a human bladder carcinoma line and in Chinese 

Hamster Ovary (CHO) cells containing the dihydrofolate reductase gene [308]. Because the 

DSB or DSB cluster in minichromosome DNA induced by radiation shows no specific or 

preferential localisation, we have ruled out the hypothesis about the existence of 

hypersensitive sites and thus concluded that sensitivity of minichromosome to double-

stranded cleavage is not influenced detectably by distinctive structural features of its 

chromatin. 

 

6.2 A chromatin-dependent conformational change 

associated with linearization of a circular 

minichromosome results in resistance to induction 

of further double strand breaks 

The limited cleavage of the minichromosome by restriction enzymes, 

neocarzinostatin, or etoposide which all potentially have multiple cleavage sites shows that 

while essentially all supercoiled molecules were linearized, they were not broken further 
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during the incubation of cells with either the same or another agent. In fact, several other 

studies of circular minichromosomes have described effects which may have a similar 

mechanistic origin. Liggins et al. demonstrated that relaxation of the topological constraints 

in circular SV40 chromatin altered its structure in such a way that the chromatin became 

highly resistant to the action of restriction nucleases [317]. Additionally, Rösl and Waldeck 

revealed that the DNA of the circular Bovine Papillomavirus Type 1 episome in its native 

chromatin state was susceptible to exogenously-added Hhal methyltransferase, but only 

when the episome was in the intact supercoiled conformation. Pre-treatment of nuclei with 

enzymes making a single cut in the viral DNA led to resistance of its nucleoprotein 

complexes to subsequently added Hhal methylase, demonstrating that a native chromatin 

conformation and DNA topology is crucial for access of the methylase [318].  

At this point, we have no clear explanation of the “resistance” phenomenon, but since 

resistance was completely abolished after the minichromosomes were deproteinized we 

conclude that its activation must depend on a feature which is determined by proteins 

associated with the DNA. In fact, it is known that organization of nuclear DNA into both 

the basic nucleosome repeat structure and higher-order chromatin structure provide 

significant protection against DSB induction [319]. The measured yield of DSBs in 

deproteinized DNA was 70 times greater than that in DNA of intact CHO cells, and 

organization of DNA into the basic nucleosome repeat structure and condensation of the 

chromatin fibre into higher-order structure protected DNA from DSB induction by factors 

of 8.3 and 4.5, respectively [34]. Other researchers have found an additional 3- to 5-fold 

increase in the DSB yield for deproteinized DNA over DNA in chromatin fibres and 

demonstrated that at a dose of 20 Gy, removal of nonhistone proteins from nuclei results in 

a 3-fold increase in DSBs compared to intact cells [319]. Moreover, additional stripping of 

histone H1 results in a moderate increase in breakage whereas further removal of H2A-

H2B dimers yields a greater than 10-fold increase in DSBs compared to intact cells, and the 

dose-response profile for this last sample becomes similar to that observed for purified 

DNA [319]. Our results seem to be in perfect agreement with the above data, because  

extraction of histones H1, H2A, H2B, and nonhistone proteins by different salt 

concentrations makes the linear form no longer resistant to further breakage either by 

radiation or restriction enzymes. Interestingly, even though histone H1 has been implicated 
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in stabilizing higher order chromatin folding we did not observe any difference in the 

sensitivity of minichromosomes after its removal. However, since  chromatin fibres visibly 

compact even without histone H1 and moreover the yeast histone H1 gene homolog is not 

essential for cell viability [320] our findings still support the main hypothesis that changes 

in higher order folding of minichromosome chromatin after its linearization influence DNA 

sensitivity. Under physiological conditions chromatin is an intrinsically dynamic structure 

even when it seems to be visibly condensed and stable; in vitro studies on isolated 

nucleosome arrays demonstrated that they undergo spontaneous conformational transitions 

in which a stretch of DNA transiently unwraps off the histone surface and then rewraps. 

Notably, the rates of such processes are very rapid and nucleosomal DNA remains fully 

wrapped for only ~250 ms before spontaneous 10–50 ms-long cycles of unwrapping and 

rewrapping [321]. Thus it is believed that nucleosome positioning considerably influences 

the accessibility of target sites located on nucleosomes, while chromatin folding 

dramatically regulates access to target sites in linker DNA [320]. The existence of such a 

highly dynamic structure might explain the restricted accessibility of the circular DNA in 

minichromosomes to restriction enzymes and topoisomerase II, since all potential sites 

except one could be masked from all the cleavage agents by nucleosomes or other 

chromatin-bound proteins. However, this seems to be more improbable in the case of 

neocarzinostatin and -radiation since most of the damage induced by these agents is 

mediated indirectly by reactive radicals arising from radiolysis of water molecules, which 

have many potential cleavage sites and can break DNA on nucleosome cores as well as in 

linker regions. On the other hand, with their extremely short lifetime (10-10 to 10-5 s) [322] 

free radicals can harm DNA only within a radius of a few nanometres and thus more 

decondensed and hydrated chromatin may be more seriously affected by sparsely-ionizing 

radiation or neocarzinostatin [323, 324]. The ability of proteins to sequester free radicals 

and modify radiation damage to DNA is well documented; for instance, histones and 

inhibition of Fenton oxidation in anoxic conditions were shown to quench the oxidative 

damage to DNA about 50-fold [319, 325]. Thus more-condensed chromatin may be doubly 

protected from a harmful effect of sparsely-ionizing radiation or neocarzinostatin by a 

lower amount of water and a higher concentration of shielding proteins per unit of 

chromatin volume. This hypothesis seems to find a confirmation in the recent studies 
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demonstrating that chromatin fibres isolated from cells exposed to 30 Gy of -radiation are 

more regularly folded and have a more compact structure than those from non-irradiated 

cells [326]. Interestingly, since irradiation did not provoke any concomitant change in the 

sensitivity to micrococcal nuclease digestion it can be argued that although a repair 

response was elicited, this may encompass only the sites of damage and not affect the 

global nuclease accessibility. Therefore, it is reasonable that although DNA damage repair 

requires a localised decompaction of chromatin fibres, the repair process is accompanied by 

genome-wide compaction of bulk chromatin fibres which is believed to limit the effects of 

DNA damage and protect cells from further lesions whilst damaged regions are repaired 

[326]. 

In the light of these data, as the most plausible explanation of the observed 

minichromosome breakage phenomena we propose a model similar to that which was 

previously suggested for SV40 minichromosomes [317], namely that the initial cut which 

causes relaxation of topological constraint in the DNA imparts resistance to further 

breakage. Such a mechanism might involve either "winding" of the internucleosomal DNA 

into nucleosomes, or its successive right-hand rotation in such a way that linearized 

molecules would be more compact than the supercoiled form. It is not known if DNA in the 

EBV minichromosome studied here contains unconstrained superhelicity, but this appears 

plausible in view of the examples of SV40 and BPV minichromosomes [318, 327]. The 

principles of the three-dimensional packaging of nucleosomes in a circular 

minichromosome have not yet been elucidated, but it can be proposed that its conversion to 

the linear form requires subtle adjustments of their relative orientations and contacts when 

the axis of the chromatin fibre changes from a curved to a linear conformation. Since at 

least some regions of the genomic DNA of eukaryotes is negatively supercoiled and in a 

torsionally strained state [328] and although the influence of DNA supercoiling on basic 

biological processes has been investigated in some depth, its role in the susceptibility of 

DNA to damage by ionizing radiation remains poorly understood and, in the light of our 

results, opens completely new possibilities. 



 157 

6.3 NHEJ is the major pathway for repair of DSBs 

in minichromosome DNA 

 Our initial observation that irradiated Raji cells are able to re-circularize up to 80% 

of minichromosome DNA during the first 2 h of incubation for repair (see Chapter 4) 

encouraged us to examine the relative contribution of each of the known repair pathways in 

this process. In theory, SSBs should be repaired by an error-free short- or long-patch 

mechanism, both based on the use of the undamaged strand as a template. On the other 

hand repair of DSBs can follow either of two pathways, the error-free homologous 

recombination (HR) route which repairs a break using the homologous chromatid or 

chromosome as template, or the error-prone nonhomologous end-joining (NHEJ) route that 

processes and ligates the DNA ends directly [1, 78]. To dissect which of these pathways is 

involved in the repair of minichromosome DNA in irradiated cells, we chemically inhibited 

known pathway-specific proteins and quantitated the recircularization of minichromosome 

DNA (Fig. 4.4 and 4.5). To arrest NHEJ, cells were incubated with wortmannin or 

NU7441, two well-studied and potent inhibitors of DNA-protein kinase (DNA-PKcs). On 

the other hand, due to the lack of specific inhibitors of HR we inhibited the proteins Mre11 

and ATM, which have been postulated to participate in HR to a much larger extent than in 

NHEJ [201, 329]. Interestingly, the response of minichromosome DSBs repair to these 

inhibitors presents an obvious paradox: on the one hand inhibitors of DNA-PKcs 

completely arrest the repair of DSBs leading to the conclusion that religation and 

recircularization of minichromosome DNA are carried out exclusively by NHEJ, whereas 

on the other hand inhibitors of ATM or Mre11, which predominantly affect HR, arrest 

repair in 30% of the molecules. To explain these contradictory results, we considered two 

types of possible scenarios. In the first, we took into consideration the possibility that arrest 

of HR by inhibition of ATM or Mre11 may not be as specific as previously reported and 

that ATM [330] as well as Mre11 [331] could be also partially involved in the NHEJ 

pathway. However, siRNA depletion of the Rad51 protein, which is involved uniquely in 

HR [215, 225], revealed that under these conditions recircularization of minichromosome 

DNA was reduced to an almost identical extent as when ATM and Mre11 were inhibited, 
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thus ruling out this hypothesis. Interestingly, in the complete absence of DNA-PKcs the 

majority of DSB repair is shunted toward HR, but when DNA-PKcs is present but 

catalytically inactive both the HR as well as the NHEJ pathway is blocked [332]. 

Moreover, Chan and Lees-Miller demonstrated in in vitro studies that autophosphorylation 

of DNA-PKcs is crucial for its dissociation from damaged DNA [142] and that inhibition of 

the kinase activity of DNA-PK by wortmannin completely abolishes this dissociation.  

 As the most plausible explanation of our observations, we propose a model similar 

to that already suggested [332] in which enzymatically-inactive DNA-PKcs holoenzyme 

immobilized on DNA ends leads to their physical inaccessibility to other repair proteins 

and thus arrests both DSB repair pathways. In this scenario, DNA-PKcs attaches to DNA 

ends earlier than other proteins involved in NHEJ and HR and becomes, in effect, a 

dominant negative inhibitor of both pathways. In contrast, when ATM and Mre11 are 

inhibited DNA-PKcs can still dissociate from the ends leaving them accessible for repair. 

To summarize, we propose that even though inhibitors of DNA-PKcs completely inhibit 

repair of DSBs in minichromosome DNA, plausibly by immobilizing the enzyme on the 

ends at DSBs, inhibition of ATM, Mre11 and especially depletion of Rad51 by siRNA 

indicates that the majority of repair of broken molecules takes place by the NHEJ pathway 

and only about 25% are religated by HR. 

 

6.4 At high irradiation doses, disappearance of 

H2AX foci does not necessarily reflect repair of 

DSBs 

 One of the first signalling processes triggered by DSBs is the phosphorylation of 

histone H2AX to form H2AX, which accumulates at intranuclear foci [272]. This specific, 

ATM- and DNA-PK-dependent chromatin modification spreads over more than tens of 

kilobases around the DSB, and has been proposed to play numerous roles in the recognition 

of breaks and their repair. Formation and loss of γ-H2AX foci has been observed following 

exposure to radiation doses as low as 1 mGy, and the number of foci has been shown to 
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increase approximately linearly with the dose up to 100 Gy [333] In fact, after 100 Gy the 

fluorescence signal approaches saturation due to phosphorylation of almost all H2AX 

molecules, because the frequency of DSBs at this dose is approximately one in every 2 

Mbp of DNA [333]. It is generally accepted that the initial number of γ-H2AX foci formed 

per nucleus agrees with the number of DSBs [272], and their disappearance over time 

follows rejoining of DSBs in repair-competent cells as well as in those where DSB repair is 

arrested by inhibition of key repair proteins [272]. In our studies, H2AX foci accumulated 

in nuclei of irradiated Raji cells during the 2 h repair period to a level ~50-fold higher than 

that in non-irradiated cells (Fig. 5.1E). Interestingly, although the minichromosome DNA 

was recircularized and genomic chromatin was repaired as measured by FAR assays, we 

did not detect any decrease in the intensity or number of H2AX foci. We speculate that in 

this case the formation and disappearance of H2AX foci is not an exact reflection of the 

number of DSBs per se, but rather is only one part of a global signalling process that 

responds to alterations in chromatin. In fact, several studies have demonstrated that changes 

in chromatin structure are sufficient to elicit extensive formation of -H2AX foci in the 

relative absence of DNA strand breaks. For example, Clingen et al. demonstrated that 

H2AX can act as a highly sensitive and general marker of DNA damage induced by the 

interstrand cross-linking agents mechlorethamine or Cisplatin [334], while Marti et al. 

observed that histone H2AX is also phosphorylated in response to UV irradiation in a 

process which depends strictly on nucleotide excision repair factors [335]. Thus in both of 

these cases the formation of H2AX foci is not a response to DSBs specifically, but rather 

to changes in chromatin caused by different types of DNA damage. Further support for this 

hypothesis comes from recent studies demonstrating that expansion of chromatin in cells 

incubated in a hypotonic solution, which does not cause any detectable DSBs, is a 

sufficient signal to induce the formation of H2AX foci to an extent equivalent to that seen 

after formation of 80–200 DSBs by 5 Gy of -radiation [336]. These publications together 

with our data, suggests that H2AX foci function primarily as a general sensor of 

alterations in chromatin structure resulting from effects of genotoxic conditions, rather than 

as a specific indicator of DSBs and their repair; one could speculate that selective pressure 

for its adaptation into a DSB-response niche may have been provided by exposure of cells 

to radiation early in evolution. Since the radiation dose used here was several-fold above 
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the lethal dose, it is plausible that the formation of foci reflects major alterations in 

chromatin structure rather than the number of DSBs and their repair 

 

6.5 Repair of SSBs in minichromosome DNA is 

PARP-1-independent 

 Despite its central function in the Base Excision Repair pathway and in the 

metabolism of PAR, the relative importance of PARP-1 for repair of SSBs is still unclear. 

Although inhibitors of PARP cause an increase in radiosensitivity of cells, it is difficult to 

ascribe this effect totally to inhibition of SSB repair. Chemical inhibition of the catalytic 

activity of PARP-1 slows the rate of SSBR and prevents complete rejoining of the breaks, 

but does not arrest the overall process completely [337]. On the other hand, Vodenicharov 

et al. demonstrated that repair of SSBs is very efficient in X irradiated mouse fibroblasts 

lacking PARP-1, and moreover removal or depletion of PARP-1 from chicken as well as 

human cells did not ablate SSB repair but rather reduced its global rate [338]. Since the 

same effect was observe in cells lacking XRCC1, a known scaffold protein for repair of 

SSBs, it is possible that the residual SSB repair in cells lacking PARP-1 or XRCC1 reflects 

the presence of partially redundant systems [339]. Alternatively, it is possible that XRCC1 

and PARP-1 serve only to accelerate SSB repair by increasing the rate at which other repair 

proteins access chromosomal SSBs. In fact, as recently proposed there is a peculiar switch 

between the long- (LPR) and short- (SPR) patch sub-pathways of SSB repair that depends 

on the presence and/or activity of PARP-1 [67]. According to this model, although 

chemical inhibition of poly(ADP-ribosyl)ation in PARP-1 proficient cells results in 

accumulation of PARP-1 in the vicinity of sites of DNA damage and initially reduces the 

global rate of SSB repair, it does not impact the radiosensitivity of cells probably because 

they have enough time to perform repair via the LPR sub-pathway. Although the exact role 

of PARP-1 in LPR is still unclear, it seems not to be as essential as it is for SPR. The lack 

of effect of inhibitors of PARP on rejoining of SSBs in minichromosome DNA is 

consistent with the evidence that its enzymatic activity accelerates, but is not essential for, 
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the repair of this kind of DNA lesion [67, 339], and we propose that SSBs in 

minichromosome DNA are repaired by a PARP-1-independent pathway. 

 

6.6 DNA topoisomerases are not involved in the 

repair of DSBs in minichromosome DNA or in its 

recircularization 

DNA topoisomerases I and II are key enzymes involved in carrying out high-precision 

checkups of chromatin conformation inside the cell nucleus. They have unique functions of 

co-ordinated cleaving, manipulating, and religating DNA strands, thereby regulating DNA 

superhelicity and disentangling regions of chromosomes [17]. It has been unclear if the 

activity of either of these enzymes is essential during the repair of strand breaks [340], and 

theoretical arguments suggest that this would depend on the dynamics of the neighbouring 

nucleosomes. In genomic DNA, only a few nucleosomes at the most appear to migrate, 

dissociate, or be disrupted during repair of a strand break [251]. It could be speculated that 

if all nucleosomes remain associated with minichromosome DNA after the formation and 

repair of a break, the DNA’s negative superhelicity will remain unchanged and the activity 

of topoisomerases would not be required during its recircularization. On the other hand it 

can be hypothesized that if some nucleosomes dissociate during these processes, the 

negative superhelicity of the circular molecules formed by religation would be reduced and 

topoisomerase activity, probably topoisomerase II [341], would be essential to normalize 

the superhelicity before or during final reassembly with nucleosomes.  

Previously published studies of requirements for topoisomerases for DSB repair [340] 

are difficult to interpret because non-catalytic (“poisoning”) inhibitors of topoisomerases II 

(etoposide) and I (camptothecin) were employed which themselves cause strand breaks 

when DNA is purified, thus masking any effects on repair. Additionally, recent studies 

which suggest the possible involvement of topoisomerase II in post-radiation repair of 

DSBs are quite elusive due to the low specificity of the inhibitors tested and their possible 

influence on the cellular repair process as a whole, independently of the suppression of 
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topoisomerase activity [340, 342, 343]. As reported by Mateos et al. these inhibitors 

increase cell killing caused by x-radiation, suggesting that in fact topoisomerases may 

participate directly or indirectly in the repair of radiation-induced DNA damage [343]. In 

our experiments we used the very specific catalytic inhibitors ICRF-193 for topoisomerase 

II and F11782 for both topoisomerase I and II, which in contrast to etoposide and 

camptothecin completely arrest the enzyme's catalytic activity without formation of a 

“cleavable complex”. We demonstrated unambiguously that the inhibition of topoisomerase 

I or II activity does not change the rate of recircularization of minichromosome DNA, 

suggesting that the radiosensitizing effect observed by Mateos et al. was not a result of 

inhibition of DSB repair. At this point it is difficult to evaluate what role, if any, 

topoisomerases might play in slowing recovery from radiation damage, but one could 

speculate that this could be a result of restarting cell replication while the catalytic activity 

of topoisomerases is inhibited; since topoisomerases are known to participate in DNA 

replication [17] a reduction of the number of active molecules could lead to DNA lesions 

caused by the impossibility of resolving the topological problems arising during replication 

fork progression, and accumulation of such lesions could decrease clonogenic survival and 

thereby sensitize the cells to radiation. 

6.7 Involvement of DNA polymerases in repair of 

DSBs 

 As mentioned in the Introduction, the extremities of DNA at radiation-induced 

DSBs are frequently called “dirty” ends because they are characterized by additional 

complex nucleotide damage that forms gaps and overhangs on the broken termini [344]. 

Because the only proper substrate for DNA ligases are correct 3’-OH and 5’-phosphate 

termini, such modifications have to be cleaned and the resultant gaps re-filled before the 

subsequent religation process. It is still a matter of controversy which DNA polymerases 

are involved in the re-synthesis of missing sequences near to the broken ends. Cells with a 

knock-out of polymerase  or , the main candidates for participation in DSB repair, do not 

show an increased sensitivity to DNA-damaging agents [170, 171] suggesting that other 
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polymerases may be involved in the DSB repair process. Because successful depletion of 

DNA polymerases other than polymerase   [345] has not been reported to our knowledge, 

we used specific and potent chemical inhibitors to assess which polymerases may be 

involved in repair of minichromosome DNA. The slower repair of linear DNA in the 

presence of aphidicolin or cytosine arabinoside shows that a DNA polymerase of the B 

family, which includes the replicative DNA polymerase , is needed to replace damaged 

components of DNA. In genomic DNA, repair of ~40% of the DSBs produced by ionizing 

radiation is inhibited by aphidicolin and other polymerases mediate the repair of more 

complex lesions [346]. Further, from the kinetics of repair of the linear form of 

minichromosome DNA in the presence of aphidicolin or Ara-C it can be observed that 

inhibition is not detectable during the first hour but becomes evident after this time (Fig. 

5.2). This later effect may reflect the greater complexity of repair of “dirty” DNA ends 

which requires the participation of polymerases and takes a longer time than the repair of 

"clean" ends which can be ligated rapidly.  

 

6.8 Mathematical modelling of the repair of single- 

and double-strand breaks in minichromosome 

DNA reveals a novel dynamic aspect of the global 

strand break repair process 

 DNA damage and repair can be modelled mathematically in several possible ways, 

and a detailed description should take mechanistic relationships into account. In our case an 

essential element in quantitative modelling of the dynamics of operation of the pathways 

was the observed arrest of the conversion of linear minichromosome DNA to other 

conformations when repair of DSBs was completely blocked by inhibitors of DNA-PKcs 

(Fig. 4.7). The simplified model which we developed considered the different forms of 

minichromosome DNA as four compartments, and allowed calculation of the amount of 

circular EBV form containing SSBs which could not have been deduced directly from the 
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experimental data (Fig. 4.8A). Moreover, by using this approach we were also able to 

calculate exact rate constants for the repair of SSBs and DSBs in the same cells as well as 

in the same region of chromatin in vivo. 

The first main conclusion which could be drawn from modelling is that repair of SSBs 

and DSBs appears to operate independently, since when repair of DSBs was arrested the 

SSBs in both linear and circular molecules were still repaired and the rate of conversion of 

circular molecules containing SSBs to supercoiled molecules was almost identical to that in 

normal conditions. Additionally, based on these calculations (and confirmed by nuclease S1 

digestion experiments (Fig. 4.2)) SSBs were more frequent than DSBs in minichromosome 

DNA immediately after irradiation because ~30% of the total molecules were calculated to 

contain SSBs but to remain circular (Fig. 8A, CSSB), consistent with the higher frequency 

of SSBs than DSBs in genomic DNA [347] and in the DNA of SV40 minichromosomes in 

the nuclei of irradiated cells [348]. In terms of complete repair, ~50% of the 

minichromosome DNA molecules were predicted to regain a supercoiled conformation 

after repair for 4 h and more than 80% after 20 h (Fig. 4.8C). These results are consistent 

with the putative biphasic repair of SSBs, with a fast component rejoining most of the 

damage in the first few hours after irradiation and a slow component that repairs residual 

breaks within 24 h [349]. Finally, it follows from the calculated rate constants, which we 

recall do not refer to the repair of individual strand breaks but to the complete repair of all 

the breaks in a minichromosome, that in the average molecule of linear minichromosome 

DNA the single DSB was repaired ~3.5 times faster than all the SSBs. This suggests that in 

a single minichromosome molecule the rate-limiting step in complete repair was the repair 

of the SSBs, which on the average were 5 times more abundant than DSBs. 

 Additionally, as mentioned above one of the greatest advantages of our model system 

was the ability to quantitate simultaneously both SSBs and DSBs and to follow and model 

their rejoining in a defined region of chromatin in vivo. For example, an approximate rate 

for the repair of DSBs in minichromosome DNA could be derived from the changes in the 

abundance of linear (L+LSSB) molecules during repair. After 60 min these molecules had 

decreased from around 55% to 38% of the total signal (Fig. 4.8B), implying that around 

30% of the linear molecules had been circularised, i.e. their single DSB had been repaired. 

If we assume that each cell contained roughly 100 copies of minichromosome DNA each 
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of length 172 kb, the total number of repaired DSBs was therefore 16 in 5.16 Mb (172 kb 

x 30) of DNA in 60 min, or 3 DSBs repaired/Mb DNA/h. For genomic DNA, the average 

of published rates is 1-2 DSBs repaired /Mb/h [350] and considering the different 

technical approaches and the uncertainties in the values used for these calculations the rate 

of repair of DSBs in the minichromosome does not appear to differ widely from that in 

genomic chromatin. This small difference could be an effect of the localization of 

minichromosomes in perichromatin regions of the nucleus. As discussed above, there are 

two distinct nuclear chromatin compartments, hetero- and eu-chromatin, and whereas the 

first is a gene-poor region which remains condensed during interphase, the second is less 

compact and rich in genes and comprises the most active portion of the genome. It is a still 

of matter of controversy how these two different compartments of chromatin respond to the 

induction of DSBs, but since a few years there is emerging evidence suggesting that the 

susceptibility to formation of DSBs and especially their repair differs greatly between these 

two nuclear environments; open chromatin is believed to be much more sensitive to 

radiation damage than compact chromatin [273, 309], but this is not a consequence of the 

reduced chromatin condensation per se but rather of its functional properties because its 

radiosensitivity and the frequency of DSBs measured by H2AX foci are not influenced 

when its condensation is increased in hypertonic media [309]. Additionally, since 

theoretical considerations suggest an essentially random distribution of DSBs induced by 

X-radiation, the observed difference in formation of H2AX foci may be related to specific 

characteristics of the processing and repair of breaks in eu- and hetero-chromatin rather 

than to a different frequency of breaks. Since H2AX is regarded as a platform for the 

recruitment or retention of other DNA repair and signalling molecules [272] its preferential 

localization in euchromatic regions following X-irradiation [273] implies that the 

processing of DSBs in heterochromatin differs from that in euchromatin. At the same time, 

it could be speculated that the specific localization of minichromosome in perichromatin 

regions may allow its faster and more adequate repair. 
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6.9 General conclusion 

The results presented here provide insights into the formation and the kinetics of 

repair of SSBs and DSBs produced by IR in a chromatin context in vivo. As a model, we 

used a multicopy ~170 kb circular minichromosome which has all the characteristics of 

genomic chromatin and is maintained at ~50 copies per nucleus of Raji cells, so that its 

different topological forms and fragments resulting from breakage can be readily separated 

and quantitated.   

Our results demonstrate that at the higher radiation doses, all the supercoiled 

circular minichromosome DNA molecules were converted to the linear form due to the 

formation of one, randomly located DSB. Moreover, extended studies with other DSB-

inducing reagents which all potentially can cause multiple DNA strand breaks revealed that 

all of these cleave the minichromosome DNA only at one random site (with the predicted 

exception of restriction enzymes). In view of these data we propose that after an initial cut, 

the minichromosome chromatin undergoes a conformational change, possibly associated 

with loss of unrestrained superhelicity in its DNA, which results in inaccessibility of the 

linear form to OH radicals produced by IR and to the other probes used. 

After irradiation, the single DSB was repaired, mostly by the non homologous end 

joining pathway, and supercoiled minichromosome DNA was reformed without any 

erroneous end-joining which would have formed linear oligomers. By using this approach 

we demonstrated that the process of recircularization was unaffected by inhibitors of 

poly(ADP-ribose) polymerase, or by catalytic inhibitors of topoisomerases I and II whose 

implication in DSBs repair has been controversial. Additionally, a mathematical model 

fitting the experimental data provided rate constants for the repair of SSBs and DSBs, and 

showed that minichromosomes containing only a DSB were recircularised ~3.5 times more 

rapidly than those which also contained SSBs so that the rate-limiting step in complete 

repair was the repair of the SSBs, plausibly reflecting the several-fold greater abundance of 

SSBs than DSBs. 

 As far as we are aware, these are the first experiments that quantitate the formation 

and repair of single- and double-strand breaks in a specific region of chromatin at the same 
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time in vivo. In view of the analogies of this minichromosome to a closed loop of 

chromatin, this data may provide useful insights into the formation and kinetics of repair of 

strand breaks in genomic chromatin. 
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