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Abtract 
A controversial question in cognitive neuroscience is whether comprehension of words and sentences 
engages brain mechanisms specific for decoding linguistic meaning or whether language comprehension 
occurs through more domain-general sensorimotor processes. Accumulating behavioral and 
neuroimaging evidence suggests a role for cortical motor and premotor areas in passive action-related 
language tasks, regions that are known to be involved in action execution and observation. To examine 
the involvement of these brain regions in language and nonlanguage tasks, we used functional magnetic 
resonance imaging (fMRI) on a group of 21 healthy adults. During the fMRI session, all participants 1) 
watched short object-related action movies, 2) looked at pictures of man-made objects, and 3) listened to 
and produced short sentences describing object-related actions and man-made objects. Our results are 
among the first to reveal, in the human brain, a functional specialization within the ventral premotor cortex 
(PMv) for observing actions and for observing objects, and a different organization for processing 
sentences describing actions and objects. These findings argue against the strongest version of the 
simulation theory for the processing of action-related language. 
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Introduction 
Since the mid-19th century, it has been the common un- derstanding that auditory language comprehension is 
a rela- tively localized function of the left temporal and inferior parietal regions of the human brain. Yet 
language comprehen- sion is now increasingly seen as a broadly distributed process involving cortical and 
subcortical regions extending far beyond these regions. Of particular interest are the numerous reports of brain 
activation in frontal motor and premotor regions during passive (nonmotor) language tasks, regions that are 
primarily known for their role in action execution and, more recently, also for their role in action observation 
(di Pellegrino et al. 1992; Gallese et al. 1996; Rizzolatti et al. 1996). In the macaque, there exist individual 
‘‘mirror’’ neurons with this dual property in the ventral premotor cortex (area F5) and inferior parietal lobe. It 
has been suggested that the ability to recognize actions is based on the ability to map observed actions onto 
one’s own motor representations through an action execution matching process that would rely on the mirror 
neurons. Several researchers have proposed that mirror neurons also exist in humans (e.g., Rizzolatti et al. 
1996; Buccino et al. 2001, 2004) but see also Turella et al. (2009) for a recent review of the evidence for mirror 
neurons in humans. The human mirror neurons would be located frontally either in the ventral premotor cortex 
(in the precentral gyrus and sulcus) or in the adjacent pars opercularis of the inferior frontal gyrus. 

According to advocates of ‘‘embodied semantics,’’ under- standing the meaning of a sentence or a word 
describing an action requires activation of the motor circuits required to produce that action, and by analogy 
with the macaque, are thought to involve mechanisms akin to those involving mirror neurons (e.g., Buccino et 
al. 2001; Tettamanti et al. 2005; Aziz-Zadeh et al. 2006). A related hypothesis is that because action words are 
often spoken with the action that they denote, they become associated with activation in sensorimo- tor regions 
(Pulvermuller 1996, 2001) by virtue of Hebbian learning, whereby ‘‘any two cells or systems of cells that are 
repeatedly active at the same time will tend to become associated, so that activity in one facilitates activity in 
the other’’ (Hebb 1949). In line with these hypotheses, several behavioral studies have shown that processing 
linguistic stimuli can interfere with action execution and vice versa, suggesting  a link between action and 
language (e.g., Gentilucci et al. 2000; Glenberg and Kaschak 2002; Glover and Dixon 2002; Chambers and 
Alexis 2004; Glover et al. 2004; Glenberg et al. 2008). Furthermore, several brain-imaging studies have shown 
activa- tion in motor and premotor cortex (PM) during passive language tasks (e.g., Hauk et al. 2004, 
Tettamanti et al. 2005; Aziz-Zadeh et al. 2006). For example, it has been shown that passive reading of action 
words related to mouth actions (e.g., lick) is associated with activation in the inferior frontal gyrus, whereas 
reading arm-related words (e.g., peel) and leg-related words (e.g., walk) is associated with a somatotopically 
orga- nized PM activation (Hauk et al. 2004). Single-pulse transcranial magnetic stimulation (TMS) 
experiments have also shown somatotopic modulation of primary motor cortex (but not PM) during the 
processing of sentences (Buccino et al. 2005; Glenberg et al. 2008) and words (Pulvermuller et al. 2005). 

Despite this apparent convergence of findings, however, there are also several nonnegligible points of 
controversy (for a review of some these inconsistencies, see Fernandino and Iacoboni 2010). For example, 
Postle et al. (2008) found no evidence of a somatotopic organization for effector-related words using 
cytoarchitecturally and functionally defined maps of the primary and PM. Likewise, using a voxel-based lesion 
symptom mapping approach in patients with left hemisphere stroke, Are´valo et al. (2010) did not find evidence 
of a somatotopically organized distribution of effector-specific regions. Moreover, although primary motor 
and premotor regions are certainly active during both language comprehen- sion and overt action, no overlap 
between these active regions has yet been clearly demonstrated. For instance, in Hauk et al. (2004), somatotopy 
in the precentral regions was found for action execution and for processing action words, but there was very 
little overlap between the 2, suggesting the possibility of some degree of segregated processing. Moreover, 
there are also some discrepancies among the TMS results. For instance, Pulvermu¨ller et al. (2005) 
demonstrated faster reaction time during a lexical decision task when the presented words were congruent with 
the part of primary motor cortex being stimulated (hand word paired with stimulation of hand motor cortex; 
leg word paired stimulation of leg motor cortex) compared with when it was incongruent (hand word paired 
with stimulation of leg motor cortex; leg word paired with stimulation of hand motor cortex), that is, 
congruency was ‘‘facilitatory.’’ In contrast, Buccino et al. (2005) showed the opposite pattern, that is, slower 
responses when participants listened to action sentences that were congruent with the part of primary motor 
cortex being stimulated (hand, leg), hence here the effect of congruency was an ‘‘interference.’’ 

In sum, there is support from behavioral brain imaging and TMS studies to the idea that frontal motor areas, 



 

primarily PM, are active during the processing of action-related words and sentences. Strictly speaking, 
however, there is still no strong evidence for a causal relationship between activation in these areas and 
language comprehension per se. Activation in PM has been reported primarily in the context of passive audio 
or audiovisual language tasks, most often consisting of single word presentations. Hence, it is possible that 
activation in PM during language tasks reflects some idiosyncratic processes associated with passive language 
tasks. It is also possible that activation in motor areas during language tasks is not critical for semantic analysis 
of the linguistic stimuli but instead has a secondary semantic role or even little interpretive role at all (see 
Mahon and Caramazza 2008, and Hickok 2009) for arguments against the causal role of sensorimotor systems 
in semantic interpretation). In the present study, we used functional magnetic resonance imaging (fMRI) to 
examine the generalizability of prior findings of PM activation in language processing and, more generally, 
to advance current understanding of the role of the motor system in language comprehension. In particular, 
we used fMRI to elaborate the integrated versus segregated nature of frontal motor and premotor activation 
during the processing of action- and object-related language and comparable non- linguistic stimuli. To this 
end, we started by identifying brain regions activated during the visual observation of actions and objects. 
Then, we identified context-independent ‘‘core’’ brain regions involved in language processing by examining 
the intersection of brain activation from listening to sentences, listening and repeating sentences, and 
generating sentences from object pictures. Next, we examined the frontal motor and premotor areas that 
formed part of this core to determine the role of these regions in comprehension and their relationship to 
nonlinguistic processing of actions and objects. To examine the shared activation for the processing of action 
and language, we took 3 steps. First, we identified regions sensitive to sentence meaning by comparing brain 
activation for action- and object-related sentences. Second, we intersected the brain activity in these regions 
for all action sentences with activity during an action observation task during which participants watched 
shorthand action clips. Finally, we intersected the activity from processing object-related sentences with that 
from an object observation task. We hypothesized that if PM is a critical part of a language comprehension 
system, it should survive the intersection of activity (conjunction analysis) from of all language tasks, and it 
should be modulated by the seman- tic content of the sentences. In addition, if PM is involved in processing 
language and observing actions, we should observe overlap in these regions for the intersection of language 
and nonlanguage tasks. 

 
Materials and Methods 
 
Participants 
Twenty-one healthy right-handed native speakers of English (mean 25 ± 4.4; 10 males), with a mean of 15.4 
years of education participated in the fMRI experiment. All participants had normal pure- tone thresholds and 
normal speech recognition scores (92.3% accuracy on the Northwestern University auditory test number 6). 
The Institutional Review Board for the Division of Biological Sciences at The University of Chicago approved 
the study. 
 
Experimental Procedures  
Participants underwent 5 different tasks while in the scanner 1) passive object picture observation 
(OBJECTobs), 2) passive sentence listening (LISTEN), 3) listening and repeating sentences (REPEAT), 4) 
generating sentences from object pictures (GENERATE), and 5) passive observation of short action movies 
(ACTIONobs). Each condition was acquired in separate runs within one session. In addition, each task was 
interleaved with ‘‘rest’’ trials during which the participants were simply asked to relax and clear their head. 
For each condition, the experimental trials were interleaved with rest trials; the order of the conditions and the 
optimal number of rest trials was determined by OPTseq2 (http://surfer.nmr.mgh.harvard.edu/optseq/). All 
stimuli were presented using Presentation Software (Neurobehavioral Systems). 

 
During OBJECTobs, 40 simple black-and-white line drawings rep- resenting common man-made objects 

were presented for 1 s and interleaved with 37 rest trials (crosshair fixation). The pictures were selected from 
the International Picture Norming Project corpus from the Center for Research in Language at the University 
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of California, San Diego based on an online picture norming study (SurveyGizmo, Widgix Software) that was 
conducted on 49 English speakers (13 males, mean 32.2 ± 8.7 years) using a set 108 object pictures. Based on 
the result of this study, 2 sets of 40 pictures (see Supplementary Table S1) were selected that had high naming 
agreement, high familiarity, and high manipulability. One set was used for OBJECTObs, and the other set was 
used for GENERATE. None of the pictures represented a leg or a mouth-related object to avoid a body part 
confound (e.g., no food- related pictures were used). During LISTEN, a set of 80 short sentences (0.9--1.3 s) 
was presented (see Supplementary Table S1). Half of these sentences described manual object-directed actions, 
and the other half described visual properties of the same set of objects. In order to ensure that there was no 
intrinsic difference between the action- related and object-related sentences, we conducted a behavioral 
experiment during which 12 healthy English speakers (7 females, mean 26.8 ± 4.6 years) heard and repeated 
a subset of 40 sentences. The results revealed that participants were equally fast and accurate in both 
conditions. During the fMRI experiment, the experimental trials were interleaved with 30 rest trials. 
 

During REPEAT, participants heard a similar set of 80 sentences. Half of these sentence described manual 
object-directed actions, and the other half described visual properties of a similar set of objects. Stimulus 
presentation and responses occurred during a 4.5 s delay in time repetition (TR). At the beginning of the delay 
in TR, a Go cue was presented, instructing participants to start repeating the sentence. Participants’ responses 
were recorded and stored to disk for offline analysis. The sentence trials were interleaved with 30 rest trials 
(crosshair fixation). 

 
In GENERATE, a set of 40 object pictures (similar to the one used in the OBJECTObs task) was presented, 

and participants were asked to generate short action and object sentences. The action and object trials were 
performed in 2 different runs to avoid a task-switching effect. The same pictures were viewed in the 2 
conditions; the order of pre- sentation of the conditions was counterbalanced across participants. Each run 
consisted of 40 experimental trials and 28 rest trials. In each experimental trial, a picture was presented for 1 
s and was followed, after 500 ms, by the presentation of a Go cue, instructing participants to start generating 
the sentence. All speaking occurred during a 4.5 s delay in TR. 

 
In ACTIONobs, we presented a set of twenty-nine 2-s video clips of an actor manipulating familiar objects 

with one hand. The head of the actor was not filmed in order to focus participants’ attention to the hand 
movements. A list of all videos is provided in Supplementary Table S1. The videos were interleaved with 97 
rest trials. In order to avoid priming participants into verbalizing upon presentation of the pictures, 
OBJECTObs was always completed first. It was followed by LISTEN, REPEAT, GENERATE, and 
ACTIONObs. LISTEN preceded REPEAT to avoid priming participants into speaking or silently rehearsing 
the sentences. The ACTION observation task was completed last to prevent biasing participants into 
visualizing actions when hearing language or seeing pictures. This was critical to ensure that our findings 
reflected naturalistic sentence processing activation. 
 

Image Acquisition and Analysis 
The data were acquired on a 3 T General Electric Signa HDx imager with EXCITE. Subjects wore MR 
compatible headphones and goggles (NordicNeuroLab Audio/Visual system). Thirty-four axial slices (3.125 
3 3.125 3 3.6 mm, no gap, field of view (FOV) = 256 3 256 mm2, matrix = 64 3 64) were acquired in 1.5 s 
using a multislice Echo-planar imaging sequence with parallel imaging (ASSET = 2; time echo = 26 ms; FOV 
= 20 cm; 64 3 64 matrix; flip angle: 73). To eliminate movement artifacts associated with speaking and to 
ensure that participants could hear the auditory stimuli, a sparse image acquisition technique was used during 
LISTEN, REPEAT, and GENERATE. A silent period (1.5 s for LISTEN and 4.5 s for REPEAT and 
GENERATE) was interleaved between each volume acquisition. Trials containing errors were excluded from 
the analysis of the behavioral and fMRI data. High-resolution T1-weighted volumes were acquired for 
anatomical localization. Images were spatially registered, motion-corrected, mean-normalized, and despiked 
using AFNI (Cox 1996). There were separate regressors for each of the experimental conditions (OBJECTObs, 
Listen Action, Listen Object, Repeat Action, Repeat Object, Generate Action, Generate Object, and 
ACTIONObs). Additional regressors were the mean, linear, and quadratic trend components, as well as the 6 



 

\ \ 
\ \ 

\ 

motion parameters (x, y, z, roll, pitch, yaw). A linear least squares model was used to establish a fit to each 
time point of the hemodynamic response function for each of these conditions. We modeled a 2-s period 
beginning at the start of the stimuli (whether sentence, picture or video). 

 
We used FreeSurfer (Dale et al. 1999; Fischl et al. 1999) to create surface representations of each 

participant’s anatomy. SUMA was used to import the surface representations and project the functional data 
onto the 2D surfaces. Data were smoothed on the surface with a Gaussian 6-mm full-width at half-maximum 
filter. The group analyses were performed using SUMA on the subjects’ beta values resulting from the first 
level analysis. We first examined the main effect of each condition compared against a resting baseline. A 
permutation approach (Nichols and Holmes 2002) was used to identify significant clusters of positively 
activated vertices, with an individual vertex threshold of P < 0.005, corrected for multiple comparisons to 
achieve a family-wise error rate of P < 0.05 (clusters >168 vertices). We also identified core (task-independent) 
brain areas involved in language by computing the intersection (or conjunction) (Nichols et al. 2005) of brain 
activity from the whole-brain contrasts, separately for the action and the object sentences. Five such 
conjunctions were computed: 1) all observation tasks: OBJECTObs ˄ ACTIONObs, 2) all action sentence 
tasks: LISTEN Action ˄ REPEAT Action ˄ GENERATE Action, 3) all object sentence tasks: LISTEN Object 
˄ REPEAT Object ˄ GENERATE Object, 4) all action tasks: LISTEN Action ˄ REPEAT Action ˄ 
GENERATE Action ACTIONObs, and, finally, 5) all object tasks: LISTEN Object ˄ REPEAT Object ˄ 
GENERATE Object ˄ OBJECTObs. Conjunction analyses complement standard subtraction approaches by 
revealing the brain regions that are commonly activated across 2 or more distinct tasks (Nichols et al. 2005). 

 
An analysis of anatomical regions of interest (ROIs) was also performed on a set of 9 sensorimotor regions 

selected a priori. Each ROI was identified on each individual’s cortical surface representation using an 
automated parcellation scheme as implemented in FreeSurfer (Fischl et al. 2002, 2004; Desikan et al. 2006). 
This procedure uses a probabilistic labeling algorithm that incorporates the anatomical conventions of 
Duvernoy (1991) and thus is based on macroanatomical landmarks not on cytoarchitectonic maps, and 
therefore represents only an approximation to the actual motor and premotor areas. These ROIs were PMv and 
PMd, ventral and dorsal M1, the ventral and dorsal primary somatosensory areas, pars opercularis and 
triangularis of the Inferior frontal gyrus (IFG) and pre-supplementary motor area (pre-SMA). These ROIs were 
defined as follows: 1) IFG pars opercularis: Unedited FreeSurfer ROI, defined as the gyrus immediately 
anterior to the precentral gyrus. Pars opercularis is bounded caudally by the precentral sulcus and rostrally by 
pars triangularis. 2) IFG pars triangularis: Unedited FreeSurfer ROI, defined as the gyrus immediately anterior 
to the pars opercularis. Pars triangularis is bounded caudally by pars opercularis and rostrally by pars orbitalis 
and does not include the inferior frontal sulcus. 3) PM: For PM, we edited the FreeSurfer precentral sulcus 
and gyrus regions, by subdividing them into ventral (PMv) and dorsal (PMd) segments at the level of the 
junction of the inferior frontal sulcus and the precentral sulcus. The resulting PMv is bounded rostrally by the 
IFG pars opercularis, caudally by the central sulcus, and dorsally by PMd, and it includes the precentral sulcus. 
PMd, which is bounded rostrally by the superior frontal sulcus and gyrus and caudally by the central sulcus. 
4) M1: For M1, we edited the FreeSurfer central sulcus region by subdividing it into a ventral (M1v) and a 
dorsal (M1d) segment at the level of the junction of the inferior frontal sulcus and the precentral sulcus. M1 is 
bounded rostrally by the precentral gyrus and caudally by the postcentral gyrus. 5) S1: For S1, we edited the 
FreeSurfer postcentral gyrus region by subdividing it into a ventral (S1v) and a dorsal (S1d) segment at the 
level of the junction of the inferior frontal sulcus and the precentral sulcus. S1 is bounded rostrally by the 
central sulcus and caudally by the postcentral sulcus. 6) Pre-SMA: For the pre-SMA, we edited the FreeSurfer 
superior frontal gyrus (SFG) region to keep only the medial aspect of SFG. Pre-SMA is bounded rostrally by 
a virtual line passing through the genu of the corpus callosum caudally by a virtual line passing through the 
anterior commissure (VAC line) and ventrally by the cingulate sulcus. The mean percentage of blood oxygen 
level--dependent signal change was extracted for each ROI and entered in a 3-way analysis of variance with 
repeated measurement on the Task (LISTEN, REPEAT, GENERATE), Semantic content (Object, Action), 
and Hemisphere. In addition, we compared OBJECTObs and ACTIONObs using 2-tailed paired sample t-
tests. 
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Behavioral Data Analyses 
Participants’ responses were recorded online using Labview (National Instruments) and stored to disk for 
offline analysis. The responses for 2 participants could not be analyzed due to technical difficulty. A research 
assistant naive to the purpose of the study transcribed the responses for the 19 remaining participants. For each 
sentence, we verified accuracy (whether or not it conformed to task instructions) and grammaticality (whether 
the sentence was correctly formed). In addition, we calculated the number of syllables and words per sentence. 
These analyses were necessary to determine whether the sentences produced during the sentence generation 
tasks were comparable with sentences produced in the sentence repetition task. Trials containing errors were 
removed from the analysis of the behavioral and fMRI data. 
 
Results 
 
Behavioral Data 
The percentage of accurate responses during the fMRI tasks was high (92.3 ± 4.6%). In the sentence repetition 
task, accuracy reached 98.8% for the action sentences and 97.5% for the object sentence. This difference was 
not significant (T1,18 = 1.32, P = 0.25). Likewise, in the sentence generation task, accuracy reached 85.66 ± 
9.5% for action sentences and 86.71 ± 9.61% for the object sentences. This difference was not significant (T1,18 
= 1.05, P = 0.71). The number of words per sentence was 4.48 ± 0.18 on average and it did not vary as a 
function of task or semantic condition (LISTEN action: 4.4 words, LISTEN object: 4.57, REPEAT action: 
4.41, REPEAT object: 4.57, GENERATE action: 4.73; GENERATE object: 4.22 words). 
 
Neuroimaging Data 
 
Nonlanguage Tasks (Object and Action Observation) 
Whole-brain analyses. As shown in Figure 1 (top row), compared with a resting baseline, observation of objects 
(OBJECTObs) was associated with activation in the occipital lobe bilaterally, including parts of the lingual 
gyrus, cuneus, and calcarine sulcus. There was also activation in the dorsal intraparietal sulcus (IPS) bilaterally 
and in the left superior parietal lobule. In the frontal lobe, there was activation in the dorsal portion of the left 
PMv, in the dorsal portion of the left central sulcus representing the sensorimotor area (hand knob) for the 
right hand, and in the left pre-SMA. During action observation (ACTIONObs), activation was stronger and 
more widespread than in OBJECTObs and included additional clusters of activation in the right-hand 
sensorimotor area, in the IFG bilaterally, in the ventral portion of the left PMv, in the posterior superior 
temporal sulcus (STS), middle temporal gyrus (MTG), in the ventral anterior sector of the IPS, and in the 
inferior parietal lobule (including the supramarginal gyrus) bilaterally. These findings are illustrated in Figure 
1 (bottom row) and listed in Table 1. 
 

Conjunction. This analysis identified brain areas sensitive to observation by computing the conjunction of 
activation for OBJECTObs  ACTIONObs, each significantly active above a resting baseline. As detailed in  
Figure 2, the results revealed activation in striate and extrastriate cortex bilaterally, in the left superior parietal, 
and in the IPS. Activations for these contrasts are listed in Table 2A. 

 
ROI analyses. The dorsal postcentral gyrus bilaterally was sensitive to the Object/Action contrast (object < 

action). PMd in both hemispheres was also sensitive to this contrast but exhibited the opposite activation 
pattern (object > action). The results of the ROI analysis are reported in Table 3A. 
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Language Tasks 
Whole-brain analyses. First, we explored the pattern of task- related activation across the cortical surface for 
each language task (LISTEN, REPEAT, GENERATE) compared with the resting baseline. As shown in Figure 
3, the result revealed activation for all tasks in the transverse temporal gyrus bilaterally, in the left superior 
PMv, and in the left pre-SMA. The speaking tasks (REPEAT, GENERATE) were associated with additional 
clusters of activation in PMv and the primary motor area (M1), bilaterally, in the pars triangularis and pars 
opercularis of IFG, and several parts of the parietal lobe bilaterally. No task was associated with active voxels 
in the hand sensorimotor area (the hand knob). Activations for these contrasts are listed in Table 4. 



 

Conjunctions. This analysis examined the conjunction of activation for all language tasks, each significantly 
active above a resting baseline, separately for the action and object sentences, yielding 2 task-independent 
conjunction maps representing ‘‘action sentences’’ and ‘‘object sentences,’’ respectively. As shown in Figure 
4 and Table 2B and 2C, both of these maps revealed activation along the bilateral transverse temporal gyrus 
and posterior superior temporal gyrus (STG), in the posterior STS and MTG bilaterally, as well as in the left 
superior PMv and left pre-SMA. In addition, for the object sentences, there was activation in the left anterior 
STS, right pre-SMA, and left calcarine sulcus. The conjunction of all the language tasks across semantic 
content shows activation in the left superior PMv, bilateral transverse temporal gyrus, and left pre-SMA. 

Anatomical ROI analyses. This analysis revealed that most of the ROIs were modulated by task (LISTEN, 
REPEAT, GENERATE) with stronger activation for speaking than for listening. The main objective of this 
analysis was to identify regions sensitive to the semantic content (Object vs. Action) of concrete sentences 
independent of the task. This pattern was found in only one region, PMv. The results of the ROI analysis are 
presented in Table 3B. 
 
Language Versus Observation 
To examine whether understanding the meaning of a sentence or a word describing an action requires 
activation of the motor circuits required to produce that action, we computed the conjunction of Action 
sentence and Action observation, which is shown in Figure 5A. Interestingly, although left PMv was present 
in both conjunction maps, different parts of this region were active and did not overlap at all. Processing 
action sentences activated the superior part of PMv, while observing actions activated a more ventral part of 
PMv. Another striking difference was the presence of activation in the hand sensorimotor area during 
ACTIONObs (bilaterally) but not in any of the language conditions. Areas of overlap were found in posterior 
STG and posterior STS. In addition to this analysis, we also computed the conjunction of the Object 
conditions, which is shown in Figure 5B. This analysis revealed overlap at the level of the left superior PMv 
and left pre-SMA. There was activation along the calcarine sulcus for language and nonlanguage but it did 
not overlap. 
 
Discussion 
This study was designed to examine the pattern of activation in primary motor and premotor cortices during 
action and object observations and to characterize the role for these areas in language processing. While our 
results argue for a role for the motor system in language comprehension, they also argue against the notion 
that action simulation alone suffices to explain semantic interpretation during language comprehension. The 
lack of congruence in functional anatomy for observing actions and understanding action-related sentences 
makes it difficult to support a strong simulation account without postulating additional mechanisms. These 
findings and their implications are discussed in detail below. 
 
Action and Object Observations 

Consistent with previous imaging studies (Chao and Martin 2000; Buccino et al. 2001; Grezes et al. 2003; 
Handy et al. 2006), we found significant PMv activation during action and object observations. Interestingly, 
action and object observations activated different sectors of PMv, with a more inferior and anterior locus for 
action observation. Moreover, action and object observations were associated with dissociable activation 
patterns in the parietal lobe, with activation in the anterior IPS and supramarginal gyrus for action observation, 
and activation in a more dorsal and posterior part of IPS for object observation. In the monkey brain, ventral 
premotor area F5 contains, in addition to mirror neurons, a population of neurons called canonical neurons. 
Canonical neurons respond to the execution of actions and to the sight of objects that afford these actions but 
not to the sight of actions per se (Rizzolatti et al. 1988; Jeannerod et al. 1995). While mirror neurons are 
located primarily in the caudal sector of F5 in the cortical convexity of F5 (area F5c), canonical neurons are 
mostly located in a more rostral sector of F5, buried within the posterior bank of the inferior arcuate sulcus 
(area F5ab). Interestingly, areas F5c and F5ab have distinct connectivity patterns with the parietal lobe, with 
area F5c strongly connected with the rostral inferior parietal lobule (area PF) (Kurata 1991; Rizzolatti et al. 
1998; Tanne-Gariepy et al. 2002), which corresponds roughly to the human supramarginal gyrus,and area 
F5ab strongly connected to the IPS (Luppino et al.1999; Borra et al. 2008), with which it forms a circuit 
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involved in visual transformation for grasping (Jeannerod et al. 1995; Rizzolatti et al. 1998). Hence, the current 
results suggest a similar organizational principle within the human PMv with a different topography, with a 
ventral PMv sector containing neurons with mirror properties, and a dorsal PMv sector containing neurons 
with canonical properties. One limitation of the current study is the absence of an action execution task, which 
limits our ability to determine whether the populations of neurons responsible for PMv activation actually 
have canonical and mirror-like properties. Nevertheless, the current findings suggest that the human PMv 
shares important organizational principles with macaque area F5. 
 

Another highlight of the present study is the finding of activation in another premotor area, the left pre-
SMA, for action and object observations. Activation in the pre-SMA during object observation has been shown 
in the monkey (Rizzolatti   et al. 1990). It is noteworthy that activation in the left pre-SMA was more 
widespread for object than action observation, perhaps reflecting a greater demand on pre-SMA for selecting 
a motor response during object observation. In the present study, when participants looked at an object such 
as a book, multiple hand actions (motor programs) may have become coactivated, such as holding the book, 
flipping the pages of the lower activation in the pre-SMA. This interpretation is consistent with previous results 
showing that when motor responses are selected from among several equally appropriate responses, activation 
in pre-SMA increases (Deiber et al. 1996; , Van Oostende et al. 1997; Sakai et al. 2000; Lau et al. 2004, 2006). 
The present results extend these previous studies by suggesting that the pre-SMA may be involved in response 
selection even in the absence of an overt behavior. 
 
Action and Object Observations Versus Language 
 
PMv and M1 
As discussed in the introduction, most studies demonstrating a role for the motor system in language 
comprehension have come to that conclusion by focusing exclusively on passive listening. In the present study, 
we aimed to understand the extent to which these findings are generalizable to a range of sentence-level 
language tasks. To this aim, we used a 2-step analysis that first identified brain regions involved in language 
processing by 1) examining the intersection of brain activation from 3 language tasks—listening to sentences, 
listening and repeating sentences, and generating sentences from object pictures—and then 2) identifying from 
this intersection those regions sensitive to sentence meaning by comparing brain activation for action- and 
object-related sentences. The results of this analysis demonstrate activation in a relatively circum- scribed 
sector of the left superior PMv across all language tasks (LISTEN ˄ REPEAT ˄ GENERATE) which is 
sensitive to the semantic content of the sentences (object > action), thereby suggesting a role for this region in 
comprehending concrete sentences describing manual actions and manipulable objects. Certainly, regions that 
survive the conjunction analysis can be related to a variety of linguistic and nonlinguistic processes involved 
in sentence processing and not be critical to comprehension per se, such as working memory, attention, and 
phonological processing. For instance, it could be argued that activation in the left PMv is related to motor 
processes such as subvocal rehearsal or phonological processing, engaged not only in producing but also in 
perceiving language, consistent with previous results (Zatorre et al. 1992; Watkins et al. 2003; Watkins and 
Paus 2004; Meister et al. 2007). 
 

However, the finding that PMv is sensitive to the semantic content of the sentences argues against strict 
perceptual- motor, executive, or memory-related interpretations but in- stead suggests that PMv may be 
contributing sensorimotor information used to comprehend language. In support of this interpretation, the 
behavioral data acquired during the tasks indicate that accuracy for the action and object sentences was 
identical, suggesting that participants were paying attention to both types of sentences. Moreover, in the 
behavioral study conducted prior to the imaging sessions, action and object sentences were treated similarly, 
with identical repetition accuracy and reaction times. Finally, the sentences were carefully matched in syntactic 
complexity and thus should have made similar demands on working memory. In sum, the available evidence 
suggests a role for PMv in comprehending sentences describing manual actions and manipulable objects. The 
role of PMv in language comprehension may be limited to these specific types of contexts, and it is possible 
that comprehension does not require contribution of this region. In keeping with this hypothesis, a recent fMRI 



 

study by Tomasino et al. (2010) suggests that activation in M1 and PM decreases when participants process 
negative sentences such as ‘‘Don’t grasp,’’ as compared with affirmative sentences such as ‘‘Do grasp.’’ The 
authors interpreted this finding to suggest that the contribution of sensorimotor regions is not a requirement 
for language comprehension. Indeed, participants in that study understood the negative sentences just as well 
as the affirmative sentences, yet the activation magnitude in these areas decreased when negative constructions 
were used. Unfortunately, brain-imaging studies, for all their advantages, cannot answer the question of 
whether PMv is critical or accessory to language comprehension. Additional studies using brain stimulation 
methods such as TMS are required to further characterize the importance of the contribution of PMv to 
concrete sentence processing. 
 

 
An interesting finding of the present study is that PMv was more strongly active for object-related 

sentences than for action-related sentences. It could be argued that activation in PMv is stronger for object than 
action sentences because processing object sentences may coactivate a range of related motor programs 
reflecting the different ways that an object can be manipulated/used, while processing action sentences may 
activate only one motor program. An alternative interpretation is that activation in PMv during sentence 
processing reflects subjective processes by which objects and actions are perceived by imagining, or 
visualizing, how they may be used or manipulated. If imagery occurs at a motor level, it is conceivable that 
the stronger activation for object compared with action reflects the (internal) enactment of multiple related 
hand motor programs. Both accounts are consistent with previous studies showing little or no effect of low 
frequency repetitive TMS stimulation of PMv on participants’ ability to perceive speech (Sundara et al. 2001; 
Sato et al. 2009), suggesting that the contribution of this region may not be to process the speech sound signal 
but to contribute to language comprehension or imagery. 

 
One of the most important findings of the present study is that activation in PMv associated with 

processing action sentences does not overlap with activation in PMv for observing actions. This challenges the 
hypothesis that localized observation execution matching, that is, an anatomically defined mirror mechanism, 
underlies all language comprehension. It may be that a putative human mirror neuron system (and the ventral 
PMv) is not a necessary component for language understanding generally, although this does not imply that it 
does not play a role in certain circumstances (although this remains to be demonstrated). Nevertheless, this 
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interpretation is consistent with the results of a recent fMRI study showing a lack of congruency in the 
involvement of motor/ premotor areas during action observation/execution and action word processing (Postle 
et al. 2008). It is also consistent with the argument from advocates of ‘‘disembodied cognition’’ (e.g., Mahon 
and Caramazza 2008), who are still awaiting lesion data demonstrating the necessity of mirror neurons for 
comprehension. It is clear that PMv is a core region that is part of a distributed network involved in processing 
language, as it survived the language conjunction analysis and was modulated by the semantic content of the 
sentences, but the precise nature of its role is less clear. It should be noted, however, that the present results do 
not necessarily speak to a contribution of the left PMv to language processing in general. It is possible that 
processing abstract sentences would not engage the left PMv. The possible role of PMv in language 
comprehension or motor imagery will need to be clarified through the examination of a potential causal 
relationship between language and PMv, for example, by evaluating patients with brain lesions or by using 
transcranial magnetic stimulation, which can help determine the importance of a region on a behavior or 
process by inducing a focal ‘‘virtual lesion.’ 
 

Another interesting finding of the present study is that while we observed activation in the hand 
sensorimotor areas bilaterally during the observation of actions, consistent with previous reports (Hari et al. 
1998; Gazzola and Keysers 2009), there was no activation of this region for any of the language tasks. It is 
possible that observing actions, but not processing language, automatically triggers (kinetic) motor imagery, a 
pro- cess that has been associated with M1 activation (Grafton et al. 1996; Porro et al. 1996; Roth et al. 1996; 
Grezes and Decety 2002; Solodkin et al. 2004, see also Jeannerod (2001) for a review). Results of a recent 
study show that unless explicitly instructed to perform mental imagery, M1 is not activated during language 
processing (Tomasino et al. 2007), a finding which is consistent with the current results. Other studies also 
downplay a role for M1 in language (Papeo et al. 2009). Willems et al. (2010) compared brain responses to 
manual (e.g., throw) and nonmanual (e.g., kneel) action words during mental imagery and lexical decision 
tasks and found effector sensitive activation in primary motor and PM for both. There was, however, no overlap 
between the effector sensitive voxels in the imagery and lexical decision tasks, suggesting that different 
mechanisms are engaged during language processing and imagery. Together with previous findings, the current 
results support the notion that processing language does not automatically elicit imagery, although this does 
not mean that it never elicits it. If language processing does not naturally elicit imagery, then it follows that 
the activation that we have found in PMv during sentence processing is likely to reflect a contribution of this 
region in the processing of sentence meaning, not imagery, an interpretation that is further supported by the 
finding that activation level in PMv is modulated by sentence semantics (object > action), as discussed above. 
These findings also suggest that that imagery is not the primary mechanism of semantic interpretation. 
 
Pre-SMA 
In addition to activation in PMv, we also found activation in the left pre-SMA for language (object > action) 
and also for the nonlanguage tasks (object > action), as discussed in the previous section. Previous results 
show that when overt or covert words are selected from among several equally appropriate words, activation 
in pre-SMA is enhanced (Etard et al. 2000; Crosson et al. 2001; Persson et al. 2004; Alario et al. 2006; 
Tremblay and Gracco 2006; Tremblay and Gracco 2009). Here, we suggest that the pre-SMA is more strongly 
activated for object than goal-directed action stimuli (whether linguistic or not) because of the greater number 
of motor programs that are associated with manipulable man-made objects, as discussed in the previous 
section. Hearing sentences describing visual properties of objects such as ‘‘The pencil is red,’’ engages the 
pre-SMA more strongly than hearing a sentence like ‘‘I grasp the pen,’’ perhaps reflecting the coactivation of 
several competing motor programs for object-related sentences (grasping the pen, holding the pen, drawing, 
writing, etc.) compared with action-related (and goal-directed) sentences which are activating only one 
specific motor program. In the macaque, the pre-SMA is tightly connected with the prefrontal cortex, with 
anterior premotor areas (in particular F5), but it has no direct connection with M1, with the spinal cord, or 
with the cranial nerve motor nuclei (e.g., Dum and Strick 1991; Bates and Goldman-Rakic 1993; Luppino et 
al. 1993; Lu et al. 1994; Wang et al. 2005). This connectivity patterns suggests that the pre-SMA is involved 
with high-order aspects of movements such as response selection. Interestingly, as we have claimed elsewhere 
(Tremblay and Gracco 2009), the pre-SMA appears to be involved in response selection in a domain general 
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manner. This interpretation is drawn from the finding of a very similar pattern of activation in the present study 
for the language and nonlanguage tasks. 

Inferior Frontal Gyrus 
Interestingly, the present results demonstrate a lack of sensitivity in both pars opercularis and pars triangularis 
of the inferior frontal gyrus to the semantic content of the sentences (action, object), suggesting that these 
regions are not specifically involved in the comprehension of action-related words. It has been suggested that 
the pars opercularis (pIFG) is the human homologue of macaque area F5, which contains mirror neurons (e.g., 
Rizzolatti and Arbib 1998; Rizzolatti and Craighero 2004) but see Petrides et al. (2005). Consistent with the 
idea that pIFG is part of a human mirror neuron system, Hauk et al. (2004) have shown, using fMRI that, while 
hand and leg words activate the precentral gyrus, face words (e.g., lick), activate pIFG. Likewise, Tettamanti 
et al. (2005) demonstrated that passive listening to mouth-related sentences activates pIFG. More recently, 
however, de Zubicaray et al. (2010) showed that pIFG is not preferentially involved in the comprehension of 
action word meaning, by demonstrating the lack of a modulation in this region for the comparison of words 
and nonwords. Interestingly, there was activation in pIFG for observation and execution of action, which is 
consistent with our finding of activation in this area for ACTIONObs. Taken together, our results and prior 
studies converge to suggest that while the pIFG may is involved in observing/executing actions; it does not 
appear to contribute preferentially to the comprehension of action words. 
 
Conclusions 
To summarize, the present study highlights similarities and differences in the involvement of frontal 
motor/premotor areas during the processing of language and nonlanguage stimuli. By focusing on the 
conjunction of different language tasks involving the production and perception of sentences, we were able to 
identify task-independent motor/premotor areas for sentence processing (PMv, pre-SMA) and to examine the 
extent to which the action and language systems overlap. Our results emphasize significant differences in the 
neural basis of action observation and action-related language and argue against a strong action simulation 
explanation for the processing of action-related language, providing an alternative position that acknowledges 
the important role of the motor system in language but fails to support the strong linkage between action 
observation and sentence comprehension that is critical for the strong simulation argument. 
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Figures 
 

 
 

Figure 1. Group-level activation for (A) object observation compared against a resting baseline and (B) action 
observation compared against a resting baseline. The results are presented on average right and left lateral and 
medial brain surfaces. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Group-level activation for object observation (turquoise), action observation (blue), and the 
conjunction of the 2 (red) presented on average left and right back, lateral and medial brain surfaces. 
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Figure 3. Group-level activation for (A) sentence listening compared against a resting baseline, (B) sentence 
repetition compared against a resting baseline and (C) sentence generation compared against a resting baseline. 
The results are presented on average right and left lateral and medial brain surfaces. 
 
 
 

 
 
 
Figure 4. Group-level activation for the object sentence conjunction (turquoise), action sentence conjunction 
(blue), and the conjunction of the 2 (red) presented on average left and right back, lateral and medial brain 
surfaces. 

 
 
 
 
 
 
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. (A) Group-level activation for action sentence (blue), action observation (turquoise), and the 
conjunction of the 2 (red) presented on average right and left lateral and medial brain surfaces. (B) Group-
level activation for object sentence (blue), object observation (turquoise), and the conjunction of the 2 (red) 
presented on average right and left lateral and medial brain surfaces. 

 
 
 


