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#### Abstract

We report on the influence of a finite beam size on the molecular reorientation dynamics when a nematic liquid crystal film is excited by a laser beam. We present experimental evidence of a new class of nonlinear dynamics when the excitation is a Gaussian shaped, circularly polarized laser beam at normal incidence. Various nonlinear regimes, periodic, quasiperiodic, intermittent, and possibly chaotic, are observed. A physical interpretation based on walk-off effects is proposed and its implications on current research in the field are discussed.
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## I. INTRODUCTION

Liquid crystals offer a versatile system for the experimental and theoretical study of a variety of nonlinear phenomena. In particular, the nonlinear optics of liquid crystals has become a well-established research field [1-4] including light-induced phase transitions $[1,5,6]$ and stimulated light scattering [7]. In the past decade, considerable efforts have been made to achieve a better understanding of nonlinear mechanisms of the light-liquid crystal interaction. The case of a homeotropic cell of nematic liquid crystal (NLC) under a light field excitation has received special attention and the ensuing studies have led to quantitative theoretical descriptions capable of retrieving the main features of the various dynamical regimes studied until then. For instance, we can mention the case of the normally incident elliptically polarized light leading to a rich variety of molecular dynamics $[8,9]$ together with the particular case of circularly polarized excitation which exhibits a nontrivial sequence of successive bifurcations [10,11]. The transition to chaos via a cascade of gluing bifurcations by an ordinary wave at oblique incidence [12-17] is yet another example. More recently, it was shown that a strongly astigmatic laser beam can induce nonlinear oscillations when spin and orbital angular momentum of light are in competition [18]. In particular, chaotic rotation associated with intermittency was identified in that case [19]. However, due to the complexity of the problem, most of the

[^0]corresponding theoretical models have assumed an infinite plane wave (IPW) excitation, an assumption not justified in many experiments where the beam size is comparable to or less than the NLC film thickness. Despite several attempts to describe the finite beam size effects, only the linearly polarized excitation, where the long-term behavior is time independent, has been studied in some detail $[5,20-24]$ and it is fair to say that a complete dynamical model is still lacking.

In a recent study [11], we have pointed out the role of longitudinal asymmetry (along the propagation direction) and twisted deformations (three dimensional) in the case of circularly polarized excitation at normal incidence. This has brought us to the following suggestion. In spatially confined beams, transverse effects should compete with the longitudinal ones when the beam size is small enough and should eventually generate novel dynamics. The present contribution is devoted to following questions. When are finite beam size effects significant? Does the dynamics qualitatively change when the beam size is reduced and, if yes, what is the nature of the dynamics produced? To be specific, we have chosen to limit our demonstration to the case of a Gaussian shaped laser beam with circular polarization incident at normal incidence.

The paper is organized as follows. Section II presents the experimental setup used to probe finite beam size effects on the light-induced reorientation dynamics. It is shown that the aspect ratio between the beam size and the cell thickness provides a bifurcation parameter for a new class of optically induced nonlinear dynamics. Section III explores in detail the dynamical scenario for strongly confined beams when the excitation intensity is taken as the bifurcation parameter. For instance, a transition from a quasiperiodic to a possibly chaotic regime is identified. In Sec. IV, prospective comments on the crucial role of finite beam size effects in other interaction geometry and experimental and theoretical consequences are reviewed. Finally, our conclusions are summarized in Sec. V.
(a)

(b)


FIG. 1. (a) Experimental setup. $\mathrm{Ar}^{+}$, argon ion laser operating at $514 \mathrm{~nm} ; \mathrm{BS}$, beam splitter; $\lambda / 4$, quarter wave plate; L , lens; NLC, nematic liquid crystal film; d, diaphragm; PBS: polarizing beam splitter; $D_{i}$, photodetectors. (b) Definition of the director $\boldsymbol{n}$. The director's orientation is given by the spherical angles $(\Theta, \Phi)$ defined as $\Theta=\angle\left(\boldsymbol{e}_{z}, \boldsymbol{n}\right)$ and $\Phi=\angle\left(\boldsymbol{e}_{x}, \boldsymbol{n}-\boldsymbol{n}_{z}\right)$ where $\left(\boldsymbol{e}_{x}, \boldsymbol{e}_{y}, \boldsymbol{e}_{z}\right)$ is the Cartesian coordinate system.

We will refer to the molecular dynamics by means of the vector field that represents the average local orientation of the molecules defined by the unit vector $\boldsymbol{n}(x, y, z, t)$, called the director. Its orientation is given by the two usual spherical angles $\Theta$ and $\Phi$, namely, $n$ $=(\sin \Theta \cos \Phi, \sin \Theta \sin \Phi, \cos \Theta)$ [see Fig. 1(b)].

## II. REORIENTATION DYNAMICS CONTROLLED BY FINITE BEAM SIZE

## A. Experiment

The sample is a film of nematic liquid crystal E7 enclosed between two glass substrates located at $z=0$ and $z=L$ ( $=50$ or $100 \mu \mathrm{~m}$ ). The substrates are coated with CTAB surfactant for strong homeotropic alignment, i.e., an alignment perpendicular to the surfaces of the plates. The pumping laser beam is obtained from an $\mathrm{Ar}^{+}$laser (operating at 514 nm in the $\mathrm{TEM}_{00}$ mode) and is focused at normal incidence on the sample by the lens $L$ [see Fig. 1(a)]. At the sample location the intensity profile has a Gaussian shape $G_{w_{0}}(x, y) \propto \exp \left[-2\left(x^{2}+y^{2}\right) / w_{0}^{2}\right]$ and we define $d=2 w_{0}$ as the beam diameter where the central intensity has dropped by a factor $e^{-2}$. Our experiments have been performed with different focal lengths from $f=10$ up to 25 cm corresponding to beam diameters from $d=24$ to $67 \mu \mathrm{~m}$. The polarization state of the excitation light is made circular using a quarter wave plate ( $\lambda / 4$ ) placed before the lens $L$ [see Fig. 1(a)]. The director dynamics is retrieved by the analysis of the central part of the emerging excitation beam after the diaphragm $d$. Photodiodes $D_{\text {center }}, D_{x}$, and $D_{y}$ collect, respectively, the total intensity of the central part of the beam emerging from the sample, $I_{\text {center }}$, and the corresponding vertical and horizontal components of the electric field, $I_{x}$ and $I_{y}\left(I_{\text {center }}=I_{x}\right.$ $\left.+I_{y}\right)$. The excitation intensity $I_{\text {tot }}$ is monitored with the photodiode $D_{\text {tot }}$. Data acquisition frequency is 5 Hz in all ex-
periments and the increment of normalized excitation intensity is $\delta \widetilde{I}=0.05$, where $\widetilde{I}=I_{\text {tot }} / I_{F}$, and $I_{F}$ denotes the Fréedericksz transition threshold.

The time series $I_{\text {center }}(t)$ contains explicit information on $\Theta$ only. This can be seen from the two connected facts that the amplitude of self-focusing arising from finite beam size is governed by the amount of reorientation $(\Theta)$ and that only part of the total output intensity is collected by $D_{\text {center }}$. On the other hand, the time series $I_{x}(t)$ and $I_{y}(t)$ contain explicit information on both $\Theta$ and $\Phi$ since the intensities of the $x$ and $y$ electric field components depend on both the shape $(\Theta)$ and the position $(\Phi)$ of the output polarization ellipse and on $I_{\text {center }}$. The normalized intensities with respect to $I_{\text {center }}, i_{x}(t) \equiv I_{x} / I_{\text {center }}$ and $i_{y}(t) \equiv I_{y} / I_{\text {center }}$, contain for their part only explicit information on the polarization ellipse. Since $i_{x}(t)=1-i_{y}(t)$, these time series possess the same dynamical information, we shall refer to any of these quantities as $i(t)$.

Figure 2 shows the phase space reconstructed from the observed time series, namely, $i(t+\tau)$ versus $i(t)$ where $\tau$ is a time delay, as function of $\widetilde{I}$, and the ratio $\delta \equiv d / L$ $=2 w_{0} / L$. The time delay is chosen conventionally as the first zero of the autocorrelation function

$$
C(\tau)=T^{-1} \int_{0}^{T} f(t) f(t+\tau) d t
$$

where $f(t)$ is the time series and $T$ its duration. The shapes observed in Fig. 2 are easily interpreted. A fine closed loop in phase space is the sign of a uniform precession regime without nutation, i.e., the polarization ellipse is continuously rotating while keeping its shape constant. A time dependent shape of the polarization ellipse is signaled on the other hand by a thickening of the closedloop. For example, in the second line of Fig. 2, the nutation amplitude is almost negligible until $\widetilde{I}=1.25$ is reached where significant nutation abruptly appears. This corresponds to the secondary instability observed in Ref. [10] whose bifurcation point was labeled $\widetilde{I}=\widetilde{I}_{B}$. The important feature in this set of graphs is that the geometrical aspect ratio $\delta$ may be considered as a bifurcation parameter since a transition from a low to a large nutation regime is clearly visible as $\delta$ is decreased ( $\widetilde{I}=$ const).

It therefore appears that the roles of $\widetilde{I}$ and $\delta$ are similar since by keeping $\widetilde{I}$ fixed and decreasing $\delta$, one reveals a sequence of dynamical regimes in many points identical to that obtained by using $\widetilde{I}$ as the bifurcation parameter. This can be seen by comparing the $i$ th line with the $i$ th column of Fig. 2. This does not imply, as we will shortly see, that the same final dynamical state is reached through the same series of instability mechanisms as one travels horizontally or vertically in parameter space ( $\widetilde{I}, \delta)$.

## B. Discussion

A number of physical quantities vary as the value of $\delta$ is changed keeping $\widetilde{I}$ fixed. The most prominent of these are (i) the amount of longitudinal nonuniformity, (ii) the local angle of incidence, and also (iii) the total intensity. These quanti-


FIG. 2. Curves in each square represent the experimental reconstructed phase space $i(t+\tau)$ vs $i(t)$ for various values of the normalized intensity $\widetilde{I}$ and the geometrical ratio $\delta=2 w_{0} / L$ for a cell thickness $L=100 \mu \mathrm{~m}$. The time delay $\tau$ is 8,10 , and 11 s for $\delta=0.24,0.37$, and 0.52 , respectively.
ties are already known to generate complex dynamics as recently documented in a circularly polarized excitation experiment [points (i) and (iii)] in Ref. [11] and in the transition to chaos under ordinary light field at oblique incidence [points (ii) and (iii)] [15-17,25-27]. It is now left to quantify the relative importance of the variations induced on these quantities by changes in $\delta$.
(i) Due to the Gaussian nature of the beam, the light intensity is nonuniform along the direction of propagation. We define in Fig. $3 w(z)$ as the beam cross section radius at $e^{-2}$ of the central intensity and we denote its relative variation by $\delta w(z) / w_{0} \equiv\left[w(z)-w_{0}\right] / w_{0}$. One can verify that the beam cross section is well approximated by a cylinder of radius $w_{0}$ since $\delta w(z) / w_{0} \ll 1$ within the sample for all cases studied.


FIG. 3. Gaussian beam structure near the beam waist. Dotted lines are wave fronts and solid lines refer to the beam radius $w(z)$. The wave vector $\boldsymbol{k}$ and its angle $\gamma$ with the propagation axis $z$ are represented at $-z$ and $z$, respectively.


FIG. 4. Experimental Fréedericksz transition threshold (dots) vs $\delta$ for a cell thickness $L=100 \mu \mathrm{~m}$. The dashed line corresponds to the analytical solution of Ref. [6] and the full line is obtained from the numerical solution presented in the Appendix. The only adjustable parameter is the value $I_{F}^{\infty}$ at $\delta \rightarrow \infty$; it agrees in both cases to within a few percent.

Therefore, it is safe to conclude that the nonuniformity in intensity along the $z$ axis will have little effect on the dynamics and cannot explain the results of Fig. 2 .
(ii) Also in Fig. 3, we see that the wave vector $\boldsymbol{k}$ makes an angle $\gamma$ with the propagation axis $z$ which depends on both $z$ and the distance $r$ from the $z$ axis. Under our operating conditions, the maximum local angle of incidence $\gamma(z)$ calculated at $r=w(z)$ is smaller than $10^{-2}$ deg within the sample. In contrast, complex dynamical behavior arising from an oblique incident excitation occurs for angles of the order of few degrees [15-17,25-27]. Here again, the deviation from normal incidence due to the Gaussian structure of the excitation beam cannot explain our observations.
(iii) It is well known that the Freedericksz threshold intensity $I_{F}$ depends on $\delta$. Figure 4 shows $I_{F}$ as function of $\delta$ for $L=100 \mu \mathrm{~m}$ (circles). The dashed and full lines correspond to theoretical estimates detailed in the Appendix. The variation of $I_{F}$ is quite sizable over the range of $\delta$ displayed and therefore to keep $\widetilde{I}$ fixed when $\delta$ is decreased, the total intensity $I_{\text {tot }}$ must increase proportionally. To examine the dynamical changes induced by the increase in total energy, we have produced experimentally two time series taken at constant $\widetilde{I}=1.15$ with fixed $2 w_{0}=24 \mu \mathrm{~m}$ and different $L$ (50 $\mu \mathrm{m}$ and $100 \mu \mathrm{~m})$. These conditions imply $\delta=0.48$ and 0.24 , respectively. Figure 5 displays the reconstructed phase space obtained from the experimental $i(t)$. Although the total intensity for the $L=50 \mu \mathrm{~m}$ cell is more than twice that for the $100 \mu \mathrm{~m}$ one (recall that $I_{F} \propto 1 / L^{2}$ ), the dynamics is still that of a low nutation regime for the first cell [ $\delta=0.48$, Fig. 5(a)] in stark distinction to the second one [ $\delta=0.24$, Fig. 5(b)]. Thus it appears that it is the value of $\delta$ rather than $I_{\text {tot }}$ that governs the transition from low to large nutation regime at fixed $\widetilde{I}$.

In summary, when the excitation beam diameter is smaller than the cell thickness, we have identified $\delta$ as the bifurcation parameter for a new class of optically induced dynamics in NLC.


FIG. 5. Experimental reconstructed phase space $i(t+\tau)$ vs $i(t)$ at $\tilde{I}=1.15$. (a) $\delta=0.48, L=50 \mu \mathrm{~m}$ with $\tau=2.5 \mathrm{~s}$; (b) $\delta=0.24, L$ $=100 \mu \mathrm{~m}$ with $\tau=8 \mathrm{~s}$.

## C. Drift of the secondary instability

We see from Fig. 2 that when $\delta$ is decreased, the transition from a low to a large nutation regime appears correspondingly at lower intensities. We have extended our measurements to more values of $\delta$ and Fig. 6 presents the bifurcation line associated with the transition from uniform precession to nonuniform precesison nutation regime in the plane $(\delta, \widetilde{I})$ for $\delta<0.7$. We see that large variation appears typically in the range $0.3<\delta<0.5$. The saturation effect observed for the smallest $\delta$ is interpreted by the fact that the transverse reorientation profile fails to follow the decrease of the beam size due to elasticity (transverse nonlocality). Physically, this can be understood by recalling that in the limit of small $\delta, I_{\text {tot }} \propto 1 / w_{0}^{2}$ (see the Appendix) while the power injected in the system, $P=\pi w_{0}^{2} I_{\text {tot }}$, becomes independent of the beam size. On the other hand, the saturation observed for the largest $\delta$ agrees with the theoretical IPW limit $\widetilde{I}_{B}(\delta \rightarrow \infty) \simeq 1.44$ calculated in Ref. [11]. However, for higher values of $\delta$, the system is found rather unstable in the sense that large orientational fluctuations are eventually observed (as reported in Ref. [28]) and significant nutation appears correspondingly at lower intensities in agreement with the reported experimental value of $\widetilde{I}_{B}=1.25 \pm 0.05$ observed at $\delta \simeq 0.75$ [10,35].


FIG. 6. Experimental secondary instability threshold (dots) vs $\delta$ for a cell thickness $L=100 \mu \mathrm{~m}$. The dotted line is meant to guide the eye. The dashed line represents the infinite plane wave limit, $\tilde{I}_{B}^{\infty}$.

We conclude from this study that important dynamical effects due to finite beam size occur for small $\delta$ while the dynamical behavior of the system is qualitatively the same just above the primary instability (Fréedericksz transition).

## III. NONLINEAR DYNAMICS SCENARIO

It is now instructive to follow the evolution of the dynamics as the normalized intensity $\widetilde{I}$ is varied for a given $\delta$.

## A. Scenario for $\boldsymbol{\delta} \rightarrow \infty$ : Infinite plane wave model

In two recent contributions [10,11], we have developed an IPW theoretical model that describes quantitatively the dynamical scenario of a nematic liquid crystal cell with strong homeotropic alignment under a circularly polarized light excitation at normal incidence. As $\widetilde{I}$ is increased, it has been shown that the system undergoes a subcritical Hopf bifurcation at $\tilde{I}=1$. In the range $1<\tilde{I}<\widetilde{I}_{B}$ the director dynamics exhibits a limit cycle behavior that corresponds to quasiuniform precession ( $\partial_{t} \Phi \approx \Omega$ where $\Omega$ is the precession angular velocity) with small nutation $(\delta \Theta / \Theta \ll 1)$ around the propagation direction. As $\widetilde{I}$ is further increased in the range $\widetilde{I}_{B}<\widetilde{I}<\widetilde{I}^{*}$, the dynamics corresponds to a nonuniform precession $\left[\delta\left(\partial_{t} \Phi\right) / \partial_{t} \Phi \sim 1\right.$ ] coupled to a large nutation $(\delta \Theta / \Theta \sim 1)$. Finally, when $\widetilde{I}>\widetilde{I}^{*}$ the system is strongly reoriented ( $\Theta^{2} \sim 1$ ) in contrast to the previous regimes where the amplitude of reorientation is small $\left(\Theta^{2} \ll 1\right)$.

For the present study, we have made a series of calculations based on Ref. [11] that cover the intensity range $1<\widetilde{I}$ $<\widetilde{I}^{*}$. Apart from being of interest in their own right, these calculations provide us with a reference (at $\delta \rightarrow \infty$ ) against which we intend to measure the effects of a finite beam size on the dynamics. The theoretical results obtained by retaining four modes of reorientation are summarized in Fig. 7. The reconstructed phase space $I_{x, y}(t+\tau)$ versus $I_{x, y}(t)$ are presented on the left. On the right part of this figure, the Fourier power spectra of the total phase shift $\Delta(t)$ $=k_{0} \int_{0}^{L}\left[n_{e}(z, t)-n_{o}\right] d z$ between $o$ and $e$ waves at the output of the cell, where $n_{o}$ and $n_{e}$ are the $o$ and $e$ refractive index, respectively, and of $I_{x, y}(t)=\left|E_{x, y}(L, t)\right|^{2}$ are displayed. The frequency labeling reflects the dependence of these observables on the independent variables of the theory, namely, $\Theta$ and $\Phi$.

For $\tilde{I}<1$, we have no reorientation, as expected. At $\widetilde{I}$ $=1$, the system experiences a subcritical Hopf bifurcation that corresponds to the Fréedericksz transition and, after a transient, the director settles to a stationary uniform precession regime with frequency $f_{0}$. In that case, the phase space is a perfect circle [Fig. 7(a)] and the Fourier spectra $I_{x, y}(\omega)$ exhibit a single frequency $2 f_{0}$ since the polarization ellipse is invariant by a rotation of $\pi$ around the $z$ axis. This uniform precession regime is observed for $1<\tilde{I}<1.44$ and, at higher intensities, the system explores a progressively larger volume of phase space [Figs. 7(b) and 7(c)], which indicates the presence of nutation. A look at the reconstructed phase space for $\widetilde{I}=1.45$ indicates that a dynamical transition has just
taken place (we have reported this transition at $\widetilde{I}=\widetilde{I}_{B} \simeq 1.44$ in Ref. [11]). A new frequency labeled $f_{1}$ suddenly appears in the system through this transition, which has the character of a supercritical Hopf bifurcation. This frequency is clearly identified from the Fourier spectra [Fig. 7(c)] just above the corresponding threshold. The NLC molecules are now rotating around the $z$ axis with frequency $f_{0}$ with a large periodic nutation with frequency $f_{1}$, which is a precession-nutation regime. This continuous transition from a periodic regime towards quasiperiodicity emphasizes the second-order nature of the transition. On the other hand, the occurrence of the harmonics $f_{1} \pm 2 f_{0}$ in the spectra $I_{x, y}(\omega)$ is a direct manifestation of the nonlinear coupling between the two degrees of freedom $\Theta$ and $\Phi$. A further increase of $\widetilde{I}$ strengthens the nonlinear coupling between $\Theta$ and $\Phi$ as demonstrated by Fig. 7(d) where the harmonics $f_{1} \pm 2 f_{0}$ now make an important contribution to the spectra $I_{x, y}(\omega)$. In addition, the nonlinear character of the nutation dynamics is observed in the spectrum $\Delta(\omega)$ through the appearance of the second harmonic $2 f_{1}$. This allows the identification of two additional frequencies in the spectrum $I_{x, y}(\omega)$, namely, the harmonics $2 f_{1} \pm 2 f_{0}$. Higher harmonics $n f_{1}$ and $n f_{1} \pm 2 f_{0}, n$ integer [Figs. 7(c)-7(e)], become more and more visible as the intensity is further increased until, at $\widetilde{I}=\widetilde{I}^{*}=1.75$, a first-order transition to a large reoriented state associated with a giant hysteretic behavior occurs [11].

## B. Scenario for finite $\boldsymbol{\delta}$ : Experiment

Before confronting experiment and theory, a careful choice of the corresponding dynamical quantities is required. Following our previous discussion, the experimental time series $I_{\text {center }}(t)$ may be related to $\Delta(t)$ while the experimental $i(t)$ corresponds to the theoretical $I_{x, y}(t)$. Indeed, both $I_{\text {center }}(t)$ and $\Delta(t)$ possess explicit information on $\Theta$ only, while $i(t)$ and the theoretical $I_{x, y}(t)$ are free from selffocusing effects.

## 1. Periodic, quasiperiodic, and irregular regimes

Figure 8 summarizes the experimental dynamics when $\delta=0.24$ for $\tilde{I} \leqslant 1.25$. The reconstructed phase space $i(t+\tau)$ versus $i(t)$ is presented on the left. On the right part of this figure, the Fourier power spectra $I_{\text {center }}(\omega)$ and $i(\omega)$ are calculated from the time series $I_{\text {center }}(t)$ and $i(t)$. The frequency labeling is in line with that of Fig. 7 and takes into account the remarks made in Sec. II A. Since $I_{\text {center }}(t)$ contains information on the self-focusing of the beam, that is, on the total phase shift $\Delta$, the corresponding frequency is correctly labeled $f_{1}$ [e.g., Fig. 8(c)]. Furthermore, we have mentioned earlier that $i(t)$ contains only explicit information on the shape $(\Theta)$ of the polarization ellipse and its position $(\Phi)$ but not on the self-focusing, in distinction to the experimental $I_{x}(t)$ and $I_{y}(t)$. One recalls further that, experimentally, the use of $i(t)$, rather than $I_{x, y}(t)$, is dictated by the finiteness of $\delta$ whereas for an IPW $(\delta \rightarrow \infty) I_{x, y}(t)$ are the relevant quantities. Finally, since the shape of the rotating polarization
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FIG. 7. Theoretical dynamical scenario in the case $L=100 \mu \mathrm{~m}$ by retaining the first four modes of reorientation as described in Ref. [11]. From left to right: the reconstructed phase space $I_{x, y}(t+\tau)$ vs $I_{x, y}(t)$, and the Fourier power spectra of the time series $\Delta(t)$ and $I_{x, y}(t)$. The time delay is taken as $\tau=1.5 \tau_{N L C}$. The quantity $\tau_{N L C}=\gamma L^{2} / K_{3} \pi^{2}$ is a characteristic reorientation time where $\gamma$ is the orientational viscosity and $K_{3}$ is the Frank elastic constant associated with bend deformations. For a value of $K_{3} / \gamma \sim 10^{-6} \mathrm{~cm}^{2} / \mathrm{s}$, typical of our sample, the numerical value of $\tau_{N L C} \sim 10 \mathrm{~s}$. Frequencies are measured in units of $\tau_{N L C}^{-1}(\sim 0.1 \mathrm{~Hz})$. (a) $\tilde{I}=1.20$, (b) $\tilde{I}=1.45$, (c) $\tilde{I}=1.50$, (d) $\tilde{I}$ $=1.60$, (e) $\tilde{I}=1.70$.
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FIG. 8. Experimental dynamical scenario in the case $L=100 \mu \mathrm{~m}$ with $\delta=0.24$. From left to right: the reconstructed phase space $i(t$ $+\tau)$ vs $i(t)$ with $\tau=8 \mathrm{~s}$, and the Fourier power spectra of $I_{\text {center }}(t)$ and of $i(t)$. (a) $\tilde{I}=1.00$, (b) $\tilde{I}=1.10$, (c) $\tilde{I}=1.15$, (d) $\tilde{I}=1.20$, (e) $\tilde{I}$ $=1.25$.
ellipse is almost constant in the regular precession regime the corresponding frequency of $i(\omega)$ is accordingly labeled $2 f_{0}$ [e.g., Fig. 8(b)].

Obviously, there is a qualitative accordance between the reconstructed phase spaces in the left columns of Figs. 7 and 8. A closer look at these figures indicates similar dynamical
behavior [compare Figs. 7(a) -7 (d) and Figs. 8(a) $-8(d)$ ], at least for $\tilde{I} \leqslant 1.20$. For higher intensities, $\tilde{I} \geqslant 1.25$, the IPW model does not succeed to describe the experimental sequences anymore; for instance, the spectral broadening, around the discrete frequencies, shown in Fig. 8(e) is in strong contrast with the IPW situation. We have repeated this

experiment several times with different samples and this dynamical sequence is well reproducible. The possible chaoticity of this irregular regime is still to be determined and will be studied in future work.

## 2. Intermittent regime

When the intensity is increased beyond the appearance of the irregular regime [Fig. 8(e)] the system exhibits another dynamical behavior. This is illustrated in Fig. 9 where the reconstructed phase space $i(t+\tau)$ versus $i(t)$ and the time series $i(t)$ are shown for $\delta=0.25$ in the range $1.45 \leqslant \widetilde{I}$ $\leqslant 1.55$. At $\tilde{I}=1.45$, the irregular regime labeled "regime 1 " in Figs. 9(a) and 9(b) is observed. At still higher intensity, this regime 1 coexists with another distinct regime labeled "regime 2" in Figs. 9(b) and 9(c). The system alternates between these two regimes for durations that appear almost random. At $\widetilde{I}=1.55$, the system's dynamics is now definitely restricted to regime 2 . This transition is associated with selforganization: it appears that the dynamics could be described
with two principal frequencies (a low and a high frequency) that are clearly visible in Fig. 9(c). The high-frequency component of $i(t)$ is associated with an almost periodic large amplitude nutation with large amplitude as depicted in the signal of $I_{\text {center }}(t)$ shown in Fig. 10. We observed that these rapid pulsations correspond to cycles of expansion and contraction of several rings of self-diffraction. On the other hand, the low-frequency component corresponds to a precession regime whose frequency is several times slower than the precession rate uniform regime just above the Fréedericksz transition. This slowing down of the rotational motion is due to the fact that the effective rotational viscosity coefficient scales as $\sin ^{2} \Theta$. Finally, in all cases, a first-order transition to a largely reoriented regime occurs when the intensity is sufficiently high as reported in previous work [8,11,29].

For beam diameter sufficiently small in comparison to the film thickness, this study points out (i) that the nutation transition is shifted to lower intensities (Fig. 6) and (ii) that new regimes of the director dynamics occur at higher intensities. The underlying physical phenomenon is, however, still


FIG. 10. Experimental time series $I_{\text {center }}(t)$ at $\tilde{I}=1.55$ for a cell thickness $L=100 \mu \mathrm{~m}$ and $\delta=0.25$.
to be clarified and in the following section, a qualitative interpretation based on spatial walk-off between the $o$ and $e$ waves is proposed. Its implications from both an experimental and a theoretical point of view are also discussed.

## IV. DISCUSSION

## A. The role of walk-off

The physics of the problem has led us to look for an interpretation based on spatial separation of Poynting flows that occurs in optically anisotropic media and which has been found to produce instabilities in other dynamical context, e.g., laser dynamics and optical resonators (Ref. [30] and references therein). The incident flow of energy is split into an ordinary flow propagating along the $z$ axis and an extraordinary one traveling at oblique incidence when the uniaxial NLC is reoriented. This situation is pictured in Fig.

(a)

(b)

FIG. 11. (a) Representation of the Poynting flux lines (light rays in geometrical optics) for the $o$ wave (dashed line) and the $e$ wave (solid line) when the liquid crystal film is reoriented. $\beta(z)$ is the angle between the $o$ - and $\boldsymbol{e}$-Poynting vectors $\boldsymbol{P}_{o}(z)$ and $\boldsymbol{P}_{e}(z)$. The walk-off at location $z$ in the film is denoted as $\rho(z)$. (b) Cross section of the $o$ and $e$ beams of radii $w_{0}$ at location $z$ in the basis $\left(x^{\prime}, y^{\prime}\right)$, which is obtained from the rotation of $(x, y)$ by an angle $\Phi$. The shaded area $A(z)$ is the overlap area.


FIG. 12. Calculated relative overlap mismatch $[A(0)$ $-A(L)] / A(0)$ vs the phase shift $\Delta$ divided by $2 \pi$ for various values of $\delta$. (a) $\delta=0.25$, (b) $\delta=0.5$, (c) $\delta=0.75$, (d) $\delta=1$. The cell thickness is $L=100 \mu \mathrm{~m}$.
11. The nonuniform walk-off $\rho(z)$ can easily be expressed as a function of the angle $\beta(z)$ between the $e$-Poynting vector and the $z$ axis [Fig. 11(a)] as

$$
\begin{equation*}
\rho(z)=\int_{0}^{z} \tan \left[\beta\left(z^{\prime}\right)\right] d z^{\prime} \tag{1}
\end{equation*}
$$

and the area $A(z)$ over which the $o$ and $e$ beams of diameter $d=2 w_{0}$ overlap [shaded area in Fig. 11(b)] can be written accordingly as

$$
\begin{equation*}
A(z)=w_{0}^{2}[\pi-2 \alpha(z)-\sin 2 \alpha(z)] \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha(z)=\arcsin \left[\frac{\rho(z)}{\delta L}\right] \tag{3}
\end{equation*}
$$

As a measure of walk-off, we choose the relative amount of mismatch of the overlap area, i.e., $[A(0)-A(L)] / A(0)$. Basically, walk-off is expected to alter significantly the director dynamics when overlap mismatch is as large as possible.

A zeroth-order approximation of the overlap mismatch can be obtained from the knowledge inferred from the IPW situation. There, the complex amplitudes of the $o$ and $e$ waves are written in the form $\boldsymbol{E}_{o}=S_{o}(-\sin \Phi, \cos \Phi, 0)$ and $\boldsymbol{E}_{e}=S_{e}(\cos \Phi, \sin \Phi,-\tan \beta(z))$. A short calculation based on Maxwell's equation $\boldsymbol{\nabla} \cdot(\boldsymbol{\epsilon} \boldsymbol{E})=0$, where the dielectric tensor at optical frequency is written as $\epsilon_{i j}=\epsilon_{\perp} \delta_{i j}+\epsilon_{a} n_{i} n_{j}$ ( $\epsilon_{a}=\epsilon_{\|}-\epsilon_{\perp}$ ), gives the result

$$
\begin{equation*}
\tan \beta(z)=\epsilon_{a} \sin 2 \Theta /\left[2\left(\epsilon_{\perp}+\epsilon_{a} \cos ^{2} \Theta\right)\right] \tag{4}
\end{equation*}
$$

It is seen from the preceding equations that walk-off depends not only on the geometrical ratio $\delta$ but also on the reorientation amplitude $\Theta$. This is summarized in Fig. 12 which displays the quantity $[A(0)-A(L)] / A(0)$ versus the number of diffraction rings, $\Delta / 2 \pi$, for various values of $\delta$. This figure is obtained from Eqs. (1)-(4) using the fundamental mode profile $\Theta=\Theta_{0} \sin (\pi z / L)$ and the relation $\Delta \simeq \widetilde{L} \Theta_{0}^{2}$,

TABLE I. Experimental values of $\delta$ and the corresponding $\Delta_{c} / 2 \pi$ for different studies in various lightNLC interaction geometries. For elliptical beam shape, the notation $\delta_{\min } / \delta_{\max }$ indicates the values of $\delta$ along the minor and the major axis of the beam, respectively.

| Reference | Polarization | Beam shape | Incidence angle | $\delta$ | $L(\mu \mathrm{~m})$ | $\Delta_{c} / 2 \pi$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $[33]$ | Circular | Circular | $0^{\circ}$ | 0.47 | 120 | 1.2 |
| $[10]$ | Circular | Circular | $0^{\circ}$ | $0.75^{\text {a }}$ | 100 | 1.7 |
|  |  |  |  |  |  |  |
| $[12,13]$ | Linear $(o$ wave $)$ | Circular | $7^{\circ}$ | $\simeq 1$ | 50 | 2.6 |
| $[14]$ | Linear $(o$ wave $)$ | Circular | $5^{\circ}$ | 0.88 | 50 | 1.9 |
| $[25-27]$ | Linear $(o$ wave $)$ | Circular | $7^{\circ}$ | 0.93 | 75 | 3.3 |
|  |  |  |  |  |  |  |
| $[34]$ | Unpolarized | Elliptical | $0^{\circ}$ | $0.6 / 3$ | 50 | 0.82 |
| $[18]$ | Linear | Elliptical | $0^{\circ}$ | $0.4 / 5.2$ | 50 | 0.36 |
| $[19]$ | Circular | Elliptical | $0^{\circ}$ | $0.32 / 3.2$ | 50 | 0.23 |

${ }^{\mathrm{a}}$ In Ref. [10], the beam diameter in not $60 \mu \mathrm{~m}$ but $75 \mu \mathrm{~m}$.
which is valid in the limit $\Theta^{2} \ll 1$, where the normalized length $\widetilde{L}$ is defined as $\widetilde{L}=L \pi \epsilon_{a} \epsilon_{\perp}^{1 / 2} /\left(2 \epsilon_{\|} \lambda\right)$.

We believe that, even for moderate walk-off amplitude, the director dynamics could be significantly altered due to angular momentum transfer modifications arising from walkoff. Since, for a given $\Delta$, a small $\delta$ leads to a large overlap mismatch (Fig. 12), we introduce $\delta_{c}$ as the typical value below which the mismatch of the overlap areas is higher than $10 \%$, i.e., $[A(0)-A(L)] / A(0) \geqslant 0.1$. Similarly, since for a given $\delta$, a large $\Delta$ leads to a large overlap mismatch (Fig. 12), we define $\Delta_{c}$ as the typical phase shift above which $[A(0)-A(L)] / A(0) \geqslant 0.1$. We can then argue that if the representation of the system in the plane $(\delta, \Delta)$ lies above the line $\Delta_{c}(\delta)$, significant changes in the dynamics can be expected. For example, in the case of a circularly polarized excitation, it is known that $\Delta \simeq \pi$ not too far above the Fréedericksz transition, this gives $\delta_{c} \simeq 0.35$ for $L=100 \mu \mathrm{~m}$. From a qualitative point of view, this allows us to understand the observations reported in Sec. III where $\delta \simeq 0.25$. In the light of our proposed explanation, we examine next some consequences for related studies.

## B. Implications for other studies

We have summarized in Table I the values of $\delta$ used in a number of experimental studies in the field of light-induced reorientation dynamics. Following the preceding section, we report in this table the corresponding critical amount of selffocusing rings, $\Delta_{c} / 2 \pi$. On the basis of these numbers, we shall now discuss some experimental results of two interaction geometries that have received considerable attention lately and whose quantitative interpretation is still an open question.

## 1. Ordinary polarized excitation beam at oblique incidence

In the case of an ordinary excitation beam at oblique incidence, it has been shown theoretically that chaotic dynamics is expected and that one can even hope to observe a peculiar route to chaos through a cascade of gluing bifurca-
tions when the intensity is used as the control parameter [ 15,16$]$. Recent experiments [ $14,26,25,27]$ seem to verify some predictions of the model, but discrepancies persist. For instance, there is clear experimental evidence for the occurrence of the first gluing bifurcation $[25,27]$ and a signature of the second one could be found in Ref. [14], however, there is no clear sign for any further bifurcations of the cascade. Our findings with respect to the hindered cascade of harmonics [Fig. 8(e)] may provide an explanation. As seen from Table I, the corresponding experimental studies are characterized by $\Delta_{c} / 2 \pi \simeq 2-3$ although such experiments involve many rings meaning $\Delta \gtrdot \Delta_{c}$. Consequently, walk-off may preclude the observation of high-order gluing bifurcation.

We suggest to perform a new set of experiments following Refs. $[14,26,25,27]$ but with larger $\delta$ in order to get $\Delta_{c}>\Delta$ in the experimental range of $\Delta$. In such a situation, one could expect to observe other steps of the cascade of gluing bifurcations towards the chaotic regime. We are, however, aware that the proximity of two successive bifurcations involves delicate experimentation since the associated intensities rapidly become smaller than the laser fluctuations.

## 2. Astigmatic excitation beam at normal incidence

In the case of an astigmatic excitation beam (i.e., elliptical intensity profile) at normal incidence it was shown that for large enough intensity profile ellipticity and laser power, unexpected nonlinear oscillations of the director are observed when the polarization is linear [18]. This phenomenon has been interpreted as a competition between spin and angular momentum of light deposition to the NLC film. More recently, the observation of chaotic rotation accompanied by on-off intermittency was reported in the case of a circular polarization above a certain threshold intensity [19]. One notes that this complex dynamics occurs in experimental conditions for which $\Delta_{c} / 2 \pi<1$ (see Table I). Since the corresponding experimental reorientation satisfies $\Delta \gg 1$ [18,19], strong walk-off effects are thus expected. Our findings concerning the appearance of intriguing complex dynamics for small $\delta$ and strong laser intensity (i.e., $\Delta \gg \Delta_{c}$, see Sec.

III B) when the excitation beam has circular intensity profile and polarization confirms that walk-off should play a prominent role in the observations of Ref. [19].

In this view, we propose to repeat the measurements of Refs. $[18,19]$ using the same intensity profile ellipticity but with larger beam waists. For identical reorientation amplitude this change will not modify the amount of spin and orbital momentum deposition per photon [18] while the walk-off effects will be reduced. It should then be possible to assess the contribution of the finite beam size to the observed nonlinear oscillations, chaotic rotation, and on-off intermittency.

## V. CONCLUSION

We have presented the influence of the finite beam size on optically induced dynamics in nematic liquid crystals in the framework of circularly polarized light field normally incident on homeotropic sample. A new class of nonlinear dynamics driven by finite beam size has been identified. In particular, the occurrence of intermittency, self-organization, and possibly chaos has been reported. A mechanism based on walk-off between ordinary and extraordinary waves has also been proposed and its implication has been discussed in the framework of various interaction geometries.

This contribution is but a first step in understanding the influence of finite beam size effects on the molecular dynamics of nematic liquid crystals. We are planning to perform a nonlinear analysis of the experimental time series to quantitatively characterize the various regimes with respect to their dynamical properties (Lyapunov exponent, embedding analysis, noise reduction, bifurcation study, etc.). Efforts are also being made to extend the infinite plane wave modelization to include the geometrical ratio approximately in a perturbative fashion and implicitly within a full threedimensional theory. We hope to report on these advances in the near future.
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## APPENDIX

The calculation of the optical Freedericksz transition threshold in the field of a finite beam size has been carried
out by many authors in the case of a linearly polarized excitation assuming in-plane reorientation profile ( $\Phi=$ const). For example, we mention the analytical solution proposed in Ref. [6] and the numerical solution performed in Ref. [22]. In the present case, the excitation beam is circularly polarized and it is known that the reorientation is three dimensional ( $\Phi \neq$ const) above the Freedericksz threshold $[31,32]$. Nevertheless, these procedures may still apply to our case, at least for the evaluation of the threshold, since it has been demonstrated that the reorientation is quasi-in-plane in the first stage of the reorientation process when the excitation beam is circularly polarized [32]. With this in mind, we assume the same analytic dependence on $\delta[6]$ for both linearly and circularly polarized excitation as $I_{F}(\delta)=I_{F}^{\infty}(1$ $+2 \sqrt{2} / \pi \delta)^{2}$ where $I_{F}^{\infty}$ is the Freedericksz threshold for the ideal IPW case, i.e., $\delta \rightarrow \infty$ (see dashed line in Fig. 4). On the other hand, the use of the proper numerical treatment described in Ref. [22] leads us to find the nonzero solution of the differential equation [36]

$$
\begin{equation*}
\frac{\partial^{2} R}{\partial \widetilde{r}^{2}}+\frac{1}{\widetilde{r}} \frac{\partial R}{\partial \widetilde{r}}+\beta(\widetilde{r}) R+\gamma(\widetilde{r}) R^{3}=0 \tag{A1}
\end{equation*}
$$

where $\beta(\widetilde{r})=\pi^{2}\left(\widetilde{I} e^{-a \widetilde{r}^{2}}-1\right), \quad \gamma(\widetilde{r})=-\left(\pi^{2} / 2\right) \widetilde{I} e^{-a \widetilde{r}^{2}}$, and $a \equiv 2 / \widetilde{w}_{0}^{2}$. The other dimensionless quantities are $\widetilde{r}=r / L$, $\widetilde{w}_{0}=w_{0} / L$, and $\widetilde{I}=I_{\text {tot }} / I_{F}^{\infty}$. Equation (A1) is associated with boundary conditions given by

$$
\begin{equation*}
\frac{\partial R}{\partial \tilde{r}}(0)=0, \quad R(\infty)=0 \tag{A2}
\end{equation*}
$$

where $R(r)$ is the amplitude of the fundamental reorientation profile given by $\Theta(r, z)=R(r) \sin (\pi z / L)$. A careful integration of Eq. (A1) subjected to the boundary conditions given by Eq. (A2) has allowed us to extend the results of Ref. [22] to a wide range of $\delta$ values and in particular to $\delta<1$ (see solid line in Fig. 4). From Fig. 4 we see that the analytical and the numerical solutions reproduce the experimental data quite well over the interval of $\delta$ considered. The single adjustable parameter in both calculations is $I_{F}^{\infty}$ whose best-fit values are $I_{F}^{\infty}($ analytical $) \simeq 0.60 \mathrm{~kW} \mathrm{~cm}^{-2}$ and $I_{F}^{\infty}($ numerical $) \simeq 0.65 \mathrm{~kW} \mathrm{~cm}^{-2}$.
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