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Résumé 
Le sommeil à ondes lentes est composé d’une alternance entre un état actif et un état 

silencieux dans le système thalamocortical. Les mécanismes produisant l’état actif et l’état 

silencieux sont inconnus. Afin d’étudier l’origine des états actifs, nous avons procédé à 

l’enregistrement intracellulaire simultané de 2 à 4 neurones dans un environnement local 

(<200µm) et dans un environnement distant (jusqu’à 12mm). Aussi, nous avons procédé à 

l’enregistrement simultané de potentiels de champ locaux (jusqu’à 16). Ces expériences ont 

été menées chez le chat anesthésié et chez le chat non-anesthésié. Nous avons trouvé que 

les cellules à bouffées de potentiels d’action ainsi que les cellules situées profondément ont 

tendance à être les premières à entrer dans l’état actif. Aussi, nous avons observé une 

grande variabilité dans les délais d’activation des cellules et ce, qu’elles soient situées près 

l’une de l’autre ou qu’elles soient distantes. De plus, nous avons observé que le 

déclenchement de l’état silencieux était beaucoup plus synchrone que le déclenchement de 

l’état actif. 
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Abstract 
The slow-wave sleep is composed of an alternating period of active and silence state 

in the thalamocortical system. The mechanisms producing the active and silence state are 

unknown. In order to investigate the origin of active states, we performed simultaneous 

intracellular recording of 2 to 4 closely located (<200µm) neurons and in a distant 

environment (up to 12mm). In addition, we performed simultaneous local field potentials 

(up to 16) recordings. These experiments were conducted on anesthetized and non-

anesthetized cats. We found that Intrinsically-Bursting cells and deeply located cells have 

tendency to lead in the onset of the active state. We also observed a high, but similar, 

variability in the activation delay for closely located cells as well as for distantly located 

cells. In addition, we observed that the onset of silent state is much more synchronous than 

the onset of active state. 
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1. Introduction Générale 
L’activité spontanée est une propriété émergente du réseau cortical dans divers états 

de vigilance qui se produit même en l’absence de stimulus sensoriel ou de n’importe quelle 

autre source. L’oscillation lente du sommeil est composée d’une alternance entre des états 

actifs et silencieux. Très peu d’informations sont connues concernant les développements 

temporaux et spatiaux de l’onde lente. Est-ce que chaque oscillation lente est un évènement 

presque synchronisé ou est-ce que l’onde se propage dans le cortex? Le but de cette étude 

était de décrire comment les états actifs du sommeil à ondes lentes sont initiés, d’où elles 

originent et comment elles se propagent. Quelques évidences suggèrent que les états actifs 

ont une origine corticale puisque les oscillations lentes ont été observées chez des animaux 

athalamiques (Steriade et al., 1993b) et d’autres préparations corticales isolées (Sanchez-

Vives and McCormick, 2000; Timofeev et al., 2000b), mais elles étaient absentes dans le 

thalamus d’animaux dont le cortex avait été enlevé (Timofeev et al., 1996). Dans le but 

d’élucider le mécanisme pour l’initiation de l’état actif, il faut connaître l’organisation 

structurelle du néocortex et cette introduction décrit l’organisation laminaire et en colonne 

du néocortex. Une brève revue des connections néocorticales pourrait être utile pour 

déterminer le mécanisme de l’oscillation lente puisque cette oscillation est générée dans le 

néocortex. Une brève revue de la transmission synaptique est aussi présentée. Il est aussi 

important de connaître les différents types morphologiques et électrophysiologiques de 

neurones qui composent le néocortex dans le but de déterminer si un certain type de cellule 

est responsable de la génération de l’oscillation lente. Puisque les cellules peuvent être 

décrites par des critères morphologiques et par des critères électrophysiologiques, il est 

important de faire des corrélations entre ces deux types de caractérisation. 

 

Bien que l’onde lente ait une origine corticale, le thalamus et le néocortex sont très 

interconnectés et donc, l’onde lente est réflètée dans le thalamus dorsal et dans le noyau 

réticulaire thalamique. Une présentation des neurones composant ces deux structures sera 

fait. 
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L’oscillation lente est un des rythmes présents dans le sommeil à ondes lentes. Il y a 

trois différents états de vigilance : éveil, sommeil à mouvement rapides des yeux et le 

sommeil à ondes lentes. L’onde lente est présente uniquement pendant le sommeil à ondes 

lentes. Les différents états de vigilance, les rythmes présents dans chacun des états de 

vigilance et les mécanismes connus de génération de ces rythmes seront présentés. La 

dernière section de l’introduction est une description des rythmes qui caractérisent le 

sommeil à ondes lentes avec l’emphase sur l’oscillation lente, ce qui est le cœur du présent 

mémoire. 

 

 Les mécanismes d’initiation des états actifs demeurent inconnus. Trois hypothèses 

suggèrent que les bases de l’état actif sont (a) une relâche spontanée de médiateur dans une 

grande population de neurones qui mène occasionnellement à une somation et aux 

décharges (Timofeev et al., 2000b), (b) une activité intrinsèque spontanée des neurones à 

décharges par bouffées de potentiels d’action de la couche 5 du néocortex (Sanchez-Vives 

and McCormick, 2000) et (c) une synchronisation sélective d’un ensemble neuronal 

structuré dans l’espace impliquant un petit nombre de cellules (Cossart et al., 2003). Afin 

de vérifier ces hypothèses, nous avons enregistré l’activité simultanée de potentiel de 

champs ainsi que l’activité intracellulaire de 2, 3 ou 4 neurones situés près l’un de l’autre 

(<200 μm) ou loin l’un de l’autre (jusqu’à 12 mm) ou plusieurs potentiels de champs 

équidistants (jusqu’à 16) avec une Sonde Michigan dans un axe perpendiculaire à la surface 

du cortex chez des animaux anesthésiés et non anesthésiés. La plupart des neurones 

enregistrés intracellulairement chez les chats anesthésiés ont été colorés à la neurobiotine.  

 

Nous avons trouvé que dans les neurones séparés d’une dizaine à une centaine de 

micromètres et pour les neurones séparés par quelques millimètres, n’importe quel neurone 

du groupe pouvait être le premier à révéler le déclenchement de l’activité avec une 

tendance pour les neurones à décharges par bouffées de potentiels d’action et pour les 

neurones situés plus profondément à être les premiers à révéler l’état actif. Le 

déclenchement de l’état actif pouvait être retardé par un temps aussi long que 50 ms, 

cependant le taux moyen de délais entre 2 neurones était de 8.0 ± 4.2 ms. Dans nos 

enregistrements intracellulaires simultanés de 2 à 4 neurones séparés par de longues 
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distances (approximativement 4-12 mm entre chaque neurone), nous avons observé des 

résultats similaires, n’importe quel neurone pouvait entrer dans l’état actif en premier et le 

temps de déclenchement de l’état actif était aussi très variable. La plupart du temps, les 

périodes actives de l’oscillation lente ont débuté à la bordure des aires 5 et 7 et se sont 

propagées dans les directions postérieure et antérieure. 



 

1.1 General Introduction 
Spontaneous activity is an emergent property of the cortical network in various 

states of vigilance that occurs even in the absence of sensory stimuli or any other inputs. 

Slow sleep oscillation is composed of alternations of active and silent states. Little is 

known about the spatial and temporal development of the slow oscillation. Is each slow 

oscillation a near-synchronous event or does it spread through the cortex? The goal of this 

study was to describe how active states of the slow wave sleep are initiated, where do they 

originate from, and how do they propagate. Some evidences suggest that active state has a 

cortical origin since the slow oscillation was observed in athalamic animals (Steriade et al., 

1993b) and other isolated cortical preparations (Sanchez-Vives and McCormick, 2000; 

Timofeev et al., 2000b), but is absent in the thalamus of decorticated animals (Timofeev 

and Steriade, 1996). In order to elucidate the mechanism for initiation of the active state, 

one has to know the structural organization of the neocortex and this introduction describes 

the laminar and the columnar organization of the neocortex. A brief overview of neocortical 

connections could be useful to determine the mechanism of generation of the slow 

oscillation since it is generated in neocortex. A brief overview of the synaptic transmission 

is also presented. It is also important to know the different morphological and 

electrophysiological types of neurons that compose the neocortex in order to determine if a 

particular type of cell would be responsible for the generation of slow oscillation. Since 

cells can be defined by morphological and electrophysiological criteria, it is important to 

try to make correlation between these two characterizations.  

 

Although the slow oscillation has a cortical origin, the dorsal thalamus and the 

neocortex are highly interconnected, and thus, the slow oscillation is reflected in the 

thalamus and in the thalamic reticular nucleus. A presentation of the neurons composing 

these two structures will be made.  

 

Slow oscillation is one the rhythms present during slow wave sleep. There are three 

different states of vigilance: wakefulness, rapid eye movements sleep and slow wave sleep. 

Slow oscillation is present only during slow wave sleep. Thus, a brief presentation of the 
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different states of vigilance, their related rhythms, and the known mechanism of generation 

of these rhythms is presented. The last section of introduction is a description of rhythms 

that characterize the slow-wave sleep with emphasis on the slow oscillation, which is the 

core of the present thesis. 

 

The mechanisms underlying the initiation of active state remain unknown. Three 

hypotheses suggest that the basis of active states is (a) spontaneous mediator release in a 

large population of neurons leading to occasional summation and firing (Timofeev et al., 

2000b), (b) spontaneous intrinsic activity in layer 5 intrinsically bursting neurons (Sanchez-

Vives and McCormick, 2000) and (c) the selective synchronization of spatially structured 

neuronal ensembles involving a small number of cells (Cossart et al., 2003). To resolve 

such contradictory conclusions on the origin of active network states we performed 

simultaneous dual, triple or quadruple intracellular recording of closely located neurons 

(<200 μm) or distantly located (up to 12 mm) and we also performed multisite equidistant 

local field potential recordings (up to 16) with a Michigan Probe in a perpendicular axis to 

the neocortex surface in anesthetized and non-anesthetized cats. Most of the neurons 

recorded intracellularly in anesthetized cats were stained with neurobiotine.  

 

We found that in neurons separated by tens to hundred micrometers or by few 

millimeters, any neuron could be the first to reveal the onset of activity with tendency for 

intrinsically-bursting neurons and deeply located neurons to be the first to reveal active 

state. The onset of active state could be delayed by as much as 50 ms, but the averaged 

delay between two neurons was of 8.0 ± 4.2 ms. In our distant recordings (approximately 4-

12 mm between each neurons), we observed similar results, any neuron could lead the 

active state and the onset of active states was also highly variable. Most of the time, the 

active periods of slow waves started at the border of areas 5 and 7, and propagated to 

anterior and posterior directions. 
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1.2 Structural organization of neocortex 
The neocortex is superficial part of brain. The thickness of neocortex is 3-4 mm in 

human and 2 mm in cats. 

1.2.1 Laminar organization 
 The neocortex is formed of six layers with layer one being the most superficial. In 

humans, the neocortex contains up to 28 x 109 neurons and approximately the same number 

of glial cells (Mountcastle, 1997).  

1.2.2 Columnar organization 
 Neocortex has columnar organization. All columns have similar structure and 

interconnections (Mountcastle, 1997). In primates, there are about 80 to 100 neurons per 

minicolumn (Mountcastle, 1997; Buxhoeveden and Casanova, 2002b) and the size vary 

from 20 to 60 μm (for a review, see (Buxhoeveden and Casanova, 2002a, b)). There are 

almost no differences in the diameter of minicolumns between species (Mountcastle, 1997). 

Even if the species are very different, the diameter of macrocolumns is always around 

600μm (Mountcastle, 1997; Hustler and Galuske, 2003). The difference between a rat brain 

and a human brain, in term of minicolumns, is the number of minicolumns, and not the 

diameter of minicolumns nor the number of containing neurons. Most of the connections 

run in a vertical way, and columns of similar specificity are connected by long-range 

horizontal connections (Gilbert and Wiesel, 1989; Hustler and Galuske, 2003). 

1.2.3 Neocortical connections 
 

1.2.3.1 The excitatory projections  

The main targets of thalamic inputs to the cortex arrive to layer 4, layer 6, and to 

lower part of layer 3 (DeFelipe and Farinas, 1992; Thomson and Bannister, 2003). This 

means that the layer 4 cells and every cell that have dendrites in layer 4 could receive 

inputs from thalamus, but generally synapses from thalamus projections are located on 

spines of basal dendrites very close to the soma of pyramidal cells (Somogyi et al., 1998) 

and on large basket cells and neurogliaform cells (Mountcastle, 1998). Then, the axons of 
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layer 4 spiny excitatory cells (pyramidal and spiny stellate cells) send information to layer 

3 cells (Lund, 1973; Valverde, 1976; Parnavelas et al., 1977; Feldman and Peters, 1978; 

Gilbert and Wiesel, 1979; Gilbert, 1983; Burkhalter, 1989; Anderson et al., 1994; Watts 

and Thomson, 2005). There are many excitatory connections originating from layer 3 cells, 

some of them project in the same layer (layer3-layer3) (Rockland and Lund, 1982; 

Kisvarday et al., 1986; McGuire et al., 1991), whereas other excitatory connections 

originating from layer 3 project to layer 2, and also to layer 5 (Lorente de No, 1922; Spatz 

et al., 1970; Gilbert and Wiesel, 1983; Kisvarday et al., 1986; Burkhalter, 1989; Lund et al., 

1993; Yoshioka et al., 1994; Kritzer and Goldman-Rakic, 1995; Fujita and Fujita, 1996). 

Layer 3 is also the target and the source of callosal projection innervating symmetrical 

point in contralateral cortex (Mountcastle, 1998; Cisse et al., 2003; Thomson and 

Bannister, 2003). Even if the intracortical axons pass through layer 4, they do not or almost 

do not arborize in this layer. The layer 5 cells interact mainly with other layer 5 cells, but 

can also project to all other layers (Burkhalter, 1989; Keller, 1993; Yoshioka et al., 1994; 

Fujita and Fujita, 1996). Presynaptic layer 5 pyramidal cells that are hundreds of microns 

from their pyramidal target innervate more distal regions (Deuchars et al., 1994), while 

those that are close neighbours contact basal and/or apical oblique dendritic branches 

(Markram and Tsodyks, 1996; Markram et al., 1997). There are excitatory inputs from 

layer 5 to layer 3 interneurons (Thomson et al., 1996; Callaway, 2002). The layer 6 cells 

don’t receive or receive only a weak, but focused, information from superficial layer, but 

their axons arborize in layer 4 and 5 (Gilbert and Wiesel, 1979; Zhang and Deschenes, 

1997; Thomson and Bannister, 2003; Watts and Thomson, 2005) and also project to the 

thalamus (Somogyi et al., 1998). Layer 6 pyramidal axons often arborize densely in layer 4 

(Gilbert and Wiesel, 1979) and in layer 5, and also the pyramidal axons of layer 6 simple 

cells project to layer 4, while complex cells project to layers 2 and 3 (Hirsch et al., 1998). 

Layer 2 and 3 receive the majority of corticocortical projections (Gilbert and Wiesel, 1989). 

 

1.2.3.2 The inhibitory projections  
Layer 3 cells receive inhibitory projections mainly from layer 4 (Lund, 1987, 1988; 

Thomson et al., 2002; Thomson and Bannister, 2003; Watts and Thomson, 2005). 

Inhibitory inputs to layer 4 are from layer 4, 5, and 6 (Lund, 1988; Thomson et al., 1996), 
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but also from some layer 3 interneurons (Somogyi and Cowey, 1981; Tamas et al., 1998). 

In primates, the interneurons in layer 5A innervate all the layers that receive thalamic 

inputs: layer 4A, 4C, 6, 3 as well as layer 1 and 2 (Lund, 1988). Inhibitory projections to 

layer 5 and 6 are from layer 3 and 4, but they are mainly weak or focused (Lund, 1988; 

Thomson and Bannister, 2003; Watts and Thomson, 2005). Most interneurons innervate 

mainly neurons in their layer of origin. 

 

1.2.4 Synaptic transmission 
Both electric and chemical synapses are present in neocortex. So far, electrical 

synapses in neocortex have been found between inhibitory neurons (Galarreta and Hestrin, 

1999; Gibson et al., 1999; Galarreta and Hestrin, 2001). Possibly, axons of some pyramidal 

cell are also electrotonically coupled (Schmitz et al., 2001). There are two kinds of 

chemical synapses: symmetric and asymmetric. The symmetric synapses are inhibitory and 

the asymmetric synapses are excitatory (Colonnier, 1981). Some characteristics of 

asymmetric synapses are the high density in the cytoplasmic face of the postsynaptic cell 

and their vesicles that are spherical (Peters et al., 1991; DeFelipe and Farinas, 1992). 

However, symmetric synapses are characterized by pleomorphic vesicles and by thin 

postsynaptic density (Peters et al., 1991). The main target of pyramidal cells are others 

pyramidal cells and the synapses are almost exclusively located on spines, but sometimes 

on dendritic shaft of other pyramidal neurons, and pyramidal cells also innervate 

GABAergic cells (McGuire et al., 1984; Kisvarday et al., 1986; Gabbott et al., 1987; 

McGuire et al., 1991; Somogyi et al., 1998). A pyramidal cell may have up to 8 synaptic 

terminals on one postsynaptic cell (Markram et al., 1997; Somogyi et al., 1998; Krimer and 

Goldman-Rakic, 2001). From 10 to 20 inputs arriving from pyramidal cells are necessary to 

bring a GABAergic cell to threshold (Thomson and Deuchars, 1997; Somogyi et al., 1998). 

The amplitude of excitatory postsynaptic potential (EPSP) in vitro is variable. Generally, it 

ranges from 0.1 to 2 mV, (but sometimes up to 9 mV) with a total mean of about 1 mV 

(Thomson et al., 1995; Stratford et al., 1996; Buhl et al., 1997; Markram et al., 1997; 

Krimer and Goldman-Rakic, 2001). In intact cortex in vivo, the single-axon responses 

range from failures to 1.5 mV, with mean amplitude of 0.71 ± 0.31 mV (Crochet et al., 

2005). 
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Gamma-amino-butyric acid (GABA) is the major inhibitory neurotransmitter and its 

effects include a shunting of excitatory currents in dendrites, and hyperpolarizing inhibition 

(Borg-Graham et al., 1998; Somogyi et al., 1998). In hyperpolarizing inhibition, negative 

and positive currents sum linearly to produce a net change in membrane potential, in 

contrast, shunting inhibition acts nonlinearly by causing an increase in membrane 

conductance; this divides the amplitude of the excitatory response (Borg-Graham et al., 

1998). Pyramidal cells receive many inputs; it has been estimated that a cortical neuron 

may receive up to 60 000 synapses on their soma, their dendritic shaft, their spines, and on 

their axon initial segment (Cragg, 1967; Peters, 1987). Some studies showed that synapses 

on the cell body or proximal dendrites are more efficient than synapses that are farther from 

the soma (DeFelipe and Farinas, 1992; Williams and Stuart, 2002). However, recent studies 

have shown that it is not a general rule, and that for pyramidal cells in CA1 hippocampus, 

the somatic amplitude EPSP is independent of synapse location (Magee and Cook, 2000; 

Williams and Stuart, 2003). Some GABAergic cells are specialized to innervate a specific 

portion of the cell (Marin-Padilla, 1969, 1974; Marin-Padilla and Stibitz, 1974; 

Szentagothai and Arbib, 1974; Jones, 1975; Szentagothai, 1975, 1978; Fairen and 

Valverde, 1980; Hollander and Vanegas, 1981; Peters and Regidor, 1981; Somogyi and 

Cowey, 1981; Somogyi et al., 1982). Synapses on the cell body have been found to be 

exclusively inhibitory and of intrinsic cortical origin (symmetric synapses only) (Peters et 

al., 1991). Basket cells are the major source of synapses on the soma of other cells, but 

large Basket cells are also known to form synapses on the apical and basal dendrites of 

pyramidal cells (Somogyi et al., 1983; Somogyi et al., 1998; Squire, 2003). The vast 

majority of synapses are located on dendritic surface (spines and dendritic shafts), namely 

90-95 % of the receptive surface of neurons (Sholl, 1955). Synapses on the dendritic shaft 

are mainly of symmetric type while those on spines are almost exclusively of asymmetric 

type (Hersch and White, 1981; White and Hersch, 1981; Hersch and White, 1982; White 

and Hersch, 1982; Porter and White, 1986). The main source of synapses on spines are 

other neighboring pyramidal cells (Gilbert and Wiesel, 1979, 1983; Martin and 

Whitteridge, 1984; DeFelipe et al., 1986; Schwark and Jones, 1989; Ojima et al., 1991), 

and also the inputs formed by spiny stellate cells of layer IV (LeVay, 1973; Somogyi, 1978; 
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Mates and Lund, 1983; Saint Marie and Peters, 1985), by some sparsely spiny cells that are 

called bipolar cells (Peters and Kimerer, 1981; Fairen et al., 1984; Peters and Harriman, 

1988), by thalamocortical afferent fibers (Garey and Powell, 1971; Peters and Feldman, 

1976), and by corticocortical afferent fibers (Jones and Powell, 1970; Lund and Lund, 

1970; Sloper, 1973; Fisken et al., 1975; Sloper and Powell, 1979; Cipolloni and Peters, 

1983; Ichikawa et al., 1985; Porter and White, 1986; Porter and Sakamoto, 1988; Voigt et 

al., 1988; Lowenstein and Somogyi, 1991). However, only one type of sparsely spiny 

neurons, the bipolar cells, are known to make symmetric synapses on spines (Peters and 

Kimerer, 1981; Fairen et al., 1984; Peters and Harriman, 1988), and they also synapse on 

shafts of both pyramidal and nonpyramidal cells (Peters and Kimerer, 1981; Peters and 

Harriman, 1988). The major source of symmetric synapses on dendritic spines of pyramidal 

neurons comes from double bouquet cells (DeFelipe and Farinas, 1992). As it was 

mentioned before, the thalamocortical afferent fibers are excitatory, so they build 

asymmetric synapses on spines and corticocortical afferent fibers also form asymmetric 

synapses with spines (White, 1989). 
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1.3 Morphological types of neurons composing the neocortex 
 There are many different types of neurons in the cortex, but they are generally 

classified as pyramidal neurons or nonpyramidal neurons. Among nonpyramidal neurons, 

there are spiny stellate cells, arcade cells, double bouquet cells, small basket cells, 

chandelier cells, peptides Y cells, neurogliaform cells, and large basket cells. Pyramidal 

cells and spiny stellate cells are excitatory cells and both are spiny. All other cortical cells 

are inhibitory. Some authors prefer to classify the neurons in two classes: spiny neurons 

and aspiny nonpyramidal neurons.  

1.3.1 Pyramidal neurons 
 
 Pyramidal cells are long-axon cells that represent up to 80% of all neurons of 

neocortex in mammalian (DeFelipe and Farinas, 1992; Steriade, 2001a) and they receive 

5000 to 60000 synapses (Cragg, 1967; DeFelipe and Farinas, 1992; Mountcastle, 1998; 

Somogyi et al., 1998). They are represented in all cortical layers except layer 1. Pyramidal 

cells use glutamate (and/or aspartate) as their excitatory neurotransmitter agent. The main 

targets of pyramidal neurons are other pyramidal cells and also some extracortical 

structures (Mountcastle, 1998). In layer 3, ninety-five percent of their targets are other 

pyramidal cells (Mountcastle, 1998; Squire, 2003). Although all the pyramidal neurons 

have the same kind of morphology, they differ in spine density, in shape, in size, in 

dendritic branching, in their pattern of axonal collaterals, and in their projection site 

(DeFelipe and Farinas, 1992). Some general characteristics of typical pyramidal cells are 

the shape of the soma, which is pyramidal, or ovoid, the axon comes from the base of the 

soma on the opposite side of the apical dendrites, all dendrites are spiny and generally, their 

apical dendrite reaches layer 1 (DeFelipe and Farinas, 1992). 

1.3.2 Non-pyramidal neurons 
Spiny nonpyramidal cells (spiny stellate cells) are the major target of excitatory 

thalamocortical fibers (Mountcastle, 1998). These are also excitatory cells and they are 

mainly confined in layer 4 (Fairen et al., 1984). Spiny stellate cells are also called 

excitatory interneuron due to their small and multipolar form and because of their local 

dendrites and axon arborization (Squire, 2003). Their axon collaterals arborize into layer 2 
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and 3 and 90% of their dendrites are confined to a distance of 60 μm from the soma 

(Bannister et al., 2002). As for the pyramidal cells, the axon of spiny stellate cells emerges 

from the white matter side (Bannister et al., 2002) and they use glutamate or aspartate as 

their neurotransmitter (Squire, 2003). Their targets are spines of pyramidal cells, spines of 

other spiny stellate cells, and also dendrites of aspiny nonpyramidal inhibitory cells 

(Mountcastle, 1998). 

 
 Aspiny nonpyramidal cells (or sparsely spiny cells) are present in all cortical layers, 

they have short-axons and many contain GABA, thus suggesting an inhibitory function 

(Markram et al., 2004). GABAergic cells are a heterogeneous group of neurons that receive 

on average 4000 to 6000 synapses (Somogyi et al., 1998) and are classified on the basis of 

their patterns of axonal arborization (Fairen et al., 1984). The dendritic morphology of 

interneurons is highly variable and cannot reliably define the type of interneuron (Markram 

et al., 2004). However, the axonal arborization can reveal the anatomical identity of an 

interneuron because interneurons seem to be particularly specialized to target different 

domains of neurons, different layers of a column, and different columns (Markram et al., 

2004). Interestingly, an axon of a given GABAergic cell can form distinct types of 

synapses on pyramidal cells, and it was shown that an interaction between the presynaptic 

and the postsynaptic neurons is involved in formation of the type of synapse (Gupta et al., 

2000).  

 

There are two types of inhibitory cells that appear to be less selective than others. 

First, Martinotti cells, which innervate cells from where they are located up to layer 1 cells, 

and on the other hand, Double Bouquet cells innervate cells from their origin to layer 5 or 6 

cells (Thomson and Bannister, 2003). The Martinotti cells are multipolar and sparsely spiny 

cells that are located in layer 2 to 6 of the cortex and their axons may synapse in layer 2, 3 

or 5, but their main targets are layer 1 cells where their axons run horizontally for more 

than 500 μm (Wahle, 1993; Markram et al., 2004). The Martinotti cells inhibit mainly the 

tuft dendrites of pyramidal neurons (Markram et al., 2004), but can also innervate the 

proximal dendrites, perisomatic dendrites, and soma (Wang et al., 2004). The Double 

Bouquet cells usually have a bitufted dendritic morphology (Markram et al., 2004) and 

their special feature is a tight fascicular axonal cylinder that resembles a “horse tail” 
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(Somogyi and Cowey, 1981; White, 1989; DeFelipe et al., 1990). The Double Bouquet 

cells mainly target dendrites (shafts and spines) of pyramidal cells, and they are located in 

layer 2 to layer 5, but seems to be preferentially located in the supragranular layers 

(Markram et al., 2004). The double bouquet cells are small (diameter of 10-18 µm) and 

they form synapses on dendritic shafts and little branches of others inhibitory neurons and 

they also build synapses on spines or small dendritic branches of pyramidal cells (Somogyi 

and Cowey, 1981; del Rio and DeFelipe, 1995). Their regional, laminar, and synaptic 

organization suggest that they play a crucial role in the regulation of pyramidal cells output 

that furnish corticocortical projections (Squire, 2003).  

 

The basket cells represent about 50% of all inhibitory interneurons (Markram et al., 

2004) and they are specialized in targeting the soma and proximal dendrites of pyramidal 

interneurons (Marin-Padilla, 1969; White, 1989; Gilbert, 1993; Wang et al., 2002). The 

term “basket cell” comes from the basket-like appearance around pyramidal cell soma that 

result from convergent innervations by many basket cells (Markram et al., 2004). On the 

basis of differences in their axonal and dendritic morphologies, basket cells can be divided 

into three main subclasses: large basket cells, small basket cells, and nest basket cells 

(Markram et al., 2004). The large basket cells are the largest nonpyramidal cells of the 

neocortex with a soma diameter of 20-33 μm (Mountcastle, 1998), and they innervate 

perisomatic region of other cells (DeFelipe and Farinas, 1992; Somogyi et al., 1998; Gupta 

et al., 2000; Squire, 2003). A basket cell can innervate several pyramidal cells and one 

pyramidal cell can be innervated by numerous basket cells (Squire, 2003). This type of 

cells, which is mainly located in layer 3 and 5, and also in layer 4 (Gupta et al., 2000), is 

aspiny, has mainly a multipolar morphology with dendrites extending in all directions for 

several micrometers, and their axons often bifurcate quickly and travel distance up to 2 mm 

(Squire, 2003). Large basket cells, usually multipolar, might also have a somato-dendritic 

morphology that is bitufted, pyramidal or bipolar and they are the primary source of lateral 

inhibition across columns within the layer that contains their soma (Markram et al., 2004). 

Small basket cells have the same shape and the same target as large basket cells, but they 

are only 12 μm in diameter (Fairen et al., 1984). Small basket cells can also be 

distinguished from large basket cells by their frequently branching and curvy axons 
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(Markram et al., 2004). The nest basket cells are, as other type of basket cell, soma-

targeting (Gupta et al., 2000; Wang et al., 2002) and the “nest” arises because of their 

birds’-nest-like appearance (Markram et al., 2004). They seem to be an hybrid of large 

basket cells and small basket cells, but have a local axonal cluster more like small basket 

cells, and less frequent branching, and longer axonal collaterals with a lower density of 

boutons, more like large basket cells (Markram et al., 2004). 

 

The axo-axonic cells synapse exclusively in an uniform and specific way, on axons 

initial segment of pyramidal cells (Somogyi, 1977; Somogyi et al., 1998). They are also 

called chandelier cells, and they are small neurons with a somatic diameter of 10-15 μm 

that are localized in layer 2 and 3 (Somogyi, 1977), but could also be found in layer 4, 5, 

and 6 (Markram et al., 2004). Chandelier cells can be multipolar or bitufted and their local 

axonal cluster are formed by high-frequency branching at shallow angles, often ramifying 

around, above or below their soma with a high bouton density (Markram et al., 2004). The 

characteristic terminal portions of the axon form short vertical rows of boutons, resembling 

a chandelier (Somogyi, 1977; Somogyi et al., 1982). Each pyramidal cell receives 1 to 3 

synapses from chandelier cells, but one chandelier cell inhibits from 100 to 400 pyramidal 

cells (Marin-Padilla, 1987). It is thought that these cells are able to completely shut down 

the firing of a pyramidal cell (Squire, 2003).  

 

The peptide Y cells, also called bipolar or bitufted cells, are present in all cortical 

layers except in layer 4 and even if their targets have not been clearly defined, it is known 

that their dendrites and their axons arborize vertically in both directions to reach all layers 

of the cortex (Kuljis and Rakic, 1989).  

 

Neurogliaform cells have been identified as the smallest inhibitory interneurons of 

the cortex with a diameter of 10 to 12 μm and are located in all layers of the cortex, but are 

more concentrated in layer 3 and 4 and their targets are thought to be spiny nonpyramidal 

cells (Jones, 1975). They also have many fine and radiating dendrites that are short, aspiny, 

finely beaded, and rarely branched (White, 1989). Shortly after its origin, the axon breaks 
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up into a dense, intertwined arborization of ultra-thin axons with as many as ten orders of 

branching (Markram et al., 2004).  

 

Layer 1 neurons are virtually all inhibitory and they fall into two categories (Hestrin 

and Armstrong, 1996). The first comprises Cajal Retzius cells, which are large neurons 

with horizontal processes, and are multipolar cells with various soma shapes (Markram et 

al., 2004). Their axons, which are confined to layer 1, can be extensive and typically have a 

horizontal trajectory, and are believed to target the terminal tufts of pyramidal cells 

(Markram et al., 2004). The second category is a heterogeneous group of small, multipolar 

interneurons with varying axonal arborization (Markram et al., 2004). 
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1.4 Electrophysiological types of neurons composing the 
neocortex 
 

There are billions of neurons composing the neocortex, and they can be classified in 

at least 4 electrophysiological groups: Regular-Spiking (RS), Intrinsically-Bursting (IB), 

Fast-Spiking (FS), and Fast-Rhythmic-Bursting (FRB) (Connors and Gutnick, 1990; Gray 

and McCormick, 1996; Steriade et al., 1998; Steriade et al., 2001). All these 

electrophysiological types of neurons can be observed in vitro (FRB can be seen only with 

artificial cerebrospinal fluid that contains physiological levels of extracellular calcium 

(Brumberg et al., 2000)) as well as in vivo under anesthesia, or in vivo without anesthesia 

in any state of vigilance (Steriade et al., 2001). In addition, they can all be observed in all 

cortical layers (Steriade et al., 1998; Timofeev et al., 2000a; Cardin et al., 2005). RS cells 

are the most common type of cells recorded in neocortex (Connors and Gutnick, 1990). 

These cells are characterized by spike frequency adaptation in response to depolarizing 

current pulses and by the absence of burst response (McCormick et al., 1985). IB cells are 

characterized by the presence of an initial burst that can be followed either by other bursts 

or by single spikes (McCormick et al., 1985; Connors and Gutnick, 1990; Nunez et al., 

1993). Within a burst, spikes tend to decrease in amplitude and bursts occur at 5-15 Hz 

(Connors and Gutnick, 1990). The intraburst frequency of FRB cells is between 300 and 

600 Hz, and the interburst frequency ranges from 20 to 50 Hz, but is mainly between 30 

and 40 Hz (Gray and McCormick, 1996; Steriade et al., 1998; Cardin et al., 2005). The 

FRB cells differ from IB cells by their regular interspike intervals within a burst while the 

IB cells generally display a longer first interspike interval (Steriade et al., 1998). In 

addition, the spikes of FRB cells show a much larger short afterhyperpolarization (sAHP) 

similar to spikes of FS, while spikes of IB and RS show only a slight sAHP (Steriade et al., 

1998). The spikes of FS and FRB cells are thin while spikes of RS and IB are broader 

(Connors and Gutnick, 1990; Gray and McCormick, 1996; Steriade et al., 1998; Steriade et 

al., 2001). The FS cells are characterized by a linear current-frequency response to 

depolarizing current pulses with tonic firing reaching up to 800 Hz, and they don’t show 

spike frequency adaptation (Connors and Gutnick, 1990; Gray and McCormick, 1996).  
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1.5 Correlation between electrophysiology and morphology 
 
 Many authors have tried to correlate electrophysiology with neuronal morphology 

(McCormick et al., 1985; Chagnac-Amitai et al., 1990; Connors and Gutnick, 1990; Gray 

and McCormick, 1996; Timofeev et al., 2000a; Steriade, 2004a). RS cells were thought to 

be either pyramidal cells or spiny stellate cells while FS were thought to be aspiny non-

pyramidal neurons, thus interneuron (Connors and Gutnick, 1990; Gray and McCormick, 

1996). There was also a study that showed that in layer 5, IB cells are large pyramidal cells 

(Chagnac-Amitai et al., 1990). FRB, also called chattering cells, were thought to be layer 

II/III pyramidal cells (Gray and McCormick, 1996) and more recently were associated with 

pyramidal cell of any layer (Steriade et al., 1998) or basket cell (Steriade et al., 1998; 

Steriade, 2004a). Recent studies showed that electrophysiological properties of neurons can 

be modulated by a change in the network activity (Timofeev et al., 2000b) or by changing 

the extracellular calcium concentration (Brumberg et al., 2000; Boucetta et al., Submitted 

2005). The proportion of IB cells observed in cortical slab preparation was increased with 

39% of cells recorded being IB, while 15 to 20% are usually observed in intact cortex 

(Timofeev et al., 2000b). The presence of norepinephrine and acetylcholine also transforms 

the burst firing mode of a cell into a tonic firing mode (Wang and McCormick, 1993). Thus 

cells are able to change their firing pattern. In addition, by injecting slight sustained 

depolarization in the cells, the neurons converted the burst firing into a RS pattern 

(Timofeev et al., 2000b; Steriade, 2004a). It is also important to note that these 

depolarizations can occur naturally with transition from slow-wave sleep to wakefulness or 

to REM sleep, and thus, the change in state of vigilance can change the firing pattern 

(Steriade, 2001b; Steriade et al., 2001; Steriade, 2004a). This could be an explanation for 

the increased proportion of IB cells in cortical slabs (Timofeev et al., 2000b) or in slices 

(40-60%) (Nishimura et al., 2001) in which the cells are more hyperpolarized, and it could 

also explain the lower percentage (<5%) of IB cells during wakefulness, a state in which 

the neurons are more depolarized (Steriade et al., 2001). The change in extracellular 

calcium concentration to a physiological range (1.0 to 1.2 mM) in artificial cerebrospinal 

fluid (ACSF) allowed to record cells with FRB pattern (Brumberg et al., 2000) while with 

traditional ACSF, no FRB cells were reported in vitro. Also, in vivo, with microdialysis 
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technique, a diminution in the extracellular calcium concentration to approximately 0.8 mM 

transformed RS cells into IB cells (Boucetta et al., Submitted 2005). Transitions from RS to 

FRB to FS were also described (Steriade et al., 1998) and these transitions were ascribed to 

the persistent sodium current (INa(p)) and to a reduction in fast voltage- and calcium-

dependant potassium conductances (Traub et al., 2003). Up to now, all FS cells recorded 

and stained were found to be interneurons, but for the 3 other types, no association between 

morphology and electrophysiology can be made since the firing pattern is modulated by 

different factors including the extracellular potassium concentration, the membrane 

potential, the network activity/state, the presence of neuromodulators, and the extracellular 

calcium concentration. 
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1.6 Thalamocortical system 
 

The thalamocortical network is organized in a loop. The main gateway of 

thalamocortical system is dorsal thalamus, which receives specific inputs from ascending 

sensory pathways and from the brainstem modulatory systems (Steriade et al., 1997). These 

thalamocortical neurons send their glutamatergic axons to the cerebral cortex and to the 

reticular thalamic nucleus (Steriade et al., 1997). The thalamocortical neurons project 

mainly in the layer IV of neocortex but also few axons of thalamocortical neurons 

ascending from associative and nonspecific nuclei of dorsal thalamus project to layer I and 

VI (Steriade et al., 1997). The reticular nucleus receives glutamatergic (excitatory) inputs 

from collaterals of thalamocortical cells and corticothalamic fibers, all of which pass 

through the reticular nucleus (Jones, 1985). The excitatory influence of corticothalamic 

projections is much stronger for reticular nucleus neurons, which are all GABAergic, than 

for thalamocortical neurons (Golshani et al., 2001). The main axons of reticular cells 

terminate in the thalamus and a characteristic of the reticular nucleus is the presence of 

electrical coupling (Landisman et al., 2002; Fuentealba et al., 2004c).  

1.6.1 Thalamocortical neurons 
 
 The thalamocortical neurons possess many intrinsic currents that enable them to 

mediate some oscillatory activities. When depolarized, thalamocortical neurons fire in a 

tonic mode. When hyperpolarized by a current pulse or IPSPs to the level of activation of 

hyperpolarisation-activated cation current (Ih), the cells respond with a depolarizing sag. 

During the hyperpolarisation, the low-threshold calcium current (It) is deinactivated and at 

the offset of the current pulse, the It is activated and the cell produces a low-threshold spike 

(LTS) that can lead to a burst of action potentials. This indicates that thalamocortical 

neurons can fire when they are hyperpolarized and when they are depolarized. Thus, the 

thalamocortical cells may respond with tonic firing to excitatory inputs, as sensory inputs, 

while they respond with bursting firing when hyperpolarized (Rosanova and Timofeev, 

2005). 
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1.6.2 Reticular thalamic neurons 
 
 Similar to thalamocortical neurons, the reticular neurons can discharge in a burst 

mode or in a tonic mode (Mukhametov et al., 1970; Steriade and Wyzinski, 1972; Steriade 

et al., 1986). The firing mode depends on the membrane potential level (Contreras et al., 

1992; Bal and McCormick, 1993; Gentet and Ulrich, 2003). At depolarized membrane 

potential (>-65 mV), intracellular injection of positive current pulse induces tonic firing, 

while at more hyperpolarized membrane potential (<-65mV), the same intracellular 

injection of current produces high-frequency bursts (300-500 Hz) of action potentials (Bal 

and McCormick, 1993; Contreras et al., 1993).  
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1.7 Cortical activity during states of vigilance 
 

There are three different states of vigilance: wakefulness, slow-wave sleep (SWS), 

and rapid eye movement (REM) sleep. 

1.7.1 Wakefulness 
 
  Wakefulness is associated with an activation of brainstem pedunculopontine and 

laterodorsal tegmental (PPT/LDT) cholinergic nuclei, which blocks low-frequency 

rhythmic activities (<15Hz) that characterize slow-wave sleep (Steriade, 2000, 2004b). 

Frequencies such as alpha, mu, theta, beta, and gamma characterize wake state. The alpha 

rhythm (8 to 13 Hz) is better seen with eyes closed under conditions of physical relaxation 

and relative mental inactivity; the alpha rhythm disappear with alertness and with sleep 

(Niedermeyer, 1993a). The amplitude of alpha waves tends to wax and wane and these 

rhythms are present over occipital, parietal, and posterior temporal regions (in humans) 

(Niedermeyer, 1993a). The mu rhythms are very similar in shape and in frequency to alpha 

rhythm, but they are present in somatosensory and motor areas, and they present sharp 

negative and rounded positive wavelets (Niedermeyer, 1993a). Mu rhythms are blocked by 

movements and are thought to be related to the conceptual design of the movement to be 

executed (Niedermeyer, 1993a). Theta frequencies are also present and range from 4 to 7.5 

Hz (Niedermeyer, 1993a). The waking state is also characterized by the predominance of 

beta (15-30 Hz) and gamma (30-60 Hz) frequencies (Bressler, 1990; Freeman, 1991). 

Gamma is associated with attentiveness (Rougeul-Buser et al., 1975; Bouyer et al., 1981), 

focused arousal (Sheer, 1989), sensory perception (Gray et al., 1989), and movement 

(Murthy and Fetz, 1992; Pfurtscheller and Neuper, 1992). Waking state is associated with 

an activated pattern of EEG, muscle tone, and depolarization and tonic firing of the 

majority of cortical neurons (Steriade et al., 2001; Timofeev et al., 2001a). 

1.7.2 Rapid Eye Movement sleep 
 
 The REM sleep was first described in 1937, and was called B state, which consisted 

in a state of sleep with no alpha rhythm, only low voltage changes in potential, some eyes 
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rolling, and was associated with dreams (Loomis et al., 1937). The appellation “rapid eye 

movement period of sleep” was given by Aserinsky and Kleitman, and they remarked that 

no delta waves could be recorded during rapid eye movement periods, that movements 

were binocularly synchronous, and that dream recalls were associated with a previous 

presence of rapid eye movement period (Aserinsky and Kleitman, 1955). It was also 

suggested that rapid eye movements are involved in visual imagery accompanying 

dreaming (Aserinsky and Kleitman, 1955). Now, it is well known that REM sleep is 

associated with an activated pattern of EEG, an absence of muscle tone, the presence of 

ocular saccades, tonic firing of thalamocortical (Hirsch et al., 1983), and depolarization of 

cortical neurons (Steriade et al., 2001; Timofeev et al., 2001a).  

1.7.3 Slow-Wave sleep 
 
 The occurrence of slow rhythms during sleep was first described in 1937 (Blake and 

Gerard, 1937). Up to now, slow-wave sleep has been divided in four stages. The first one is 

called drowsiness, in which one can observe a transition from alpha to vertex waves 

(Niedermeyer, 1993b). The second stage is light sleep during which spindles, vertex waves, 

and K complexes can be observed (Niedermeyer, 1993b). Deep sleep is the third stage of 

SWS and is characterized by much slower waves, K complexes, and some spindles 

(Niedermeyer, 1993b). The fourth stage of sleep is very deep sleep that is again 

characterized by the presence of much slower waves and K complexes (Niedermeyer, 

1993b). The K complex is an EEG pattern that reflects a sequence of depolarizing and 

hyperpolarizing membrane potentials in cortical neurons (Amzica and Steriade, 2002).  
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1.8 Oscillations in slow-wave sleep 
 
 As for other states of vigilance, slow-wave sleep has different rhythm composing 

the EEG. 

1.8.1 Slow oscillation 
 

The slow oscillation can be observed in natural sleep as well as in anaesthetized 

animals with urethane, mixture of ketamine and nitrous oxide, and mixture of ketamine and 

xylazine (Steriade et al., 1993a). It consist in an alternation between an active state and a 

silent state that is more hyperpolarized by 5 to 25 mV (Steriade et al., 1993a; Contreras and 

Steriade, 1995; Timofeev et al., 2000b; Steriade et al., 2001; Timofeev et al., 2001a; 

Mukovski et al., Submitted 2005)). It is now known that the silent state is not due to an 

active inhibition since (1) FS cell are also hyperpolarized during silent states and they do 

not fire more at the end of the cycle (2) all neurons that were recorded with potassium 

chloride to reverse the chloride current (activated via gamma-aminobutyric acid (GABA) 

receptor) revealed hyperpolarized phase, and (3) all neurons that were recorded with 

cesium acetate, which blocks most of potassium current, revealed an absence of the 

hyperpolarized phase during the silent phase of network activity (Timofeev et al., 2001a). 

Other studies showed that some sleep frequencies were affected by the mutation of a gene 

responsible for an ion channel that control the membrane repolarization, thus it suggests 

that potassium current is involved in the generation of some sleep rhythms (Benington et 

al., 1995; Vyazovskiy et al., 2002; Espinosa et al., 2004; Cirelli et al., 2005). These studies 

were not specifically about SWS frequencies (<1 Hz) and thus, no evidence are found to 

explain how the silent states are initiated. However, some hypothesis suggest that synaptic 

depression of active synaptic connections (Markram et al., 1997; Tsodyks and Markram, 

1997), the slow inactivation of the persistent sodium current (Fleidervish et al., 1996; 

Fleidervish and Gutnick, 1996), the activation of calcium-dependent potassium current 

(Schwindt et al., 1992), and the activation of sodium-dependent potassium current 

(Schwindt et al., 1989), would displace the membrane potential of neurons from the firing 

level and the entire network would go to the silent state, and these hypothesis were 

confirmed by modeling studies (Bazhenov et al., 2002; Hill and Tononi, 2005). 
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There are few studies concerning the mechanism responsible for the initiation of 

active state. One of them suggest that a small number of cells organized in space would 

initiate the active state (Cossart et al., 2003). This study was done in slices with ACSF 

containing 3 mM of potassium and 2 mM of calcium, and these authors used calcium 

imaging to detect neuronal activity. In this study, only few cells are simultaneously active 

in few consecutive active periods, and these active periods could last for 60 ms up to 30 s, 

which is never observed in vivo. In addition, the authors considered an active state when 2 

to 3 % of cells were active and there were always active cells (Cossart et al., 2003). In in 

vivo studies, all neurons recorded are active when the network is active and all neurons 

recorded are silent when the network is silent (Contreras and Steriade, 1995; Steriade et al., 

2001; Timofeev et al., 2001a). Another study, again in slice, suggest that layer 5 IB cells, 

which are pyramidal neurons, are responsible for the onset of active state (Sanchez-Vives 

and McCormick, 2000). In this study, the authors used 1.0 to 1.2 mM of calcium and 3.5 

mM of potassium in the ACSF which is similar to in vivo conditions. Their slow waves 

were much more similar to what is seen in vivo than the previous study have shown, but 

still, they observed spontaneous firing in layer 5 and 6 during silent states, which is not 

observed in vivo. A third study investigating the origin of active state was done in vivo in 

cortical slab preparation, a gyrus isolated from thalamic inputs with blood supply preserved 

(Timofeev et al., 2000b). In this study, the authors observed that the active and silent states 

were present, which suggest the cortical origin of active state. Some other studies tried to 

demonstrate that slow oscillation has a cortical origin and one of them showed the presence 

of slow oscillation after extensive thalamic lesions (Steriade et al., 1993b) and another one 

showed an absence of slow oscillations in the thalamus of decorticated cats (Timofeev et 

al., 1996). In cortical slab preparations, the frequency of active state was much slower than 

in intact cortex, but the larger the isolated gyrus was, the faster was the frequency of active 

state (Timofeev et al., 2000b). In addition, the authors observed an increase in spontaneous 

potential before the onset of active state and their conclusion was that the active state onset 

is due to a summation of spontaneous neuromodulator release.  

 
It is important to point out that like neocortical neurons, neostriatal, thalamic 

reticular, and thalamocortical neurons are hyperpolarized during silent state (Wilson et al., 
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1983; Wilson, 1986; Contreras et al., 1996; Steriade et al., 2001). However, during active 

state, cortical, neostriatal, and inhibitory thalamic reticular neurons are depolarized and fire 

spikes while thalamocortical neurons are hyperpolarized with rhythmic inhibitory 

postsynaptic potential and occasionally fire rebound spike-burst (Contreras and Steriade, 

1995; Timofeev and Steriade, 1996). The long lasting hyperpolarisations in cortical neurons 

are absent when brain cholinergic structures are active (Metherate and Ashe, 1993; Steriade 

et al., 1993b) or during REM sleep and waking (Steriade et al., 2001; Timofeev et al., 

2001a).  

 
 Both, the transition from SWS to waking state and the transition from SWS to REM 

sleep depends on the increase in the activity of neuromodulatory systems (Steriade and 

McCarley, 1990). During waking state, the level of noradrenaline, serotonin, and 

acetylcholine are increased while during REM sleep only the level of acetylcholine is 

increased (Steriade et al., 1997). An increase in the level of activity of neuromodulatory 

systems increased the input resistance of neurons (Steriade et al., 2000). In vitro data 

showed that an application of activating neuromodulators increased the input resistance by 

blocking potassium currents (McCormick, 1992).  

 
In the present thesis, we show that IB cells from any layer tend to be the first to 

discharge, thus to trigger the active state, but deepest cells tend to lead over superficial 

ones. In fact, we observed that the active state could be initiated in any layer, but 

preferentially in deepest layer and that IB cells were the first to be in active state in the vast 

majority of cycles analyzed.  

1.8.2 Delta oscillation 
 
 The frequency of sleep delta oscillation is in the range of 1 to 4 Hz. The delta 

oscillations are different from the slow oscillations (Achermann and Borbely, 1997) since 

the delta oscillations are attenuated in the transition from the first level of non-REM sleep 

to the second. In the thalamus, delta oscillations are generated intrinsically in neurons. An 

interplay of low-threshold calcium current (IT) and hyperpolarisation activated cation 

current (Ih) can generate delta oscillation when thalamocortical cells are hyperpolarized, 

thus during deep sleep (McCormick and Pape, 1990; Leresche et al., 1991; Soltesz et al., 
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1991; Dossi et al., 1992). In a single thalamocortical cell, the delta activity is generated by 

a long-lasting hyperpolarisation, which induce an activation of Ih that depolarizes the cell 

and activate the IT which induces rebound burst. Both current are inactivated during burst, 

Ih is inactivated because of voltage dependence (Pape, 1996) and IT is inactivated because it 

is a transient current (Huguenard, 1996) and thus, the cell becomes hyperpolarized after the 

burst termination, and this initiates the next cycle.  

1.8.3 Spindle Oscillation 
 
 Sleep spindle oscillations consist of waxing-and-waning field potentials of 7-14 Hz 

which last 1 to 3 seconds and recur every 5 to 15 seconds (Fuentealba and Steriade, 2005). 

In vivo, spindle oscillations are observed during early stages of sleep and during the active 

phases of SWS oscillations. The origin of spindles is known. The spindles are generated in 

isolated thalamic reticular nucleus (Steriade et al., 1987; Bazhenov et al., 1999) and 

spindles are absent in the dorsal thalamus that is disconnected from the reticular nucleus 

(Steriade et al., 1985), which suggests that spindles are generated in the reticular nucleus. 

The thalamic reticular nucleus is interconnected via GABAergic connection and it was 

shown that about 30% of thalamic reticular neurons have a prolonged hyperpolarisation 

before the spindle oscillations (Fuentealba et al., 2004b). The reversal potential of chloride 

channel, which are opened by GABA via GABAa receptor, is about -70 mV and the resting 

potential of thalamic reticular cell is about -78 mV (Huguenard, 1996; Fuentealba et al., 

2004a; Fuentealba et al., 2005) and thus, the reversed IPSPs could trigger LTSs burst 

(Bazhenov et al., 1999). These bursts would hyperpolarize thalamocortical neurons and at 

the end of these IPSPs, thalamocortical neurons would generate rebound spike-burst that 

excite cortical neurons and thalamic reticular neurons. Then the firing of corticothalamic 

neurons would contributes to the spindle synchronization via depolarization of both, 

reticular and thalamocortical neurons. The strong influence of cortical neurons on reticular 

neurons (Golshani et al., 2001) will excite strongly reticular cells and thus, thalamocortical 

cell will be hyperpolarized and the next cycle is started. The waning phase would be due to 

calcium induced cAMP up-regulation of Ih current in thalamocortical cells (Bal and 

McCormick, 1996; Budde et al., 1997; Luthi et al., 1998) and network desynchronisation 

(Timofeev et al., 2001b). 
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1.8.4 Gamma and ripples 
 During SWS, gamma (30-60Hz) and ripples (>100 Hz) oscillations are observed 

during the active phase. The ripples were associated with neuronal depolarization and they 

were more present during active phase of SWS then during waking state or REM sleep 

(Grenier et al., 2001). A set of cortical and thalamic neurons fire in phase-locked during 

gamma activities (Steriade et al., 1996a; Steriade et al., 1996b; Timofeev and Steriade, 

1997). 
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2.1 Résumé 
Des alternations spontanées des états actifs et silencieux se produisent pendant le 

sommeil à ondes lentes. Les causes de la transition de l’état silencieux vers l’état actif 

demeurent inconnues. Afin d’étudier les mécanismes neuronaux menant aux 

déclenchements des états actifs, nous avons procédé à des enregistrements multisites 

simultanés de potentiels de champ et à des enregistrements de l’activité intracellulaire de 2, 

3 ou 4 neurones situés près l’un de l’autre chez des chats anesthésiés et chez des chats 

durant un sommeil naturel (non-anesthésié). Nous avons trouvé que les neurones séparés 

par des dizaines jusqu’à des centaines de micromètres, n’importe quel des 2 à 4 neurones 

pouvait être le premier à révéler le déclenchement de l’activité. Le déclenchement des états 

actifs pouvait être retardé par autant que 100 ms. Les neurones avec décharges en bouffées 

de potentiels d’action de n’importe quelle couche et les neurones situés profondément 

avaient tendance à montrer les premiers le déclenchement des états actifs. Nos données 

supportent l’hypothèse que les états actifs spontanés pouvaient débuter à n’importe quel 

endroit dans le néocortex. 
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2.2 Abstract 
 

Spontaneous alternations of active and silent states occur during slow-wave sleep. 

The causes for the transition from silent to active states remain unknown. To investigate 

neuronal mechanisms leading to the active states onset we used simultaneously multisite 

field potential and intracellular activities from 2, 3 or 4 closely located neurons in 

anesthetized and naturally sleeping cats. We found that in neurons separated by tens to 

hundred of micrometers any of 2-4 neurons could be the first that reveal the onset of 

activity in local neuronal groups. The onset of active states could be delayed by as much as 

100 ms. Both intrinsically-bursting neurons from any layer and deeply laying neurons had 

tendency to lead the onset of active states. Our data support the hypothesis that spontaneous 

active state could start in any place of neocortex. 
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2.3 Introduction 
Spontaneous activity is an emergent property of the cortical network in various 

states of vigilance that occurs even in the absence of sensory stimuli or any other inputs. 

The state of sleep (slow-wave sleep) is characterized by the presence of slow EEG waves 1. 

During sleep, cortical neurons display alternations of silent and active states, which 

correspond to depth-positive and depth-negative waves of EEG 2-4. Human studies have 

shown that each wave of slow oscillation originates at a definite site, more frequently in 

prefrontal-orbitofrontal regions and propagate in an anteroposterior direction 5. Three 

hypotheses suggest that the basis of active states is (a) spontaneous mediator release in a 

large population of neurons leading to occasional summation and firing 6, (b) spontaneous 

intrinsic activity in layer 5 intrinsically bursting neurons 7 and (c) the selective 

synchronization of spatially structured neuronal ensembles involving a small number of 

cells 8.To resolve such contradictory conclusions on the origin of active network states we 

performed multisite local field potential and intracellular recording followed by staining in 

anesthetized and non-anesthetized cats. Here we show that active network states could start 

from any cortical area and at any depth, but the leading role in the onset of active states is 

played by deeply laying neurons.  
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2.4 Database 
We recorded intracellular activities from 16 anesthetized and 2 non anesthetized 

cats with the aim to obtain multisite (16 channels) field potential recordings from different 

cortical depth by mean of Michigan probes or dual, triple or quadruple intracellular 

recordings from cortical neurons. The medio-lateral/antero-posterior distance between 4 

intracellular electrodes was <0.3 mm (usually 0.1 mm) (Fig. 1 a, b). In these experiments 

we obtained 4 quadruple, 3 triple and 28 dual recordings from anesthetized and 5 dual 

intracellular recordings from naturally sleeping cats. 
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2.5 Results 
  

Most of the neurons recorded in anesthetized animals were electrophysiologically 

identified 9-11. Because the responses of the same neuron to depolarizing current pulses 

change depending on the state of the network 12,13, we applied depolarizing current pulses 

eliciting action potentials with at least 3 intensities and the same current pulse was applied 

at least 10 times. If the response to one of the current pulses was different from Regular-

Spiking (RS) pattern we classify this neuron according to the response to this current pulse. 

71 out of 81 neurons recorded in the present study in anesthetized animals were 

electrophysiologically identified as RS, (71.8 %), Fast-Rhythmic-Bursting (FRB, 16.9 %), 

Intrinsically-Bursting (IB, 8.5 %) and Fast-spiking (FS, 2.8 %).  

 

Local field potential recordings. Under Ketamine-Xylazine anesthesia, the EEG displays 

a slow oscillation (Fig. 1) that is similar to the slow oscillation occurring during natural 

slow-wave sleep (Fig. 2). In order to determine the origin of the active state, we recorded 

15 local field potentials (LFP) with a Michigan probe inserted perpendicularly to the 

neocortex surface. The transitions from depth-positive/surface-negative (silent) state to 

depth-negative/surface-positive (active) states were fitted with a sigmoid curve to eliminate 

impact of noise and the time at 10% of the transition amplitude was taken as the onset of 

active state (Fig. 1 a). A high variability in activation order was observed and any of 

electrodes could be the first one to display the transition from silent to active states. The 

longer the interelectrode distance, the higher the degree of variability in activation time was 

seen (compare EEG 2-1 with EEG 8-1 in Fig. 1 b). However, the deep electrodes showed a 

tendency to be activated first (Fig. 1b and c).  

 

 To further investigate the location of the onset of active state, we recorded 16 LFP 

with a Michigan probe inserted perpendicularly to the neocortex surface during natural 

sleep and computed current-source density maps from these recordings (Fig. 2). In order to 

reduce the influence of high EEG frequencies in the current-source density analysis, we 

filtered offline the LFP between 0.5 and 6 Hz. The current-source density maps showed the 
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presence of a source during the depth-positive EEG waves located in channels 9 and 11 

(corresponding depth are 900 and 1100 μm respectively) (Fig. 2 b). Since the depth-

positive EEG waves correspond to the periods of disfacilitation 3, the presence of source 

indicate that excitatory activity was reduced primarily at that depth.  The borders of source 

at this depth (10 % of transition, white lines on Fig. 2 b and c) indicate that the onsets of 

active states started here. This pattern of activity was found in the majority of cases (86 %). 

The current-source density analysis of an average of 50 cycles emphasized the presence of 

source in channels 9 and 11 and also showed a major sink in channels 3-5 and 10.  

 

 In order to study the cellular mechanisms of the active state onsets, we made 

quadruple, triple, and dual intracellular recordings from closely located neurons (Fig. 3). 

The recorded cells were electrophysiologically identified as previously described (Fig. 3, 

d). The lateral distance between recorded pipettes was usually around 100 μm and never 

exceeded 300 μm. On a coarse time scale, onsets of active and silent states occurred at 

about the same time in all closely located neurons recorded at any depth. To quantify the 

timing of the active state onset, we fitted the transitions from silent to active states with a 

sigmoidal curve and the time at 10% amplitude was taken as the time for onset of active 

state. On the fine time scale, the onsets of active states were not simultaneous and the order 

of involvement of neurons in activity was not uniform, but varied from one cycle to the 

other. Any cell could be leading in some cycles, but followed other cells in other cycles 

(Fig. 3, c, e). However, there was a clear tendency for particular neurons either to be 

leading or following other neurons. In the example shown in the Fig. 3, the deeply laying 

FRB neuron (green) was taken a reference. The blue intrinsically bursting neuron lying at a 

depth of about 950 μm had strong tendency to lead and a regular-spiking neuron lying at 

the same depth had tendency to follow as shown in histograms of active state onset delays 

(Fig. 3, e). 

 

 We compared the depth distribution of leading neurons in all recorded neuronal 

pairs (Fig. 4, a). The maximum of Gaussian fitting of delay distribution was taken as 

characteristic delay of the onset for this cell (Fig. 3 f). The more superficially located 

neurons were leading in only 16 % of cases (Fig. 4, a, left), the deeply located neurons were 
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leading in 38% of cases (Fig. 4, a, middle) in the other cases the depth of recorded neurons 

was similar (less than 200 μm from manipulator reading, Fig. 4, a, right). Thus, in 

agreement with field potential recordings, the neurons located in deeper layers had 

tendency to lead the onsets of active states. The averaged delay of active state onset was 7.6 

± 6.8 ms (range: 0.3 to 35.9 ms, n = 53, Fig. 4 b) while the averaged standard deviation of 

delays was 16.1 ± 4.4 ms (range: 8.8 to 28.2 ms, n = 53, Fig. 4, c) suggesting large 

variability of the activity onsets in different cycles.   

 

 Next, we wondered if active states originated earlier in neurons of a particular 

electrophysiological class. All electrophysiological types of neurons were distributed 

throughout all cortical layers (Fig. 5 a). Two types of comparison were made. First, we 

compared the leading ability of a particular neuron on the basis of mean maxima of delay 

histograms (Fig. 5, b), and then we compared the leading ability of a particular neuron on a 

cycle-by-cycle basis.  The IB neurons were leading in all IB/RS pairs (n = 5) and in 76.4% 

of the 210 cycles analyzed for this pair type (range 60% to 88%). In 4 IB/FRB pairs, the IB 

led in three pairs and led in 57.1 % of the 182 cycles analyzed (range 40% to 69%). In the 

only pair where the FRB led the IB neuron, which is shown in figure 3, the IB neuron was 

located much more superficially than the FRB cell. Out of 9 FRB/RS pairs, the FRB led in 

7 pairs and in 58.2% of the 544 analyzed cycles (range 35% to 87%). We recorded only 2 

FS cell in this study, one FS/RS pair and one FRB/FS pair. In both cases, on the histogram 

of leading neuron distribution the FS neuron was led by other neurons (not shown).  

  

 We used also a second approach to detect the active and the silent states (Fig. 6). 

We calculated the mean membrane potential and its SD in a running window of 25 ms, and 

plotted a 3D distribution of the occurrence of pairs of mean and SD values (Fig. 6 c, d). 

Silent states formed a sharp peak at hyperpolarized potentials and low SD values. Active 

states are represented in this plot by a broader hill at more depolarized potentials and higher 

SD values. Since the peak location differs along both axes, the use of a combination of 

these two parameters allows the detection and separation of the states (Fig. 6 c, d). To 

eliminate the impact of brief spontaneous fluctuations of the membrane potential the 

periods lasting less than 40 ms were not considered for further analysis. A typical example 
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of the active state transition for these 4 neurons is shown in the figure 6, b1, in which the 

earlier onset was observed in the deepest cell, and systematically increase in more 

superficially recorded cells. Figure 6, b2 shows an example of a very different sequence of 

activity, with the cell 3 leading and the other 3 cells following with some delay.  

 

To quantify the timing of the active states onset in a given neuron, the mean time of 

the active state onsets in a combination of 2, 3 or 4 neurons was considered as 0 time, and 

the delays from this time were plotted against the depth of the cortex (Fig. 7). Similar to 

identification with onsets of activities (Figs. 3-4) the depth distribution of delays 

demonstrated that the neurons lying in deep layers had tendency to lead the active states. 

To make quantitative analysis we averaged times of the transition for upper layers (0-0.7 

mm), middle layers (0.7-1.4) mm and deep layers (1.4 mm and below). The transition from 

silent to active states in the deep layer preceded the middle and upper layers by more than 4 

ms (Fig. 7, a). The transitions to silent states did not reveal any constant propagation 

observed in any neuronal group (Fig. 7, c). Similar to the onsets of active states (Fig. 5, c) 

the IB neurons were leading in the transition to the active states (Fig. 7, b), and there was 

no special neuronal type leading the transition to the silent states (Fig. 7, d). 

 

 To verify whether the cycle-to-cycle variability in onsets of active states exists also 

during natural sleep, we performed dual intracellular recordings in non-anesthetized and 

non-paralyzed cats (Fig. 8). Similar to previous studies both waking and REM sleep were 

characterized by activated EEG pattern and the neurons remained in active state for the 

duration of these behavioral conditions. The bimodal membrane potential distribution was 

found only during periods of slow-wave sleep. In 5 paired recordings we found that similar 

to anesthetized animals the onsets of active states could occur (1) in any neuron, (2) in each 

neuronal pair there was a neuron that had tendency to lead and (3) the delays in onset 

fluctuation in a given neuronal pair were reaching 40 ms. 
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2.6 Discussion 
Here we investigated whether there is a particular group of neurons that drives the 

onsets of active states. Both local field potential and intracellular data demonstrate that any 

cortical layer could drive a particular cycle of the active state. However in the majority of 

cases the active states originate from deep cortical layers. In addition, we found that IB 

neurons from any cortical layer have tendency to be the first to generate the active state 

onsets.  

 The slow oscillation represented by alternations of active and silent states14 has 

cortical origin. This conclusion is based on two lines of evidence: (a) the slow oscillation 

was observed in athalamic animals 15 and other isolated cortical preparations 7,16, but is 

absent in the thalamus of decorticated animals 6. Two of the previous studies on the subject 

suggested a particular role of IB neurons in the generation of active states 7,16. It is clear that 

the bursts generated by these neurons could have major postsynaptic impact and thus 

involve other neurons in the active state 16,17. Since in the neocortex the silent states are also 

associated with higher extracellular Ca2+ concentration 18,19 the release probability should 

be higher, facilitating synaptic propagation of active states. Calcium imaging study in vitro 

also demonstrated that activity could start from any neuronal group 8, however, likely due 

to the destruction of neuronal connections in the slice 20,21, once started, the activity did not 

involve all neighboring neurons.  In another slice preparation 7, the active periods were 

elicited by spontaneous firing of layer V-VI neurons. Again, very likely due to the 

connectivity issues, the active states were not elicited when the firing of layer V-VI neurons 

started, but only after some period of time. Thus the period of slow oscillation recorded in 

that preparation was much longer as compare to in vivo recordings from both anesthetized 

and sleeping animals. In the present experiments as well as in other in vivo studies 2-4 no 

neurons fired during silent network states.  

The critical question is what drives the first neuron to generate first spike leading to 

the onset of active period? Two major mechanisms are possible. The first ones relies on 

intrinsic properties of a particular group of neurons in which, due to specific channel, 
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neurons generate spontaneous action potentials, the second possibility relies on synaptic 

potentials that could drive the active states.  

Most of known intrinsic currents that could maintain prolonged depolarizing state 

should be driven by some input signals 22,23. The only current that at approximately resting 

membrane potential could generate oscillatory behavior is hyperpolarisation activated 

depolarizing current (Ih) 24. However, the strength of this current in cortical neurons is 

relatively weak, and cannot lead to spontaneous firing like it does in the thalamus. 

 The onsets of active states occur when all cortical neurons are silent. During silent 

states the only synaptic events that could occur are those due to spontaneous, spike 

independent release 16,25,26. The frequency of miniature synaptic events increases with 

increase in the probability of evoked release 27. Since the evoked release probability 

increases toward the end of silent state 19 they are the good candidates to drive the active 

states. Because any synapse could spontaneously release mediator, than any neuron could 

be excited first. The probability of spontaneous excitation due to the presence of minis 

should grow with the increase number of synapses. The number of spines on thick layer 5 

pyramidal cells is larger than the number of spines on any other type of neurons 28. This 

indicate that the mini driven activity would likely start first in these neurons. The axons of 

layer V neurons ramify primarily in layer V and VI, sending only weak connections to 

layer II-III 29. Cortico-cortical layer VI neurons provide long-range, phasic excitatory input 

to other infragranular pyramidal cells 30 and highly effective inputs to layer IV 31,32. From 

layer IV the activity is effectively distributed to layers II-III as well as to layers V-VI 29. 

 Thus our study demonstrated that deeply lying neurons lead the onsets of active 

states. This conclusion is supported by their morphological features and connectivity 

properties. Some of these neurons are intrinsically bursting 33. Their burst firing allows 

significant amplification of low amplitude signals at target structures and their postsynaptic 

impact is strong enough to induce activity. Since any neuron could induce activity the 

leading role of IB neurons is only probabilistic and not determinative. 
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2.7 Method 

2.7.1 Preparation 
Experiments in anesthetized animals. Acute experiments were carried out on 16 

adult cats of both sexes that had been anesthetized with ketamine and xylazine (10-15 and 

2-3 mg/kg i.m., respectively). All pressure points and the tissues to be incised were 

infiltrated with lidocaine (0.5%). The animals were paralyzed with gallamine triethiodide 

and artificially ventilated, maintaining the end-tidal CO2 concentration at 3.5-3.8%. A 

permanent sleep-like state, as ascertained by continuous recording of the EEG, was 

maintained throughout the experiments by administering additional doses of ketamine (5 

mg/kg). The body temperature was monitored by a rectal probe and maintained at 37oC via 

a feedback-controlled heating pad. The heart rate was continuously monitored (90-110 

beats/min). The stability of intracellular recordings was ensured by cisternal drainage, 

bilateral pneumothorax, hip suspension and by filling the hole made for recordings with a 

solution of 4% agar. 

Experiments in non-anesthetized animals. Experiments on non-anesthetized animals 

were conducted on 2 adult cats, chronically implanted as previously described 2,3. Briefly, 

surgical procedures for chronic implantation of recording and stimulating electrodes were 

carried out under deep barbiturate anesthesia (Somnotol, 35 mg/kg, i.p.), followed by two 

to three administrations, every 12 h, of buprenorphine (0.03 mg/kg, i.m.) to prevent pain. 

Penicillin (500,000 units i.m.) was injected during three consecutive days. During surgery, 

the cats were implanted with electrodes for electro-oculogram (EOG), electromyogram 

(EMG) from neck muscles, and intracortical EEG recordings. In addition, one chamber 

allowing the intracellular penetrations of micropipettes was placed over neocortical areas 5 

and 7. Acrylic dental cement was used to fix on the skull the electrodes and recording 

chamber. 

At the end of experiments, the cats were given a lethal dose of pentobarbital (50 

mg/kg i.v.). 
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2.7.2 Recording 
Local field potentials were recorded in the vicinity of impaled neurons and also 

from more distant sites, using either tungsten electrodes (10-12 MΩ) or 16 channels 

Michigan probe inserted perpendicularly to the surface in neocortical areas 5, 7 or 21. Dual, 

triple or quadruple intracellular recordings from suprasylvian association areas 5 and 7 

were performed using glass micropipettes filled with a solution of 3 M potassium-acetate 

(KAc). A high-impedance amplifier with active bridge circuitry was used to record the 

membrane potential and inject current into the neurons. All electrical signals were sampled 

at 20 kHz and digitally stored on Vision (Nicolet, Wisconsin, USA). Offline computer 

analysis of electrographic recordings was done with IgorPro software (Lake Oswego, 

Oregon, USA) and with custom written MatLab programs. At the end of experiments, the 

cats were given a lethal dose of pentobarbital (50 mg/kg i.v.). 

2.7.3 Analysis 
A sigmoidal curve fitting was performed on the transition between silent and active 

state (Fig. 1 and 3). The onset of the active state was defined as the time at which the 

amplitude between the silent and active state reached 10% level. A reference channel was 

chosen arbitrarily and the time at ten percent of amplitude for each other electrode was then 

compared to this reference. These values were compiled for every cycle to produce delay 

histograms (Figs. 1 and 3). 

For current-source density (CSD) analysis, the local field potentials were filtered 

between 0.5 and 6 Hz to eliminate the influence of other rhythm in the analysis. According 

to original description 34,35, we used the following formula to do CSD analysis: 

-Im = (1/R) * (( Φ3 - 2 Φ2 + Φ1 ) / (Z2)) 

where 

Φ = field potential in mV 

R = in MOhms 

Z = distance between electrodes in mm 
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Im = CSD in mV/mm2 

For: 

Im > 0 Source => outward current 

Im < 0 Sink => inward current 
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2.9 Figures legend 
Fig. 1. Deep layers have tendency to lead the onsets of active states. a. 15 field 

potentials recorded with a Michigan probe inserted perpendicularly to the neocortex surface 

in a cat anesthetized with ketamine-xylazine, EEG 1 is at surface and EEG 15 is the deepest 

electrode. One cycle is expended as indicated. Sigmoidal fitting of the onsets of active 

states was performed to eliminate the impact of noise. Ten percent change in the amplitude 

of the field potential (indicated by vertical lines was tentatively used to indicate the onset of 

active states. b. 4 Examples of delay histograms and Gaussian fitting (onset in EEG 1 is the 

reference) c. Peri-event histogram of Gaussian fitting of delays. Note the high variability of 

delays for electrodes located farther from reference. 

Fig. 2. The source of activity is located in deep layers. a. 16 field potentials recorded 

by means of Michigan probe in non-anesthetized animal during slow-wave sleep and 

filtered between 0.5 and 6 Hz. EEG 1 is at the surface and EEG 16 is the deepest electrode. 

b. Current-Source Map analysis. Upper black trace is EEG 1 and lower black trace is EEG 

16. White traces represent a 10% transition. Note that the source is mainly located in deep 

electrodes. c. Current-Source Map analysis of an averaged cycle (n=50). 

Fig. 3. In local neuronal constellations the onset of active states occurs in any order. 

a. Microphotograph of neurons recorded simultaneously and b. their 3-D reconstructions. 

The color code in b-e is the same and the depth of cells is indicated in b. The grey neuron 

was recorded before the same electrode as the red neuron, but several minutes prior to the 

displayed period. c. Simultaneous intracellular recordings from the neurons shown in a and 

b. Sigmoidal fitting of the onsets of active states was performed to eliminate the impact of 

noise. d. Histograms of delays of active states order, cell 2 has been arbitrarily chosen as 

reference. Note the negative shift in the peak of the curve fitting of Cell 3, indicating that 

cell 3, an IB cell, has tendency to lead in the majority of cycles and also note the positive 

shift of histogram for cell 1, the RS cell, indicating that it is often the last cell that is 

involved in the onset of active states.  e. 2 expanded examples of from panel c, vertical bars 

indicate time at 10% amplitude. Note that the onset of activity in different neurons occurs 

in variable order. f. Electrophysiological identification of neurons shown in (a, b, c).  
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Fig. 4. In a local network, deeper neurons are leading. a. Plot of relation between 

depth and mean delay of active state onsets. Each neuron is represented by a dot. Pairs of 

neurons are linked by a line. Left panel shows cases where the more superficial neuron in 

the pair was leading, the middle panel represent cases where the deeper neuron of the pair 

was leading. Right panel shows cases where both neurons were recorded at similar depth 

(less than 200 µm). Note that the number of leading deeply laying neurons outnumbers the 

number of superficially laying leading neurons. b. Histograms of delays of active state 

onsets X-axis is average delay of a pair, y-axis is the percentage of cell pairs. c. Onset 

delays and standard deviation of onset delays for all data. Note the high standard deviation. 

Fig. 5. Intrinsically-bursting neurons initiate active periods. a. A Depth distribution 

of electrophysiological types of neurons in neocortex. Note that neurons that belong to 

different electrophysiological types are evenly distributed in all layers of the cortex. b. A 

percentage of different electrophysiological type of neurons that led the majority of slow 

wave cycles in a given pair. Note that IB neurons were leading in the vast majority of cases. 

For IB vs RS, n= 5 pairs; IB vs FRB, n= 4 pairs; FRB vs RS, n= 9 pairs. c. A percentage of 

cycles led by one electrophysiological type of neurons in a given neuronal pair. IB neurons 

were leading in the vast majority of cycles. For IB vs RS, n= 210 cycles; IB vs FRB, n= 

182 cycles; FRB vs RS, n= 544 cycles. 

Fig. 6. Detection of transition between states. a. Simultaneously recorded LFP and 

intracellular activity of 4 cells in the neocortex. Recording depth is indicated next to each 

trace. Below each trace, periods of active (green) and silent (red) states are indicated. b1, 

b2: Expanded view of the periods indicated by grey bars 1 and 2 in a. Vertical dotted line 

marks the onset of the active state in the leading cell. c,d: Detection of active and silent 

states. 3D density distribution of the data from a, cell 4. Side view (c) and top view (d). The 

mean membrane potential and its standard deviation (SD) were calculated in a running 

window of 25 ms. These values were used as X and Y coordinates; the Z axis is the 

frequency of their occurrence. Silent states are represented by the peak at low membrane 

potential and low SD values. Active states are represented by a broader hill at more 

depolarized membrane potentials and higher SD values. The rightmost cloud of points 
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represents windows with action potentials. The regions used for detection of active (green) 

and silent (red) states are outlined in the top view (d).  

Fig. 7. Population analysis of the silent-active state transitions in simultaneously 

recorded neurons. a, c. Dependence of the transition delays in active (a) and silent (c) states 

on recording depth. For calculation of averages, cells recorded at depth <700 µm, between 

701 and 1400 µm, and deeper than 1401 µm were segregated in 3 groups. b,d. Dependence 

of the transition delays in active (b) and silent (d) states on the cell type. Cells were 

classified by their intrinsic membrane properties as regular spiking (RS), fast rhythmic 

bursting (FRB), intrinsically bursting (IB) or fast spiking (FS). UN - unidentified neurons.   

In a-d, each diamond symbol represents data for one cell; Group averages (circles) are 

shown with ±SD (bars). 

Fig. 8. The high variability in the cell activation order is also present in natural 

sleep. a. Period of simultaneous dual intracellular recording and DC field that are closely 

located (<100 µm in lateral distance). b. 2 cycles expanded showing that each neuron can 

lead a particular cycle. Vertical bars represent the 10% of transition amplitude. c. 

Histograms of delays of activation. Note the high variability in order of activation (± 40 

ms). 
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Figure II- 6 
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Figure II- 7 
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Figure II- 8 
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3.1 Résumé 
Le sommeil à ondes lentes est caractérisé par des alternances entre les périodes 

actives et silencieuses dans le réseau cortico-thalamique. L’état actif et l’état silencieux 

sont tous deux des états stables du réseau, mais les mécanismes de leur alternance sont 

encore inconnus. Nous montrons, en utilisant des enregistrements intracellulaires multisites 

chez le chat, que les ondes lentes impliquent tous les neurones néocorticaux et que les 

périodes actives et les périodes silencieuses débutent en synchronie dans des cellules 

distantes de jusqu’à 12 mm. L’activité apparaissait principalement à la bordure des aires 5 

et 7 et se propageait dans les directions antérieure et postérieure. L’activité débutait plus tôt 

dans les neurones à décharges rapides (FS) et dans les cellules à décharges par bouffées de 

potentiels d’action (IB) que dans les autres classes de neurones. Ces résultats procurent une 

évidence directe pour deux mécanismes de génération de l’état actif : une propagation de 

l’activité à partir d’un foyer local et une synchronisation d’activité plus faible qui origine de 

plusieurs endroits. Étonnement, les déclanchements des états silencieux étaient plus précis 

que les déclanchements des états actifs en ne montrant aucun biais de délai pour un endroit 

en particulier ou un type de cellule particulier. Cette intrigante découverte démontre le 

manque de compréhension de la nature des alternances d’états. Nous suggérons que c’est la 

terminaison synchrone de l’activité et l’occurrence des états silencieux du réseau neuronal 

qui font l’image de l’EEG pendant le sommeil à ondes lentes si caractéristique. Le 

déclenchement synchrone du silence dans les neurones distants ne peut reposer sur les 

propriétés des cellules individuelles et des synapses, comme l’adaptation des décharges 

neuronales ou la dépression synaptique, mais plutôt, ça implique l’existence d’un 

mécanisme de réseau. Révéler ce mécanisme à grande échelle encore inconnu, qui change 

l’activité du réseau au silence, va aider notre compréhension de l’origine des rythmes du 

cerveau dans ses fonctions normales et pathologiques. 
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3.2 Abstract 
Slow-wave sleep is characterized by alternating periods of activity and silence in 

cortico-thalamic networks. Both, activity and silence are stable network states, but the 

mechanisms of their alternation remain unknown. We show, using simultaneous multisite 

intracellular recordings in cats, that slow rhythm involves all neocortical neurons, and that 

both, activity and silence started synchronously in cells located up to 12 mm apart. Activity 

appeared predominantly at area 5/7 border, and spread in both, anterior and posterior 

directions. The activity started earlier in fast-spiking and intrinsically-bursting cells, than in 

neurons of other classes. These results provide direct evidence for two mechanisms of 

active state generation: spread of activity from a local focus, and synchronization of weaker 

activity, originated at multiple locations. Surprisingly, onsets of silent states were 

synchronized even more precisely than the onsets of activity, showing no latency bias for 

location or cell type. This most intriguing finding exposes a major gap in understanding the 

nature of state alternation. We suggest that it is the synchronous termination of activity and 

occurrence of silent states of the neuronal network that makes the EEG picture during slow 

wave sleep so characteristic. Synchronous onset of silence in distant neurons cannot rely on 

properties of individual cells and synapses, like adaptation of neuronal firing or synaptic 

depression, instead, it implies the existence of a network mechanism. Revealing this yet 

unknown large-scale mechanism, which switches network activity to silence, will aid our 

understanding of the origin of brain rhythms in normal function and pathology. 
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3.3 Introduction 
 

Slow, large amplitude fluctuations of the cumulative electrical activity of the brain 

are a hallmark of the periods of slow wave sleep (1). These slow, below 4 Hz, rhythms in 

the electroencephalogram (EEG) reflect alternating periods of activity and silence in 

thalamocortical networks (2-7). The active states are associated with neuronal 

depolarization, firing, and rigorous synaptic activity, while during the silent states the 

neurons are hyperpolarized and the network is inactive (5, 8-11). The alternation of states is 

of intracortical origin since active and silent states are self-generated in the isolated cortical 

preparation (2, 12, 13) but are absent in the thalamus of decorticated animals (14). Both, 

activity and silence are stable states of the network, but the mechanisms of state alternation 

remain an enigma. One possibility is the origin of activity in a specific local focus, or group 

of cells, with sequential lateral propagation (12, 15). The propagation hypothesis predicts a 

similar pattern of initiation and spread of active states, reflected in systematic onset delays 

between cortical sites. A necessary requirement for this mechanism to work is that the focal 

activity must be strong enough to evoke discharges in target cells and thus to expand over 

the neural network. Alternatively, weaker activity may originate occasionally at multiple 

locations, and involve further parts of the network if appears synchronously enough (13, 

16). The synchronization hypothesis predicts a variable pattern of activity initiation and 

spread, no systematic delays between sites, and occurrence of occasional local episodes of 

activity at any site. To trigger a generalized active state by this mechanism, sufficient 

number of sites must become active within an integration period of postsynaptic responses. 

These hypotheses suggest an explanation of the origin of active states. Termination of 

activity and onset of silent states is ascribed to the intrinsic cellular properties and currents 

(17-20). Since each neuron has a unique set of intrinsic currents, such a mechanism 

inevitably implies high variability of silent state onsets in individual cells. To test these 

predictions, we recorded simultaneously local field potentials (LFP) and intracellular 

activity of 3-4 neurons in cat neocortex. We show that slow rhythm involves all neocortical 

neurons, and that onsets of both, activity and silence, occurs with high temporal precision 

in cells located up to 12 mm apart. Our results provide direct evidence for two mechanisms 

of active state generation: spread of activity from a local focus, and synchronization of 
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weaker activity, originated at multiple locations. Most surprisingly, onsets of silent states 

were synchronized even more precisely than the onsets of activity. We suggest that it is the 

synchronous termination of activity and occurrence of silent states of the neuronal network 

that makes the EEG picture during slow wave sleep so characteristic. 
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3.4 Results 
We recorded simultaneously the LFP and intracellular activity of 3-4 neurons in cat 

neocortex (Fig. 1). In membrane potential traces of 4 simultaneously recorded cells (Fig 

1b), the active, depolarized states are unambiguously distinguishable from the silent, 

hyperpolarized states. Two features are immediately apparent in the simultaneously 

recorded cells. First, all cells are involved in the rhythm of the slow LFP oscillations. 

Membrane potential traces of all 4 cells showed clear relation to the LFP signal, although 

occasionally a cell may skip few activity cycles (Fig. 1b, shadowed period). Second, all 

simultaneously recorded neurons showed very similar pattern of membrane potential 

changes. In all 4 cells, the alternation between active and silent states was synchronized on 

a coarse time scale, with common periods of activity or silence.  

To compare the timing of the onsets of activity and silence quantitatively, we 

detected active and silent states in 23 sets of 4 (n=10) or 3 (n=13) simultaneously recorded 

neurons. In each cell (n=103), the states were detected using two methods. In the first 

method, we used membrane potential levels as thresholds for state detection (Fig. 2a,b). 

During active states, cells were depolarized by 9.7±4.95 mV (mean + SD) relative to the 

silent states, and the membrane potential fluctuated stronger, with the standard deviation 

(SD), 3.26±1.57 mV during active states vs. 1.04±0.45 mV during silent states (n=103, 

p<0.001). Our second method of state detection exploits this difference. We calculated the 

mean membrane potential and its SD in a running window of 25 ms, and plotted a 3D 

distribution of the occurrence of pairs of mean and SD values (Fig. 2c,d). Silent states 

formed a sharp peak at hyperpolarized potentials and low SD values. Active states are 

represented in this plot by a broader hill at more depolarized potentials and higher SD 

values. Since peak location differs along both axes, the use of a combination of these two 

parameters improves the detection and separation of the states (Fig. 2c,d).  

Having detected the onsets of active and silent states, we can now address the 

question: Were there specific temporal patterns of involvement of neurons from different 

locations in active or silent states? We used two strategies to investigate this question. First, 

we searched for possible patterns during generalized states, in which all simultaneously 
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recorded cells, separated by 4 mm intervals in antero-posterior direction were involved 

(Fig. 3a). Such groups of active (or silent) states in 4 cells will be referred to as “clusters” 

(Fig. 3b). For every cluster, we calculated delays of state onset in each cell relative to the 

cluster mean. If an active state would typically originate in a specific focus and then spread, 

as the propagation hypothesis predicts, the cell which is closest to that focus would be 

leading in the clusters and thus have negative delays. Data in Figure 3c for the active state 

clusters supports this scenario. Cell-2 had a strong tendency to lead (averaged delay -

22.5±27.5 ms), while cell-4 had a strong tendency to follow (averaged delay +20.2 ±46.1 

ms, p<0.001, n=138). In cell-3, located between the neurons 2 and 4, the clustered active 

states had intermediate delays (average -1.9±49.7 ms). However, the above relation was not 

absolute, and active state clusters with a “reversed” order, with cell-4 leading and cell-2 

following, were occasionally observed (Fig. 3,b4). Furthermore, the dispersion of the 

delays was high in every cell and all distributions covered zero, implying that any cell 

could be leading in some clusters (negative delays), while following in others (positive 

delays). Despite these reservations, the results strongly suggest that active states originated 

most often at, or close to, the cell-2 location, and then spread in both directions. Population 

analysis of 23 sets of simultaneously recorded cells further supports this scenario (Fig. 

3,d1). In 21 neurons recorded at the border between area 5 and area 7 (position 2), averaged 

delays of clustered active states were negative (-14.6±12.9 ms, n=21) and significantly 

different from the positive delays in more posteriorly recorded cells (6.1+14.8 ms, n=17, 

p<0.0016 at position 3 and 11.9 ±8.8 ms, n=23, p<0.001 at position 4).  

In another approach we analyzed state onset in 104 pairs of simultaneously recorded 

cells (Fig. 3e). Since more states contribute to a pair-wise comparison, we consider it a 

useful supplement to the analysis of clusters. The pair-wise analysis confirmed the results 

obtained for clustered states. Cells, located 8-12 mm more posteriorly, were involved in 

active states with a delay of 7.8±7.9 ms (8 mm, n=33) and 6.1±7.2 ms (12 mm, n=18) 

relative to more anteriorly-located reference cells (Fig. 3,e1). At 4 mm distance, the delays 

were not significantly different from zero (1.4±9.0 ms, n=53), apparently because active 

states originated not from the most anterior position.  
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Did active states originate in cells of a specific type? We classified the cells by their 

intrinsic firing patterns (21) as regular-spiking (RS), fast-rhythmic-bursting (FRB), 

intrinsic-bursting (IB) and fast-spiking (FS, Fig. 4a). In state clusters, active states appeared 

first in the FS cells (averaged delay–7.8±14.6 ms, p=0.015, n=21), followed by IB neurons 

(delay -5.45±19.57 ms, p>0.1, n=16) (Fig. 4,b1). Pair-wise comparison confirmed the 

results of analysis of state clusters. In the pairs consisting of an FS and an RS cell the active 

states in the FS neurons started earlier, with an average delay of –7.3±11.6 ms (p=0.0014, 

n=31 pairs).  

In marked contrast to the above results, similar analyses of silent state onsets 

provided no evidence for preferential origin at specific locus or specific cell type. The 

averaged delays of clustered silent states in cells 1-4 in Figure 3,a-c were 5.3±31.7 ms; –

2.5±23.4 ms; 3.9±40.0 ms; and –6.7±37.2 ms (p>0.1 for all pairs). Population analysis of 

the silent state onsets in 23 sets and 104 pairs of simultaneously recorded neurons did not 

reveal any significant latency bias for any particular location (Fig. 3,d2) or relative position 

of recorded cells (Fig. 3,e2; 0.14±11.0 ms at 4 mm distance, 2.3±7.6 ms at 8 mm and 

1.9±8.6 ms at 12 mm) or cell type (Fig. 4,b2). For the silent states, the FS neurons had only 

a non-significant tendency to lead in clusters (–5.6±20.5 ms) and in the FS-RS pairs (–

2.9±13.8 ms, p>0.1 in both cases).  

Comparison between active and silent states revealed the most interesting fact, 

namely, that silent states begin in simultaneously recorded cells more synchronously than 

active states. Several lines of evidence corroborate this conclusion. In state clusters, the SD 

of onset delays was lower for the silent states than for the active states (34.4±11.6 ms vs. 

39.7±11.3 ms, p=0.0011, n=103, Fig. 4d), showing that the silent states started with a 

higher temporal precision in different cells. This point is further stressed by the absence of 

significant dependencies of the onset of the silent states on the location (Fig. 3,d2,e2) or 

cell type (Fig. 4,b2). The proportion of states, which formed clusters in simultaneously 

recorded neurons was higher for the silent than for the active states (50.6±19.0% vs. 

45.1±17.3%, p=0.0021, n=103, Fig. 4c). The higher percent of clustered states implies that 

the cases when all simultaneously recorded cells entered the silent state were encountered 

more often than those cases when all cells became active together. Finally, the pair-wise 
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analysis also revealed lower SD of silent states onset than of the active states (30.1±8.7 ms 

vs. 33.8±8.6 ms, p<0.001, n=121 pairs). 
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3.5 Discussion 

We found direct evidence for both suggested mechanisms of active state generation: 

spread of activity from a local focus (12, 15), and synchronization of weaker activity, 

originated at multiple locations (13, 16). The focal origin and spread hypothesis is 

supported by the finding that active states appear predominantly at the border between 

areas 5 and 7, and spread from there in both directions. Together with recent analysis of 

high-density EEG in humans (16), our data suggests the presence of cortical regions with 

enhanced intrinsic excitability, which could primarily generate active states during sleep 

oscillations. Earlier onset of activity in FS and IB cells than in other neurons shows, that a 

specific cell type may underlie the origin of active states in cat neocortex (12). Two 

observations cannot be explained by activity spread from a local focus, but lend support to 

the hypothesis on multiple sources and synchronization of activity. At any recording site 

we have observed local activity episodes, not accompanied by activity in the other 

simultaneously recorded neurons. Moreover, “typical” sequences of involvement of cells in 

generalized active states occurred in line with alternative sequences, including “reversed” 

order. One important implication of the direct evidence for two mechanisms of active state 

generation is that the necessary requirements for both are fulfilled. Hence during slow-

wave sleep, thalamocortical networks can support both, spread of activity from a local 

focus (12, 15), as well as synchronization of activity originating from different loci (13, 

16). It is tempting to speculate, that the efficacy of these mechanisms may increase in 

pathology, eventually leading to seizures.  

Our most intriguing finding is the high synchrony of the silent state onsets. It exposes 

a major gap in understanding the nature of state alternation. We suggest that it is the 

synchronous termination of activity and occurrence of silent states of the neuronal network, 

which produces the characteristic EEG pattern of the slow wave sleep. Our results allow to 
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exclude several candidate mechanisms of activity termination. Active and silent states are 

not due to alternating activity of two mutually inhibiting neuronal sub-populations, because 

all cells were involved in the slow rhythm, and we never observed a cell to be 

systematically active while other neurons were silent. Unlike for active states, we find no 

evidence for preferential onset of silent states at any specific location, thus excluding the 

possibility of a local focus and spread of silence in a kind of spreading depression. Intrinsic 

membrane properties of neurons or synaptic depression can be also excluded as major 

causes for synchronous activity termination, since both are extremely non-uniform in 

different cells and synapses (22, 23). Instead, the high synchrony of the silent state onsets 

implies the existence of a network mechanism which switches activity to silence. One 

possibility is synchronization among inhibitory cells, which eventually discharge 

synchronously enough to silence the whole network. Fast spiking and low-threshold 

spiking cortical interneurons are electrotonically coupled (24, 25). During slow-wave 

oscillation, neuronal activity leads to a decrease of extracellular calcium concentration (26), 

thus facilitating electrotonical coupling of neurons and glial cells (27). Finally, cortical 

activity can recruit intrinsic oscillatory mechanisms in thalamocortical neurons (28), which 

could increase synchrony among inhibitory interneurons. Indeed, synchrony in the silent 

state onset is disrupted in neocortical slabs (13). The above hypothesis predicts an increase 

of synchrony of membrane potential fluctuations in inhibitory interneurons towards the end 

of an active state. This should lead to the higher incidence of strong IPSPs in neocortical 

cells. Further, if inhibitory neurons exert a synchronizing effect on activity in the 

neocortex, as they do in the hippocampus (29), synchrony of the membrane potential 

fluctuations in all cells might also increase. Experimental testing of these predictions is 

technically an extremely challenging task, but it will lead to further insights into the 

mechanisms of slow-wave sleep and the origin of brain rhythms. 
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3.6 Materials and Methods 

3.6.1 Surgery and recording  

All experimental procedures used in this study were performed in accordance with 

the Canadian guidelines for animal care and were approved by the committee for animal 

care of Laval University.  

Experiments were conducted on adult cats under a mixture of ketamine-xylazine and 

thiopental anesthesia (10-15 mg/kg ketamine, 2-3 mg/kg xylazine and 10 mg/kg 

thiopental). We opted for this type of anesthesia because it reproduces closely typical for 

the natural sleep EEG patterns, including the slow-wave oscillations. Details of the 

experimental procedures are described elsewhere (30, 31) and in the online supporting 

material. Briefly, surgery was started after the EEG showed typical signs of general 

anesthesia and complete analgesia was achieved. Additional doses of anesthetics were 

administrated when the EEG showed changes towards activated patterns. Craniotomy was 

made at coordinates AP –5 to +18, L 3 to 12, to expose the suprasylvian gyrus. Four 

electrodes for intracellular recording were positioned in neocortical areas 5, 7 and 21, along 

the suprasylvian gyrus at 4 mm intervals. The electrode for the LFP recording was located 

between positions of intracellular electrodes 2 and 3. After positioning of the electrodes, the 

craniotomy was filled with 3.5-4% agar (Sigma). With each intracellular electrode, several 

cells were sequentially recorded and stained in one experiment. The LFP and intracellular 

activity of 3-4 neurons were recorded simultaneously. 

3.6.2 Morphological procedures  

After experiments the animals were perfused, with 0.9% saline, followed by 3% 

paraformaldehyde, the brain around recorded sites was placed in 30% sucrose, sectioned 
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and then processed by standard procedures (32). Reconstruction of stained cells was done 

with a computerized Neurolucida system.  

3.6.3 Data processing 

Offline data processing was done with custom-written programs in MatLab 

(Mathworks Inc) environment. 

3.6.3.1 Clusters of states 

We defined as “clusters” groups of states, which fulfill two criteria. First, they should 

occur in all simultaneously recorded cells. Second, their onsets should be separated by less 

than 200 ms. Thus, number of states in one cluster is equal to the number of simultaneously 

recorded cells. Within each cluster we calculated delays of the onsets of states in each cell 

relative to the cluster mean. After completing these calculations, we had: (i) for a set of 

simultaneously recorded cells, number of clusters; (ii) for each cell, delays of state onsets in 

that cell relative to the cluster mean, and (iii) for each cell, we calculated portion of the 

states contributed to clusters out of the total number of states in this cell.  

3.6.3.2 Statistical analysis 

For statistical analysis we used subroutines of MatLab Statistics Toolbox and SPSS 

for Windows (SPSS Inc.). Throughout the text, mean values are given together with SD 

(mean + SD).  
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3.9 Figure legends 
 

Figure 1.  Active and silent states in 4 simultaneously recorded neurons and in the 

EEG. a,  Location and morphology of cells recorded in one experiment. Four electrodes for 

intracellular recordings were positioned at 4 mm intervals along the suprasylvian gyrus, in 

areas 5, 7 and 21 (inset). With each intracellular electrode, several cells were sequentially 

recorded and stained. An overview shows in different colors reconstructions of all cells 

from this experiment.  a1-a4,  expanded view of 4 simultaneously recorded neurons.  Cells 

a1 and a3 were pyramids. Cells a2 and a4 had non-pyramidal morphology, but were also 

excitatory, as judged by their spiny dendrites (not shown).  b,  Simultaneously recorded 

EEG and membrane potential of 4 cells, shown in a1-a4. The EEG electrode was positioned 

between the intracellular recording sites 2 and 3. Membrane potential traces are color coded 

as in a1-a4. The shadowed area shows a period of silence in cell 1, while the other cells 

were active.  

Figure 2.  Two methods of state detection. The first method (a,b) uses membrane 

potential levels, while the second method (c,d) exploits, in addition to the levels, also the 

variability of the membrane potential to discriminate between active and silent states. a,  

Membrane potential trace of a neocortical cell, and expanded view of its part (a1), with 

threshold levels for state detection and detected states (active: green, silent: red). “States” 

were defined as periods during which the membrane potential remained above the threshold 

for active states, or below the threshold for silent states, for >40 ms. To avoid disturbances 

by transient membrane potential peaks, shorter level crossings were not considered as states 

(arrows 1, 4), and two active or two silent states separated by <40 ms were extended to fill 

the gap and pasted together (arrows 2, 3). The levels for state detection were set at equal 

distances between the peaks of bimodal distribution of the membrane potential values (b).  

c,  3D density distribution of the data from a. The mean membrane potential and its 

standard deviation (SD) were calculated in a running window of 25 ms. These values were 

used as X and Y coordinates; the Z axis is the frequency of their occurrence.  d,  Top view 
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of the plot from c, with the regions used for detection of active (green) and silent (red) 

states outlined. Z axis is grey level-coded.  

Figure 3.  Clusters of active and silent states in simultaneously recorded cells. a, 

Membrane potential traces of 4 simultaneously recorded cells and expanded view of its part 

(b), with state detection levels and detected states (silent: red, active: green).  States formed 

a cluster, if they occurred in all recorded cells with the onsets separated by <200 ms. b1-b5 

show examples of “clusters”, with clustered states (silent: b1, b3, b5; active: b2, b4) 

colored, non-clustered states are grey. Vertical interrupted lines: onset of the first state in 

each cluster.  c1, c2,  In top panels, each cluster is represented by a blue line, connecting 

state onsets in all cells. Red line: averaged delays of clustered states in 4 cells. Distance 

between recorded cells in antero-posterior direction is indicated relative to the most anterior 

cell. For each cell, distributions of the onsets of clustered states and the portion of clustered 

states (filled part of the bars) are shown.   d1,d2,  Mean delay of clustered states plotted 

against the antero-posterior position of recorded cells. Data for 103 cells (blue symbols) 

and averages for 4 recording positions (pink: mean and SD).  e1, e2,  Mean delay of state 

onsets in simultaneously recorded cell pairs (n=104) plotted against the antero-posterior 

distance between the cells. Mean delay of state onsets in a more posteriorly located cell was 

calculated relative to the state onsets in more anteriorly located cell. Other conventions as 

in (d). 

Figure 4.  Population analysis of the onsets of active and silent states in simultaneously 

recorded neurons. a, Electrophysiological identification of neurons. Responses of regular-

spiking (RS), fast-rhythmic-bursting (FRB), intrinsically-bursting (IB) and fast-spiking 

(FS) cells to depolarizing current pulses.  b, Relative delays of involvement of cells with 

different intrinsic membrane properties in clusters of active (b1) and silent (b2) states. Each 

diamond symbol represents data for one cell; pink symbols are averages for cells of each 

class (circles: mean, squares: SD).  c-d, Comparison of the statistics of clustered active and 

silent states. Each point represents data for one cell, with the value for the silent states 

(ordinate) plotted against the respective value for active states (abscissa).  c, Number of 

states involved in clusters, in percent of the total number of states in a cell.  d, SD of the 

onsets of clustered states in a cell. 



 75
 

3.10 Figures 

Figure III- 1 
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Figure III- 2 
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Figure III- 3 . 
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Figure III- 4 
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3.11 Online Supplementary Material 
 
for the manuscript: 
 

Precise long-range synchronization of activity and silence in neocortical neurons 

Sylvain Chauvette, Maxim Volgushev, Mikhail Mukovski, Igor Timofeev 

3.11.1 Methods  

3.11.1.1 Surgery and recording  

All experimental procedures used in this study were performed in accordance with 

the Canadian guidelines for animal care and were approved by the committee for animal 

care of Laval University.  

Experiments were conducted on adult cats under a mixture of ketamine-xylazine and 

thiopental anesthesia (10-15 mg/kg ketamine, 2-3 mg/kg xylazine and 10 mg/kg 

thiopental). We opted for this type of anesthesia because it reproduces most closely the 

electroencephalogram (EEG) patterns typical for natural sleep. Specifically, under this 

anesthesia both the slow-wave oscillations, spindles and beta-gamma activities are reliably 

observed in the EEG. Details of the experimental procedures are described elsewhere (1, 2). 

Briefly, surgery was started after the EEG showed typical signs of general anesthesia and 

complete analgesia was achieved. Craniotomy was made at coordinates AP –5 to +18, L 3 

to 12, to expose the suprasylvian gyrus. The animals were paralyzed with gallamine 

triethiodide, and artificially ventilated. End-tidal CO2 was held at 3.5-3.7% and body 

temperature at 37°-38°C. Additional doses of anesthetics were administrated when the EEG 

showed changes towards activated patterns. To reduce brain pulsations and improve 

stability of intracellular recording we made bilateral pneumothorax, hip suspension, and 
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drainage of the cisterna magna. Simultaneous recordings of the local field potential (LFP) 

and intracellular activity of 3-4 neurons were performed.  

Intracellular recordings were made with sharp electrodes, filled with 2.5 M potassium 

acetate and 2% neurobiotine and beveled to a resistance of 55-80 MOhm. Four electrodes 

for intracellular recording were positioned in neocortical areas 5, 7 and 21, along the 

suprasylvian gyrus at 4 mm intervals. Anterio-posterior coordinates of the intracellular 

electrodes were as following:  

Electrode 1:  +12, area 5; 

Electrode 2:  +8, border between area 5 and area 7; 

Electrode 3:  +4, area 7; 

Electrode 4: 0, border between area 7 and area 21.  

Lateral coordinates of all intracellular electrodes were between 8 and 9.  

LFP’s were recorded with coaxial bipolar tungsten electrodes (SNE-100, Rhode 

Medical Instruments, Summerland, USA). The outer pole of the electrode was positioned 

on cortical surface and the inner pole was at the depth of 1 mm. The electrode for the LFP 

recording was located between positions of intracellular electrodes 2 and 3, at coordinates 

anterior +6, lateral between 7 and 8.  

 

After positioning of the electrodes, the craniotomy was filled with 3.5-4% agar 

(Sigma). With each intracellular electrode, several cells were sequentially recorded and 

stained in one experiment.  
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Intracellular signals were amplified with Neurodata IR-283 amplifiers (Cygnus 

Technology, PA, USA). The LFP signals were filtered with two band-pass filters, one 

cutting the frequencies below 0.1 and above 10 kHz, and the other one cutting the 

frequencies around 60 Hz to reduce the mains-noise. The LFP signal was amplified with 

the total gain of 1000. Both intracellular and LFP signals were digitized at 20 kHz and 

recorded on a Vision data acquisition system (Nicolet, WI, USA). 

3.11.1.2 Morphological procedures  

After experiments the animals were perfused, with 0.9% saline, followed by 3% 

paraformaldehyde, the brain around recorded sites was placed in 30% sucrose, sectioned 

and then processed by standard procedures (3). Reconstruction of stained cells was done 

with a computerized Neurolucida system. 

3.11.1.3 Data processing 

Offline data processing was done with custom-written programs in MatLab 

(Mathworks Inc) environment. 

3.11.1.4 Detection of active and silent states in membrane potential traces  

We detected and separated active and silent states in the membrane potential traces 

with the use of two approaches.  

The first approach was based on clear bimodality of the membrane potential 

distributions during slow wave oscillations. We set two levels in the bimodal distribution of 

membrane potential values, which divided the interval between the peaks in three equal 

parts. The upper level was used as a threshold for detection of active states, and the lower 

level for detection of the silent states. “States” were defined as periods during which the 

membrane potential remained above the threshold for active states, or below the threshold 

for silent states. To avoid disturbances by transient membrane potential peaks, level 
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crossings for periods shorter than 40 ms were not considered as states. Further, if two active 

or two silent states were separated by less than 40 ms, the two states were extended to fill 

the gap and pasted together.  

During active states, (i) cells were more depolarized, by 9.7 ± 4.95 mV (mean + SD), 

than during silent states, and (ii) fluctuations of the membrane potential were significantly 

higher during active states (SD of the membrane potential 3.26±1.57 mV) than during silent 

states (SD of the membrane potential 1.04 ± 0.45 mV, p<0.001, n=103).  

 

The second approach to state detection exploited two parameters; by which active and 

silent state differ: (i) membrane potential value and (ii) variability of the membrane 

potential. We calculated the mean membrane potential and its SD in a running window of 

25 ms, and plotted a 3D distribution of the occurrence of pairs of mean and SD values. In 

this 3D plot, silent states formed a sharp peak at hyperpolarized potentials and low SD 

values. Active states are represented in this plot by a broader hill at more depolarized 

potentials and higher SD values. Two regions, one containing the sharp peak representing 

silent states, and another one containing the peak which represents active states, were 

delimited on the top view of this plot. Those periods, which were represented by data points 

within these regions, we classified as respective, active or silent, states. Since location of 

the two peaks differs along both axes, the use of the combination of these two parameters 

improves detection and separation of active and silent states. For example, occasional 

periods of strong inhibition during active state of the network may hyperpolarize a cell 

below the membrane potential threshold of active state. But since the network remains 

active, fluctuations of the membrane potential during such period would be still strong, and 

this period will be correctly assigned to active state. After this initial separation of active 

and silent states, the procedures against disturbances by occasional membrane potential 
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peaks were applied: periods shorter than 40 ms were not considered as states, and two 

active or two silent states separated by less than 40 ms were extended to fill the gap and 

pasted together.  

We detected silent and active states in 103 cells. Averaged duration of active states in 

these cells was 289±148 ms; average duration of silent state was 201±72 ms. 

3.11.1.5 Clusters of states 

We defined as “clusters” groups of states, which fulfill two criteria. First, they should 

occur in all simultaneously recorded cells. Second, their onsets should be separated by less 

than 200 ms. Thus, number of states in one cluster is equal to the number of simultaneously 

recorded cells. When searching for clusters, states in one cell were taken as reference, and 

all other simultaneously recorded cells were searched for the states with onsets within 200 

ms from onset of states in the reference cell. During this search, only closest possible 

neighbors were considered. For example, if a cell had two states of 80 ms length, with the 

onsets of both of them occurring with less than 200 ms difference from the onset of a state 

in the reference cell (say, -60 and +140 ms), only the state with the onset closest to the 

onset of the state in reference cell was considered for a cluster (in this case, the state with –

60 ms delay). After detecting clusters of states, we calculated within each cluster delays of 

the onsets of states in each cell relative to the cluster mean. After completing these 

calculations, we had: (i) for a set of simultaneously recorded cells, number of clusters; (ii) 

for each cell, delays of state onsets in that cell relative to the cluster mean, and (iii) for each 

cell, we calculated portion of the states contributed to clusters out of the total number of 

states in this cell. 
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3.11.1.6 Electrophysiological types of cells   

A simplistic classification of cells into 4 electrophysiological classes (4) with 

differential intrinsic membrane properties: regular-spiking (RS), fast-rhythmic-bursting 

(FRB), intrinsically-bursting (IB) and fast-spiking (FS) was made on the basis of responses 

of the cells to depolarizing current pulses. As additional criteria, shape of action potentials, 

generated in response to current application and without stimulation and firing pattern 

without stimulation was taken into account. For example, during both, current evoked 

activity and occasionally without stimulation, FS neurons generated very short action 

potentials, FRB cells generated characteristic duplets or triplets of action potentials, and IB 

cells produced typical bursts. 

3.11.1.7 Statistical analysis 

For statistical analysis we used subroutines of MatLab Statistics Toolbox and SPSS 

for Windows (SPSS Inc.). Throughout the text, mean values are given together with SD 

(mean + SD).  
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4. General Conclusion 
 
 Sleep is an ubiquitous phenomenon in the animal kingdom; it has been find in 

mammals, birds, invertebrates, and recently, sleep has been described in drosophila (Shaw 

et al., 2000). Both the physiological role of sleep for the brain and most of the mechanisms 

underlying the generation of sleep rhythms are hotly debated (Timofeev and Bazhenov, 

2005). Here, we investigated the mechanism of generation of the slow oscillation that is the 

major rhythm occurring during slow-wave sleep. To address this question, we used 

different methods, namely 16 simultaneous LFP recordings from superficial to deep 

cortical layer in anesthetized and naturally sleeping cats, up to four simultaneous 

intracellular recordings of closely located cells (< 200 µm) or distantly located cells (up to 

12 mm) from anesthetized cats, and simultaneous closely located dual intracellular 

recordings from naturally sleeping cats. It is well known that slow oscillations are well 

synchronized in cortical neurons during slow-wave sleep, but this is true only on coarse 

time scale. When we analyzed our data at fine time scale, we observed that closely located 

as well as distantly located cells could be activated with delays of up to few tens of 

millisecond. Such high variability suggests local origin of slow EEG waves.  

 

It was shown that slow wave activity is enhanced locally by learning task (Huber et 

al., 2004) which reinforces the hypothesis of a local mechanism. In the work of Huber and 

colleagues, it was shown that learning task involving specific brain regions (in that case, a 

rotating task involving Brodmann areas 40 and 7) produced a rebound increase of slow 

wave activity in these areas during the following sleep. They also showed that the local 

increase in slow wave activity after learning correlates with improved performance of the 

task after sleep, suggesting that sleep is important for memory consolidation as suggested 

in the review of Steriade and Timofeev (Steriade and Timofeev, 2003). Multiples studies 

have associated slow-wave sleep with memory consolidation of a learned task (Gais et al., 

2000; Stickgold et al., 2000a; Stickgold et al., 2000b; Maquet, 2001; Huber et al., 2004). 

 

 The active state of the slow oscillation is associated with a decrease of extracellular 

calcium in neocortex (Massimini and Amzica, 2001; Crochet et al., 2005) and also the 
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spindles are associated with rhythmic and synchronous spike burst of thalamic neurons, 

which depolarizes the dendrites of neocortical neurons and which, in turn, is associated 

with a massive Ca2+ entry (Yuste and Tank, 1996). As hypothesized in modeling studies 

(Destexhe and Sejnowski, 2001), this may provide an effective signal to efficiently activate 

Ca2+ calmodulin-dependent protein kinase II (CaMKII) that is implicated in synaptic 

plasticity of excitatory synapses in cortex and other site in the nervous system (Soderling 

and Derkach, 2000). Thus, the slow oscillations could provide the long timescales needed 

to mobilize the machinery responsible for the consolidation of memory traces acquired 

during state of wakefulness (Steriade and Timofeev, 2003). 

 

 Slow oscillations are believed to originate from neocortex, because slow oscillation 

could be obtained from athalamic animals (Steriade et al., 1993b) and other isolated cortical 

preparations (Sanchez-Vives and McCormick, 2000; Timofeev et al., 2000b), but absent in 

the thalamus of decorticated animals (Timofeev and Steriade, 1996). We showed that active 

state could originate in any layer of the neocortex but with tendency to originate in deep 

layers. In addition, IB cells from any layer have tendency to be first activated. The 

hypothesis of summation of independent-mediator released proposed in 2000 (Timofeev et 

al., 2000b) is still valid and could explain the tendency of deep layer V pyramidal cells to 

be activated first. In fact, layer V pyramidal cells have a large soma with large spiny apical 

dendrite that reaches layer I, thus receiving thousand of inputs. These cells are more likely 

to receive depolarizing potentials from independently released mediators. In addition, the 

burst firing mode of these neurons is likely more effective in depolarizing postsynaptic 

cells up to firing threshold (Lisman, 1997) and initiate the active state. 

 

The surprising fact that silent states are much more synchronously initiated suggests 

a network mechanism. It is already known that silent states are associated with periods of 

disfacilitation (Timofeev et al., 2001a) that are dominated by potassium currents. The onset 

of silent state could arise from a synchronous firing of inhibitory cells. It is known that 

extracellular calcium concentration decrease with time during active state (Massimini and 

Amzica, 2001; Crochet et al., 2005) and that interneurons are coupled via gap junctions 

(Galarreta and Hestrin, 1999; Gibson et al., 1999; Galarreta and Hestrin, 2001). It was also 
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shown that gap junctions are more effective when extracellular calcium concentration is 

low (Thimm et al., 2005), which could increase interneuronal electrical coupling. Thus, 

either large scale network synchronizing mechanism or interneuronal electrical coupling or 

both are responsible for the synchronous termination of active states. 

 

 Futures studies should be done with non-anesthetized animals to make sure that no 

bias is induced by the anesthetic. Also, very little is known about the initiation of silent 

state. We found that silent state were initiated much more synchronously that active state, 

but no studies have describe the mechanism of silent state initiation. One of the ways study 

the mechanism of silent states initiation is to use specific potassium channel antagonists to 

affect the generation of theses silent states and to determine if one type or many types of 

channels are responsible for the generation of silent state. Knowing which channel(s) is/are 

affecting the generation of silent state would allow us to determine a clear mechanism of 

silent state generation. Another approach is to perform multisite intracellular recordings 

from closely located neurons followed by morphological and histochemical identification 

of the leading neurons. 
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