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## Résumé

Dans ce projet, nous étudions les problèmes de rétro-ingénierie et de contrôle de la qualité qui jouent un rôle important dans la fabrication industrielle. La rétro-ingénierie tente de reconstruire un modèle 3 D à partir de nuages de points, qui s'apparente au problème de la reconstruction de la surface 3D. Le contrôle de la qualité est un processus dans lequel la qualité de tous les facteurs impliqués dans la production est abordée. En fait, les systèmes cidessus nécessitent beaucoup d'intervention de la part d'un utilisateur expérimenté, résultat souhaité est encore loin soit une automatisation complète du processus. Par conséquent, de nombreux défis doivent encore être abordés pour atteindre ce résultat hautement souhaitable en production automatisée.

La première question abordée dans la thèse consiste à extraire les primitives géométriques 3D à partir de nuages de points. Un cadre complet pour extraire plusieurs types de primitives à partir de données 3 D est proposé. En particulier, une nouvelle méthode de validation est proposée pour évaluer la qualité des primitives extraites. À la fin, toutes les primitives présentes dans le nuage de points sont extraites avec les points de données associés et leurs paramètres descriptifs. Ces résultats pourraient être utilisés dans diverses applications telles que la reconstruction de scènes on d'édifices, la géométrie constructive et etc.

La seconde question traiée dans ce travail porte sur l'alignement de deux ensembles de données 3D à l'aide de primitives géométriques, qui sont considérées comme un nouveau descripteur robuste. L'idée d'utiliser les primitives pour l'alignement arrive à surmonter plusieurs défis rencontrés par les méthodes d'alignement existantes. Ce problème d'alignement est une étape essentielle dans la modélisation 3D, la mise en registre, la récupération de modèles. Enfin, nous proposons également une méthode automatique pour extraire les discontinutés à partir de données 3D d'objets manufacturés. En intégrant ces discontinutés au problème d'alignement, il est possible d'établir automatiquement les correspondances entre primitives en utilisant l'appariement de graphes relationnels avec attributs.

Nous avons expérimenté tous les algorithmes proposés sur différents jeux de données synthétiques et réelles. Ces algorithmes ont non seulement réussi à accomplir leur tâches avec succès mais se sont aussi avérés supérieus aux méthodes proposées dans la literature. Les résultats présentés dans le thèse pourraient s'avérér utilises à plusieurs applications.

## Abstract

In this research project, we address reverse engineering and quality control problems that play significant roles in industrial manufacturing. Reverse engineering attempts to rebuild a 3D model from the scanned data captured from a object, which is the problem similar to 3D surface reconstruction. Quality control is a process in which the quality of all factors involved in production is monitored and revised. In fact, the above systems currently require significant intervention from experienced users, and are thus still far from being fully automated. Therefore, many challenges still need to be addressed to achieve the desired performance for automated production.

The first proposition of this thesis is to extract 3D geometric primitives from point clouds for reverse engineering and surface reconstruction. A complete framework to extract multiple types of primitives from 3D data is proposed. In particular, a novel validation method is also proposed to assess the quality of the extracted primitives. At the end, all primitives present in the point cloud are extracted with their associated data points and descriptive parameters. These results could be used in various applications such as scene and building reconstruction, constructive solid geometry, etc.

The second proposition of the thesis is to align two 3D datasets using the extracted geometric primitives, which is introduced as a novel and robust descriptor. The idea of using primitives for alignment is addressed several challenges faced by existing registration methods. This alignment problem is an essential step in 3D modeling, registration and model retrieval. Finally, an automatic method to extract sharp features from 3D data of man-made objects is also proposed. By integrating the extracted sharp features into the alignment framework, it is possible implement automatic assignment of primitive correspondences using attribute relational graph matching. Each primitive is considered as a node of the graph and an attribute relational graph is created to provide a structural and relational description between primitives.

We have experimented all the proposed algorithms on different synthetic and real scanned datasets. Our algorithms not only are successful in completing their tasks with good results but also outperform other methods. We believe that the contribution of them could be useful in many applications.
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## Chapter 1

## Introduction

3D technologies have been developing rapidly during the last decade. 3D scanner devices, in particular, are able to capture a large number of data points from the surface of objects in real-world scenes. These data points ${ }^{1}$, called scanned data, may contain shape or color information of the object. A three-dimensional model is then reconstructed from the scanned data. There are many different ways to classify 3D scanners [Cur99] such as contact or noncontact, passive or active as shown in Fig. 1.1. Laser-based scanners (non-contact active) are widely used in industrial applications [May99, BR02, MS11]. They emit some types of radiation or light and detect the reflection of the rays from the surface of the object in order to capture 3D data.


Figure 1.1. Classification of 3D scanner technologies and laser-based approaches (non-contact active).

[^0]According to the development of scanning technologies (both hardware and software), millions of data points may be captured and processed per second by such sensors. Among common problems in computer vision, surface reconstruction has attracted much attention from the research community but still represents many challenges [MWA ${ }^{+} 13$, BTS $\left.^{+} 14\right]$. Building an accurate reconstructed model is the central goal in various applications such as reverse engineering [VMC97], urban area modeling [MWH $\left.{ }^{+} 06, \mathrm{MWA}^{+} 13\right]$, cultural heritage [KFH09, $\mathrm{SCC}^{+} 11$ ], etc. For instance, reverse engineering of a manufactured object plays a fundamental role in the production process, especially when no original design drawings and specification documentations are available, but the real product is. While in a conventional engineering process the product is made from the designed model, the 3D model of the real object can be reconstructed from scanned data in the reverse engineering process. In essence, reverse engineering [VMC97] tries to build a digital model of an object which will resemble the object as closely as a computer-aided design would do. Then a modification can be applied to the reconstructed model in order to create a new design model for reproduction, as shown in Fig. 1.2(a).


Figure 1.2. Overall diagram: reverse engineering (a) and quality control process (b).
Quality control and inspection is the process of comparing the scanned data of a manufactured part against its CAD model. A human inspector will then be provided with a list and description of unacceptable product defects such as surface distortion or dimensional deviation (Fig. 1.2(b)). By performing quality control and inspection, companies are able to identify problems early in the fabrication process, the ultimate goal being to eliminate the causes of the presence of the defects on the manufactured parts.

Moreover, reconstructed models are also being widely used in other areas such as movies, entertainment and games [RA11]. Movie production often uses the latest technologies in 3D
computer animation and visual effects. There are several blockbuster 3D films such as Final Fantasy (2001), Avatar (2009), Fast \& Furious 7 (2015), etc. that used 3D model and rendering techniques. The use of 3D models has been increasing massively. Currently, it is not hard to make a live-action movie that is rendered from 3D models and animation software packages such as 3DS Max [3DS], Blender [Ble], etc.

Traditionally, the most common device used in reverse engineering and quality control is a coordinate measuring machine (CMM) [MHSRP08, Li11], which measures local points at the surface of an object. The principle of CMM is that measurements are made by a probe mounted on a robot or portable device (Fig. 1.3). Although the measurement is very accurate, CMMs require that the material be hard enough to resist the force applied by the probe. Moreover, one more problem of these systems is the limited number of data points collected at the surface of the object in a reasonable amount of time. CMM can capture several thousand points on an object, a density that may not be enough to describe the object completely. Recently, an increased variety of modern 3D hand-held sensors have been used in reverse engineering and quality control applications.


Figure 1.3. CMM systems with articulated mechanisms for moving the probe (a) and portable probe localized by a photogrammetric positioning system (b).

### 1.1 Problem Statement

As mentioned in [RvdH05], most objects are formed by the combination of basic geometric primitives such as planes, spheres, cylinders, etc. Therefore, geometric primitive extraction
from 3D data, also known as 3D segmentation [APP ${ }^{+} 07$, Sha08, TPT15] and shape decomposition [CGF09, KHS10], plays a key role in 3D vision. No matter what data acquisition is used, an important problem in 3D vision consists of using the huge number of points collected by the sensors to build a geometric model of the objects of interest.

Segmentation is the process through which the data points are partitioned into connected regions or parts that can be approximated by standard CAD primitives (e.g. planes, cylinders, etc.) or volumetric primitives (e.g. super-ellipsoids), respectively. Existing segmentation methods can be grouped into two basic categories:

- Patch-based approaches: The 3D mesh is segmented into regions that represent distinct regions of the object and that can be described by various primitives such as planes, cylinders, spheres, polynomial patches, etc., as shown in Fig. 1.4.
- Part-based approaches: The 3D mesh is decomposed into volumetric parts which can be approximated by volumetric primitives (e.g. super-ellipsoids). Shape decomposition belongs to this category and often uses the minima rule [HR84] to extract meaningful parts of the object. An example of the part-based approach for mesh segmentation is shown in Fig. 1.5.


Figure 1.4. An example of patch-based approach for mesh segmentation. Image taken from [YWLY12].

This thesis focuses on patch-based segmentation. Although significant research has recently been conducted on primitive shape extraction from a single model [VMC97, BV04, AFS06, SWK07], this problem still remains open, especially for complex data with noise and outliers. In this context, the primary goal of this thesis is to propose a robust framework for geometric primitive extraction from unorganized point clouds. The framework is proposed to work directly on unorganized point clouds, but, as discussed in the document, it could be extended easily to triangle meshes and range images. Moreover, although a few approaches have been proposed for primitive fitting and detection, validation methods for assessing the reliability of extracted primitives are still scarce. This important problem is also addressed in this thesis.

Since the field of view of 3D sensors is limited, it is necessary to scan an object from different


Figure 1.5. An example of part-based approach for mesh segmentation. Image taken from [KHS10].
viewpoints in order to cover its entire surface. Scans collected from the different viewpoints are used in the modeling process. Prior to building a model, a registration ${ }^{2}$ step is required to transform the data in all of the scans into a common coordinate frame. Generally, the problem may be described as follows: Let $\{\mathcal{M}, \mathcal{S}\}$ be two finite size point sets in a finitedimensional real vector space $\mathbb{R}^{d}$, which can contain a different number of points. The registration involves finding a transformation which moves "model" point set $\mathcal{M}$ to "scene" set $\mathcal{S}$ such that the difference between them is minimized. In other words, a mapping from $\mathbb{R}^{d}$ to $\mathbb{R}^{d}$ is computed to find the best alignment between the transformed "model" set and the "scene" set.

There are several ways to classify the 3D registration problem.

- According to the rigidity of the surface or object, registration may be classified as a rigid or a non-rigid approach as described in [TCL $\left.{ }^{+} 13\right]$. For rigid registration, only a unique transformation (rotation and translation) is needed to align all points in the scans, as shown in Fig. 1.6(a). However, for non-rigid registration, each data point requires its own transformation, as shown in Fig. 1.6(b).
- Depending on the quality of the final result, registration methods can also be classified into coarse registration methods [PMW05, DRLS15] or fine registration methods [BM92, RL01, SMFF07]. While fine registration tries to align two datasets as close as possible, coarse registration brings the datasets closer to each other and is often considered as the initial step for fine registration. An illustrated example of coarse and fine registrations is shown in Fig 1.7.
As of today, the registration problem has been investigated intensively in an effort to align meshes or point clouds having similar densities of data points. Many 3D descriptors (ie.

[^1]

Figure 1.6. Rigid and non-rigid registration of 3D data.

FHFP, Spin image, etc.) have been proposed [DRLS15] and keypoints (i.e. Harris3D, SUFT, etc.) have been extracted from the 3D data for correspondence matching [TSDS13]. However, not all of the keypoints and descriptors should be used for matching because many bad keypoints and descriptors are also detected by noise and outliers. Therefore, random sample consensus (RANSAC) [FB81] is often used to reduce the complexity of the correspondence search. RANSAC is known as a robust technique to deal with noise and outliers by using random sampling with a minimum number of data points selected from a set of keypoints. A minimum of three pairs of matching points is required to compute the transformation between two datasets [HZ03].

Although some descriptors [DRLS15, TSDS13] have been proposed to register two or more 3D datasets, very few descriptors [JH99, RBB09] can handle registration between scans of manufactured objects, which is often used in quality control application. The problem is even harder when the task is to align a point cloud with its CAD model, because CAD models contain a small number of vertices compared to the point cloud. In such cases, the variants of Iterative Closest Point (ICP) [RL01] as well as most 3D descriptors [DRLS15] (e.g. spin image [JH99], FPFH [RBB09], etc.) fail at the alignment task because of symmetrical and sim-


Figure 1.7. An illustrated example of coarse and fine registrations. While fine registration tries to align two data as close as possible, coarse registration just brings them closer and is considered as initial step for fine registration problem.
ilar geometry from the surface data of the primitives. Therefore, primitives extracted during the extraction step are used as a novel descriptor for alignment problem, and this referred to as primitive-based registration.

The secondary goal of this thesis is to introduce a novel framework for registering scanned 3D data with a CAD model using extracted primitives as a coarse registration step. This idea will not only be applied to the alignment of scanned 3D data with a CAD model but for the registration of multiple partial scans of an object as well.

### 1.2 Contributions of the research work

In this project, we propose a framework to extract geometric primitives from point clouds and to align point clouds with original CAD models using the extracted primitives. The overview of the framework is illustrated in Fig. 1.8. The framework is comprised of three modules: geometric primitive extraction from scanned data, primitive extraction from the CAD model and alignment between scanned data and the CAD model for quality control and inspection. The main contribution of the research consists of geometric primitive extraction and primitive-based alignment in which primitives are extracted robustly from point cloud data and are used for object reconstruction and alignment applications.

- First, the research focuses on processing the scanned 3D data from the surface of manufactured objects. A robust framework is proposed to extract geometric primitives such as cylinders, spheres and planes from unorganized point clouds [TCL15a, TCL16b, TCL15b]. Due to the novel validation approach proposed in the thesis, reliable primitives are extracted with high accuracy. In contrast, existing approaches that only extract approximate primitives.


Figure 1.8. Overview of the framework for geometric primitive extraction and primitive-based alignment. The input is scanned data and a 3D CAD model. Geometric primitives are extracted from both the data and the model. A primitive-based alignment algorithm is then applied to register the scanned data and the CAD model. The alignment result can be used for quality control applications among other applications.

- Primitives in CAD model are segmented with a predefined number of clusters using hierarchical mesh segmentation [GWH01, AFS06]. This module is implemented offline as a preprocessing step. The basic idea of hierarchical face clustering is discussed in Section. 6.3.1.
- A novel approach is proposed to align the primitives extracted from the point cloud with its CAD model [TCL16a, TCL16c]. The approach combines a new optimization technique with a new objective function to guarantee convergence. An error map between the production and CAD model is then determined for quality control and inspection.
- The problem of sharp feature extraction from point cloud data is also investigated in the thesis [TAL13, TCN $\left.{ }^{+} 14\right]$. As mentioned earlier, most manufactured objects consist of a combination of common geometric primitives. The intersection between these primitives forms a sharp feature. Sharp features help to understand the structure of the underlying geometry of a surface. Moreover, this could be used in other applications such as surface denoising [PLJ ${ }^{+} 13$ ], remeshing [VRKS01] and feature-aware reconstruction [HWG ${ }^{+}$13].
- The extracted sharp features could be used to create a graph that describes the structure of scanned data. Graph matching is proposed and integrated into the proposed framework to create an automatic registration between the scanned data and its CAD
model.
The algorithms presented in this thesis have already been published in or submitted to several well-known conferences and journals [TAL13, TCN ${ }^{+} 14$, TCL15a, TCL16b, TCL15b, TCL16a].


### 1.3 Thesis Outline

The content of this thesis is structured in two parts. Part I introduces a robust framework for extracting single primitive types separately and multiple primitives simultaneously from unorganized point clouds. Part II describes the complete framework for aligning scanned 3 D data with the CAD model using the extracted geometric primitives. The remainder of the thesis is organized as follows.

## Part I: 3D Geometric Primitive Extraction

- Chapter 2 introduces a novel framework for extracting multiple cylinders robustly from unorganized point clouds. An iterative cylinder fitting is developed from traditional algebraic fitting. In addition, a new technique for validating the detected cylinders is proposed. The validation problem is transformed into a simpler circle detection problem, a question that has been investigated thoroughly and for which reliable solution do exist. By exploiting a Mean Shift Clustering paradigm, multiple cylinders are extracted and estimated robustly. The output of this approach are the descriptive parameters of the extracted cylinders and their associated points.
- Chapter 3 extends the framework presented in Chapter 2 to the problem of sphere extraction from 3D data. The validation of the extracted spheres is also transformed into a simple problem of circle detection. Moreover, an efficient resampling technique is introduced to accelerate the extraction process.
- A general framework is proposed in Chapter 4 to extract multiple types of primitives from unorganized point clouds. The proposed framework extracts curved surfaces such as cylinders and spheres first. The points associated with curved surfaces are removed from the point cloud. Planar surfaces are then extracted from remaining points. The framework extracts primitives efficiently without model confusion in which cylindrical and spherical parts are often approximated by planes.


## Part II: Primitive-based Alignment and Applications

- Chapter 5 is concerned with the problem of registering two sets of synthetic geometric primitives. The chapter develops the mathematical equations and optimization technique for each type of basic primitive (plane, cylinder and sphere). With the proposed minimization technique and objective function proposed in this chapter, good convergence results are achieved for the alignment.
- Chapter 6 presents a complete framework to align a point cloud and the CAD model of the corresponding object in which the proposed method in Chapter 5 is used. Since most 3D descriptors and variants of ICP fail for the problem, a solution is to use the primitives themselves for alignment. Then error map and tolerance measurement are estimated in the context of quality control and inspection applications.
- Chapter 7 presents an automatic technique for extracting sharp features from 3D data. First, a method is proposed to detect potential sharp features at a given scale. The process is iteratively applied for increasing scales. In the end, valid sharp features are determined by multi-scale analysis as a refinement. The extracted sharp features are integrated into the proposed framework in Chapter 6 to create an automatic registration.
- Finally, Chapter 8 concludes the thesis with a brief discussion of directions for future work.


## Part I: 3D Geometric Primitive Extraction

Surface reconstruction $\left[\mathrm{MWA}^{+} 13, \mathrm{BTS}^{+} 14\right]$ has been investigated intensively in the past decades. The general objective is to recover and reconstruct a digital representation of the object from the 3D data. The data acquisition process ranges from active methods such as laser-based sensors, structured-light sensors to passive methods such as multi-view stereo. This problem relates to many research fields such as image processing, computer vision and graphics. Berger et al. [BTS $\left.{ }^{+} 14\right]$ is an excellent survey in which each research direction is clearly summarized and where advantages and drawbacks of each approach are listed. Previous works have often focused on reconstructing a piece-wise smooth surface of the original shape. However, as mentioned previously, man-made objects are generally composed of a combination of geometric primitives such as cylinders, spheres, etc., as shown in Fig 1.9.


Figure 1.9. Most parts of the BMW X6M engine are composed of geometric primitives such as cylinders and planes. Image taken from Eurotuner.

Recently, some research works have attempted to generate a higher level of representation of the data, so geometric primitives are used to abstract the 3D data [SWK07, AFS06]. In other words, primitives such as planes, cylinders and spheres are now used to represent the data points, as shown in Fig 1.10. In this part of the thesis, each type of primitive will be extracted and detected directly from point clouds and the reconstructed model consists of the combination of the extracted primitives.


Figure 1.10. Geometric primitives are used to represent the data points. Image taken from Li et al. [LWC $\left.^{+} 11\right]$.

The data scanned from the surface of a manufactured object is considered as the input of the proposed framework. The output includes the type of primitives, their descriptive parameters and their associated points. As a preprocessing step, normal vectors and principal curvatures are first computed for each point in the point cloud. This differential geometry information is computed once and used throughout the procedure. The extraction of cylinders and spheres is described in Chapter 2-3, respectively. In these chapters, the extraction of a single type of primitive separately is described. Then a complete framework for extracting multiple types of primitives simultaneously is introduced in Chapter 4. The literature review, the proposed algorithm and experimental results related to each problem are described and discussed in Chapter 2-4, respectively.

## Chapter 2

## Cylinder Extraction

### 2.1 Introduction

Among basic primitives, cylinders may be the most frequently used type of primitive in industrial objects such as pipes, sleeves, connectors. Moreover, cylinder detection could be used in various applications: reverse engineering [VMC97], 3D registration [RDvdHV07], pipeline plant modeling [ $\left.\mathrm{LZH}^{+} 13\right]$, etc. Currently, there are many methods [LZH ${ }^{+} 13, \mathrm{CG} 01$, RvdH05, LPGW87] that have investigated how to detect cylinders and estimate their descriptive parameters from point cloud data. A cylinder is frequently described by 3 parameters: axis orientation $\overrightarrow{\mathbf{a}}$, a point on the axis $\mathbf{p}^{*}$ and radius $r$ [AP10]. However, few methods can determine these descriptive parameters accurately. Most methods [SWK07, CG01, RvdH05, $\mathrm{LZH}^{+}$13] require the user to choose some threshold values- a difficult task for complex models. Moreover, the problem of detecting multiple cylinders is non-trivial, since it is easily affected by noise/outliers or depends on prior segmentation results. Cylinder extraction and cylinder fitting are problems that have been investigated recently, but which are still open.

Therefore, our goal is to propose a robust method for estimating cylinder parameters accurately and extracting multiple cylinders simultaneously from a given point cloud. Some examples of cylinder extraction detected by our method are shown in Fig. 2.1. The contributions of the proposed method are summarized as follows:

- Estimating the descriptive parameters of cylinders accurately.
- Extracting multiple cylinders at the same time.
- Proposing a novel method for validating the detected cylinders.
- Detection and estimation robust to acquisition noise and outliers.

The rest of this chapter is organized as follows. Previous work is summarized in Section 2.2. Single cylinder fitting is presented in Section 2.3. The procedure for multiple cylinder extraction is described in Section 2.4. Results and discussion are presented in Section 2.5, and Section 2.6 draws some conclusions on the proposed method.


Figure 2.1. Detected cylinders from noisy data with outliers using the proposed method in this chapter.

### 2.2 Related work

Many methods have investigated the problem of cylinder extraction. In this section, we briefly review some methods related to the one presented in this chapter. Existing methods are generally classified into two categories: those requiring prior segmentation and those working directly on point clouds.

The methods belonging to the first group fit a cylinder model to a set of segmented points. They often use non-linear optimization to minimize the sum of orthogonal distances to the cylinder surface [LMM98, BKV ${ }^{+}$02]. These methods depend on the quality of the initial segmentation [Tau91] that needs to assign the correct type of primitive to each data point. However, this requirement is difficult to meet for real data with noise and outliers. Moreover, non-linear least-squares fitting is an iterative process that requires good initial parameters to avoid local minima.

Hierarchical face clustering [AFS06, AP10], which often requires that the number of segments be pre-selected by the user, is an interesting method for primitive extraction. However, this method is computationally intensive in both time complexity and memory requirement even if the model contains just a few thousand points, because the method investigates


Figure 2.2. Iterative fitting for cylinder extraction from iteration are shown in Fig. 2.2(a)-2.2(d). Red points are inliers propagated gradually on the surface of the cylinder. The distance error from a point to the surface of the detected cylinder is computed and shown in Fig. 2.2(e)-2.2(h). The error gradually drops close to zero after a few iterations as shown on the histograms in Fig. 2.2(e)-2.2(h).
all types of primitives at the same time to create a global list of priorities by using algebraic fitting [Pra87]. Moreover, primitive fitting is not accurate, especially when the number of points is small. This affects the priority list and leads to poor results. In addition, cylinder fitting in [AFS06, AP10] cannot identify cylinder parameters accurately and reliably in a single step. Fig. 2.2(a) shows an example of this method after one iteration step; the detected cylinder does not fit the data points very well. Our method improves this technique to estimate cylinder parameters accurately through an iterative fitting process.

The second group attempts to process data points directly using RANSAC [LWC ${ }^{+}$11, SWK07] or Hough-based methods [RvdH05, CG01] which are popular techniques for parametric model extraction. RANSAC [FB81, BF81] fits a model by using random sampling with a minimum number of data points. For cylinders, two data points with their surface normals are enough for fitting [SWK07]. However, the user must set several thresholds that may vary for different models, especially with noisy data and outliers. The results of the algorithm depend on the initial selection of points. In the worst case, RANSAC does not converge to a valid solution even when cylinders are present.

The Hough transform [DH72] is popular for detecting simple shapes such as lines, circles and planes. But it is also known as a voting method with high computational requirements, and for which choosing the resolution of the accumulator cell is critical. In addition, 5 parameters are needed for cylinder detection [RvdH05]. As reported in [RvdH05, FO01], some authors
have attempted to speed up the procedure by splitting and pruning the parametric space.
A significant research study focuses on the use of the Gaussian sphere [dC76] to extract primitives [RvdH05, CG01, $\left.\mathrm{LZH}^{+} 13\right]$. Liu et al. [ $\mathrm{LZH}^{+} 13$ ] detect cylinders in large-scale point clouds of a pipeline plant. However, the limitation of the method is that it only supports the extraction of pipes either perpendicular or parallel to the ground. Chaperon et al. [CG01] combine the Gaussian sphere with a random sampling method (RANSAC) to extract cylinders and estimate their parameters. However, based on our experiments, these methods do not achieve accurate results for complex models containing other types of primitives. For example, in Fig. 2.3(a), the joint model is composed of 3 cylinders and several planes leading to red and green circles, where two parallel cylinders correspond to the same red circle. However, the red circle results not only from points belonging to cylinders but also outliers and other points on a plane having coincident normals (Fig. 2.3(b)). The blue circle is not created by the points belonging to the cylinder surface but rather by points distributed all over the model (Fig. 2.3(c)).


Figure 2.3. Gaussian sphere of the joint model in top left of Fig. 2.1 and related problems. The blue circle is caused by planes and outliers and leads to wrong results. The problem of detecting circles on the Gaussian sphere becomes harder when there are many cylinders or when there are small cylinders in the point clouds.

The proposed method belongs to the second group, which extracts cylinders directly from point cloud data. The problem addressed in this chapter is to estimate cylinder parameters accurately. The algorithm is an iterative process of distance-based and normal-based fitting starting at different initial points. Furthermore, we propose a novel two-step validation method exploiting geometric consistency to improve cylinder detection. By using mean shift clustering, multiple cylinders can be extracted simultaneously.

### 2.3 Iterative cylinder fitting

In this section, we assume that points are sampled on the surface of a cylinder, which includes noise and outliers. The case of multiple cylinder detection with the presence of other types of primitives is investigated in the next section. The pseudo-code for single cylinder fitting is shown in Algorithm 1. The steps of this method are described in more detail as follows.

The input of the algorithm is a set of points sampled on the surface of a cylinder $\mathbf{P}=\left\{\mathbf{p}_{i} \in\right.$ $\left.\mathbb{R}^{3}, i=1, \ldots, N\right\}$. An un-oriented normal vector is available at each point. Otherwise, normal vectors can be computed using the procedure described in [HDD ${ }^{+} 92$ ]. For the sake of completeness, surface normal computations is explained in more details in Appendix .2. The output of the method is a set of parameters describing the detected cylinder $\left\{\mathbf{p}^{*}, \overrightarrow{\mathbf{a}}, r\right\}$.

A cylinder is described by a set of 3 parameters: axis orientation vector $\overrightarrow{\mathbf{a}}$, a point on the axis $\mathbf{p}^{*}$ and radius $r$. The first step is to compute the orientation of the axis of the cylinder, that is the vector being the most orthogonal to all of the normal vectors $\overrightarrow{\mathbf{n}_{i}}$ of $\Psi$ (see Eq. 2.3). Therefore, a positive semi-definite matrix $\mathbf{C}=\sum_{i=1}^{|\boldsymbol{\Psi}|} \mathbf{n}_{i}^{T} \mathbf{n}_{i}$ is computed and analyzed, in which $\mathbf{n}_{i}$ is a row-vector (row-vector convention is used in this thesis). The eigenvector of $\mathbf{C}$ corresponding to the smallest eigenvalue is considered as the axis orientation $\overrightarrow{\mathbf{a}}$, and $\mathbf{C}_{x}$ and $\mathbf{C}_{y}$ are the two other eigenvectors that create a coordinate frame in the plane.

In the second step, $\tilde{\mathbf{p}}_{i}=\left[\left\langle\mathbf{p}_{i}, \mathbf{C}_{x}\right\rangle_{2},\left\langle\mathbf{p}_{i}, \mathbf{C}_{y}\right\rangle_{2}\right]$ is the 2D projection of $\mathbf{p}_{i} \in \boldsymbol{\Psi}$ on the plane with normal $\overrightarrow{\mathbf{a}}$ that passes through the origin O . These projected points distribute on the plane as a circle. Then the problem of determining the radius $r$ and a point $p^{*}$ on the axis reduces to determining the radius $r$ and center $\tilde{\mathbf{c}}$ of the circle. Algebraic fitting [Pra87] is used to compute the radius $r$ and center $\tilde{\mathbf{c}}=\left[\tilde{\mathbf{c}}_{x}, \tilde{\mathbf{c}}_{y}\right]$ because it is faster than implicit fitting [Tau91]

```
Algorithm 1: Algorithm for iterative single cylinder fitting.
Data: Point cloud and normal vectors at each point.
Result: Parameters \(\left\{\mathbf{p}^{*}, \overrightarrow{\mathbf{a}}, r\right\}\) of fitted cylinder.
index:=0; \(k:=10\) (maximum number of iterations);
\(\Psi:=\) a given point \(\in \mathbf{P}\) and its neighborhood whose size is initially set to 50 ;
while inde \(x \leq k\) do
    1. Find the cylinder axis orientation \(\overrightarrow{\mathbf{a}}\) by finding the eigenvector corresponding to the
    smallest eigenvalue of the covariance matrix \(\mathbf{C}\) of normal vectors of inliers \(\boldsymbol{\Psi}\);
    2. Project \(\boldsymbol{\Psi}\) on a plane with normal \(\overrightarrow{\mathbf{a}}\) and going through the origin O ;
    3. Fit a circle to projected points to find radius \(r\) and a point \(\mathbf{p}^{*}\) belonging to the axis (Eq.
    2.1-2.2);
    4. Use normal and distance filtering to update \(\boldsymbol{\Psi}\) for the next iteration (Eq. 2.3);
    5. index:=index+1;
end
```

and efficient for the circle fitting problem. Therefore, algebraic distances are minimized in the following equation:

$$
\begin{equation*}
\left[\tilde{\mathbf{c}}_{x}, \tilde{\mathbf{c}}_{y}, r^{2}-\tilde{\mathbf{c}}_{x}^{2}-\tilde{\mathbf{c}}_{y}^{2}\right]^{T}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{A}^{T} \mathbf{b} \tag{2.1}
\end{equation*}
$$

where

$$
\mathbf{A}=\left(\begin{array}{ccc}
2 \tilde{\mathbf{p}}_{1 x} & 2 \tilde{\mathbf{p}}_{1 y} & 1  \tag{2.2}\\
2 \tilde{\mathbf{p}}_{2 x} & 2 \tilde{\mathbf{p}}_{2 y} & 1 \\
\vdots & \vdots & \ddots \\
2 \tilde{\mathbf{p}}_{|\Psi| x} & 2 \tilde{\mathbf{p}}_{|\Psi| y} & 1
\end{array}\right), \mathbf{b}=\left(\begin{array}{c}
\left\|\tilde{\mathbf{p}}_{1}\right\|_{2}^{2} \\
\left\|\tilde{\mathbf{p}}_{2}\right\|_{2}^{2} \\
\vdots \\
\left\|\tilde{\mathbf{p}}_{|\Psi|}\right\|_{2}^{2}
\end{array}\right)
$$

The center $\tilde{\mathbf{c}}$ of the circle is transformed back in 3D coordinates and considered as the point $\mathbf{p}^{*}$ belonging to the axis of the cylinder, i.e., $\mathbf{p}^{*}=\tilde{\mathbf{c}}_{x} \mathbf{C}_{x}+\tilde{\mathbf{c}}_{y} \mathbf{C}_{y}$.


Figure 2.4. Computation of the orthogonal distance $\Delta d_{i}$ (red line) between a point $\mathbf{p}_{i}$ and the detected cylinder (green curve). Angle $\Delta n_{i}$ (orange) between its normal vector and a vector on the detected cylinder surface. $\mathbf{p}_{i}$ is the point of interest. $\mathbf{p}^{*}$ is a point on the axis of the detected cylinder. $\overrightarrow{\mathbf{n}_{i}}$ is the normal vector at a given point $\mathbf{p}_{i} \cdot \frac{2 r}{\alpha_{c}}$ is the margin for inlier points.

We iteratively apply these three steps to extract $\boldsymbol{\Psi}$ points until the maximum number of iterations is reached. At each iteration, the set of inliers (line 4 in Algorithm 1) is updated with the following normal and distance criterion:

$$
\begin{equation*}
\boldsymbol{\Psi}=\left\{i \left\lvert\,\left(\left|\Delta d_{i}\right|<\frac{r}{\alpha_{c}}\right) \&\left(\left|\Delta n_{i}\right|>\beta_{c}\right)\right.\right\} \tag{2.3}
\end{equation*}
$$

where $\Delta d_{i}$ is the distance of point $\mathbf{p}_{i} \in \mathbf{P}$ to the detected cylinder and $\Delta n_{i}$ is the angle between its normal $\overrightarrow{\mathbf{n}_{i}}$ and the vector from point $\mathbf{p}_{i}$ to the axis, as shown in Fig. 2.4(b). And $r$ is the radius of the detected cylinder. The terms $\Delta d_{i}$ and $\Delta n_{i}$ are computed as follows:

$$
\begin{equation*}
\Delta d_{i}=\left\|\overrightarrow{\mathbf{p}_{i}-\mathbf{p}^{*}}-\left(\overrightarrow{\mathbf{p}_{i}-\mathbf{p}^{*}} \cdot \overrightarrow{\mathbf{a}}\right) \overrightarrow{\mathbf{a}}\right\|-r \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta n_{i}=\frac{\cos \left(\left(\overrightarrow{\mathbf{p}_{i}-\mathbf{p}^{*}}-\left(\overrightarrow{\mathbf{p}_{i}-\mathbf{p}^{*}} \cdot \overrightarrow{\mathbf{a}}\right) \overrightarrow{\mathbf{a}}\right) \cdot \overrightarrow{\mathbf{n}_{i}}\right)}{\left\|\overrightarrow{\mathbf{p}_{i}-\mathbf{p}^{*}}-\left(\overrightarrow{\mathbf{p}_{i}-\mathbf{p}^{*}} \cdot \overrightarrow{\mathbf{a}}\right) \overrightarrow{\mathbf{a}}\right\|} \tag{2.5}
\end{equation*}
$$

where $(\cdot)$ is the dot product of two vectors.
Parameters $\alpha_{c}$ and $\beta_{c}$ in Eq. 2.3 are adaptive threshold values for distance and orientation differences respectively. Large values for $\frac{r}{\alpha_{c}}$ and $\beta_{c}$ make the process greedy for merging data points into the fitting process, but small ones make the process converge more slowly. Therefore, $\alpha_{c}=50$ and $\beta_{c}=0.95$ are good values found empirically and were used for all experiments reported in this chapter. These threshold values are used to update the set of inliers (see Eq. 2.3) automatically at each iteration.

For each iteration, only inlier points are considered as input for cylinder fitting. This process propagates rapidly to points belonging to the cylinder surface, as shown in Fig. 2.2. The major advantage of this method consists of choosing the inliers iteratively based on distance and normal information, so outliers and noise are sequentially removed by using the distance and normal filter in Eq. 2.3. Therefore, the descriptive parameters of a cylinder are estimated by inliers only, which makes the estimates accurate.

Some practical experiments were conducted to choose the number of iterations $k$ used in Algorithm 1. We applied the above process to different models of cylinders. The distance $\Delta d_{i}$ between the points and the surface of the detected cylinder was computed after each iteration. The mean square error (MSE) of the distance error was computed as follows:

$$
\begin{equation*}
\mathrm{MSE}=\frac{1}{N} \sum_{i \in N}\left(\Delta d_{i}\right)^{2} \tag{2.6}
\end{equation*}
$$

The MSE of different models is normalized and plotted in Fig. 2.5. For all of the models with $\alpha_{c}$ and $\beta_{c}$ mentioned above, MSE converges to a small value after a number of iteration smaller than 10 . Therefore, $k$ was set to 10 in all of the experiments.

The proposed method is based on hierarchical face clustering (HFC) [AP10], but it outperforms HFC's performance on many aspects:

- Hierarchical clustering is similar to region growing and merges just one point to the cluster at each iteration. This makes the process slow because of high computational cost. While the proposed method rather detects and merges multiple points at each iteration, which speeds up the overall process.
- Hierarchical clustering is dependent on a priority list which is affected easily by noisy data because the error fitting for a sphere or a plane is often smaller than that of a cylinder when the number of points is small. The proposed method avoids these problems by focusing on local data continuously and by using surface normal and distance criteria to remove noisy data and outliers.


Figure 2.5. Iterations for different models: complete synthetic cylinder (top), cylinder with hole (center) and partial cylinder (bottom). The Mean Square Error (MSE) of the distance error converges to zero after a few iterations smaller than 10 .

- As shown in Section 2.5, the proposed method is faster and more reliable than HFC and other methods. The method is able to estimate cylinder parameters accurately, even in the presence of noise and outliers. Fig. 2.2 shows the results of cylinder fitting. After 4 iterations, all points belonging to the cylinder surface are detected with accuracy.


### 2.4 Multiple cylinders extraction

As mentioned before, manufactured objects are generally composed of multiple cylinders combined with other primitives. Therefore, choosing only points belonging to cylinder surfaces for fitting is not a trivial problem. In this section, a robust method for the simultaneous detection of multiple cylinders is proposed. The diagram of the method is given in Fig. 2.6 and Algorithm 2. Each block is described in the following.

## Preprocessing

Normal vector and principal curvatures at each data point are used in the proposed method. Therefore, this information is computed at a preprocessing step. Hoppe et al. [HDD ${ }^{+}$92] have proposed to use classical principal component analysis (PCA) [Jol86], for normal vector estimation (Appendix .2). The same approach is selected in this chapter because of its simplicity and efficiency.

```
Algorithm 2: Multiple cylinders extraction from a point cloud.
Data: Point cloud; Normal vectors and Potential points (Section 2.4)
Result: Parameters of cylinders
index:=0; \(m:=\#\) Potential points; \(\mathbf{X}:=\varnothing\);
while index \(\leq m\) do
    1. Find neighorhood for a given initial seed point and then fit a cylinder using Section
    2.3, Algorithm 1;
    2. Validation by first phase Eq. 2.7, Section 2.4.1;
    3. if true then
        4. Validation by second phase by computing SC Eq. 2.9 and Algorithm 3;
        5. if \(S C<c_{s c}\) then
        \(\mathbf{X}=\mathbf{X} \cup\) newcylinder ;
        end
    end
    6. index:=index+1;
end
Apply mean-shift clustering to \(\mathbf{X}\);
```

As shown in Fig. 2.6, the proposed method applies an iterative fitting procedure (Algorithm 1) to each potential point that could belong to a cylinder surface. These potential points are extracted by using principal curvature information. A point is considered as belonging to a cylinder if the ratio between the maximum principal curvature $\mathbf{k}_{2}$ and the minimum principal curvature $\mathbf{k}_{1}$ is larger than $100\left(\mathbf{k}_{2}>100 \mathbf{k}_{1}\right)$. To the best of our knowledge, Taubin's method [Tau95] is referred to as one of the most popular methods for principal curvature estimation [MSR07, HS03] ((Appendix .3))


Figure 2.6. Diagram for multiple cylinder extraction.

### 2.4.1 Fitting and Validation

Following the selection of potential points, the next step consists oin fitting a cylinder at each potential point and checking the fitting validity. For each potential point, a neighborhood is chosen and the cylinder fitting procedure, which is described in Section 2.3, Algorithm 1, is applied to this neighborhood to estimate the cylinder parameters corresponding to this potential point. As mentioned earlier, the fitting process is able to propagate the primitive to
all points that belong to the cylinder.
The result of the fitting process depends on the initial seed point and the propagation process. Because of acquisition noise or point cloud structure, some detected cylinders may not converge to a good cylinder and the detection process could be stuck in a geometry trap as shown in Fig. 2.7(e). To eliminate such cases, a novel method for validating the detected cylinder is proposed. The validation algorithm consists of two phases: (i) a first phase checks the geometric consistency of the detected cylinder; (ii) a second phase checks the local structure around it.

## First phase of the validation step

The first phase of the validation step verifies the geometric consistency of the detected cylinder. Based on the experiment reported in Fig. 2.5, the estimation of the parameters of good cylinders converge after a few iterations only. Therefore, the convergence property is used to verify the geometric consistency of a cylinder. A cylinder primitive is considered as reliable if it satisfies the following conditions:

$$
\left\{\begin{array}{l}
\left\|r_{k}-r_{k-1}\right\|<\gamma  \tag{2.7}\\
\frac{\left(\overrightarrow{\mathbf{a}_{k}} \cdot \overrightarrow{\mathbf{a}_{k-1}}\right)}{\left(\overrightarrow{\mathbf{a}_{k-1}} \cdot \overrightarrow{\mathbf{a}_{k-2}}\right)}>\theta
\end{array}\right.
$$

where the number of iterations $k$ is set to 10 mentioned in Algorithm 1.
The first inequality evaluates the convergence of the radius $r$, and the second one assesses the robustness of axis orientation $\overrightarrow{\mathbf{a}}$. In our experiments $\gamma=\frac{1}{100} \sum_{i=0}^{k} \frac{r_{i}}{10}$ is set as $1 \%$ of the average radius of the detected cylinders at all iterations and $\theta=0.99$. After the first phase, only the detected cylinders satisfying Eq. 2.7 are fed to the second phase for further investigation.

## Second phase of the validation step

As the first phase may still lead to unreliable cylinders because the fitting process is trapped in a local minimum in geometry, the second phase is executed. The main idea of this second phase is to explore the structure around the detected cylinder to assess its quality.

- The Virtual circle $\left\{\tilde{\mathbf{c}}_{\text {vir }} ; r_{v i r}\right\}$ is generated by projecting the detected cylinder on a plane normal to the axis direction $\overrightarrow{\mathbf{a}}$ and through origin $O$.
- All points near the surface of the detected cylinder are also projected on the same plane and generate a circular shape which is detected and called the estimated circle $\left\{\tilde{\mathbf{c}}_{e s t} ; r_{e s t}\right\}$.
- The problem is thus transformed into one of detecting a circle in the plane. The detected cylinder is reliable if these two circles coincide closely (Fig. 2.7(d)).

The second phase of the validation step is summarized in Algorithm 3 and explained in more detail as follows. First, the detected cylinder is projected on a plane, which has normal $\overrightarrow{\mathbf{a}}$ and passes through the origin O , to generate a circle called the virtual circle (green in Fig. 2.7(b)-Fig. 2.7(f)). Then the data points within the $\pm \frac{5 * r_{10}}{100}$ margin (Fig. 2.7(b)-Fig. 2.7(f)) from the surface of the detected cylinder are also projected on the same plane and distributed as a circle. These projected points are stored into a $S \times S$ accumulator-grid that is then normalized to produce a grey-level image (Fig. 2.7(b)-Fig. 2.7(f)). The size of the accumulator cell is automatically set to $\frac{r_{10}}{100}$, which is chosen to balance between accuracy, complexity and computational efficiency. The resolution of the grey-level image is thus $210 \times 210$ and is computed as follows (Fig. 2.7(f)):

$$
\begin{equation*}
\mathrm{S}=2 * \frac{r_{10}+5 * \frac{r_{10}}{100}}{\frac{r_{10}}{100}}=\frac{2 * 100 * \frac{r_{10}}{100}+2 * 5 * \frac{r_{10}}{100}}{\frac{r_{10}}{100}}=210 \tag{2.8}
\end{equation*}
$$

A binary image is then generated using Otsu's method [Ots79]. The problem is reduced to detecting a circle in this binary image, which is called the estimated circle (Fig. 2.7(c)-Fig. 2.7(g)). Finally, the virtual circle of the detected cylinder and the estimated circle extracted from the binary image are compared. Based on our experiments, RANSAC is a good method for detecting circles in a binary image [LGF07, $\mathrm{LZH}^{+} 13$ ]. The difference between the estimated circle and the virtual circle is assessed by a parameter SC that is defined as the sum of the center deviation and radius deviation in pixels.

$$
\begin{equation*}
S C=\frac{\left\|\tilde{\mathbf{c}}_{\text {vir }}-\tilde{\mathbf{c}}_{\text {est }}\right\|+\left|r_{v i r}-r_{e s t}\right|}{r_{v i r}} * 100 \tag{2.9}
\end{equation*}
$$

where $\tilde{\mathbf{c}}_{v i r}$ and $r_{v i r}$ are the center and radius of the virtual circle, and $\tilde{\mathbf{c}}_{\text {est }}$ and $r_{\text {est }}$ are the center and radius of the estimated circle in the binary image (red in Fig. 2.7(c)-Fig. 2.7(g)). Only the cylinders that satisfy the condition $\left(S C<c_{s c}\right)$ are considered as reliable primitives (Fig.

```
Algorithm 3: Second phase of the validation step.
Data: Point cloud; the descriptive parameters of the detected cylinder that passed the first phase.
Result: SC assessing the difference between the estimated circle and the virtual circle.
1. Project the detected cylinder on a plane with normal \(\overrightarrow{\mathbf{a}}\) and passing through origin O and generate the virtual circle \(\left\{\tilde{\mathbf{c}}_{v i r} ; r_{v i r}\right\}\);
2. Project the data points within \(\pm \frac{5 * r_{10}}{100}\) margin from the surface of the detected cylinder on the same plane;
3. Store and count the projected points by using an accumulator grid with cell size \(\frac{r_{10}}{100}\);
4. Normalize accumulator to create a grey-level image;
5. Generate a binary image from the grey-level image [Ots79];
6. Detect an estimated circle \(\left\{\tilde{\mathbf{c}}_{\text {est }} ; r_{\text {est }}\right\}\) using RANSAC;
7. Compute SC using Eq. 2.9;
```



Figure 2.7. Validation of cylinder detection. With a good cylinder, both the virtual circle and estimated circle coincide. On the other hand, this condition is not satisfied even if the detected cylinder passes the first validation step. Therefore, it is considered as an unreliable cylinder and rejected.
2.7(d)). Otherwise, they are rejected (Fig. 2.7(h)). $c_{s c}$ is chosen according to the level of noise in the 3D point cloud.

After the two validation phases, reliable cylinders are identified and their descriptive parameters are stored into $\mathbf{X}$ list.

### 2.4.2 Mean shift clustering on the list of parameters of reliable cylinders

Once the above steps are executed, descriptive parameters for multiple cylinders are stored into $\mathbf{X}$ list. Potential points belonging to the same cylinder should have the same set of descriptive parameters. Fig. 2.8(a) shows the histogram of radius values of detected cylinders. The next step consists of clustering points sharing the same set of parameters and leading to the detection of multiple cylinders. A non-parametric clustering approach, meanshift clustering [CM02], is used for this purpose. Contrarily to k-means clustering methods, mean-shift clustering does not require the number of clusters to be chosen a priori.

Mean-Shift clustering [CM02] involves grouping data into a set of clusters: Given $n_{c}$ data
points $\mathbf{X}=\left\{\mathbf{x}_{i} \mid i=1, \ldots n_{c}\right\} \subset \mathbb{R}^{d}$ sampled from a density $f(\mathbf{x})$. The multivariate kernel density estimator with a symmetric kernel, $K(\mathbf{x})$, is given by

$$
\begin{equation*}
\hat{f}(\mathbf{x})=\frac{1}{n_{c} h^{d}} \sum_{i=1}^{n_{c}} K\left(\frac{\mathbf{x}-\mathbf{x}_{i}}{h}\right) \tag{2.10}
\end{equation*}
$$

where $h$ is called the bandwidth parameter. The symmetric kernel is defined as

$$
\begin{equation*}
K(\mathbf{x})=q k\left(\left\|\mathbf{x}^{2}\right\|\right) \tag{2.11}
\end{equation*}
$$

where $k(\mathbf{x})$ is called the profile function and $q$ represents a normalizing constant:

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} k\left(\left\|\mathbf{x}^{2}\right\|\right) d \mathbf{x}=\frac{1}{q} \tag{2.12}
\end{equation*}
$$

$\hat{f}(\mathbf{x})$ has local maxima at the cluster centers. The simplest method to find the local maxima is to use a gradient-ascent technique. Taking the gradient of the density estimator in Eq. 2.10 and performing further algebraic manipulations yields:

$$
\begin{equation*}
\nabla \hat{f}(\mathbf{x})=\frac{2 q}{n_{c} h^{d+2}} \sum_{i=1}^{n_{c}} g\left(\left\|\frac{\mathbf{x}-\mathbf{x}_{i}}{h}\right\|^{2}\right)\left[\frac{\sum_{i=1}^{n_{c}} \mathbf{x}_{i} g\left(\left\|\frac{\mathbf{x}-\mathbf{x}_{i}}{h}\right\|^{2}\right)}{g\left(\left\|\frac{\mathbf{x}-\mathbf{x}_{i}}{h}\right\|^{2}\right)}-\mathbf{x}\right] \tag{2.13}
\end{equation*}
$$

where $g(\mathbf{x})=-k^{\prime}(\mathbf{x})$ denotes the derivative of the selected kernel profile. The first term $g\left(\left\|\frac{\mathbf{x}-\mathbf{x}_{i}}{h}\right\|^{2}\right)$ is proportional to the density estimate at $\mathbf{x}$. The second term is called the mean shift vector $\mathbf{m}$,

$$
\begin{equation*}
m(\mathbf{x})=\frac{\sum_{i=1}^{n_{c}} \mathbf{x}_{i} g\left(\left\|\frac{\mathbf{x}-\mathbf{x}_{i}}{h}\right\|^{2}\right)}{g\left(\left\|\frac{\mathbf{x}-\mathbf{x}_{i}}{h}\right\|^{2}\right)}-\mathbf{x} \tag{2.14}
\end{equation*}
$$

The mean-shift vector points toward the direction of the maximum increase in density and is proportional to the density gradient estimate at point $X$. Therefore, the mean-shift procedure for a given point $\mathbf{x}_{i}$ is as follows:

1. Compute the mean shift vector $m\left(\mathbf{x}_{i}^{t}\right)$.
2. Translate the density estimation window:

$$
\mathbf{x}_{i}^{t+1}=\mathbf{x}_{i}^{t}+m\left(\mathbf{x}_{i}^{t}\right) .
$$

3. Iterate steps 1 and 2 until convergence.

In this chapter, we apply mean shift clustering in the cylinder parameters space $\mathbf{X} \in \mathbb{R}^{7}$. Each detected cylinder is considered as a data point $\mathbf{X}=\left\{\mathbf{x}_{i}=\left(\overrightarrow{\mathbf{a}_{i}}, \mathbf{p}_{i}^{*}, r_{i}\right)\right\}$. In this problem, mean shift clustering with separable Gaussian kernels is used:

$$
\begin{equation*}
\hat{f}(\mathbf{x})=\frac{1}{n_{c} h_{1} h_{2} h_{3}} \sum_{i=1}^{n_{c}} K_{1}\left(\frac{\overrightarrow{\mathbf{a}}-\overrightarrow{\mathbf{a}_{i}}}{h_{1}}\right) K_{2}\left(\frac{\mathbf{p}^{*}-\mathbf{p}_{i}{ }^{*}}{h_{2}}\right) K_{3}\left(\frac{r-r_{i}}{h_{3}}\right) \tag{2.15}
\end{equation*}
$$

The mean shift vector $m$ is currently defined as:

$$
\begin{equation*}
m(\mathbf{x})=\frac{\sum_{i=1}^{n_{c}} \mathbf{x}_{i} g\left(\left\|\frac{\overrightarrow{\mathbf{a}}-\overrightarrow{\mathbf{a}_{i}}}{h_{1}}\right\|^{2}\right) g\left(\left\|\frac{\mathbf{p}^{*}-\mathbf{p}_{i}^{*}}{h_{2}}\right\|^{2}\right) g\left(\left\|\frac{r-r_{i}}{h_{3}}\right\|^{2}\right)}{g\left(\left\|\frac{\overrightarrow{\mathbf{a}}-\overrightarrow{\mathbf{a}_{\vec{a}}}}{h_{1}}\right\|^{2}\right) g\left(\left\|\frac{\mathbf{p}^{*}-\mathbf{p}_{i}^{*}}{h_{2}}\right\|^{2}\right) g\left(\left\|\frac{r-r_{i}}{h_{3}}\right\|^{2}\right)}-\mathbf{x} \tag{2.16}
\end{equation*}
$$

The only parameters that must be defined are bandwidth values $\mathbf{h}_{c}=\left\{h_{1}, h_{2}, h_{3}\right\} . h_{1}$ is the bandwidth for the angle difference of axis orientation $\overrightarrow{\mathbf{a}}, h_{2}$ is the bandwidth for the points $\mathbf{p}^{*}$ on the axis, and $h_{3}$ is the bandwidth for the radius. In all experiments reported in this chapter, the bandwidth is set automatically $\mathbf{h}_{c}=\left\{0.01, \sigma, \frac{1}{100} \sum_{i=1}^{n_{c}} \frac{r_{i}}{n_{c}}\right\}$ where $\sigma$ is the average distance between point cloud data. The number of clusters is the number of cylinders and the cluster center is the descriptive parameter of cylinders in the point cloud. Fig. 2.8 shows the result of using mean shift clustering for cylinder extraction for the block model in Fig. 2.8 (c).

(a) Histogram of detected cylinders. Two clusters are visible.

(b) Three clusters of points on axis space $\mathbf{p}^{*}$ correspond to three cylinders.

(c) Final detected cylinders.

Figure 2.8. Mean shift clustering and final results. (a) In radius space, there are two clusters since the block model has three cylinders, but two having the same radius. (b) There are three clusters in the $\mathbf{p}^{*}$ space. (c) The final results after mean shift clustering: three cylinders are detected correctly.

### 2.5 Experimental results

### 2.5.1 Performance of the single cylinder fitting approach compared to other methods

To illustrate the robustness of the proposed method for fitting a single cylinder (Section 2.3) and estimating its descriptive parameters, the results were compared to those of three other methods: Gaussian sphere-based [CG01], Hierarchical face clustering (HFC) [AP10] and RANSAC-based methods [SWK07]. Three different cylinders with synthetic, partial and missing data shown in Fig. 2.5 are used as datasets. The results are compared based on the following criterion:

- The difference between the estimated radius $r$ and the ground truth radius $\hat{r}$.

$$
\begin{equation*}
\mathrm{MSE}_{r}=\frac{1}{3} \sum_{i=1}^{3}\left(\hat{r}_{i}-r_{i}\right)^{2} \tag{2.17}
\end{equation*}
$$

- The angle difference $\vartheta\left({ }^{\circ}\right)$ between the estimated axis orientation and ground truth axis orientation.

$$
\begin{equation*}
\operatorname{MSE}_{\vartheta}=\frac{1}{3} \sum_{i=1}^{3}\left(\vartheta_{i}\right)^{2} \tag{2.18}
\end{equation*}
$$

- The distance is computed from the points to the detected cylinder.

$$
\begin{equation*}
\operatorname{MSE}_{e}=\frac{1}{3} \sum_{i=1}^{3} \operatorname{MSE}_{i} \tag{2.19}
\end{equation*}
$$

where $\mathrm{MSE}_{i}$ is computed with Eq.2.6.
Table 2.1 lists the value of the criterion for these methods. The Gaussian sphere and Hierarchical face clustering perform well but achieve less accurate results compared to the proposed method. As anticipated, the results obtained by RANSAC-based methods do not perform very well in the current example as indicated by the large MSE values. Our iterative approach helps to detect every point belonging to a given cylinder, and achieves a performance very close to ground truth. It illustrates that an iterative method based on distance and normal filtering works better than the greedy single fitting procedure used by both the Gaussian sphere and HFC methods. It is worth mentioning that the results reported in Table 2.1 are averaged values over 10 runs for all of the methods.

### 2.5.2 Experiments on multiple cylinder extraction

In this section, our algorithm (OUR) [TCL15a] for multiple cylinder extraction is tested. The result is compared to the two other methods: Gaussian sphere-based (GAUSS) [CG01], Hierarchical face clustering (HFC) [AP10]. The RANSAC-based method [SWK07] is not considered because it is hard to tune a set of parameters for the complex models used in the experiments.

In a first experiment, a synthetic block model resampled to 12 k points with three cylinders is used for testing. The reason for resampling the data is to compare our method with the HFC method which requires high computation time and memory. Then Gaussian noise with zero mean and standard deviations of $0-20 \%$ of the average distance between points was added to the point cloud data. Three methods were used to extract cylinders and estimate their parameters. The results are compared with ground-truth values on the basis of the mean square error of radius difference $\mathrm{MSE}_{r}$ (Eq. 2.17) and angle difference $\mathrm{MSE}_{\vartheta}$ (Eq. 2.18). Observing Fig. 2.9(a) and Fig. 2.9(b), the HFC method shows larger errors on detected radius and axis direction. The Gaussian sphere method achieves better results than HFC but still results in an averaged MSE 20 times larger than the proposed method.


Figure 2.9. Mean square error of radius and angle difference.

We tested the proposed method, GAUSS method and HFC method for different levels of noise and outliers for the resampled block model. First, Gaussian noise with zero mean and standard deviation between $0-20 \%$ of the average distance between points was added to the point cloud. In addition, $2 \%$ of the points were added as outliers with a magnitude 0-10 \% of the average distance between points. Fig. 2.11 shows the detected cylinders for the block model. Table 2.2 lists the set of threshold values used for the dataset and averaged MSE of the estimated radii and angle differences of the three cylinders. These results were averaged over 10 runs. Despite noise and the presence of outliers, our method is robust for the detection of cylinders and the estimation of the radius and axis direction compared to the two other methods. It demonstrates that the proposed method using two validation steps helps to reduce the effect of noise and outliers. The proposed method was tested on datasets captured in the lab by the Creaform GO!SCAN hand-held 3D scanner. Fig. 2.10 shows the real scan data, which contains many outliers and holes. The method still achieves good results without using any preprocessing step (e.g. denoising or hole-filling).

Table 2.1. Comparison of the proposed method with Gaussian sphere, Hierarchical clustering (HFC) and RANSAC based methods.

| Method | MSE $_{r}$ | MSE $_{\vartheta}$ | $\mathrm{MSE}_{e}$ |
| :--- | :---: | :---: | :---: |
| RANSAC [SWK07] | $1.02 \mathrm{E}-02$ | 0.01 | $1.08 \mathrm{E}-02$ |
| HFC [AP10] | $4.56 \mathrm{E}-05$ | $2.5 \mathrm{E}-04$ | $7.6 \mathrm{E}-04$ |
| Gaussian [CG01] | $5.87 \mathrm{E}-05$ | $5.37 \mathrm{E}-03$ | $6.5 \mathrm{E}-03$ |
| Our method [TCL15a] | $4.06 \mathrm{E}-05$ | $2.3 \mathrm{E}-04$ | $5.56 \mathrm{E}-04$ |

Table 2.2. Threshold values used for this experiment and MSE for the three methods.

| Noise-Outlier | $\alpha_{c}$ | $\beta_{c}(\mathrm{rad})$ | $c_{s c}$ | OUR |  | GAUSS |  | HFC |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\mathrm{MSE}_{r}$ | $\mathrm{MSE}_{a}$ | $\mathrm{MSE}_{r}$ | $\mathrm{MSE}_{a}$ | $\mathrm{MSE}_{r}$ | $\mathrm{MSE}_{a}$ |
| 0\%-0\% | 50 | 0.95 | 0 | $1.01 \mathrm{E}-08$ | 1.03E-04 | 3.68E-05 | 0.0622 | $4.43 \mathrm{E}-03$ | 5.9203 |
| 5\%-5\% | 50 | 0.9 | 1 | $5.22 \mathrm{E}-07$ | 0.0280 | $5.68 \mathrm{E}-05$ | 0.0959 | $5.10 \mathrm{E}-03$ | 10.271 |
| 10\%-5\% | 50 | 0.9 | 1 | $4.90 \mathrm{E}-06$ | 0.0301 | $5.05 \mathrm{E}-04$ | 0.2431 | $9.31 \mathrm{E}-03$ | 13.069 |
| 15\%-10\% | 50 | 0.85 | 2 | $1.62 \mathrm{E}-05$ | 0.0304 | $7.94 \mathrm{E}-04$ | 0.5857 | $6.94 \mathrm{E}-03$ | 15.033 |
| 20\%-10\% | 50 | 0.8 | 3 | $2.64 \mathrm{E}-05$ | 0.0314 | $8.11 \mathrm{E}-03$ | 0.8882 | $2.11 \mathrm{E}-02$ | 18.062 |



Figure 2.10. Results on real scanned data captured by Creaform GO!SCAN 3D sensor (http://www.goscan3d.com) $\left(\alpha_{c}=50 ; \beta_{c}=0.9 ; c_{s c}=2\right)$.

Fig. 2.12 shows multiple cylinders detected from CAD models; all cylinders in the models are detected successfully. We have tested our method on real point cloud datasets used in the literature [SWK07, LWC ${ }^{+}$11]. Fig. 2.13 shows the results of these experiments. These results show that our method is successful in extracting most of complete and partial cylinders in point clouds of complex models. Some small and thin cylinders have not been detected because there is not enough data for fitting.

### 2.5.3 Computation time

The performance of the method was evaluated in terms of computation time. It is compared to the Gaussian sphere-based method (GAUSS) [CG01] and Hierarchical clustering (HFC) [AP10]. These methods were implemented in MATLAB on a 3.2 GHz Intel Core i7 platform. As mentioned earlier, the HFC method has high complexity with respect to time and memory, so the test models (block and joint) were downsampled before running the experiments. Fig. 2.14 shows the computational time for three methods. The proposed method is


Figure 2.11. Cylinders detected with different levels of noise and outliers for the block model. Table 2.2 lists the threshold values used in the experiment and MSE compared to other methods.


Figure 2.12. Cylinder extraction from point cloud of CAD models ( $\alpha_{c}=50 ; \beta_{c}=0.95 ; c_{s c}=0$ ).
slightly slower than the Gaussian sphere method, but much faster than the HFC method, because the proposed method merges multiple points at each iteration, but HFC method only merges one point at a time to the cluster.

Table 2.3 shows the computation time of the method averaged over 5 runs. The bottleneck of the algorithm is the fitting and validation steps. Computation time depends on how many initial points were extracted at the preprocessing step and the number of data points in the point cloud (see Table 2.3). Therefore, the processing time should drop if a resampling method is applied on the initial points. Furthermore, the whole process is currently implemented without parallel processing. The proposed framework is eligible for a parallel implementation that could improve the performance significantly.

### 2.5.4 Applications

The proposed algorithm could be used for various applications such as inspection, reverse engineering, segmentation, registration, etc. The first application is defect detection in Fig. 2.15. The surface of pipes often contains defects originating from many sources such as the manufacturing process or chemical oxidation. After extracting the cylinders and their parameters, some defect areas are detected easily by computing the distance from data points


Figure 2.13. Results on real point cloud data: rolling stage [SWK07], Data 1, Data 2 and Data 3 $\left[\mathrm{LWC}{ }^{+} 11\right]$. The first column shows the original models. Point clouds are shown in the second column. The third column shows the detected cylinders. Table 2.3 shows the number of detected cylinders. The thin and small cylinders are not detected ( $\alpha_{c}=50 ; \beta_{c}=0.85 ; c_{s c}=2$ ).

Table 2.3. Computation time of our method for different models. FV means for fitting and validation step. $N_{c}$ is the number of detected cylinders.

| Model Name | \#Points | \#Initial | $N_{\mathrm{C}}$ | Normal (s) | Curvature (s) | FV (mins) |
| :--- | ---: | :---: | ---: | ---: | ---: | ---: |
| Joint Fig. 2.1 | 50000 | 2172 | 3 | 3.52 | 12.12 | 2.79 |
| Block Fig. 2.8 | 50000 | 1971 | 3 | 4.25 | 14.28 | 2.85 |
| Rolling stage Fig. 2.13 | 50000 | 3914 | 14 | 2.36 | 10.16 | 3.41 |
| Data 1 Fig. 2.13 | 105802 | 7274 | 12 | 10.38 | 24.89 | 7.21 |
| Data 2 Fig. 2.13 | 84130 | 2612 | 8 | 6.01 | 21.88 | 3.57 |
| Data 3 Fig. 2.13 | 141267 | 3767 | 10 | 7.62 | 27.45 | 4.32 |
| Scan data 1 Fig. 2.10(a) | 289393 | 7339 | 3 | 12.95 | 30.74 | 15.71 |
| Scan data 2 Fig. 2.10(c) | 181504 | 7930 | 2 | 22.97 | 50.52 | 10.4 |

to the surface of the detected cylinder, as shown in Fig. 2.15.
One more promising result of the proposed method is to extract pipelines from large datasets of industrial plants, as shown in Fig. 2.1. This kind of data contains significant noise and many outliers, as well as cylinders making adjoints. In the future we plan to implement preprocessing steps to split the point cloud into smaller data sets which would improve the performance of cylinder extraction that could then be merged into complete cylinders. These detected cylinders could be the input for pipeline reconstruction problems.


Figure 2.14. Time comparison with other methods. Block and Joint model are resampled to 12 k and 15k points respectively.


Figure 2.15. Defects are detected from the pipe surface after extracting cylinders and their parameters.

### 2.6 Conclusion

We have proposed a novel algorithm for extracting cylinders and estimating their parameters from scanned 3D point cloud data. A novel validation method is also proposed to assign a confidence score to the detected cylinders. The algorithm is tested on various complex models and different levels of noise and outliers. The quality and robustness of the results suggests that the algorithm can be used in several applications such as reverse engineering
and quality control, modeling, etc.
The future work will be to apply our algorithm to handle large data from industrial plants or urban area. Moreover, this framework could also be extended to other types of primitives such as spheres, cones and toruses. We also plan to implement the algorithm in $\mathrm{C}++$. The framework proposed in this chapter is extended to sphere extraction in the next chapter.

## Chapter 3

## Sphere Extraction

### 3.1 Introduction

Spheres are popular primitives found in manufactured objects and even in biochemistry models, as shown in Fig. 3.1. Moreover, spheres have many applications such as RoboCup games [DSCJRN14], reverse engineering [VMC97, BV04], medical imaging [vdGVBV02], etc. Especially, spherical markers are used extensively for monocular or RGB-D camera and laser scanner calibration [AD03, WZC11, WSZZ14, RH14, SBMM15] in which robust sphere estimation is necessary to achieve good results. Many metrology and engineering applications (reverse engineering, part-to-CAD analysis) also require that spheres be extracted automatically and reliably from meshes or point clouds. However sphere extraction from 3D data has not yet been investigated as thoroughly as plane [HHRB12, DG10, BELN11] and cylinder $\left[L Z H^{+} 13\right.$, TCL15a] extraction. There is thus a need for robust and computationally efficient approaches for sphere extraction. More specifically, methods have been proposed for sphere fitting and extraction from 3D point clouds [WSZZ14, AFS06, SWK07, CVC14, ANC13]. However, validation methods for assessing the validity and reliability of extracted spheres remain scarce.

Among the above approaches, hierarchical clustering [AFS06, AP10] cannot be applied for sphere detection only, because all primitives (plane, cylinder and sphere) must be processed simultaneously to create a global clustering priority. Other methods such as [WSZZ14, SWK07] propose to detect spheres using random sample consensus (RANSAC) with a minimal number of sample points [FB81]. However this extraction is a greedy and sequential process in which two points and their normal vectors are used for sphere fitting and need some global predefined values. The result depends on the probability of picking optimal samples, especially with noisy data and outliers.

In addition to RANSAC-based techniques, some approaches [CVC14, ANC13] are based on the Hough transform [DH72]. The Hough transform applies a clustering process to the sam-


Figure 3.1. Spheres exist in different types of models such as CAD, games, biochemistry and commercial sphere kits for FARO and TRIMBLE scanners.
ples in the parameter space and then finds cluster centers. The quantization of the parameter space, memory requirement and computation time are the main challenges of Hough transform, especially for high dimensional models. Hence several priors such as the interval of radius values or the total number of spheres in the model must be known in advance or set by the user for search space reduction- a nontrivial task for complex and large models.

In this chapter, we propose an efficient method for sphere extraction from unorganized point clouds. The method is comprised of two passes: one for iterative sphere fitting with robust sphere validation and another for sphere parameters computation by implementing an efficient sample strategy combined to a clustering step. Four main contributions of the approach are summarized as follows:

- Sphere parameters are estimated accurately by two passes of the proposed method despite the effect of noise and outliers.
- Currently, previous methods only extract spheres based on error fitting criteria, while in this chapter, a novel shape-based validation method is proposed to evaluate the quality of detected spheres, which helps to eliminate spherical shapes such as ellipsoids.
- An efficient sampling strategy is also proposed so that sphere extraction related to the number of spheres rather than to the number of points in the point cloud.
- Combining the above steps, the proposed framework outperforms previous approaches
with less complexity and computational load.
The chapter is organized as follows. Previous work is summarized in Section 3.2. The proposed algorithm is presented in Section 3.3-3.4. Results and discussion are covered in Section 3.5, and Section 3.6 draws some conclusions on the proposed method.


### 3.2 Related Work

A sphere is simply represented by two parameters: a center $\mathbf{c}$ and a radius $r$. Many studies have been conducted on sphere fitting to estimate these parameters and on sphere detection in point clouds. Methods related to the one proposed in this chapter are reviewed in this section. Their advantages and drawbacks are discussed briefly.

In general, there are two common methods for sphere fitting: algebraic [Pra87] and geometric techniques [For89, GGS94]. These methods are applied after a prior segmentation, a problem that is often nontrivial. The methods are different in the manner in which they compute and minimize the distances of data points to the surface of the fitted primitive. An algebraic representation is expressed by an implicit function $f(x)=0$ for which $f(x)$ is a polynomial function. Algebraic fitting [Pra87] attempts to minimize the sum of algebraic distance errors and the solution is usually the result of solving an overdetermined system of equations. Attene et al. [AFS06] proposed hierarchical clustering for plane, cylinder and sphere segmentation from a triangle mesh. However, this approach requires the desired number of clusters and a mesh without outliers as an input. The authors extended the algorithm to point clouds [AP10], but the global clustering priority is affected significantly by noise and outliers (Fig. 3.2(b)-(c)) leading to invalid label assignment. Therefore, a postprocessing step is required to reassign data points to the correct primitive.

Geometric fitting minimizes the sum of orthogonal distance errors from points to the fitted primitive. Geometric fitting [For89, GGS94, LMM98, FCSW09] is an iterative method for which good initial parameters could be possibly obtained from algebraic fitting. Recently, moving least-squares (MLS) techniques have been used for feature preserving surface reconstruction [Lev98, OGG09]. However, the algebraic approach is widely used for primitive fitting because of its convenience and efficiency [Pra87].

Sphere extraction has been recently investigated for unstructured point clouds using RANSAC or the Hough transform. RANSAC [FB81, BF81] fits a primitive with the minimum number of random samples. For example, two data points with their surface normals are needed for sphere fitting [SWK07]. It is thus fast and efficient. However, several global threshold values are not easy to set for different models, especially for noisy data and outliers. The results of the algorithm depend on the initial selection of points, which must thus be done carefully. One more problem is that primitive extraction in [SWK07] is a sequential process in which detected primitives and their associated points are removed immediately from the

(a) Three-sphere model with noise and outliers.

(d) Result after $3^{r d}$ iteration of the proposed method from Fig. 3.2(b).

(b) Result of traditional algebraic fitting after $1^{\text {st }}$ iteration with small neighborhood (red).

(e) Result after $5^{\text {th }}$ iteration of the proposed method from Fig. 3.2(b).

(c) Result of traditional algebraic fitting after $1^{\text {st }}$ iteration with large neighborhood (red).

(f) Result after $10^{\text {th }}$ iteration of the proposed method from Fig. 3.2(b).

Figure 3.2. A toy example for sphere fitting and extraction. Traditional algebraic fitting [Pra87] fails with both small and large neighborhoods because of local minimums found in the optimization process. The proposed iterative sphere fitting process extracts the points belonging to the sphere after a few iterations. The initial point and its neighborhood used for fitting are in red. Blue points are inliers which are extracted at each iteration. The data includes $5 \%$ noise and outliers with 50 times the average space between points.
point clouds before searching for the next instance of the primitive. This is thus a greedy technique. In contrast, the proposed method does not discard any point and can detect multiple spheres simultaneously.

Another common method for model extraction is the Hough transform [DH72] that uses a voting scheme applied on an accumulator array. Although the Hough transform achieves satisfactory results for simple models (e.g. lines, circles), computational cost and memory requirement are major limitations for high dimensional models such as cylinders or spheres. Variants of the Hough transform (e.g. Standard, Randomized and Probabilistic HT) have recently been used for sphere extraction [vdGVBV02, ANC13, CYDL06, OCBH07]. Camurri et al. [CVC14] is a good reference on Hough-based sphere extraction. A family of Hough transforms is discussed and the results of several implementations for sphere extraction are
summarized in the paper. However, Hough-based methods for sphere extraction still suffer from the drawbacks inherent to this transform. In general, prior information such as the space of radius values being searched for or the number of spheres in point clouds are required to reduce the memory and computational challenges. Moreover, it is also a sequential method that cannot detect multiple spheres simultaneously.

The proposed method extracts multiple spheres from point clouds simultaneously and estimates their descriptive parameters accurately. In this chapter, a framework for iterative sphere fitting uses geometric information to improve traditional sphere fitting. Furthermore, a novel validation step is also proposed to evaluate the quality of the detected spheres. The advantage of the approach is that the challenge of sphere validation is reduced to the simpler problem of half-circle detection, a problem that has been investigated thoroughly [TCL15a, LGF07]. Moreover, an efficient 3-sample strategy is proposed to guarantee that every sphere is extracted with a reduced computational burden. The approach for sphere extraction proposed in this chapter shares many common points with the cylinder extraction approach presented in Chapter 2.

### 3.3 Single sphere fitting and extraction

In this section, a robust fitting method for a single sphere is proposed. Generally, starting at a given point on the sphere and using its nearest neighbors, the remaining points associated with the sphere are determined after a few iterations, and the descriptive parameters of the sphere are also computed. We assume that $\mathbf{P}=\left\{\mathbf{p}_{i} \mid i=1, \ldots, N\right\}$ are the 3D data points, which may include noisy data and outliers. First, a traditional algebraic fitting approach is described in Section 3.3.1. The iterative fitting and extraction algorithm proposed in this thesis are then covered in Section 3.3.2. Finally, a novel approach for sphere validation is introduced in Section 3.3.3.

### 3.3.1 Algebraic sphere fitting

As mentioned earlier, a sphere is represented by two parameters: a center $\mathbf{c}^{*}=\left[c_{x}, c_{y}, c_{z}\right]$ and a radius $r^{*}$. Algebraic fitting [Pra87], which minimizes the algebraic distance, is an efficient method to compute these parameters $\left\{\mathbf{c}^{*}, r^{*}\right\}$ for noise-free data including spherical points only. Attene et al. [AFS06, AP10] used this technique for hierarchical primitive clustering. The center and radius of a sphere are computed by minimizing the algebraic distance as follows:

$$
\begin{equation*}
\left[c_{x}, c_{y}, c_{z}, r^{* 2}-c_{x}^{2}-c_{y}^{2}-c_{z}^{2}\right]^{T}=\left(\mathbf{H}^{T} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \mathbf{b} \tag{3.1}
\end{equation*}
$$

where

$$
\mathbf{H}=\left(\begin{array}{cccc}
2 p_{1 x} & 2 p_{1 y} & 2 p_{1 z} & 1  \tag{3.2}\\
2 p_{2 x} & 2 p_{2 y} & 2 p_{2 z} & 1 \\
\vdots & \vdots & \ddots & \\
2 p_{N x} & 2 p_{N y} & 2 p_{N z} & 1
\end{array}\right), \mathbf{b}=\left(\begin{array}{c}
\left\|\mathbf{p}_{1}\right\|_{2}^{2} \\
\left\|\mathbf{p}_{2}\right\|_{2}^{2} \\
\vdots \\
\left\|\mathbf{p}_{N}\right\|_{2}^{2}
\end{array}\right)
$$

With noisy data or outliers, traditional algebraic fitting is not able to achieve accurate results for sphere parameters but rather becomes trapped in a local minimum as shown in Fig. 3.2(b)-(c).

### 3.3.2 Iterative single sphere fitting algorithm

An iterative method for sphere fitting is proposed to improve the results achieved by classical algebraic fitting. Basically, starting at a given point on a sphere, the remaining points

```
Algorithm 4: Algorithm for iterative sphere fitting.
Data: Point cloud \(\mathbf{P}\), normal vectors \(\mathbf{n}\).
Result: \(\left\{\mathbf{c}^{*}, r^{*}\right\}\) of fitted sphere and its associated points.
Inlier set \(\Psi:=\) a given point \(\mathbf{p}_{i}\) and its neighborhood;
1. Use algebraic fitting to find initial parameters of the sphere: center and radius (Section
3.3.1);
\(k:=1 ; A=B=\) false; Maximum number of iterations:=30;
while \(k \leq 30\) do
    2. Extraction: Use normal and distance criteria to update \(\boldsymbol{\Psi}\) for next iteration by Eq. 3.3;
    3. Fitting: \(\boldsymbol{\Psi}\) are used for fitting a sphere \(\left\{\mathbf{c}_{k}, r_{k}\right\}\) by minimizing the algebraic distance
    (Section 3.3.1);
    4. if \(\Psi=\varnothing\) then
        \(A:=\) true; \(\quad \triangleright\) No inliers found
    end
    5. if \(\mathrm{CR}_{k}=0\) then
        \(B:=\) true; \(\quad \triangleright\) Parameter convergence
    end
    6. if \(A \vee B\) then
        break;
    7. else
        \(k++;\)
    end
end
8. if \(A \vee \mathrm{CR}_{k}>10^{-6}\) then
    \(\mathbf{p}_{\mathbf{i}}\) - Poor initial point; No sphere detected;
else if \(B \vee \mathrm{CR}_{k}<=10^{-6}\) then
    \(\left\{\mathbf{c}^{*}, r^{*}\right\}:=\left\{\mathbf{c}_{k}, r_{k}\right\} ;\)
    \(\boldsymbol{\Psi}:=\) Points associated to the sphere;
end
```

associated with the sphere are determined just after a few iterations. This iterative method includes two interlaced steps: fitting and extraction. Algorithm 4 summarizes the main steps of the proposed method for single sphere fitting and extraction.

The first step (1. in Algorithm 4) is to apply traditional algebraic fitting (Section 3.3.1) to inliers $\boldsymbol{\Psi}$ that are currently comprised of a randomly selected point from $\mathbf{P}$ and its neighborhood. This first step provides initial sphere parameters used by the iterative fitting and extraction process, which is shown in Fig. 3.2(d)-(f).

The extraction step (2. in Algorithm 4) determines the points in $\boldsymbol{\Psi}$ that satisfy the distance and angle conditions for the detected sphere in Eq. 3.3. At each iteration, the set of inliers is updated as follows:

$$
\begin{equation*}
\boldsymbol{\Psi}=\left\{i \mid\left(\left|\Delta d_{i}\right|<\alpha_{s} * r_{k}\right) \& \&\left(\left|\Delta n_{i}\right|>\beta_{s}\right)\right\} \tag{3.3}
\end{equation*}
$$

where $\Delta d_{i}$ is the distance from point $\mathbf{p}_{i} \in \mathbf{P}$ to the detected sphere and $\Delta n_{i}$ is the angle between its normal $\mathbf{n}_{i}$ and the vector between point $\mathbf{p}_{i}$ to the detected center $\mathbf{c}_{k}$, as shown in Fig. 3.3. The index of the iteration is $k$.


Figure 3.3. Computation of the orthogonal distance $\Delta d_{i}$ (red line) between a point $\mathbf{p}_{i}$ and the detected sphere $\mathbf{S}$ (green circle). Angle $\Delta n_{i}$ (orange) between its normal vector and the vector between $\mathbf{p}_{i}$ and the sphere center. $\mathbf{p}_{i}$ is the point of interest. $\mathbf{c}_{\mathbf{k}}$ is the center of the detected sphere. $\mathbf{n}_{i}$ is the normal vector at a given point $\mathbf{p}_{i} .2 \alpha_{s} r_{k}$ is the margin for inlier points (grey).

Quantities $\Delta d_{i}$ and $\Delta n_{i}$ are computed by using the detected sphere at the $k^{\text {th }}$ iteration $\left\{\mathbf{c}_{k}, r_{k}\right\}$ :

$$
\begin{equation*}
\Delta d_{i}=d\left(\mathbf{p}_{i}, \mathbf{S}\right)=\left\|\mathbf{p}_{i}-\mathbf{c}_{k}\right\|-r_{k} \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta n_{i}=\frac{\cos \left(\mathbf{p}_{i}-\mathbf{c}_{k}, \mathbf{n}_{i}\right)}{\left\|\mathbf{p}_{i}-\mathbf{c}_{k}\right\|} \tag{3.5}
\end{equation*}
$$

The fitting step (3. in Algorithm 4) fits a sphere on the set of updated inliers by the algebraic method described in Section 3.3.1. These two consecutive steps (2. - 3.) execute until all remaining points on the sphere are found or the stopping condition (4. or 5. in Algorithm 4 ) is met. Generally, the algorithm terminates when there are no inliers found ( $\mathrm{A}: \Psi=\varnothing$ ), parameter convergence ( $\mathrm{B}: \mathrm{CR}_{k}=0$ in Eq. 3.6) has occurred or the maximum number of iterations has been reached.

Parameter $\alpha_{s} r_{k}$ is a radius-based threshold value for $\boldsymbol{\Psi}$ update in Eq. 3.3. $\beta_{s}$ is less sensitive to noisy data and outliers than $\alpha_{s}$. Therefore, only variants of $\alpha_{s}$ are investigated, while $\beta_{s}=0.95$ is set for all experiments. Large values of $\alpha_{s}$ may cause the process to fit either noisy points or points from other primitives, while small values slow down the extraction process. Hence an experiment was conducted to choose balanced values for $\alpha_{s}$ and the maximum number of iterations $k$ in Algorithm 4. First, the convergence rate (CR) at each iteration is computed as:

$$
\begin{equation*}
\mathrm{CR}_{k}=\left\|\left\{\mathbf{c}_{k}, r_{k}\right\}-\left\{\mathbf{c}_{k-1}, r_{k-1}\right\}\right\| \tag{3.6}
\end{equation*}
$$

Selection of $\alpha$ and $\beta$ values: Different models (noise in Fig. 3.2, partial sphere in Fig. 3.7) are taken as examples. Algorithm 4 is applied to the initial points that are spherical points extracted in Section 3.4.2. With the variant of $\alpha_{s}$, the average number of iterations is computed when the condition B in Algorithm 4 is met. Fig. 3.4 shows the relation between the variants of $\alpha_{s}$ (1-15 \% of $r_{k}$ ) and the average number of iterations for different models. Noisy data with outliers (Fig. 3.2) requires more iterations to converge than the noise-free model (Fig. 3.7). Therefore, $\alpha_{s}=0.05$ and $k=30$ are chosen to balance between computational speed and robustness to noise. $\alpha_{s}=0.05$ means that the points whose distances are less than $5 \%$ of the detected radius $r_{k}$ from the surface of the detected sphere will be considered as inliers at the next iteration (grey region in Fig. 3.3). For all experiments in this chapter, $\left\{\alpha_{s}=0.05 ; \beta_{s}=0.95 ; k=30\right\}$ were used.

Using $C R$ information plotted in Fig. 3.5, inconsistent cases $\left(\mathrm{CR}_{k}>10^{-6}\right)$ associated with poor initial point selection are rejected (red line in Fig. 3.5), and it is decided that no sphere is detected. Otherwise, detected spheres are stored and evaluated further (8. in Algorithm $4)$.

In summary, the advantages of iterative sphere fitting are summarized as follows:

- Iterative sphere fitting extracts the points belonging to the spheres after a few iterations and allows the descriptive parameters of the spheres to be estimated accurately as demonstrated in Section 3.5.


Figure 3.4. Experiment on the average number of iterations with the variants of $\alpha_{s}$ for different models in Fig. 3.2 and Fig. 3.7. $\alpha_{s}=0.05$ is chosen to balance between computation speed and sensitivity to noise.

- Eq. 3.3 is considered as a filter with an adaptive threshold value $\alpha_{s} r_{k}$, which is able to cope with different values of radii and helps to reduce the effect of noisy data and outliers since the method uses only inliers to fit the sphere.


### 3.3.3 Sphere validation

The iterative sphere fitting process described in Section 3.3.2 reduces the effect of noise and outliers, but poor initial point selection or large amounts of noisy data and outliers can produce unpredictable results. Even when the detected spheres satisfy the convergence condition $\left(\mathrm{CR}_{k}<=10^{-6}\right)$, the process can still become trapped in a local minimum (blue line in Fig. 3.5), and the detected spheres are not valid (Fig. 3.7(e)). Therefore, a robust validation step is necessary to evaluate the quality and reliability of the detected sphere $\left\{\mathbf{c}^{*}, r^{*}\right\}$ by verifying the compatibility of the local structure around the detected spheres, as shown in Fig. 3.6.

The validation step is based on the observation that if a sphere is cut along a longitude and collapsed with respect to the z axis, which is illustrated in Fig. 3.8, the result is a halfcircle. This corresponds to the transformation of a point in Cartesian coordinates $\{x, y, z\}$ into cylindrical coordinates $\{\phi, \rho, z\}$. Therefore, all points on the sphere surface are mapped on a half-circle with $\{\rho, z\}$ coordinates and for which $\phi$, a component of cylindrical coordinates, is ignored in the collapse step (Fig. 3.8). The points on the surface of a reliable sphere


Figure 3.5. Convergence plots of $C R$ for three cases: good case (Fig. 3.7(a)), local minimum (Fig. 3.7(d)) and bad case. For good cases, CR converges after a few iterations, while these conditions are not met for bad cases $\left(\mathrm{CR}_{k}>10^{-6}\right)$.
will distribute on a half-circle whose radius is the same as the one of the detected sphere Fig. 3.7(c). Local structures of unreliable spheres do not map to a half-circle, but different shapes as shown in Fig. 3.7(f).

The transformation from Cartesian coordinates $\{x, y, z\}$ to cylindrical coordinates $\{\phi, \rho, z\}$ is well known and is expressed as follows:

$$
\left\{\begin{array}{l}
\phi=\tan ^{-1}\left(\frac{y}{x}\right)  \tag{3.7}\\
\rho=\sqrt{x^{2}+y^{2}} \\
z=z
\end{array}\right.
$$

where $\{x ; y ; z\}=\left\{p_{x}-c_{x}^{*} ; p_{y}-c_{y}^{*} ; p_{z}-c_{z}^{*}\right\}$ and $\mathbf{p}=\left\{p_{x} ; p_{y} ; p_{z}\right\}$ belongs to the sphere surface. $\mathbf{c}^{*}$ is obtained with Algorithm 4 and becomes the origin of the cylindrical coordinate system.

The problem of sphere validation is now reduced to one of half-circle detection in 2D space $\{\rho, z\}$ as shown in Fig. 3.7. The RANSAC algorithm [LZH ${ }^{+} 13$, FB81, LGF07] is a robust method for model extraction in noisy data and outliers, so it is used to detect a half-circle in the 2D space (red half-circle Fig. 3.7(c)). A score SC is computed to measure the difference between the estimated circle detected by RANSAC and a virtual circle corresponding to the detected sphere.

- The virtual circle $\left\{\mathbf{c}_{\text {vir }}, r_{v i r}\right\}$, has the same radius as the one of the detected sphere $\left(r_{v i r}=r^{*}\right)$ and its center $\mathbf{c}_{v i r}$ is located at the origin of the cylindrical coordinate system in Fig. 3.8.


Figure 3.6. Diagram for novel validation step of the detected sphere. $\{x, y, z\}$ is Cartesian coordinates and $\{\phi, \rho, z\}$ is cylindrical coordinates.

- The estimated circle $\left\{\mathbf{c}_{\text {est }}, r_{\text {est }}\right\}$ is generated by the collapse of the points on the $\{\rho, z\}$ plane. These points, blue in Fig. 3.7(b)-3.7(e), are located within a large margin from the surface of the detected sphere.
- SC is computed as the total error between the virtual and estimated circles in terms of radius values and center locations (see Eq. 3.8). This parameter evaluates how close the two circles are.

The following provides more details on the above validation procedure. The local geometric structure around the detected sphere is explored to evaluate its validity. The points that are inside a larger margin $\left\{3 \alpha_{s} r_{k} ; \beta_{s}=0.9\right\}$ than the one in Eq. 3.3 (blue points in Fig. 3.7(b)3.7(e)), are mapped onto the 2D space with Eq. 3.7. The value of $S C$ is computed as the sum of the center deviation and radius deviation:

$$
\begin{equation*}
S C=\frac{\left\|\mathbf{c}_{v i r}-\mathbf{c}_{e s t}\right\|+\left|r_{v i r}-r_{e s t}\right|}{r_{v i r}} * 100 \tag{3.8}
\end{equation*}
$$

where $\mathbf{c}_{v i r}=\{0,0\}$ and $r_{v i r}=r^{*}$ are the center and radius of the virtual circle (green in Fig. 3.7(c)-(e)), and $\mathbf{c}_{\text {est }}$ and $r_{\text {est }}$ are the center and radius of the estimated circle by RANSAC in 2D space (red circle in Fig. 3.7(c)).

SC verifies the coincidence between the virtual circle and the estimated circle. This score depends on the level of noise in point clouds. Therefore, only the detected spheres that


Figure 3.7. Robust validation step for detected spheres. A reliable sphere leads to a half-circle after coordinate transformation, while an unreliable sphere transforms to undetermined shapes.
satisfy the condition ( $S C<s_{s c}$ ) are considered as being valid. Otherwise, they are rejected (Fig. 3.7(e)). $s_{s c}$ is defined in Table 3.2 (Section 3.5.3).

The novel validation step is robust and efficient to evaluate sphere-like shapes such as ellipsoids, paraboloids, etc. Fig. 3.9 illustrates that invalid spheres are detected by previously proposed methods [AFS06, SWK07], but are evaluated and rejected by the proposed validation method. Valid spheres that pass the validation procedure are stored for further processing.


Figure 3.8. The transformation from Cartesian coordinates $\{x, y, z\}$ to cylindrical coordinates $\{\phi, \rho, z\} . r^{*}$ is the radius of the detected sphere and half-circle.


Figure 3.9. Validation test for an ellipsoid. Hierarchical clustering [AFS06] and RANSAC [SWK07] extract two spheres. The validation method proposed in this thesis removes these unreliable spheres because inliers generate shapes different from a half-circle.

### 3.4 Multiple sphere extraction

### 3.4.1 Overview of the method

In addition to noise and outliers, the problem of multiple spheres extraction faces many challenging issues: (i) manufactured objects often contain many spheres, partial or complete, with different radii; (ii) these objects are the combination of several primitives other than spheres, such as planes and cylinders, that may also cause the sphere fitting process to become trapped in a local minimum. Therefore, a novel framework called eSphere for extracting multiple spheres accurately and simultaneously addressing the above challenges is presented in this section. The diagram of eSphere is outlined in Fig. 3.10 and Algorithm 5 and is described in the following.

Multiple sphere detection begins with the idea that the algorithm for iterative sphere fitting and extraction described in Section 3.3 is applied to extract spheres and their parameters


Figure 3.10. The diagram of the eSphere approach. The framework is comprised of preprocessing, iterative sphere fitting and validation, efficient 3 -sample strategy and Mean Shift clustering. An efficient 3-sample strategy is proposed to guarantee that all spheres are detected from the point cloud.
starting at initial points and their nearest neighbors. Initial points belonging to the same sphere result in the same set of descriptive parameters. The set of initial points is extracted from point clouds using principal curvature information (Section 3.4.2). In order to guarantee that all spheres in the point cloud will be detected while maintaining reasonable execution time, an efficient initial point selection strategy is proposed (Section 3.4.3). Finally, Mean Shift clustering is applied to group data in the parameter space of the detected spheres (radii $r^{*}$ and centers $\mathbf{c}^{*}$ ) (Section 3.4.4). Each cluster corresponds to the descriptive parameters of a valid sphere in the point cloud.

### 3.4.2 Preprocessing

At the preprocessing step, differential geometry information on the surface such as normal vectors $\mathbf{n}$ and principal curvatures ( $\mathbf{k}_{1}, \mathbf{k}_{2}$ ) are computed at each point in the point cloud. Then a set of initial points, which could belong to the surface of a sphere, is determined by using principal curvatures $\left[B S G^{+} 13\right]$. These computations are carried out only once and are used for the whole process.

Normal vectors can be computed by a PCA-based method [HDD ${ }^{+} 92$ ] because of its simplicity (Appendix .2). A given point $\mathbf{p}_{i}$ and its k-nearest neighbors are used to create a $3 \times 3$ semi-definite covariance matrix (CV).

$$
\begin{equation*}
\mathbf{C V}=\sum_{j=1}^{\left|N_{\mathbf{p}_{i}}\right|}\left(\mathbf{p}_{j}-\overline{\mathbf{p}}_{i}\right)^{T}\left(\mathbf{p}_{j}-\overline{\mathbf{p}}_{i}\right) \tag{3.9}
\end{equation*}
$$

where $\overline{\mathbf{p}}_{i}$ is the centroid of points $\mathbf{p}_{j}$ in the neighborhood $N_{\mathbf{p}_{i}}$ of $\mathbf{p}_{i}$. Then the eigenvector of $(\mathbf{C V})$ associated with the smallest eigenvalue is considered as the normal vector $\mathbf{n}_{i}$ at $\mathbf{p}_{i}$.

Principal curvatures ( $\mathbf{k}_{1}, \mathbf{k}_{2}$ ) are computed at each point by paraboloid fitting [MSR07], which is a popular method for coping with noisy data. The main problem for surface normal and curvature estimation is the selection of the number of k -nearest neighbors, which has been a challenging issue for point cloud processing. In this chapter, we use the same number of k-nearest neighbors for both surface normal and curvature estimation. Table 3.2
lists the values that were used for all experiments. To guarantee the generality of the approach, no special approach was implemented for optimal k-nearest neighbor selection at each point.

Initial points $\boldsymbol{\Lambda}$ that potentially belong to spherical surface are extracted from point clouds if they satisfy the following condition

$$
\begin{equation*}
\boldsymbol{\Lambda}=\left\{i \mid\left(k_{i 1} \simeq k_{i 2}\right) \& \&\left(k_{i 1}>\gamma\right) \& \&\left(k_{i 2}>\gamma\right)\right\} \tag{3.10}
\end{equation*}
$$

where $\gamma$ is set to a low value to guarantee that all initial points are extracted. $\gamma=\sigma / 3$ is set in all of the experiments.
$\sigma$ computation: First, the signed distance of each point $p_{i}$ is also computed as follows:

$$
\begin{equation*}
s d_{i}=\left(\mathbf{p}_{i}-\overline{\mathbf{p}}_{i}\right) \cdot \mathbf{n}_{i} \tag{3.11}
\end{equation*}
$$

An unorganized point cloud including noisy data and outliers could be represented as $\mathbf{P}=$ $\mathbf{P}_{\text {inliers }} \cup \mathbf{P}_{\text {outliers }}$. The fourth spread method is a standard statistical approach, which is used in recent works [Dev15, CNT $\left.{ }^{+} 14\right]$ to remove outliers. First, the signed distance is computed for every point (Eq. 3.11). Let L be the number of absolute values of signed distances. Then $m_{u}$ is defined as the median of $\mathrm{L} / 2$ upper values, while $m_{l}$ is defined as the median of $\mathrm{L} / 2$ lower values. Finally, a threshold $T_{d}=1.5\left(m_{u}-m_{l}\right)+m_{u}$ is used to detect outliers that consist of the points whose absolute values of signed distance are larger than $T_{d}$. The remaining points are considered as inliers. Therefore, the average value of absolute signed distance of inliers $\sigma$ is computed as follows:

$$
\begin{equation*}
\sigma=\frac{\sum_{i=1}^{\left|\mathbf{P}_{\text {inliers }}\right|}\left|s d_{i}\right|}{\left|\mathbf{P}_{\text {inliers }}\right|} \tag{3.12}
\end{equation*}
$$

### 3.4.3 Efficient initial point sampling strategy

The purpose of the proposed method is to improve the drawbacks of sequential and greedy approaches. For instance, RANSAC-based [SWK07] and Hough-based [CVC14] methods extract a sphere and then remove its associated points immediately. Therefore, points removed at the intersection between two spheres no longer contribute to the sphere extraction process anymore. This can lead to inaccurate fitting for consecutive primitives.

The iterative sphere fitting process (Algorithm 4 in Section 3.3.2) is started at an initial point $\in \boldsymbol{\Lambda}$ to detect a sphere from the point cloud and compute its descriptive parameters. An important question is how many initial points should be chosen to detect all the spheres in a point cloud within reasonable execution time. On one hand, when all initial points $\boldsymbol{\Lambda}$ are executed sequentially, the sphere extraction process shows exponential time complexity.


Figure 3.11. The efficient 3-sample approach for initial point sample strategy. Each sphere is extracted a maximum of three times because only three initial points (I) are selected. All initial points in $\boldsymbol{\Lambda}$ belonging to the surface of the detected sphere $S(x)$ are stored into a set III.

On the other hand, when the set of initial points is downsampled (e.g. 5, 10 or $20 \%$ of $\boldsymbol{\Lambda}$ ), some spheres could be missed because their initial points are not chosen, while other spheres would be extracted several times. This section introduces an efficient sampling strategy which guarantees that all spheres are extracted with a reasonable time complexity regardless of the number of initial points.

In this section, a 3-sample approach is proposed in which a maximum of three initial points is investigated to extract a sphere. The 3-sample approach is illustrated in Fig. 3.10. Starting at a random initial point $(I \in \boldsymbol{\Lambda})$, iterative fitting and validation is applied to its k-nearest neighbors to extract the sphere. If a reliable sphere $x$ corresponding to $I$ is detected, then all initial points in $\Lambda$ belonging to that sphere are identified, these points are stored into a set III. From this III set, two other points of the 3-sample strategy are chosen randomly and
stored into a set II $(|\mathbf{I I}|=2)$. The loop of fitting and validation for this sphere is repeated and terminated after two iterations. $\boldsymbol{\Lambda}$ is updated by removing III and starts at another random initial point $(I)$ that belongs to one of the other spheres in the point cloud. Each time a sphere is validated, it is considered as a valid sphere and its parameter vector $\mathbf{x}$ is stored in a list of sphere parameters $\mathbf{X}$.

Considering the above 3-sample strategy, a sphere can be detected a maximum of three times. This redundancy in sphere detection is exploited at the clustering step described in Section 3.4.4. The advantages of the 3-sample approach are summarized as follows:

- Each sphere is extracted a maximum of three times because only three initial points

```
Algorithm 5: Multiple spheres extraction from point clouds.
Data: Point cloud; Normal vectors; Initial points \(\boldsymbol{\Lambda}\) selected based on principal curvatures (Section 3.4.2)
Result: Parameters of detected spheres and their associated points
```

```
X := {\varnothing};
```

X := {\varnothing};
\triangleright ~ S p h e r e ~ l i s t
\triangleright ~ S p h e r e ~ l i s t
$i:=3 ; \quad \triangleright$ dummy variable
while $\Lambda!=\{\varnothing\}$ do
1. Start at a random initial point $I$ and its nearest neighbors;
2. New sphere $\mathbf{x}$ detected by Algorithm 4;
3. Sphere validation for $\mathbf{x}$ by computing $S C$ in Eq. 3.8 ;
4. if $S C<=s_{s c}$ then
$\mathbf{X} \leftarrow \mathbf{X} \cup \mathbf{x} ; \quad \triangleright$ insert new sphere $\mathbf{x}$ into $\mathbf{X}$
end
5. if $S C>s_{s c}$ then
Update $\boldsymbol{\Lambda} \leftarrow \boldsymbol{\Lambda} \backslash I$; $\quad \triangleright$ remove bad initial point
$i:=0$;
end
6. if $i=3$ then
6.1. Find initial points III $\subset \Lambda$ on the $\mathbf{S}(\mathbf{x})$-sphere surface;
6.2. Pick a random set II $\subset \mathbf{I I I} ;|\mathbf{I I}|=2$;
$\triangleright$ Efficient 3-sample approach
6.3. $i=|\mathbf{I I}|=2 ;$
end
7.while $i \neq 0$ do
7.1. $I=\mathbf{I I}_{i}$;
7.2. Execute 1-4; $\triangleright$ Storing $\mathbf{x}$ into $\mathbf{X}$
7.3. $i:=i-1$;
end
8. Reset $i:=3$; $\triangleright$ dummy control loop variable
9. Update $\boldsymbol{\Lambda} \leftarrow \boldsymbol{\Lambda} \backslash$ III; $\quad \triangleright$ remove initial points
end
10. Apply Mean Shift clustering to $\mathbf{X}$ list;

```
are selected. Therefore, running time is approximately constant regardless of the number of initial points. Instead it is dependent on the number of spheres and data points in the point cloud.
- All spheres in the point cloud are extracted because initial points are selected until the set \(\boldsymbol{\Lambda}\) is empty.

\subsection*{3.4.4 Mean Shift clustering for sphere parameters estimation}

Theoretically, initial points belonging to the same sphere share the same set of descriptive parameters. Consequently, each set of descriptive parameters is considered as a data point in the parameter space for the corresponding sphere as shown in Fig. 3.12(b). However, for point clouds with noise and outliers, these data points in parameter space distribute close to each other for a given sphere. Therefore, the next step of the proposed approach consists of clustering data in the \(\mathbf{X}\) list of reliable spheres. This results in the estimation of multiple spheres from the point cloud. A clustering approach is used to find the cluster corresponding to the parameters of the sphere. Mean Shift clustering [CM02], a non-parametric clustering approach, is used because it does not require that the number of clusters be known a priori.

Mean Shift clustering in the sphere parameters space \(\mathbf{X} \in \mathbb{R}^{4}\) is applied as follows. The descriptive parameters of all the spheres in the point cloud are stored in a vector \(\mathbf{X}=\left\{\mathbf{x}_{i}=\right.\) \(\left.\left(\mathbf{c}_{i}^{*}, r_{i}^{*}\right) \mid i=1, \ldots, n_{s}\right\} . n_{s}\) is the number of detected spheres in the \(\mathbf{X}\) list. Mean Shift clustering with separable Gaussian kernels for centers and radii is used (see Section 2.4.2 for the details on mean-shift clustering):
\[
\begin{equation*}
\hat{f}(\mathbf{x})=\frac{1}{n_{s} h_{1} h_{2}} \sum_{i=1}^{n_{s}} K_{1}\left(\frac{\mathbf{c}^{*}-\mathbf{c}_{i}^{*}}{h_{1}}\right) K_{2}\left(\frac{r^{*}-r_{i}^{*}}{h_{2}}\right) \tag{3.13}
\end{equation*}
\]

The Mean Shift vector \(\mathbf{m}\) is defined as:
\[
\begin{equation*}
\mathbf{m}(\mathbf{x})=\frac{\sum_{i=1}^{n_{s}} \mathbf{x}_{i} g\left(\left\|\frac{\mathbf{c}^{*}-\mathbf{c}_{i}^{*}}{h_{1}}\right\|^{2}\right) g\left(\left|\frac{\left.\right|^{*}-r_{i}^{*}}{h_{2}}\right|^{2}\right)}{g\left(\left\|\frac{\mathbf{c}^{*}-\mathbf{c}_{i}^{*}}{h_{1}}\right\|^{2}\right) g\left(\left|\frac{r^{*}-r_{i}^{*}}{h_{2}}\right|^{2}\right)}-\mathbf{x} \tag{3.14}
\end{equation*}
\]

After clustering, the final number of clusters is the number of spheres in the point cloud and the parameters of the cluster centers are the descriptive parameters of the spheres. Only the bandwidth value \(\mathbf{h}_{s}=\left\{h_{1}, h_{2}\right\}\) is defined for the Mean Shift algorithm. \(h_{1}\) is the bandwidth for the center, and \(h_{2}\) is the bandwidth for the radius. For all experiments reported in this chapter, the bandwidth is set automatically as \(h_{s}=\left\{\frac{\min \left(r_{i}^{*}\right)}{10}, \frac{\min \left(r_{i}^{*}\right)}{10}\right\}\). Fig. 3.12 shows the process and the result of using Mean Shift clustering for sphere extraction on the threesphere model.


Figure 3.12. Result of Mean Shift clustering for the three-sphere model in Fig. 3.2 with noise and outliers. The final number of clusters is the number of spheres in the point cloud and the parameters of the cluster centers are the descriptive parameters of the spheres.

\subsection*{3.5 Results and discussion}

The performance of the proposed method is tested for single and multiple spheres extraction. Moreover, the results are compared to state-of-the-art methods in terms of quantitative and qualitative experiments. These experiments demonstrate that the proposed method achieves more accurate results in center and radius estimation and is more robust to noise and outliers than other methods.

\subsection*{3.5.1 Single sphere extraction}

To illustrate the accuracy of eSphere for center and radius estimation, it is applied to fit a single sphere and estimate its parameters. The results are compared to three other methods: Hough-based method [CVC14], RANSAC-based method [FB81] and nonlinear least-squares (NLSQ) [For89] using Gauss-Newton optimization. Three types of datasets were taken from the work of Camurri et al. [CVC14] to test single sphere extraction. These datasets represent many challenges such as noisy data D2, deformation D3 and outliers D5 as shown in Fig. 3.13. Each type of data contains 100 spheres with different values of centers and radii and ground truth values are available. Fig. 3.13 shows some results achieved by our method. The results are compared based on the following criteria:
- The distance between the detected center \(\mathbf{c}^{*}\) and the ground truth \(\hat{\mathbf{c}}\) w.r.t. to the ground truth \(\hat{r}\) (\%).
\[
\begin{equation*}
E_{c}=\sum_{i=1}^{100} \frac{\left\|\hat{\mathbf{c}}_{i}-\mathbf{c}_{i}^{*}\right\|}{\hat{r}_{i}} \tag{3.15}
\end{equation*}
\]
- The difference between the detected radius \(r^{*}\) and the ground truth \(\hat{r}\) w.r.t. to the ground truth \(\hat{r}\) (\%).
\[
\begin{equation*}
E_{r}=\sum_{i=1}^{100} \frac{\left|\hat{r}_{i}-r_{i}^{*}\right|}{\hat{r}_{i}} \tag{3.16}
\end{equation*}
\]


Figure 3.13. Single sphere extraction using our method on the datasets in [CVC14]: noisy data D2, deformed sphere D3, sphere with outliers D5.

Fig. 3.14 and Fig. 3.15 show that Hough-based and RANSAC-based methods achieve acceptable results for D2 and D3, but fail for D5. The NLSQ method fails for the datasets with noise and outliers D2 and D5. The proposed method for single sphere extraction outperforms the other three methods and achieves good results close to ground truth. This demonstrates that iterative sphere fitting can reduce the effect of noise and outliers and guarantee accurate results for the estimation of the center and radius of the spheres.

\subsection*{3.5.2 Multiple spheres extraction}

In this section, the performance of eSphere [TCL16b] for extracting multiple spheres is tested. The RANSAC-based method [SWK07] is known as being robust for primitive extraction from large point clouds. Although the RANSAC-based method can detect all types of primitives (not only spheres), for fair comparison with eSphere, it was used only to detect spheres in this experiment. The source code of this algorithm is available at http://www.danielgm. net/cc/. Some threshold values need to be set by the user to obtain good results depending on the level of noise, the size of the model and the variance of the radii. The results are shown in Fig. 3.16 and Table 3.2 summarizes the threshold values used for different models.

Our method achieves better results than the RANSAC-based method [SWK07]. As shown in Fig. 3.16(a), one sphere was detected twice and some detected spheres were not fitted well


Figure 3.14. Logarithm of mean error on center values, \(\log _{10}\left(E_{c}\right)\).
by RANSAC. This is caused by minimum random sampling and sequential point removal. Moreover, the RANSAC-based method misses two spheres as shown in Fig. 3.16(c). In comparison, the proposed method fits spheres well to the data points (Fig. 3.16(b)) by using iterative sphere fitting. In addition, as shown in Fig. 3.16(a)-(c), a set of the smallest spheres was detected by RANSAC with a large variance of radius values, while our method detects all of the smallest spheres with a small variance Fig. 3.16(b)-(d) (see Table 3.1).

Table 3.1. Mean and standard deviation of the results for RANSAC-based [SWK07] and eSphere methods: Radii of smallest detected spheres of the bracelet and sphere cluster datasets in Fig. 3.16 and Fig. 3.17 are evaluated. For the scanned data in Fig. 3.17(e)-(f), radii of two detected spheres are investigated.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Model Name} & \multicolumn{2}{|r|}{RANSAC} & \multicolumn{2}{|r|}{eSphere} & \multirow[t]{2}{*}{Groundtruth radius} \\
\hline & Mean & Std & Mean & Std & \\
\hline Bracelet Fig. 3.16 & 0.0362 & 4.251E-03 & 0.0312 & \(1.380 \mathrm{E}-08\) & 0.0312 \\
\hline Sphere cluster Fig. 3.16 & 0.2945 & \(1.607 \mathrm{E}-03\) & 0.2943 & \(3.837 \mathrm{E}-04\) & 0.2962 \\
\hline Sphere cluster Fig. 3.17(a) & 0.2939 & \(2.929 \mathrm{E}-03\) & 0.2945 & \(5.544 \mathrm{E}-04\) & 0.2962 \\
\hline Scanned data Fig. 3.17(d) & 21.1406 & 1.144 & 19.8637 & 0.172 & 20 \\
\hline
\end{tabular}

We also applied the proposed method to other complex models in biochemistry, which are available at the 3D Warehouse. These models are comprised of different shapes (cylinders) and highly clustered and complex structures with various radii. Fig. 3.20 shows the spheres detected by our algorithm.


Figure 3.15. Logarithm of mean error on radius values, \(\log _{10}\left(E_{r}\right)\).

\subsection*{3.5.3 Noisy and real datasets}

To illustrate the robustness of the method to noise and outliers, it was tested on noisy synthetic and real scanned models. In Fig. 3.17(a), 5\% noise and outliers with 50 times the average space between points are applied to original datasets. Real scans were captured by the Go!SCAN handheld 3D scanner as shown in Fig. 3.17(d). In Fig. 3.17(g), the data points of the balls were captured by a Kinect sensor. The results show that the proposed method is able to cope with noise and outliers to extract multiple spheres and to estimate their parameters. The RANSAC-based method [SWK07] is greedy and sequential, so the radii of the detected spheres are larger than the ground truth (Fig. 3.17(b)-(e)). In comparison, our method (Fig. 3.17(c)-(f)) iteratively fits a sphere to inliers, so the result is close to the ground truth as shown in Table 3.1.

Table 3.2 summarizes the threshold values used in the experiments. It is difficult to choose optimal values for the RANSAC-based method [SWK07]. For instance, for complex data such as sphere packing, we were not successful in choosing a set of threshold values \(\left\{\tau, \epsilon, \epsilon_{\text {bitmap }}\right\}\). While RANSAC requires that three global parameters be set, our method requires that only parameter \(s_{s c}\) be set with a simple selection strategy. \(s_{s c}\) is selected to evaluate the quality of the detected spheres and depends on the level of noise of the point clouds. Therefore, it is increased slightly with noisy data and outliers as summarized in Table 3.2. The number of spheres detected by the two methods are reported in Table 3.2. The proposed method detects a number of spheres closer to ground truth than the RANSAC-based method does. The novel sphere validation step and robust iterative sphere extraction help to reduce the

(a) Results of the RANSAC-based method for the bracelet model. Some spheres are not fitted well to data points. One sphere was extracted twice.

(c) Results of the RANSAC-based method for the sphere cluster model. Smallest spheres are detected with large variance, see Table 3.1. Two spheres were missed in the region circumscribed by a yellow frame.
(b) Spheres detected using our method are fitted and extracted well to partial data of the sphere surface (a set of smallest spheres in orange).

(d) Results of our method. The smallest spheres (purple) are detected with high accuracy and small variance (Table 3.1). Partial spheres at the outermost area of the point cloud are also detected.

Figure 3.16. The results of our method compared to a RANSAC-based method [SWK07]. Threshold values and the number of detected spheres are listed in Table 3.2. Mean and standard variation of the smallest spheres of bracelet and sphere cluster models are summarized in Table 3.1.
effect of noise and outliers for complex datasets.


(d) Real data captured with the GO!SCAN 3D sensor. The model contains two spheres (concave, convex) with radius 20 mm .

(g) Balls data captured by Kinect [CVC14].

(e) Result of the RANSAC-based method. Radius values are larger than ground truth ( 20 mm ).

(f) Results achieved by eSphere method are close to ground truth. Mean and variance are reported in Table 3.1.


Figure 3.17. Performance of the RANSAC-based [SWK07] and eSphere methods for synthetic and real datasets with large noise and outliers. The RANSAC-based method results in a large variance for the detected spheres because of a greedy and sequential technique, which removes points immediately after sphere detection. In this experiment, RANSAC is used for sphere extraction only.

Table 3.2. Statistics on different models. \(N_{S}\) is the number of spheres in the point clouds. x means that this values is unavailable.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Model Name} & \multirow[t]{2}{*}{\#Points} & \multirow[t]{2}{*}{\(N_{S}\)} & \multicolumn{4}{|c|}{RANSAC [SWK07]} & \multicolumn{3}{|l|}{eSphere [TCL16b]} \\
\hline & & & \(\tau\) & \(\epsilon\) & \(\epsilon_{\text {bitmap }}\) & \(N_{S 1}\) & \(k\)-nn & \(S_{S C}\) & \(N_{S 2}\) \\
\hline Bracelet Fig. 3.16 & 27089 & 79 & 50 & 0.05 & 0.1 & 80 & 10 & 1 & 79 \\
\hline Sphere cluster Fig. 3.16 & 149864 & 90 & 50 & 0.1 & 0.2 & 88 & 10 & 1 & 90 \\
\hline Sphere cluster Fig. 3.17(a) & 149864 & 90 & 50 & 0.1 & 0.3 & 87 & 20 & 1.5 & 90 \\
\hline Kinect data Fig. 3.17(g) & 257698 & 5 & 200 & 0.75 & 1 & 5 & 50 & 2 & 5 \\
\hline Scanned data Fig. 3.17(d) & 268544 & 2 & 200 & 4.2 & 8.5 & 2 & 50 & 2 & 2 \\
\hline Carbon NanoTube Fig. 3.20(a) & 127064 & 448 & 100 & 1 & 2 & 448 & 20 & 1 & 448 \\
\hline ADN Fig. 3.20(b) & 200000 & 270 & 100 & 1 & 3 & 258 & 20 & 1 & 267 \\
\hline Sphere Packing Fig. 3.20(c) & 682374 & X & x & X & X & X & 20 & 1 & 7299 \\
\hline
\end{tabular}

Table 3.3. Computation time for the eSphere method. Extraction includes the iterative sphere fitting and validation steps. Time results have been averaged over 5 runs.
\begin{tabular}{|c|c|c|c|c|c|}
\hline Model Name & \#Points & \(\# N_{S 2}\) & Normal (s) & Curvature (s) & Extraction (s) \\
\hline Bracelet Fig. 3.16 & 27089 & 79 & 2.12 & 2.57 & 13.81 \\
\hline Sphere cluster Fig. 3.16 & 149864 & 90 & 11.84 & 20.01 & 54.26 \\
\hline Sphere cluster Fig. 3.17(a) & 149864 & 90 & 12.13 & 20.61 & 61.64 \\
\hline Kinect data Fig. 3.17(g) & 257698 & 5 & 20.81 & 35.93 & 93.36 \\
\hline Scanned data Fig. 3.17(d) & 268544 & 2 & 22.31 & 24.74 & 246.52 \\
\hline Carbon NanoTube Fig 3.20(a) & 127064 & 448 & 10.40 & 11.96 & 234.97 \\
\hline ADN Fig. 3.20(b) & 200000 & 267 & 15.71 & 27.01 & 312.78 \\
\hline Sphere Packing Fig. 3.20(c) & 682374 & 7299 & 60.22 & 96.32 & \(5.14 \mathrm{E}+03\) \\
\hline
\end{tabular}

Some spheres were missed by eSphere for the ADN and sphere packing models (Table 3.2). There are several reasons for the problem. First, it is not possible to extract spheres whose radius is less than the noise magnitude. Moreover, we believe that this is caused by complex data for which the initial points are not extracted at the preprocessing step. Hence, some advanced methods could be used to achieve better results for normal [ZCL \({ }^{+} 13\), BM12] and principal curvatures estimation [KNSS09, YQ07]. Another problem could be the selection of the global bandwidth parameter \(h\) in the Mean-Shift clustering in Section 3.4.4. Therefore, an adaptive Mean Shift clustering procedure [CRM01] might be the solution to this problem but this potential solution has not been investigated in this thesis.

\subsection*{3.5.4 Computation time of eSphere and 3-sample strategy}

The framework in this chapter was implemented on MATLAB on a 3.2 GHz Intel Core i7 platform. Table 3.3 shows the computation time for the proposed method with different models. The bottleneck of eSphere is caused by the iterative sphere fitting and validation steps. Table 3.3 shows that the computation time depends on the size of the point cloud and the number of spheres in the point cloud.

The 3-sample method is proven to be efficient for computation burden reduction. As discussed in Section 3.4.3, if all initial points are processed sequentially, the extraction process is an exponential function of time. Another means of improving the computational performance would be to downsample set \(\boldsymbol{\Lambda}\). However, note that doing so would no longer guarantee that all spheres would be detected. On this topic, the performance of the 3-sample method is compared to the uniform resampling method with 5,10 and \(20 \%\) of initial points \(\boldsymbol{\Lambda}\). Fig. 3.18 summarizes the running time for fitting and validation corresponding to the number of sampled initial points. As shown in Fig. 3.18, the 3-sample method is very efficient for the models including only spheres (Fig. 3.16 and Fig. 3.20(b)). For the noisy model in Fig. 3.17(f), the 3-sample method spends a lot of time validating poor initial points that are located in cylindrical and planar areas. This is a limitation of the proposed method. Therefore, a robust method for surface normal and principal curvature computation would improve the performance of initial point selection.

Another experiment was conducted to investigate the relationship between computation time and \(k\)-sample strategy ( \(k=2,3\), etc). With a robust iterative sphere fitting and an efficient sampling strategy, all spheres are extracted from point clouds with any \(k\)-sample strategy. However, the computation time depends on the number of samples. Therefore \(k\) is varied from 2 to 6 samples for the experiment. Fig. 3.19 shows the linear relationship between computation time and \(k\)-sample strategy with the slope depending on the number of spheres and the number of data points \(|\mathbf{P}|\). For all experiments in this chapter, a 3-sample strategy was chosen.


Figure 3.18. Time comparison of 3-sample approach against uniform resampling 5, 10 and \(20 \%\) of initial points \(\boldsymbol{\Lambda}\).

Theoretically, the computation time mainly depends on the number of spheres in the point cloud, not the number of initial points \(\boldsymbol{\Lambda}\). Fig. 3.16(d) and Fig. 3.17(c) have the same number of spheres, but a different number of initial points because of noise and outliers. Fig. 3.19 demonstrates that their computation times with the variants of the \(k\)-sample strategy are similar regardless of the number of initial points.

\subsection*{3.6 Conclusion}

A robust approach is proposed for extracting multiple spheres and estimating their parameters from point clouds. First, an iterative sphere fitting algorithm is able to extract a sphere from noisy point clouds with outliers by using distance and normal filtering. A robust validation step is also proposed to evaluate the quality of the detected spheres. Especially, an efficient 3 -sample strategy is proposed to extract all spheres with reduced computational burden. Finally, multiple spheres are extracted simultaneously through Mean Shift clustering. The performance of the method was tested on synthetic and real datasets with promising results. It is planned to use the method for reverse engineering and part-to-CAD analysis of point clouds of complex scenes containing many full or partial spherical components. In future work, the framework will be extended to the extraction of other types of primitives such as cones and tori.


Figure 3.19. Linear relationship between computation time of the variants of the \(k\)-sample strategy. The computation time mainly depends on the number of spheres and the number of data points in the point cloud, not the number of initial points \(\Lambda\). For all experiments in this chapter, a 3-sample strategy was chosen.

The next chapter will present a complete framework to extract multiple types of primitives simultaneously from unorganized point clouds.


Figure 3.20. Biochemistry (Fig. 3.20(a)-(b)) and complex sphere models (Fig. 3.20(c)). Detected spheres are colorized randomly.

\section*{Chapter 4}

\section*{Geometric primitive extraction}

\subsection*{4.1 Introduction and related work}

A wide range of manufactured objects are comprised of simple geometric primitives such as planes, spheres, cylinders, etc. (i.e. engine parts of BMW X6M in Fig. 4.1). Geometric extraction plays a key role in surface reconstruction, reverse engineering and shape analysis. Recently, geometric primitive extraction and parameter estimation have been actively investigated but still remain an open problem for noisy scanned data with outliers. Existing methods can be classified in different ways according to the data input (point clouds or meshes), the specific applications or the extraction techniques. RANSAC-based [SWK07, LWC \({ }^{+}\)11], Hough-based [BELN11, RvdH05] and region growing methods [CSAD04, VS05, LM12] are applied widely for primitive extraction. All three of the above methods try to approximate data points by geometric patches and then use these patches to reconstruct the surface. In this chapter, a method for extracting reliable geometric primitives (planes, spheres and cylinders) from noisy data is presented and could be used in various applications such as primitive-based alignment [RDvdHV07] and quality control. The descriptive parameters of the extracted primitives are estimated more accurately than by other methods.

RANSAC [BF81] is the most popular technique for model selection and extraction. The method attempts to fit a primitive using a minimum number of data points selected randomly. The idea is used to detect primitives iteratively from point clouds that may include noisy data and outliers [SWK07, LHS08, LkW14]. Schnabel et al. [SWK07] proposed a general method for primitive extraction using RANSAC and the largest connected component. The primitive corresponding to the largest connected component is extracted first at each iteration. The concept of largest connected component (lcc) may achieve poor results when different types of primitives are compared. An example is shown in Fig. 4.6(b), which indicates that the size of the lcc of the false positive plane could be larger than the one of a real plane. RANSAC is known as a non-deterministic and greedy technique that immediately removes points associated with a detected primitive. This may cause a problem at the intersection of


Figure 4.1. Most parts of the BMW X6M engine are composed of geometric primitives such as cylinders and planes. Image taken from Eurotuner.
primitives, since these removed points no longer contribute to the extraction process. Moreover, setting several threshold values for a RANSAC-based method [SWK07] is not trivial for complex and noisy point clouds. Therefore, it often requires post-processing to remove false positive primitives.

The Hough transform [DH72] extracts a primitive by using a voting scheme after transforming the data into a space that is representative of the primitive type. The method is used widely for the extraction of planes [BELN11, HB13], cylinders [RDvdHV07] and spheres [CVC14] from 3D data. Hough-based techniques are efficient for simple shapes such as lines and circles. However, memory requirements and parameter space quantization are the main issues for higher dimensional models such as cylinders and spheres. As described in Chapter 2-3 and references [TCL15a, TCL16b], we have proposed a robust framework outperforming the Hough transform for the extraction of cylinders and spheres from point clouds. The proposed framework for primitive extraction presented in this chapter exploits the approaches in \(\left[T C N^{+} 14\right.\), TCL16b] to extract curved surfaces from point clouds.

Region growing [CSAD04, VS05] determines separated regions whose points share similar properties. The process starts by selecting a number of seeds which are usually based on principal curvatures or planarity criteria. Then, the points satisfying certain conditions are added to the seed regions. Some methods [LCL09, WGY \({ }^{+} 12\) ] have also used region growing to extract primitives sequentially (planar surfaces first, then curved surfaces). Differential
geometry information such as normal vectors and curvatures are used to select seed points. The sequential approach can lead to model confusion in which parts of large cylinders or spheres are considered as planes (Fig. 4.2).


Figure 4.2. Cylindrical and spherical parts are approximated by planes. This problem is called model confusion.

The framework in this chapter proceeds in the opposite way by extracting curved surfaces first and planar surfaces afterward. This strategy helps to avoid model confusion as demonstrated in Section 4.3. Moreover, existing methods often require that meshes or point clouds be denoised beforehand. Contrarily, the proposed method processes point clouds directly despite the presence of noise and outliers.

Several approaches extract multiple types of primitives in one framework [AFS06, AP10]. Attene et al. [AFS06, AP10] cluster faces or vertices hierarchically according to a global model fitting priority until a desired number of clusters is reached. However, this can possibly lead to wrong model selection, especially with noisy data and outliers. Each vertex must be assigned to a cluster to deal with a predefined number of clusters. A primitive may thus be extracted approximately since it may include points belonging to another primitive. In the framework proposed here, a clever sequential process is carried out to avoid this problem. Curved surfaces are extracted first, then planar surfaces are extracted afterwards. Remaining points are considered as outliers.

The contributions of the chapter are summarized in the following:
- First, the proposed approach focuses on extracting reliable primitives, not approximate ones.
- An efficient sequential framework is proposed: (i) first curved surfaces are extracted robustly. (ii) planar surfaces are then extracted without model confusion.
- The proposed method works directly on unorganized point clouds without any preprocessing steps, a condition that is not met by other approaches.
- Combining advanced methods for curved surface extraction [TCL15a, TCL16b] and RANSAC-based plane extraction [SWK07] helps the proposed framework to achieve
better results than other methods even in the presence of noise and outliers.
The chapter is structured as follows. First, curved surfaces such as cylinders and spheres are extracted reliably based on the strategy detailed in Section 4.2.1. Then planar surfaces are extracted using a RANSAC-based approach according to the method described in Section 4.2.2. Experimental results are shown and discussed in Section 4.3. The conclusion is presented in Section 4.4.

\subsection*{4.2 Framework for primitive extraction}

In this section, the proposed framework for extracting reliable primitives is presented in detail. The overall diagram is shown in Fig. 4.3. The input is 3D scanned point cloud data captured from manufactured objects \(\mathbf{P}=\left\{\mathbf{p}_{i} \mid i=1, \ldots, N\right\}\) with normal vector \(\overrightarrow{\mathbf{n}}_{i}\) at each \(\mathbf{p}_{i}\). If \(\overrightarrow{\mathbf{n}}\) is not available, it can be computed using the approach described in [HDD \({ }^{+} 92\) ]. The framework is comprised of two sequential steps: curved surface extraction (Algorithm 6) and planar surface extraction (Algorithm 7). The output results are the descriptive parameters of primitives and their associated points.

\subsection*{4.2.1 Curved surface extraction}

Efficient methods are proposed for the extraction of a single primitive type from point clouds (see Chapter 2 [TCL15a] for cylinder extraction and Chapter 3 [TCL16b] for sphere extraction). The extraction of a single primitive type is simple because the primitive sought is known a priori. First, initial points are extracted according to the type of primitive. These initial points are usually chosen based on principal curvatures. An iterative extraction process starts at an initial point and is then followed up by a robust validation method corresponding to the primitive type (cylinders in Chapter 2 and [TCL15a] and spheres in Chapter 3 and [TCL16b]). Finally, reliable primitives and their descriptive parameters are determined by Mean Shift clustering in the parameter space.

In the current framework, a more difficult task is addressed which consists of the simultaneous extraction of spheres and cylinders followed by a plane extraction step. As mentioned above, the algorithms in Chapter 2-3 and references [TCL15a, TCL16b] use initial points to start the extraction process. These initial points are chosen based on principal curvatures and can be affected by noise and outliers. Therefore, to guarantee the generality of the framework, initial points are chosen randomly in this chapter. As discussed in the simplification problem presented in [GH98], 0-3\% of the points are enough to express a simplified model. In this chapter, \(0.5 \%\) of the data points are used as initial points \(\mathbf{I}\) for all of the experiments.

Starting at a given initial point in I and its neighbors, a hierarchical fitting procedure is applied to determine which type of primitive (cylinder or sphere) should be processed and extracted. Then the appropriate extraction algorithm for cylinders (see Chapter 2 and [TCL15a])


Figure 4.3. The proposed framework for reliable primitive extraction. First, the curved surfaces and their parameters are extracted robustly at initial points. Then planes are extracted using a RANSACbased approach [SWK07].
or spheres (see Chapter 3 and [TCL16b]) is applied to extract the points and the parameters associated with each primitive for which the type has been identified by the hierarchical fitting procedure (Algorithm 6).

\section*{Primitive type identification}

Hierarchical fitting is applied to determine the type of best primitive \(T\) at a given point and its neighbors. The primitive fitted with the smallest error value is considered as the best-fit primitive. Primitive fitting is discussed in [AP10] and the interested reader is referred to this paper for details. The main idea of this approach is summarized as follows. A given point \(I_{k}\) and its neighbors are used as the input and stored in the set \(\mathbf{M}\), which is used
```

Algorithm 6: Algorithm for extracting curved surfaces (cylinders and spheres)
Data: Point cloud $\mathbf{P}$, normal vectors $\mathbf{n}$.
Result: Primitives' parameters $\boldsymbol{\Phi}^{*}$ and their associated points $P_{\boldsymbol{\Phi}}^{*}$.
$\mathbf{I}$ :=sampling $0.5 \%$ of $N$;
while $k \leq|\mathbf{I}|$ do
1. M:=a given point $I_{k}$ and its neighbors ( $|\mathbf{M}|=2 k-n n$ );
2. $T:=$ primitive_selection $(\mathbf{M})$ in Section 4.2.1;
3. if $T==2$ then
$\left\{\boldsymbol{\Phi}, \boldsymbol{P}_{\boldsymbol{\Phi}}\right\} \leftarrow$ sphere_extraction in Chapter 2 and [TCL16b];
4. else if $T==3$ then
$\left\{\boldsymbol{\Phi}, P_{\boldsymbol{\Phi}}\right\} \leftarrow$ cylinder_extraction in Chapter 3 and [TCL15a];
end
5. k++;
end
6. $\boldsymbol{\Phi}^{*}:=$ Mean Shift clustering on $\boldsymbol{\Phi}$;

```
in Algorithm 6. Although the algorithms for cylinder and sphere fitting are presented in Chapter 2-3, these algorithms are presented again in this section to make it easier to follow for the reader. Primitive fitting errors for planes, cylinders and spheres are computed based on the following strategy.

Plane fitting: The centroid of the plane is calculated as \(\overline{\mathbf{p}}=1 /|\mathbf{M}| \sum_{j \in \mathbf{M}} \mathbf{p}_{j}\) and the normal \(\overrightarrow{\mathbf{n}_{\mathrm{p}}}\) to the plane is the eigenvector associated with the smallest eigenvalue of the symmetric covariance matrix \(\mathbf{C V}=\sum_{j \in \mathbf{M}}\left(\mathbf{p}_{j}-\overline{\mathbf{p}}\right)^{T}\left(\mathbf{p}_{j}-\overline{\mathbf{p}}\right)\), where \(\mathbf{p}_{j}\) is a row vector. Therefore, the fitting error \(E_{p}\) of the plane is computed as:
\[
\begin{equation*}
E_{p}^{2}=\sum_{j \in \mathbf{M}}\left|\left\langle\overrightarrow{\mathbf{n}_{\mathbf{p}}}, \mathbf{p}_{j}-\overline{\mathbf{p}}\right\rangle_{2}\right|^{2} \tag{4.1}
\end{equation*}
\]

Sphere fitting: A sphere is represented by its center \(\mathbf{c}\) and radius r , as shown in Fig. 5.1. They are computed by minimizing the algebraic distance [Pra87] as follows:
\[
\begin{equation*}
\left[c_{x}, c_{y}, c_{z}, r^{2}-c_{x}^{2}-c_{y}^{2}-c_{z}^{2}\right]^{T}=\left(\mathbf{H}^{T} \mathbf{H}\right)^{-1} \mathbf{H}^{T} b \tag{4.2}
\end{equation*}
\]
where
\[
\mathbf{H}=\left(\begin{array}{cccc}
2 p_{1 x} & 2 p_{1 y} & 2 p_{1 z} & 1  \tag{4.3}\\
2 p_{2 x} & 2 p_{2 y} & 2 p_{2 z} & 1 \\
\vdots & \vdots & \ddots & \\
2 p_{\mathbf{M} x} & 2 p_{\mathbf{M} y} & 2 p_{\mathbf{M} z} & 1
\end{array}\right), \mathbf{b}=\left(\begin{array}{c}
\left\|\mathbf{p}_{1}\right\|_{2}^{2} \\
\left\|\mathbf{p}_{2}\right\|_{2}^{2} \\
\vdots \\
\left\|\mathbf{p}_{\mathbf{M}}\right\|_{2}^{2}
\end{array}\right)
\]

Therefore, the fitting error \(E_{s}\) for the sphere is computed as:
\[
\begin{equation*}
E_{s}^{2}=\sum_{j \in \mathbf{M}}\left(\left\|\mathbf{p}_{j}-\mathbf{c}\right\|_{2}-r\right)^{2} \tag{4.4}
\end{equation*}
\]
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Figure 4.4. Models of the primitives of interest in this chapter (plane, sphere and cylinder).

Cylinder fitting: A cylinder is described by 3 parameters: axis orientation \(\overrightarrow{\mathbf{a}}\), a point on the axis \(\mathbf{p}^{*}\) and radius \(r\), as shown in Fig. 5.1. These descriptive parameters are computed in three steps.

The first step consists in the computation of the orientation of the axis of the cylinder \(\overrightarrow{\mathbf{a}}\). The axis is the vector which is being the most orthogonal to all the normal vectors \(\overrightarrow{\mathbf{n}}_{j}\) with \(j \in \mathbf{M}\). Therefore, a positive semi-definite matrix \(\mathbf{C}=\sum_{j=1}^{\mathbf{M}} \mathbf{n}_{j}^{T} \mathbf{n}_{j}\) is computed and analyzed in which \(\overrightarrow{\mathbf{n}_{j}}\) is a row vector. The eigenvector of \(\mathbf{C}\) corresponding to the smallest eigenvalue is considered as the axis orientation \(\overrightarrow{\mathbf{a}}\), and \(\mathbf{C}_{\mathbf{x}}\) and \(\mathbf{C}_{y}\) are the two other eigenvectors that create a coordinate frame in the plane normal to \(\overrightarrow{\mathbf{a}}\).

In the second step, \(\tilde{\mathbf{p}}_{j}=\left[\left\langle\mathbf{p}_{j}, \mathbf{C}_{x}\right\rangle_{2},\left\langle\mathbf{p}_{j}, \mathbf{C}_{y}\right\rangle_{2}\right]\) is the 2D projection of \(\mathbf{p}_{j} \in \mathbf{M}\) on the plane with normal \(\overrightarrow{\mathbf{a}}\) that passes through the origin \(O\). These projected points distribute on the plane as a circle. Then the problem of determining the radius \(r\) and a point \(\mathbf{p}^{*}\) on the axis reduces to the one of determining the radius \(r\) and center \(\tilde{\mathbf{c}}\) of the circle. Algebraic fitting [Pra87] is used to compute the radius \(r\) and center \(\tilde{\mathbf{c}}=\left[\tilde{c}_{x}, \tilde{c}_{y}\right]\). Therefore, algebraic distances are minimized in the following equation:
\[
\begin{equation*}
\left[\tilde{c}_{x}, \tilde{c}_{y}, r^{2}-\tilde{c}_{x}^{2}-\tilde{c}_{y}^{2}\right]^{T}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{A}^{T} \mathbf{b} \tag{4.5}
\end{equation*}
\]
where
\[
\mathbf{A}=\left(\begin{array}{ccc}
2 \tilde{p}_{1 x} & 2 \tilde{p}_{1 y} & 1  \tag{4.6}\\
2 \tilde{p}_{2 x} & 2 \tilde{p}_{2 y} & 1 \\
\vdots & \vdots & \ddots \\
2 \tilde{p}_{\mathbf{M} x} & 2 \tilde{p}_{\mathbf{M} y} & 1
\end{array}\right), \mathbf{b}=\left(\begin{array}{c}
\left\|\tilde{\mathbf{p}}_{1}\right\|_{2}^{2} \\
\left\|\tilde{\mathbf{p}}_{2}\right\|_{2}^{2} \\
\vdots \\
\left\|\tilde{\mathbf{p}}_{\mathbf{M}}\right\|_{2}^{2}
\end{array}\right)
\]

The center \(\tilde{c}\) of the circle is transformed back in 3D coordinates and is considered as the point \(\mathbf{p}^{*}\) belonging to the axis of the cylinder, i.e., \(\mathbf{p}^{*}=\tilde{c}_{x} \mathbf{C}_{x}+\tilde{c}_{y} \mathbf{C}_{y}\). Therefore, the fitting error \(E_{c}\) of the cylinder is computed by
\[
\begin{equation*}
E_{c}^{2}=\sum_{j \in \mathbf{M}}\left(\left\|\left(\mathbf{p}_{j}-\mathbf{c}\right) \times \mathbf{a}\right\|_{2}-r\right)^{2} \tag{4.7}
\end{equation*}
\]

Primitive type identification: The type of best-fit primitive \(T\) is based on the smallest value of fitting errors for plane \(E_{p}^{2}\), sphere \(E_{s}^{2}\) and cylinder \(E_{c}^{2}\).
\[
\begin{equation*}
T=\operatorname{argmin}\left\{E_{p}^{2}, E_{s}^{2}, E_{c}^{2}\right\} \tag{4.8}
\end{equation*}
\]
where \(T=1,2,3\) corresponds to the planes, spheres and cylinders respectively. If \(T=1\), the process is skipped, because planar surfaces are extracted last.

Otherwise, the parameters and associated points of a reliable primitive corresponding to a given initial point are extracted and stored into a set \(\left\{\boldsymbol{\Phi}, P_{\boldsymbol{\Phi}}\right\}\). Initial points that belong to the same primitive share the same descriptive parameters. Hence, a Mean Shift clustering [CM02] technique is used to determine the final parameters of the extracted primitives. The reader is referred to Section 2.4.2 and references [TCL15a, TCL16b] for details.

When all of the curved surfaces (cylinders and spheres) are extracted, their associated points are removed from the point cloud before proceeding with the plane extraction step. The remaining points and their normal vectors are called \(\mathbf{P}^{\prime}\) and \(\mathbf{n}^{\prime}\) respectively.

\subsection*{4.2.2 Plane extraction}

Once the processing described in Section 4.2.1 is complete, the hypothesis is made that the remaining points belong to planar surfaces. A RANSAC-based method is used to extract planes from these remaining points. The general idea for extracting a plane from the point cloud is summarized in Algorithm. 7. First, three random points are selected for plane fitting. Then inliers satisfying the conditions \(\left({ }^{*},,^{*}\right)\) below are used to decide whether the fitted plane is reasonably good or not. Afterwards, the detected plane is further evaluated by the largest connected component strategy proposed in [SWK07].

The inliers that are extracted at each iteration of Algorithm 7 satisfy the following conditions:
- The distance from an inlier to the fitted plane is smaller than a predefined distance \(d\left(\mathbf{p}_{i}^{\prime}, \mathbf{P}_{f}\right)<\varepsilon{ }^{\left({ }^{*}\right)}\)
- The angle difference between the normal vector of an inlier and the normal to the fitted plane is smaller than a predefined angle \(\arccos \left(\mathbf{n}_{i}^{\prime}, \mathbf{n}_{\mathbf{P}_{f}}\right)<\alpha\left({ }^{* *}\right)\)
- In this chapter, \(\alpha=10\) and \(\varepsilon=3 *\) sd in which sd is the signed distance field value computed in [HDD \({ }^{+} 92\), TAL13].
\(L\) selection: Parameter \(L\) in Algorithm 7, which is the number of iterations needed to find a good plane, is determined based on the following analysis. Three points are selected randomly for plane fitting \((m=3)\). Let \(p_{t}\) be the probability that RANSAC selects one good set of three random points in \(L\) trials and let \(w\) be the probability that an inlier is selected each time \(\left(w:=\frac{\# i n l i e r s \in \mathbf{P}^{\prime}}{\left|\mathbf{P}^{\prime}\right|}\right) . w\) is often guessed roughly from the data. Now, assuming that the \(m\) points needed for estimating a model are selected independently, \(w^{m}\) is the probability that all \(m\) points are inliers and \(1-w^{m}\) is the probability that at least one of the \(m\) points is an outlier, a case which implies that a bad model will be estimated from this point set. That
```

Algorithm 7: RANSAC-based method for single plane extraction.
Data: Remaining points $\mathbf{P}^{\prime}$ after simultaneous cylinder and sphere extraction with
associated normal vectors $\mathbf{n}^{\prime}$.
Result: Plane and its associated points.
$k:=0 ;$ best_model $:=\varnothing$; best_score $:=0$;
$L$ computed in Eq. 4.10 ;
while $k \leq L$ do
1. Pick 3 random points for plane fitting, with the procedure described in Section 4.2.1;
2. Inlier:= points satisfying the conditions $\{\varepsilon, \alpha\}$;
3. if $\mid$ Inlier $\mid>$ best_score then
3.1. best_score $:=\mid$ Inlier $\mid$;
3.2. Fit a plane $\left(\mathbf{P}_{f}\right)$ to inlier;
3.3. best_model $:=P_{f}$;
end
4. k++;
end
5. Plane validation by largest connected component proposed in [SWK07];

```
probability to the power of \(L\) is the probability that the algorithm never selects a set of \(m\) points which are all inliers and this must be the same as \(1-p_{t}\). Consequently,
\[
\begin{equation*}
1-p_{t}=\left(1-w^{m}\right)^{L} \tag{4.9}
\end{equation*}
\]

After taking the logarithm of both sides of Eq. 4.9, L is computed by
\[
\begin{equation*}
L=\frac{\log \left(1-p_{t}\right)}{\log \left(1-w^{m}\right)} \tag{4.10}
\end{equation*}
\]

In Algorithm 7, the best plane is evaluated and extracted by the maximum number of inliers. In order to deal with noise and outliers, the concept of largest connected component (lcc) is used for plane validation and helps to discard poorly detected planes. First, a bitmap is created by projecting each inlier on the detected plane. The largest cluster among connected components extracted from the bitmap is then determined. If the size of the lcc group is larger than a predefined threshold (cc) and the number of inliers is larger than a predefined value \((\tau)\), the detected plane is reliable. Otherwise, it is considered as poorly detected and rejected. As noted in [SWK07], the cell resolution \(\beta\) of pixels in the bitmap should correspond to the distance \(\sigma\) between data points. Therefore, in this chapter, we set \(c c=30, \tau=50\) and \(\beta=3 * \sigma\) for all of the experiments.

The extracted plane and its points are removed and \(\mathbf{P}^{\prime}\) is updated for the next plane extraction. Multiple planes are extracted from the remaining points \(\mathbf{P}^{\prime}\) using Algorithm 7 repeatedly until the number of remaining points is not sufficient for plane detection (i.e. \(\left|\mathbf{P}^{\prime}\right|<\tau\) ) or the maximum of iterations is reached.

\subsection*{4.3 Results and discussion}

The proposed method was tested on many synthetic and real models. The performance on the estimation of primitive parameters is compared to the performance of other methods [AFS06, SWK07, CSAD04]. Moreover, the computation time and threshold values are also listed for different models.

\subsection*{4.3.1 Synthetic models}

First, the proposed method was tested on synthetic models composed of spheres, cylinders and planes, as shown in Fig. 4.5. Observing the results, all primitives are extracted correctly without model confusion.


Figure 4.5. Results of the proposed framework on synthetic models. Blue: cylinders, green: spheres, randomly selected colors: planes.

\subsection*{4.3.2 Real scanned models}

The proposed method was also tested on real data scanned with the Creaform GO!SCAN handheld scanner and compared to the RANSAC-based method, as shown in Fig. 4.6. Both methods work directly on the point cloud. The RANSAC-based method extracts primitives sequentially with the primitive corresponding to the largest connected component being extracted first. The primitive and its associated points are removed immediately once the primitive has been detected. The source code of the RANSAC-based method [SWK07] is
available at http://www.danielgm.net/cc/. The quality of the results is evaluated by visual inspection. A plane on top of the cylinder at the center is missed (red ellipse) and several false positive planes in Fig. 4.6(b) are detected. The reason for this behavior is that the global threshold values used by RANSAC cannot deal with the complexity of the shapes. Therefore, the method requires a post-processing step to validate the extracted primitives and find missing ones. The proposed method succeeds in detecting all primitives without false positives and without post-processing. Since the curved surfaces were extracted first, they no longer affect the plane extraction step, and model confusion is avoided.

The proposed method is compared to existing methods based on region growing [CSAD04] and hierarchical face clustering [AFS06]. Variational shape approximation (VSA) [CSAD04] selects seeds using the smallest distortion error. The growing process is then carried on using the \(\mathcal{L}^{2}\) and \(\mathcal{L}^{2,1}\) norms. However, the hierarchical face clustering (HFC) method uses a global list of priority to merge vertices. Both methods require that the number of primitives be defined beforehand. Primitives are extracted but only approximately by these methods since the desired number of primitives must be met. VSA fails for the given model since two planes are merged in the same group (cyan primitive at the bottom of Fig. 4.7(a)). HFC extracts the different primitives correctly, but the intersections are not sharp, see Fig. 4.7(b). This leads to less accuracy for the estimation of primitive parameters (See Table 4.1). The proposed method finds primitives of all types successfully with sharp boundaries between primitives that are in contact with each other. Robust primitive extraction described in Section 4.2 results in sharp boundaries as shown in Fig. 4.7(c).

For quantitative comparison, the estimated radii for cylinders and spheres are listed in Table 4.1 for RANSAC, HFC and our method. Results show that the proposed framework outperforms the RANSAC-based and hierarchical face clustering methods.

(c) Result obtained with the proposed method. All primitives are detected correctly.

Figure 4.6. Primitives are detected by the RANSAC-based method [SWK07] (with \(\epsilon=3 s d, \alpha=\) \(10, \beta=3 \sigma, \tau=200\) ) and the proposed approach ( \(k-n n=50, c_{s c}=2, s_{s c}=3\) ). Cylinders are in blue, spheres are in green and planes are in randomly selected colors.


Figure 4.7. Primitives are detected by variational shape approximation (VSA) [CSAD04], hierarchical face clustering (HFC) [AFS06] and the proposed approach. Zoom-in parts show the intersection between primitives. Note that VSA and HFC require meshes with low level of noise and no outliers.

Table 4.1. Comparison of radii of detected cylinders and spheres estimated by RANSAC in Fig. 4.6(b), hierarchical face clustering in Fig. 4.7(b) and our method in Fig. 4.6(c). \(\bar{r}\) is the estimated radius. \(|E|\) is absolute error between ground-truth and the estimated radius.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Primitive} & \multirow[t]{2}{*}{Groundtruth \(r\) (cm)} & \multicolumn{2}{|l|}{RANSAC [SWK07]} & \multicolumn{2}{|l|}{HFC [AFS06]} & \multicolumn{2}{|l|}{OUR [TCL15b]} \\
\hline & & \(\bar{r}\) & \(E \mid\) & \(\bar{r}\) & \(|E|\) & \(\bar{r}\) & E| \\
\hline Cylinder1 & 15 & 14.32 & 0.68 & 14.81 & 0.19 & 14.83 & 0.17 \\
\hline Cylinder2 & 15 & 15.12 & 0.12 & 14.95 & 0.05 & 15.04 & 0.04 \\
\hline Cylinder3 & 15 & 14.81 & 0.19 & 14.87 & 0.13 & 14.82 & 0.18 \\
\hline Sphere1 & 20 & 20.05 & 0.05 & 20.16 & 0.16 & 19.98 & 0.02 \\
\hline Sphere2 & 20 & 19.69 & 0.31 & 20.14 & 0.14 & 19.95 & 0.05 \\
\hline & & & 0.232 & & 0.134 & & 0.092 \\
\hline
\end{tabular}

Table 4.2. Threshold values used for the different models and the computation time. P-plane, C-cylinder, S-sphere.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Model Name} & \multirow[t]{2}{*}{\#Points} & \multirow[t]{2}{*}{\(k\)-nn} & \multirow[t]{2}{*}{\(c_{s c}\)} & \multirow[t]{2}{*}{\(S_{s c}\)} & \multicolumn{3}{|l|}{\#Primitives} & \multicolumn{4}{|c|}{Time (s)} \\
\hline & & & & & \(N_{P}\) & \(N_{C}\) & \(N_{S}\) & \(T_{P}\) & \(T_{C}\) & \(T_{S}\) & \(T_{\sum}\) \\
\hline Joint Fig. 4.5 & 50000 & 20 & 1 & - & 9 & 3 & - & 11.4 & 23.6 & - & 40.75 \\
\hline Block Fig. 4.5 & 50000 & 20 & 1 & - & 8 & 3 & - & 14.32 & 18.97 & - & 40.96 \\
\hline Bracket Fig. 4.5 & 130460 & 20 & 1 & - & 22 & 9 & - & 71.24 & 22.63 & - & 110.37 \\
\hline Box1 Fig. 4.5 & 50000 & 20 & - & 1 & 11 & - & 1 & 23.1 & - & 0.8 & 30.26 \\
\hline Sphere Box Fig. 4.5 & 62183 & 20 & - & 1 & 6 & - & 1 & 25.9 & - & 8.97 & 38.91 \\
\hline Complex Fig. 4.5 & 73671 & 20 & 1 & 1 & 9 & 3 & 2 & 25.1 & 6.1 & 4.3 & 42.98 \\
\hline Print Model Fig. 4.6(c) & 230738 & 50 & 2 & 3 & 8 & 3 & 2 & 101.42 & 29.32 & 15.6 & 164.67 \\
\hline Print Model1 Fig. 4.7(c) & 117858 & 30 & 1 & 1 & 8 & 3 & 2 & 30.9 & 16.32 & 12.25 & 65.71 \\
\hline
\end{tabular}

\subsection*{4.3.3 Selection of threshold values}

As presented in Algorithm 6 and 7, threshold values need to be set for the proposed framework.
- \(k\)-nn is the number of neighbors around a given point which are used for computing the normal. Therefore, \(|\mathbf{M}|\) used in Section 4.2.1 for primitive type determination is set to \(2 k\)-nn.
- \(c_{s c}\) is a validation score that is used for cylinder detection [TCL15a].
- \(s_{s c}\) is a validation score that is used for sphere detection [TCL16b].

Table 4.2 summarizes the threshold values chosen for the different models. The threshold values for plane extraction are described and set in Section 4.2.2.

For the synthetic model in Fig. 4.5, the data is noise-free and without outliers, \(\left\{k-\mathrm{nn}, c_{s c}, s_{s c}\right\}\) are set to small values, while \(\left\{k\right.\)-nn \(\left., c_{s c}, s_{s c}\right\}\) are set to larger values to deal with noisy data and outliers in the scanned models in Fig. 4.6(c) and Fig.4.7(c).

\subsection*{4.3.4 Computation time}

The framework is implemented on MATLAB on a 3.2 GHz Intel Core i7 platform. The computation time of the main steps, which consist of plane, cylinder and sphere extraction, is listed in Table. 4.2. The computation time depends on the number of points and the number of primitives in the point clouds.

Several aspects could be improved to accelerate the extraction process. First, instead of using \(0.5 \%\) of the points as initial points, the points could be selected by differential geometry information. However, this could be affected by noise and outliers. Secondly, curved surface extraction could be processed in parallel, because this step works without point removal. The extraction at each initial point might be processed on separate processors. In this chapter, these ideas have not been investigated to guarantee the generality of the framework and the comparison with other methods. This could be the object of future work.

\subsection*{4.4 Conclusion}

In this chapter, a novel framework is introduced to extract reliable primitives from unorganized point clouds. First, curved surfaces such as cylinders and spheres are extracted robustly and their associated points are removed from the point cloud. The robustness of primitive extraction is guaranteed (for cylinder [TCL15a] and sphere [TCL16b]). Planar surfaces are then detected using a RANSAC-based method for the remaining points. The framework is tested on many synthetic and real scanned data with good results. The extracted primitives could be used in several applications such as solid modeling and model abstraction, etc.

Future work will integrate other primitives such as cones and tori into the extraction framework. A C++ and parallel implementation is also planned to accelerate the process.

\section*{Part II: Primitive-based Alignment and Applications}

The second part of the thesis focuses on primitive-based registration and its applications. As mentioned in Chapter 1, registration between the scans of manufactured objects is still a challenge for existing methods. In fact, registration of the scanned data with its CAD model is even a harder problem, which is frequently used in inspection application. Fortunately, as presented in previous chapters, geometric primitives are already extracted from unorganized point clouds [TCL15a, TCL16b, TCL16a]. Therefore, we have proposed a novel framework that uses the extracted primitives as a novel descriptor to solve these problems. First, the alignment of two synthetic geometric primitives is presented. Then the idea is applied to a real application, which registers two 3D data such as CAD models, meshes and point clouds. The content of this part is organized as follows:
- First, a novel approach to align single types of primitives will be presented in Chapter 5. With several significant improvements, the proposed approach achieves better a performance than the existing methods do.
- The proposed approach in Chapter 5 is then applied to align the scanned data of a product with its CAD model. The problem often exists in quality control and inspection applications, which helps to detect the difference or distortion between datasets. The complete framework and comparison result are described in more detail in Chapter 6.

Moreover, in this part, we have also described sharp feature extraction as an additional research topic. An automatic sharp feature extraction from 3D data is presented in Chapter 7. The extracted sharp features could be integrated into the framework proposed in Chapter 6 to create an automatic registration.

\section*{Chapter 5}

\section*{Geometric Primitive Alignment Revisited}

\subsection*{5.1 Introduction and related work}

3D sensors are being used more and more widely in several applications, especially in industrial manufacturing. Since the field of view of these sensors is limited, it is necessary to scan an object from different viewpoints in order to cover its complete surface. These local scans are then used in the modeling and reconstruction process. Among common problems, a registration step is inevitable to transform all of the scans into a common coordinate reference frame. Registration is also referred to as alignment or matching, so these terms are used interchangeably in this chapter.

The 3D registration problem can be classified in several ways. On one hand, according to the rigidity of the objects, registration is categorized as rigid and non-rigid as summarized in [TCL \(\left.{ }^{+} 13\right]\). On the other hand, following the quality of the result, registration methods can also be classified as coarse registration [PMW05, DRLS15] and fine registration [BM92, RL01, SMFF07]. In this chapter, we investigate the problem of coarse registration in which the parts are aligned roughly with each other. From now on, the word registration will refer to the coarse registration problem.

Currently, registration methods often address the problem of aligning meshes or point clouds having similar densities of data points. 3D descriptors [DRLS15] are proposed and keypoints [TSDS13] are extracted from 3D data for correspondence and shape matching. However, most existing descriptors and keypoints fail to register two scans of man-made objects, because the main challenge is to propose a descriptor that is able to deal with symmetrical and similar geometries from the primitive surfaces.

Some research has been conducted to align datasets using primitives as descriptors. The
primitives could be linear and circular features as in [SLC \({ }^{+} 08\) ] or planes as in [Bos12]. Linear features [CS05] between two planes and circular features [SLC \(\left.{ }^{+} 08\right]\) from 2D and range images of buildings and urban scenes are used. Bosche's approach [Bos12] uses planes that are extracted at a single point selected by the user. The Iterative Closest Point (ICP) algorithm is then used to compute the transformation using three pairs of plane correspondences. Rabbani et al. [RDvdHV07] have also used geometric primitives such as planes, cylinders and spheres for registration and modeling. The method minimizes the sum of squares of the differences of parameters by using Levenberg-Marquardt optimization (LM) [Mar63]. The proposed approach exploits this idea and brings many improvements in terms of convergence and accuracy.

The contributions of the chapter are summarized as follows.
- A robust approach is proposed to align geometric primitives. Each type of primitive (plane, sphere, cylinder) is described in Section 5.2.3.
- A new minimization technique is exploited to achieve better results than other techniques with respect to convergence and error of descriptive parameters.

\subsection*{5.2 Primitive alignment}

\subsection*{5.2.1 Quaternion representation}

Rigid registration consists of finding a unique transformation \(\mathbf{T}: \mathbb{R}^{3} \mapsto \mathbb{R}^{3}\), which brings two datasets as close as possible. This transformation is expressed as a \(3 \times 3\) rotation matrix \(\mathbf{R}\) and a translation vector \(\mathbf{t}=\left\{t_{x}, t_{y}, t_{z}\right\}\). Horn [Hor87] has proposed a closed-form solution for determining a rotation matrix using a quaternion representation. With a given quaternion \(\mathbf{q}=\left\{q_{0}, q_{1}, q_{2}, q_{3}\right\}\), the rotation matrix \(\mathbf{R}\) is computed as
\[
\mathbf{R}=\left(\begin{array}{ccc}
2 q_{0}^{2}+2 q_{1}^{2}-1 & 2\left(q_{1} q_{2}-q_{0} q_{3}\right) & 2\left(q_{1} q_{3}+q_{0} q_{2}\right)  \tag{5.1}\\
2\left(q_{1} q_{2}+q_{0} q_{3}\right) & 2 q_{0}^{2}+2 q_{2}^{2}-1 & 2\left(q_{2} q_{3}-q_{0} q_{1}\right) \\
2\left(q_{1} q_{3}-q_{0} q_{2}\right) & 2\left(q_{2} q_{3}+q_{0} q_{1}\right) & 2 q_{0}^{2}+2 q_{3}^{2}-1
\end{array}\right)
\]
with the constraint \(\|\mathbf{q}\|=\sqrt{q_{0}^{2}+q_{1}^{2}+q_{2}^{2}+q_{3}^{2}}=1\) which guarantees a rotation operator in \(\mathbb{R}^{3}\) having only three degrees of freedom.

\subsection*{5.2.2 Rabbani's approach and associated drawbacks}

Rabbani et al. [RDvdHV07] have proposed an approach that combines registration and modeling in one framework. At the registration step, quaternion and geometric primitives are used to align two scans called \(\mathbf{S}_{1}\) and \(\mathbf{S}_{2}\), respectively. The transformation \(\mathbf{T}\) is calculated using a least-squares algorithm in the parameter space of the primitives. In other words, this
step minimizes the sum of the square of errors of primitive parameters as follows:
\[
\begin{equation*}
\min _{\{\mathbf{R}(\mathbf{q}), t\}} \sum_{i}^{|\mathbf{C}|} \sum_{j}^{\mathbf{M}_{\mathbf{i}}} \Delta_{u_{i j}}^{2} \tag{5.2}
\end{equation*}
\]
where \(\boldsymbol{\Delta}_{u_{i j}}=u_{i j}^{\mathbf{S}_{1}}-\mathbf{T}\left(u_{i j}^{\mathbf{S}_{2}}\right)\) and \(u_{i j}\) is the j-th parameter of the i-th correspondence that has \(\left|\mathrm{M}_{i}\right|\) criteria of parameter convergence. C is the set of correspondences. For example, when the first correspondence pair is plane-plane, \(\left|\mathrm{M}_{1}\right|\) is equal to 2 since there is a criterion for the error on the normal vector and another criterion for the error on the distance to the origin. The mathematical equations for each single primitive are expressed later in Section 5.2.3.

Levenberg-Marquardt optimization [Mar63] is used to solve the non-linear least-squares problem in Eq. 5.2. Partial derivatives of \(\Delta\) w.r.t of rotation \(\mathbf{R}\) and translation \(\mathbf{t}\) are required and computed as
\[
\left\{\frac{\partial \Delta}{\partial q_{0}}, \frac{\partial \Delta}{\partial q_{1}}, \frac{\partial \Delta}{\partial q_{2}}, \frac{\partial \Delta}{\partial q_{3}}, \frac{\partial \Delta}{\partial t_{x}}, \frac{\partial \Delta}{\partial t_{y}}, \frac{\partial \Delta}{\partial t_{z}}\right\}
\]

These derivatives are used to compute the Jacobian matrix \(\mathbf{J}\) and update the transformation parameter \(\boldsymbol{\Gamma}=\{\mathbf{q}, \mathbf{t}\}\) as follows:
\[
\begin{gather*}
\boldsymbol{\Gamma}=\{\mathbf{q}, \mathbf{t}\}=\left\{q_{0}, q_{1}, q_{2}, q_{3}, t_{x}, t_{y}, t_{z}\right\}  \tag{5.3}\\
\boldsymbol{\Gamma}_{t+1}=\boldsymbol{\Gamma}_{t}-\left(\mathbf{J}^{\mathbf{T}} \mathbf{J}+\lambda \mathbf{I}\right)^{-1} \mathbf{J} \boldsymbol{\Delta}  \tag{5.4}\\
\mathbf{J}=\frac{\partial \Delta}{\partial \boldsymbol{\Gamma}} \tag{5.5}
\end{gather*}
\]
where \(t\) is the iteration step, and \(\mathbf{J}\) is the Jacobian matrix. Observing Eq. 5.4, the LevenbergMarquardt optimization consists of a combination of Gauss-Newton and Steepest descent methods by using a non-negative scalar \(\lambda\), which is called the Levenberg-Marquardt parameter. The selection of \(\lambda\) and its impact on convergence are discussed in [PTVF07]. Generally, Levenberg-Marquardt optimization achieves better convergence compared to GaussNewton and Steepest descent methods taken separately.

Rabbani's approach faces two problems that have an significant impact on the convergence of the result.
- First, the LM optimization generally provides a solution to an unconstrained problem. Therefore, the method uses the quaternion method in Eq. 5.1 but it does not guarantee that the solution provides a unit quaternion \(\|\mathbf{q}\|=1\) for each iteration of the optimization loop. This leads to poor results for the rotation matrix \(\mathbf{R}\). This behavior has been tested in the experiments reported in Section 5.3. The method proposed in this chapter uses an interior point technique with constraints to guarantee that condition \((\|\mathbf{q}\|=1)\) is satisfied.
- Second, the objective function for cylinders lacks a robust criterion for alignment, which has an adverse effect on convergence. The proposed approach complements the objective function with a new criterion (Eq. 5.9) that guarantees good convergence

\subsection*{5.2.3 Proposed approach for primitive alignment}

In this section, the detailed framework for registering two primitives is presented. These primitives can be planes, cylinders and spheres. We assume that the correspondence pairs \(\mathbf{C}=\left\{\mathbf{S}_{\mathbf{1}}, \mathbf{S}_{\mathbf{2}}\right\}\) between primitives are already available. The transformation \(\mathbf{T}=\{\mathbf{R}, \mathbf{t}\}\) is computed by minimizing the following cost function:
\[
\begin{align*}
& \min _{\{\mathbf{R}(\mathbf{q}), \mathbf{t}\}} \sum_{i}^{|\mathbf{C}|} \sum_{j}^{\mathbf{M}_{\mathbf{i}}} \Delta_{u_{i j}}^{2}  \tag{5.6}\\
& \text { subject to: }\|\mathbf{q}\|=\sqrt{q_{0}^{2}+q_{1}^{2}+q_{2}^{2}+q_{3}^{2}}=1
\end{align*}
\]
where the error is defined as \(\boldsymbol{\Delta}_{u_{i j}}=u_{i j}^{\mathbf{S}_{1}}-\mathbf{T}\left(u_{i j}^{\mathbf{S}_{2}}\right)\).
To solve the non-linear least-squares problem in Eq. 5.6, the interior-point method [FGW02] is used. The interior point method guarantees that the constraint \(\|\mathbf{q}\|=1\) is always satisfied at each iteration of the optimization loop. The mathematical equations for aligning each type of primitive are described in the following.

\section*{Plane}

Planes are geometric primitives frequently found on manufactured objects. A plane is represented by a normal vector \(\overrightarrow{\mathbf{n}}\) and its distance to the origin \(\rho\), as shown in Fig. 5.1(a). Assume that there are two planes with parameters \(\left\{\overrightarrow{\mathbf{n}}_{1}, \rho_{1}\right\}\) and \(\left\{\overrightarrow{\mathbf{n}}_{2}, \rho_{2}\right\}\), respectively.

To align plane 2 to plane 1, the error on the normal vector and the error on the distance to the origin are minimized as follows:
\[
\begin{align*}
& \overrightarrow{\mathbf{n}}_{\delta}=\overrightarrow{\mathbf{n}}_{1}-\mathbf{R} \overrightarrow{\mathbf{n}}_{2}  \tag{5.7}\\
& \rho_{\delta}=\rho_{2}-\rho_{1}+\left(\mathbf{R} \overrightarrow{\mathbf{n}}_{2}\right)^{T} \mathbf{t} \tag{5.8}
\end{align*}
\]

Eq. 5.7-5.8 are fed to Eq. 5.6 for the minimization step.

\section*{Cylinder}

A cylinder is described by three parameters: its axis vector \(\overrightarrow{\mathbf{a}}\), its radius \(r\) and a closest point to the origin on the cylinder axis \(\mathbf{p}\), as shown in Fig. 5.1(b). To bring a cylinder \(\mathbf{C}_{2}=\) \(\left\{\overrightarrow{\mathbf{a}}_{2} ; \mathbf{p}_{2} ; r\right\}\) as close as possible to a cylinder \(\mathbf{C}_{1}=\left\{\overrightarrow{\mathbf{a}}_{1} ; \mathbf{p}_{1} ; r\right\}\), two points \(\mathbf{p}_{1}\) and \(\mathbf{p}_{2}\) and two

(a) Plane represented by normal vector \(\overrightarrow{\mathbf{n}}\) and the distance to the ori\(\operatorname{gin} \rho\).

(b) Cylinder described by axis vector \(\overrightarrow{\mathbf{a}}\), radius \(r\) and a closest point to the origin in axis \(\mathbf{p}\).

(c) Sphere represented by center c and radius \(r\)

Figure 5.1. Representative parameters of primitives: plane, cylinder and sphere.
vectors \(\overrightarrow{\mathbf{a}}_{1}\) and \(\overrightarrow{\mathbf{a}}_{2}\) need to coincide.
\[
\begin{align*}
& \overrightarrow{\mathbf{a}}_{\delta}=\overrightarrow{\mathbf{a}}_{1}-\mathbf{R} \overrightarrow{\mathbf{a}}_{2}  \tag{5.9}\\
& \mathbf{p}_{\delta}=\mathbf{R} \overrightarrow{\mathbf{p}}_{2}+\mathbf{t}-\left(\overrightarrow{\mathbf{a}}_{\mathbf{R}} * \mathbf{t}^{T}\right) \overrightarrow{\mathbf{a}}_{\mathbf{R}}-\overrightarrow{\mathbf{p}}_{1} \tag{5.10}
\end{align*}
\]
where \(\overrightarrow{\mathbf{a}}_{\mathbf{R}}=\mathbf{R} \overrightarrow{\mathbf{a}}_{2}\)
Eq. 5.9-5.10 are fed to Eq. 5.6 for the minimization step.

\section*{Sphere}

A sphere is simply represented by its center \(\mathbf{c}\) and radius \(r\), as shown in Fig. 5.1(c). To align a sphere \(2\left\{\mathbf{c}_{2}, r\right\}\) to sphere \(1\left\{\mathbf{c}_{1}, r\right\}\), the two centers need to coincide \(\left(\left\|\mathbf{c}_{\delta}\right\|_{2}=0\right)\).
\[
\begin{equation*}
\mathbf{c}_{\delta}=\mathbf{R c}_{2}+\mathbf{t}-\mathbf{c}_{1} \tag{5.11}
\end{equation*}
\]

Eq. 5.11 is fed to Eq. 5.6 for the minimization step.
The framework is applied to align a set of several multiple primitives simultaneously. The objective functions of each primitive pair are combined and minimized in Eq. 5.6. When the minimization ends, the transformation between the datasets is available.

\subsection*{5.3 Results and discussion}

In this section, the results of the proposed approach are compared to the ones reported by Rabbani et al. [RDvdHV07]. Both methods use geometric primitives for alignment. The sets of primitives \(\boldsymbol{\Psi}_{1}=\left\{\mathbf{P}_{1}, \mathbf{C}_{1}, \mathbf{S}_{1}\right\}\) and their parameters are known a priori. Dataset \(\mathbf{\Psi}_{1}\)
is transformed by 100 sets of transformation \(\mathbf{T}\) randomly to create a new set of primitives \(\boldsymbol{\Psi}_{2}=\left\{\mathbf{P}_{2}, \mathbf{C}_{2}, \mathbf{S}_{2}\right\}\). Then four experiments are conducted.
- Experiment 1: The transformation \(\mathbf{T}^{\prime}\) needed to transform plane \(\mathbf{P}_{2}\) to plane \(\mathbf{P}_{1}\) is estimated. The convergence is evaluated by
\[
\begin{equation*}
\cos \left(\angle\left(\mathbf{T}^{\prime}\left(\mathbf{n}_{\mathbf{P}_{2}}\right), \mathbf{n}_{\mathbf{P}_{1}}\right)\right)==1 \tag{5.12}
\end{equation*}
\]
- Experiment 2: The transformation \(\mathbf{T}^{\prime}\) needed to align cylinder \(\mathbf{C}_{2}\) to cylinder \(\mathbf{C}_{1}\) is estimated. The convergence is evaluated by
\[
\begin{equation*}
\cos \left(\angle\left(\mathbf{T}^{\prime}\left(\mathbf{a}_{\mathbf{C}_{2}}\right), \mathbf{a}_{\mathbf{C}_{1}}\right)\right)==1 \tag{5.13}
\end{equation*}
\]
- Experiment 3: The transformation \(\mathbf{T}^{\prime}\) to align a sphere \(\mathbf{S}_{2}\) to sphere \(\mathbf{S}_{1}\) is also computed. The convergence is then evaluated by
\[
\begin{equation*}
\left\|\mathbf{c}_{\mathbf{S}_{1}}-\mathbf{T}^{\prime}\left(\mathbf{c}_{\mathbf{S}_{2}}\right)\right\|_{2}==0 \tag{5.14}
\end{equation*}
\]
- Experiment 4: All types of primitives are combined simultaneously into the framework. The convergence is reached if Eq. 5.12-5.14 are satisfied simultaneously.
The proposed framework is implemented on MATLAB on a 3.2 GHz Intel Core i7 platform. In their implementation of primitive alignment, Rabbani et al. [RDvdHV07] use LevenbergMaquardt non-linear optimization which is implemented in the lsqnonlin function in MATLAB. The proposed framework rather uses the fmincon function which is implemented for the interior-point method. The percentage of success and the error on the parameters are investigated for both methods.

\subsection*{5.3.1 Success rate of the proposed method}

With 100 random sets of transformations, four alignment experiments are carried out and the conditions in Eq. 5.12-5.14 are checked sequentially or simultaneously. Fig. 5.2 illustrates the success rate of both methods LM_Rabbani [RDvdHV07] and IP_OUR [TCL16a] in the four experiments.

Rabbani's method is able to align planar primitives, but fails with other primitives, as shown in Fig. 5.2. The approach proposed in this chapter achieves high success rates for all cases (> 90\%).

\subsection*{5.3.2 Errors on primitive parameters}

The mean absolute error (MAE) values in Eq. 5.12-5.14 are computed for each of the 100 random sets of transformation.
- Experiment 1: The error on the plane normal after transformation is computed as follows:
\[
\begin{equation*}
\operatorname{MAE}_{P}=\frac{1}{100} \sum_{i=1}^{100}\left(1-\left|\cos \left(\angle\left(\mathbf{T}_{\mathbf{i}}^{\prime}\left(\mathbf{n}_{\mathbf{P}_{2}}\right), \mathbf{n}_{\mathbf{P}_{1}}\right)\right)\right|\right) \tag{5.15}
\end{equation*}
\]


Figure 5.2. Success rate for Rabbani's method (LM_Rabbani) [RDvdHV07] and the proposed method (IP_OUR) [TCL16a]
- Experiment 2: The error on axis directions of the cylinders after transformation is computed as:
\[
\begin{equation*}
\mathrm{MAE}_{C}=\frac{1}{100} \sum_{i=1}^{100}\left(1-\left|\cos \left(\angle\left(\mathbf{T}_{\mathbf{i}}^{\prime}\left(\mathbf{a}_{\mathbf{C}_{2}}\right), \mathbf{a}_{\mathbf{C}_{1}}\right)\right)\right|\right) \tag{5.16}
\end{equation*}
\]
- Experiment 3: The error of the sphere centers after transformation is computed:
\[
\begin{equation*}
\mathrm{MAE}_{S}=\frac{1}{100} \sum_{i=1}^{100}\left(\left\|\mathbf{c}_{\mathbf{s}_{1}}-\mathbf{T}_{\mathbf{i}}^{\prime}\left(\mathbf{c}_{\mathbf{S}_{2}}\right)\right\|_{2}\right) \tag{5.17}
\end{equation*}
\]
- Experiment 4: The error on combined primitives taken altogether is computed as:
\[
\begin{equation*}
\mathrm{MAE}_{\Sigma}=\mathrm{MAE}_{P}+\mathrm{MAE}_{C}+\mathrm{MAE}_{S} \tag{5.18}
\end{equation*}
\]

A logarithm plot of the MAE for the four experiments is shown in Fig. 5.3. The proposed method clearly outperforms Rabbani's method in aligning primitives.

From the results of the experiments, it is concluded that the proposed method, which combines a new optimization technique and a new objective function, solves the problem of primitive-based alignment with better results with respect to convergence and error of descriptive parameters.

One more test is investigated to show the performance of the proposed method. The estimated transformation \(\mathbf{T}^{\prime}\) in the 4th experiment is compared to the ground-truth transformation \(\mathbf{T}\) as follows:
- The error of the rotation matrix is defined as:
\[
\begin{equation*}
\mathrm{E}_{\mathbf{R}}=\frac{1}{100} \sum_{i=1}^{100}\left\|\mathbf{R}_{i}-\mathbf{R}_{i}^{\prime}\right\|_{2}=6.85 e^{-7} \tag{5.19}
\end{equation*}
\]


Figure 5.3. Logarithmic graph of mean absolute errors for Rabbani's method (LM_Rabbani) [RDvdHV07] and our method (IP_OUR) [TCL16a].
- The translation vector is commutative, so the error of translation is computed by:
\[
\begin{equation*}
\mathrm{E}_{\mathbf{t}}=\frac{1}{100} \sum_{i=1}^{100}\left|\left\|\mathbf{t}_{i}\right\|-\left\|\mathbf{t}_{i}^{\prime}\right\|\right|=2.68 e^{-6} \tag{5.20}
\end{equation*}
\]

The small values of \(E_{R}\) and \(E_{t}\) prove that the proposed method estimates the transformation between datasets accurately.

\subsection*{5.4 Conclusion}

An efficient and robust method for registering two basic primitives together is proposed in this chapter. Using a new optimization technique and adding a complementary objective function, the convergence is guaranteed to achieve accurate results. The proposed method can benefit many other practical applications such as scan alignment, quality control and inspection, which are described and discussed in more detail in the next chapter.

\section*{Chapter 6}

\section*{Primitive-based Registration and Applications}

\subsection*{6.1 Introduction}

Quality control and inspection play a key role in the manufactured parts production process. Through the quality control process, the quality of a product is improved and manufacturing errors are reduced or eliminated. For example, the difference in geometry between the product and its CAD design can be expressed by the surface distortion between them. Traditionally, a coordinate measuring machine (CMM) device is used to measure the distortion [MHSRP08, Li11]. The CMM collects several data points from the surface of the product. Data collection can be done manually by the user or by a robot programmed beforehand. Therefore, it is a time consuming process and requires that the surface of the manufactured object be hard enough to support the force of the CMM probe. Recently, 3D sensors have been used more widely in several applications, especially in industrial manufacturing. Several data points can be captured from the surface of manufacturing objects per second by such sensors.

No matter what the data collection approach is (CMM or 3D sensor), the emerging problem is how to align the data points with the CAD model to generate an error map. This alignment problem exists for part-to-CAD analysis, which determines the defect and distortion between a CAD model and a manufactured product. The bottom line for alignment is to find a minimum of three pairs of points to determine the rigid transformation [HZ03]. The possible solution is to use the traditional ICP or a 3D descriptor-based method for point pair correspondences. As demonstrated later in Section 6.2, the traditional ICP method [BM92] cannot be exploited in this case. Moreover, to the best of our knowledge, no descriptor-based or keypoint-based methods are able to deal with the above problem. Therefore, in this chapter, a novel approach is proposed to align scanned data of manufactured objects and their

CAD models using the primitives extracted by the methods presented in the previous chapters. This idea is generally applicable for the registration problem between point cloud-mesh, two point clouds and two meshes. This technique belongs to the coarse \(\mathcal{E}\) rigid registration class of approaches, which computes an initial transformation for the fine registration step.

Some research has been conducted to align datasets using geometrical features such as linear and circular features [SLC \({ }^{+}\)08] or planes [Bos12]. Rabbani et al. [RDvdHV07] have used geometric primitives such as planes, cylinders and spheres for registration and modeling. The proposed approach exploits this idea and proposes many improvements in terms of convergence and accuracy.

The general idea of the proposed approach is to use common primitives between datasets for alignment. Therefore, in this Chapter, we assume that the primitives have already been extracted from the datasets (See Chapter 4 and [TCL15b] for primitive extraction from point clouds and [AFS06] for primitive extraction from meshes and CAD models).

The contributions of the proposed approach are summarized as follows.
- Most existing methods attempt to register two datasets by minimizing the distance (i.e. euclidean, geodesic) between data points. Therefore, the computation time is large even with several thousands of data points. The proposed method rather minimizes the difference of primitive parameters, so the computational time is significantly lower than for point-based methods [BM92, RL01] and descriptor-based methods [PMW05, DRLS15].
- The basic idea was proposed and tested in Chapter 5 for synthetic geometric primitives. Therefore, the idea is extended to real primitives extracted from the scanned data and the CAD model.
- Experiments on both synthetic and real scanned data show that the proposed method outperforms existing methods in all of the cases in terms of robustness and time complexity. The proposed framework is used in various applications such as data completion and part-to-CAD analysis.

\subsection*{6.2 Related work}

In this section, related methods on point cloud to CAD alignment are discussed. The general idea of both fine and coarse registration approaches are summarized and presented with their shortcomings and advantages.

Fine registration is known as a method that brings two datasets as close as possible. Iterative closest point (ICP) [BM92] is the most popular approach for this problem. In the ICP algorithm, one point cloud, called the target (S1), is kept fixed, and the other one, called the source (S2) is transformed to align with the target. The algorithm iteratively estimates the transfor-
mation that minimizes the distance from the source to the target. The distance is computed for each point of the source data to its corresponding closest point on the target data. This iterative process is expressed as the following equation.
\[
\begin{equation*}
\min _{\{\mathbf{R}, t\}} \sum_{i=1}^{\left|\mathbf{S}_{2}\right|} d\left(\mathbf{T}\left(\mathbf{p}_{i 2}\right), \mathbf{p}_{i 1}^{*}\right)=\min _{\{\mathbf{R}, t\}} \sum_{i=1}^{\left|\mathbf{S}_{2}\right|}\left\|\mathbf{p}_{i 1}^{*}-\mathbf{R} \mathbf{p}_{i 2}-\mathbf{t}\right\| \tag{6.1}
\end{equation*}
\]
where \(\mathbf{T}\) is the rigid transformation between two datasets and \(d\left(\mathbf{T}\left(\mathbf{p}_{i 2}\right), \mathbf{p}_{i 1}^{*}\right)\) is the Euclidean distance between the transformed point of \(\mathbf{p}_{i 2} \in \mathbf{S} 2\) and its corresponding closest point \(\mathbf{p}_{i 1}^{*} \in \mathbf{S} 1\).

The distance \(d\left(\mathbf{T}\left(\mathbf{p}_{i 2}\right), \mathbf{p}_{i 1}^{*}\right)\) can be computed in several ways, and the methods are often classified according to the way \(\mathbf{p}^{*}\) is determined such as point-to-point, point-to-plane, etc. The variants of ICP methods are summarized in [RL01]. In general, the idea is to establish 3D point correspondences between two overlapping point clouds and find the transformation \(\mathbf{T}\). ICP methods have many advantages. They are easy to implement and applicable to various data types such as meshes, point clouds and range images. However, they also show several weaknesses. The computational burden is high because of the point correspondence search. Noise and outliers also has an adverse effect on convergence. Overlapping and direction requirements between datasets are necessary. Finally, a good initial transformation is needed in order to prevent the optimization from becoming trapped in a local minimum of Eq. 6.1.

More importantly, ICP cannot be applied for the alignment of scanned data and a CAD model because the point density between both types of structures are generally very different, which causes problems for the point-to-point search. Existing methods [BES11, YW14] often address the problem as follows: (i) data point density is increased by resampling the CAD model so it matches the density of data points of the scanned data. (ii) ICP is then applied to align two point clouds using a well-tuned set of parameters and a good initial transformation. The authors in [BES11] proposed a new data structure to improve the efficiency of closest point searching, while Li et al. [LS15] accelerates convergence by transforming the ICP algorithm into a variable step size iterative algorithm. However, a good initial transformation still remains a big challenge for these methods.

Coarse registration is the solution for some of the above registration problems. Two datasets are brought closer by the transformation computed by coarse registration. Several descriptors are proposed to encode the intrinsic and extrinsic properties of the surface of an object. Keypoints (interest points or feature points) are a subset of points that exhibit certain properties which distinguish them from the other points [TSDS13, Low04, BETVG08]. Correspondence pairs of the descriptors and keypoints from both datasets are then determined to compute the transformation. The computation of the transformation is carried out only once, not iteratively as for fine registration. However, not all of the detected descriptors or keypoints are used in the computation and some strategies such as RANSAC or the usage of a certain
percentage of the found correspondences are applied to achieve more a robust performance. Excellent survey papers [PMW05, DRLS15, TSDS13] summarize the state-of-the-art descriptors and keypoints. Especially, some descriptors and keypoints such as spin-image [JH99], FPFH [RBB09] and SURF [BTVG06] are used widely in various applications. However, these methods require that the datasets be dense and overlapping.

The above descriptors and keypoints can fail with symmetric or isotropic surfaces such as planes and cylinders. Spin image [JH99] is investigated as an example. A spin image is created for an oriented point (i.e. a point with its surface normal) at a vertex on the surface mesh as illustrated in Fig. 6.1. All of the points within the support of the spin image are projected onto the local coordinate system at a vertex to create a 2 D accumulator. This spin image is used to determine the corresponding position between different views of an object. However, surface of geometric primitives showing symmetries and similar geometries represents a challenge for the spin image approach. For instance, the spin image at any point on a plane is the same because the spin image descriptor is computed by using the height ( \(\alpha\) ) to the local coordinate system (Fig. 6.1). Moreover, the bin size of the accumulator and the size of the support of the spin image also need to be considered carefully. Other descriptors (SURF [BTVG06], FPFH [RBB09] and etc.) also have similar problems.


Figure 6.1. Examples of spin-images proposed in [JH99] for three oriented points on the surface of a rubber duck model.

Kim et al. [KLCK11] have proposed a method to align the 3D CAD model to the point cloud of a construction site. Principal component analysis (PCA) is first used for coarse registration followed by a Levenberg-Marquardt based optimization for fine registration. PCA [Jol86]
determines three principal components that are used for coarse alignment. The complete point cloud is then required. Moreover, as mentioned earlier, vertices of the CAD model are distributed sparsely, so the method first applies a resampling of the CAD model beforehand. Since it is based on PCA analysis, the method is not suitable to align a partial point cloud (of a single view for instance) with the CAD model of the object.

Some methods use linear and circular features [SLC \({ }^{+} 08\) ] or planes [Bos12] for alignment. Linear features [CS05] between two planes and circular features [SLC \({ }^{+} 08\) ] from 2D and range images of buildings and urban scenes are used. Bosche [Bos12] uses planes that are extracted with the initial point selection made by user. ICP is then used to compute the transformation from three plane correspondences. Rabbani et al. [RDvdHV07] have used geometric primitives in registration and modeling. Their method minimizes the sum of squares of the differences of parameters using Levenberg-Marquardt optimization [Mar63]. The proposed approach in Chapter 5 has improved Rabbani's method using interior-point optimization and a new constraint function to achieve better convergence. This chapter exploits the approach on various applications, point cloud and CAD model alignment being an interesting instance. The complete framework is presented in the next section.

\subsection*{6.3 Framework for point cloud and CAD model alignment}

The framework is illustrated in Fig. 6.2. First, geometric primitives from both the point cloud and the CAD model are extracted. For point clouds, the method described in Chapter 4 and [TCL15b] is used. For the CAD model, hierarchical face clustering [AFS06] is applied with a predefined number of clusters. Up to now, descriptive parameters and types of primitives are available. The user selects a set of primitive correspondences that are fed to the minimization step described in Section 5.2.3. Finally, after computing the transformation between the point cloud and the CAD model, an error map is computed to illustrate the difference between the transformed point cloud and the CAD model. Each step is presented in more detail in the next sections.

\subsection*{6.3.1 Hierarchical segmentation for CAD model}

The algorithm of hierarchical face clustering (HFC) proposed in [AFS06] is summarized in this section. The algorithm belongs to a group of bottom-up approaches and attempts to merge neighboring triangles into representative clusters in which each cluster is composed of connected triangles approximated by a simple primitive such as a plane, sphere and cylinder. The detail of the clustering process is described as follows.

Let \(\mathbf{M}=\{\mathbf{V}, \mathbf{F}\}\) be a CAD model that includes the set of vertices \(\mathbf{V}\) and triangles \(\mathbf{F}\). A dual graph \(\mathbf{D}=\{\mathbf{C}, \mathbf{A}\}\) is then defined as follows: (i) each node \(\mathbf{c}\) of \(\mathbf{C}\) corresponds to a triangle in \(\mathbf{F}\). (ii) the set \(\mathbf{A}\) consists of the arcs that connect two nodes in \(\mathbf{C}\) as shown in Fig. 6.3(a).


Figure 6.2. Complete framework for point cloud and CAD alignment. First, geometric primitives are extracted from both scanned data and the CAD model. Then a manual assignment is applied to find a set of primitive correspondences. Finally, the approach proposed in Chapter 5 is used to align the point cloud to the CAD model and to create an error map for further analysis such as inspection.

Merging two triangles into a single representative cluster corresponds to contracting a dual edge into a single node, as shown in Fig. 6.3. In the HFC approach, a priority queue is created in which all of the dual edges are sorted based on the cost of their contraction. At each step, the dual edge with the lowest cost is popped from the queue and contracted, and all of the edges incident to the new representative node are updated. Their costs are recomputed and their positions in the queue are updated according to the new cost.


Figure 6.3. In (a) a triangle mesh and the corresponding dual graph are depicted. In (b) an arc of the dual graph has been contracted and the two triangles corresponding to the dual arc's end-points have been marked as belonging to the same single cluster. In (c) another arc has been contracted producing a resulting cluster made of three triangles. Figures taken from paper [AFS06].

The computation of the cost assigned to an edge is implemented as follows. Let \(e=\left(\mathbf{c}_{i}, \mathbf{c}_{j}\right)\) be an edge \((e \in \mathbf{A})\) and let \(\mathbf{M}(\mathbf{c})\) denote the set of vertices aggregated within the cluster
represented by the node \(\mathbf{c}\) of \(\mathbf{C}\). Therefore, \(\mathbf{M}=\mathbf{M}\left(\mathbf{c}_{\mathbf{i}}\right) \cup \mathbf{M}\left(\mathbf{c}_{\mathbf{j}}\right)\) is the set of points that would form a cluster as the result of the contraction of \(e\). Let us consider the fitting error \(E\) of the best-fit primitive. This error value is computed as the sum of the squared residuals between the points of \(\mathbf{M}\) and their fitting primitive described in Section 4.2.1. Using the values of fitting errors, the value \((E)\) and type of best-fit primitive \((T)\) are determined by
\[
\begin{array}{r}
E=\min \left\{E_{p}^{2}, E_{s}^{2}, E_{c}^{2}\right\}  \tag{6.2}\\
T=\operatorname{argmin}\left\{E_{p}^{2}, E_{s}^{2}, E_{c}^{2}\right\}
\end{array}
\]
where \(\left\{E_{p}^{2}, E_{s}^{2}, E_{c}^{2}\right\}\) are the fitting errors of a plane, sphere and cylinder described in Section 4.2.1. The type of best-fit primitive \(T\) is based on the smallest value of fitting errors for a plane \(E_{p}^{2}\), sphere \(E_{s}^{2}\) and cylinder \(E_{c}^{2}\).

At each step, the dual edge with the lowest cost is popped from the queue and contracted, and all of the edges incident to the new representative node are updated. Their cost is recomputed and their position in the queue is updated according to the new cost. The process is terminated when the desired number of remaining clusters is reached. The above algorithm is used to extract primitives \(\mathbf{S} \mathbf{1}\) and their parameters from the CAD model. The algorithm requires the desired number of segmented primitives. Fig. 6.4 shows an example of CAD segmentation with different values of cluster numbers \(k\).


Figure 6.4. CAD model and the results of HFC [AFS06] with different values of \(k . k=14\) is optimal value to segment primitives separately. The color of each primitive is assigned randomly.

\subsection*{6.3.2 Primitive extraction from the point cloud}

3D geometric primitives are extracted from unorganized point clouds using the method proposed in Chapter 4 and [TCL15b]. The interested reader is referred to Chapter 4 for more details. The main algorithm is summarized as follows: (i) curved surfaces are extracted robustly in a first step. (ii) planar surfaces are then extracted without model confusion.

An example of primitive extraction is shown in Fig. 6.5. The output results are the descriptive parameters of primitives \(\mathbf{S 2}\) and their associated points. They are fed to the next step for correspondence assignment and minimization.


Figure 6.5. An example of primitive extraction detected from the scanne data using the method in [TCL15b]. Cylinders are in red, spheres are in blue and planes are in randomly selected colors.

\subsection*{6.3.3 Primitive correspondence and alignment}

Chapter 5 has proposed an novel approach to align two sets of synthetic primitives consisting of planes, spheres and cylinders. The idea is exploited to align real primitives extracted from 3D data. The approach also determines the transformation between two sets of primitives by minimizing the difference of primitive parameter values. The minimization step is revisited briefly in this section to make reading easier.

Let S1 and S2 be two sets of primitive correspondences, then the set of correspondence pairs \(\mathbf{C}=\left\{\mathbf{S}_{\mathbf{1}}, \mathbf{S}_{\mathbf{2}}\right\}\) is established. The transformation \(\mathbf{T}=\{\mathbf{R}, \mathbf{t}\}\) between \(\mathbf{S} \mathbf{1}\) and \(\mathbf{S} \mathbf{2}\) is computed by minimizing the following cost function:
\[
\begin{align*}
& \min _{\{\mathbf{R}(\mathbf{q}), \mathbf{t}\}} \sum_{i}^{|\mathbf{C}|} \sum_{j}^{\mathbf{M}_{i}} \Delta_{u_{i j}}^{2}  \tag{6.3}\\
& \text { subject to: } \quad\|\mathbf{q}\|=\sqrt{q_{0}^{2}+q_{1}^{2}+q_{2}^{2}+q_{3}^{2}}=1
\end{align*}
\]
with the error defined as \(\boldsymbol{\Delta}_{u_{i j}}=u_{i j}^{\mathbf{S}_{1}}-\mathbf{T}\left(u_{i j}^{\mathbf{S}_{2}}\right)\) and \(u_{i j}\) is the \(j\)-th parameter of the i-th correspondence that has \(\left|\mathrm{M}_{i}\right|\) criteria of parameter convergence. For a given quaternion \(\mathbf{q}=\) \(\left\{q_{0}, q_{1}, q_{2}, q_{3}\right\}\), the rotation matrix \(\mathbf{R}\) is computed as
\[
\mathbf{R}=\left(\begin{array}{ccc}
2 q_{0}^{2}+2 q_{1}^{2}-1 & 2\left(q_{1} q_{2}-q_{0} q_{3}\right) & 2\left(q_{1} q_{3}+q_{0} q_{2}\right)  \tag{6.4}\\
2\left(q_{1} q_{2}+q_{0} q_{3}\right) & 2 q_{0}^{2}+2 q_{2}^{2}-1 & 2\left(q_{2} q_{3}-q_{0} q_{1}\right) \\
2\left(q_{1} q_{3}-q_{0} q_{2}\right) & 2\left(q_{2} q_{3}+q_{0} q_{1}\right) & 2 q_{0}^{2}+2 q_{3}^{2}-1
\end{array}\right)
\]
and the translation vector is \(\mathbf{t}=\left\{t_{x}, t_{y}, t_{z}\right\}\).
To solve the non-linear least-squares problem in Eq. 6.3, the interior point method [FGW02] is used. The expression of \(\Delta_{u_{i j}}\) for each type of primitive is given in Section 5.2.3. The objective functions of all of the primitive pairs are combined and minimized in Eq. 6.3. When the minimization is completed, the transformation between datasets is achieved.

\section*{Manual assignment of primitive correspondences}

The minimization in Eq. 6.3 requires that the input be a set of primitive correspondences (ex. plane-plane, cylinder-cylinder and sphere-sphere). In this section, a manual assignment of primitive correspondence is described. The user decides which primitive in \(\mathbf{S 1}\) corresponds to a primitive in S2 and the pair of primitives is stored into C (Fig. 6.6).

(a) An example of manual assignment of primitive correspondences from CAD model to scanned data. A set of four primitives including two cylinders, one sphere and one plane is illustrated.

(b) Good alignment result of the scanned data and its CAD model.

Figure 6.6. Manual assignment of primitive correspondences and alignment result. The scanned data (red) is superimposed on the CAD model, which is represented by triangular facets.

The following criteria are used to help the user assign primitive correspondences.
1. For curved surfaces such as cylinders and spheres, the radius is used as the first criterion for correspondence assignment.
2. Then, the relative positions among primitives are considered (i.e. parallel, orthogonal and coplanar).
3. An interactive GUI could be implemented to support the user, an example is shown in Fig. 6.6(a). From known parameters and the relative position between primitives, the user can select a set of correspondences easily.

Compared to raw point cloud, geometric primitives are a high level of representation used to abstract the 3D data. Therefore, the selection of primitive correspondences is much easier than the selection of point pairs in existing methods such as manual ICP and Bosche's method [BM92, Bos12].

An example of manual assignment of primitive correspondences is illustrated in Fig. 6.6. The alignment result is shown in Fig. 6.6(b) where the scanned data is superimposed on the CAD model.

\subsection*{6.4 Results and discussion}

In this section, we compare the performance of the proposed method to that of other methods such as ICP, Rabbani and a commercial Polyworks software (Section 6.4.1). Computation times for ICP and the proposed framework are compared in Section 6.4.2. Moreover, the proposed framework is applied in practical applications such as inspection and data completion.

\subsection*{6.4.1 Comparison with ICP and Rabbani's method}

First, the performance of our method [TCL16c] is compared to that of other methods such as ICP [BM92] and Rabbani's method [RDvdHV07]. However, as mentioned earlier, traditional ICP cannot be applied directly to register the scanned data with its CAD model because of the different density of data points. Therefore, the experiment is implemented as follows. Dense data points are resampled from the CAD model with 100000 points, called S1 and shown in Fig. 6.7(a). The scanned data captured by the GO!SCAN 3D sensor are shown in Fig. 6.7(b). Our ultimate goal is to bring two datasets as close as possible. To investigate the robustness of the different methods with respect to the initial relative position of \(\mathbf{S} 1\) and scanned data, the scanned data is transformed by 100 random transformations to create new datasets (S2). However, these transformations still guarantee that the datasets remain within the range of direction \(\left(0-90^{\circ}\right)\), which increases the chance of convergence of ICP. ICP is then applied to determine the transformations between S1 and S2.

For fair comparison, both Rabbani's and our methods also work on the datasets (S1 and S2). Primitives are extracted from both datasets by using the method [TCL15b] and are then used for alignment.


Figure 6.7. Resampled data points from 3D CAD model and scanned data from printed model (Fig. 6.5(a)).

The performance of the three methods is evaluated by how well the scanned data (S2) is aligned with the resampled data ( \(\mathbf{S 1}\) ). The distance from each point of transformed \(\mathbf{S} 2\) to its closest point in ( \(\mathbf{S 1}\) ) is computed. Therefore, the mean error of the distance \(E_{d}\) is computed as follows:
\[
\begin{equation*}
E_{d}=\frac{1}{|\mathbf{S} \mathbf{2}|} \sum_{i=1}^{|\mathbf{S} 2|}\left\|\mathbf{T}\left(\mathbf{p}_{2}\right)-\mathbf{p}_{1}^{*}\right\|_{2} \tag{6.5}
\end{equation*}
\]
where \(\mathbf{T}=\{\mathbf{R}, \mathbf{t}\}\) is the transformation between \(\mathbf{S} \mathbf{2}\) and \(\mathbf{S} 1 . \mathbf{p}_{2}\) is a point of \(\mathbf{S} \mathbf{2}\) and \(\mathbf{p}_{1}^{*}\) in \(\mathbf{S} \mathbf{1}\) is the closest point of transformed \(\mathbf{p}_{2}\).

Observing Fig. 6.8, ICP and Rabbani's methods fail to align the datasets. Although the position and direction of both datasets are only slightly different, these performances are not robust with respect to the relative position between the point cloud and the CAD model. On the other hand, the proposed method always achieves robust results regardless of the random relative position between the two datasets.

A more difficult problem is addressed to prove the robustness of the proposed method. A set of 100 random transformations, which invert the direction of the scanned data with respect to that of the CAD model, is generated. The three methods are applied to these datasets. As predicted, ICP and Rabbani's method fail and a large value of distance error is observed and as well as a high rate of failure, as shown in Fig. 6.9. The proposed method still achieves the same value \((0.32 \mathrm{~mm})\) obtained in the previous case.

Let us recall that contrarily to ICP, Rabbani's and our methods do not require a resampling step, but work directly on the original CAD model. The problem is to register the scanned data of the printed model with its CAD model. The plastic model is printed with a Stratasys Dimension 1200es printer (Fig. 6.5(a)) and scanned by the Creaform GO!SCAN 3D scanner.


Figure 6.8. Comparison of the robust performance of the proposed method (OUR) [TCL16c] with ICP [BM92] and Rabbani's method (RABBANI) [RDvdHV07]. The proposed method is robust and always achieves the same result of mean error \((0.32 \mathrm{~mm})\) regardless of the transformation.


Figure 6.9. Comparison of three methods in the case of opposite direction of the point cloud and CAD model. The proposed method always achieves the same result of mean error \((0.32 \mathrm{~mm})\).

Markers are used by the scanner for self positioning. The proposed framework for primitive alignment is applied in the application as follows. First, primitives are extracted from the point cloud by using the method in Chapter 4 and [TCL15b], and the primitives from the CAD model are extracted by the approach proposed in [AFS06]. The correspondence pairs of primitives are selected manually. After alignment, the distances between the point cloud and the CAD model are computed to generate an error map, as shown in Fig. 6.10.

Observing the results from Fig. 6.10, the proposed method clearly outperforms Rabbani's approach in terms of alignment errors (Fig. 6.10(b)-6.10(c)). Observing the histograms of error maps, the error of the proposed method is smaller than the one given by Rabbani's approach. The reason is that Rabbani's approach does not guarantee the condition \((\|\mathbf{q}\|=1)\)


Figure 6.10. Alignment of the scanned data with its CAD model. Error maps of both methods are created and analyzed. The distance error of our proposed method is less than the one of Rabbani's approach [RDvdHV07].
when the LM optimization updates the parameter in the minimization process. Moreover, the lack of objective function for the cylinder has a significant influence on the convergence of the result. The proposed method solves these two problems and achieves better alignment.

\subsection*{6.4.2 Computing time comparison with ICP}

The computation time of the proposed method is claimed to be faster than ICP because ICP works directly on data points, while the proposed method works on the primitive parameters. KDtree search [Wei94] is often used as a data structure to accelerate ICP [BM92]. Although the proposed framework includes primitive extraction and minimization steps, only the computation time of the minimization step is considered. Two experiments are conducted by resampling from the CAD model with various numbers of data points 100000 (Exp1) and 50000 (Exp2), respectively, while the scanned data is used directly for alignment (|S2|=117 858).

The computation time for ICP and the proposed method in the two experiments is shown
in Fig. 6.11. The result shows that the computation time for ICP depends on the number of data points. However, the proposed method requires less time to achieve convergence. The more important point is that the computational load of the proposed method does not depend on the number of data points.


Figure 6.11. The computation time of the minimization step for ICP and the proposed method (OUR) [TCL16c] in two experiments.

\subsection*{6.4.3 Comparison with the Polyworks 3D inspection software}

Currently, Polyworks is known as a powerful software for processing 3D data in reverse engineering and quality control. To register a point cloud to a CAD model, Polyworks also depends on their initial relative positions, so automatic alignment fails. However, a function is available that allows the user to align two datasets manually by selecting multiple point pairs. In the proposed framework in Section 6.3, we also allow the user to choose correspondence pairs of primitives. Therefore, the performance of both methods can be compared under similar conditions (Fig. 6.12).

Observing the error map in Fig. 6.12(b), we see that Polyworks software has large value of error compared to the method proposed in this chapter. Although the data in Fig. 6.12(a) consists of corners that helps the user to select the matching points, selecting points is still not easy. Contrarily, in our method, the user selects the correspondences between primitives easily. With a robust minimization step, the proposed method achieves excellent results with respect to accuracy of alignment. The maximum value of difference between datasets obtained by our proposed method ( 0.98 mm ) in Fig. 6.10(c) is lower than the one achieved by Polyworks ( 2.341 mm ) (Fig. 6.12(b)).

We also tested the framework on the scanned data with noise and outliers, as shown in Fig. 6.13. This complex data is challenging for other methods such as ICP and Polyworks with manual point correspondence selection because of noise and outliers. Our method still achieves good alignment results (Fig. 6.13(b)) because the framework uses geometric primi-


Figure 6.12. An example of point pair selection and error map generated by Polyworks software. The maximum of absolute value of the distance error \((2.341 \mathrm{~mm})\) is greater than the one obtained with our method ( 0.98 mm ) in Fig. 6.10(c)
tives as a descriptor for alignment. With the help of a robust primitive extraction method in Chapter 4 and [TCL15b], geometric primitive selection is clearly easier than data point selection. In addition, the above experiment proves that the proposed method is able to handle noisy data and outliers efficiently.

(c) Error map from alignment result.

Figure 6.13. Alignment result and error map for noisy data and outliers. This complex dataset is still a challenge for methods such as ICP and a method using commercial Polyworks inspection software.

\subsection*{6.4.4 Applications of the proposed approach on real 3D scans}

The second application of the proposed approach is data completion. The complete model of an object is often built from multiple partial scans. Separate scans need to be expressed in a common coordinate frame using registration. In this section, the proposed method is used to register two real scans. In Fig. 6.14, two scans of the object in Fig. 6.14(a) are shown. First, planar, cylindrical and spherical primitives are extracted from the scans using the method reported in Chapter 4 and [TCL15b]. These primitives are then fed to the alignment approach
presented in Section 5.2.3 to build a complete model of the object. The resulting model is shown in Fig. 6.14(b). The same strategy is used for the planes on two point clouds of the church in Fig. 6.14(c) with the resulting model in Fig. 6.14(d) after alignment using planar primitives.

(a) Two partial scans of the plastic model scanned by the GO!SCAN 3D sensor.

(c) Two partial point clouds of the church of Lans le Villard (France) taken from the Aim@Shape repository.

(b) Complete model created using the extracted primitives for alignment.

(d) Church model is built by aligning the extracted planes from partial data.

Figure 6.14. Complete models are created from partial data using the proposed method of primitive alignment.

Although primitive correspondences are selected manually by the user, this operation is not difficult even for a novice. In addition, this operation is easier than choosing the points used in manual ICP and Bosche's methods [BM92, Bos12]. Moreover, the manual assignment of primitive correspondence also has the advantage of detecting different components between primitives (Fig. 6.15). This is another application of the proposed framework. For instance,
we assume that Fig. 6.15(a) and Fig. 6.15(b) are the CAD model and scanned data from the production line. By using only primitive correspondences provided by the user, the alignment result and error map are created (Fig. 6.15(d)). From the error map, the different parts between the CAD model and the object built by the production line is made explicit. In this experiment, not all of the extracted primitives should be used for alignment because two cylinders having the same radius value are not a correct correspondence. Therefore, manual assignment in Section 6.3.3 helps to solve this type of problem. An automatic and elegant method for correspondence assignment will be a topic for future work.


Figure 6.15. Manual assignment of primitive correspondence also has an advantage of detecting different components between primitives.

\subsection*{6.5 Conclusion}

A complete framework of primitive-based registration is presented in this chapter. The general idea is to use extracted primitives as a robust descriptor for the alignment problem. The
problem of registering the scanned data and the CAD model is considered as an example. First, primitives from the point cloud and the CAD model are extracted. Then a set of primitive correspondence pairs is chosen by the user. The set of primitive correspondences is fed to a minimization step to find the transformation between the CAD model and a scan. The performance of the proposed method is compared to existing methods and tested on both synthetic and real scanned data. The promising results of the proposed method could be used in many applications such as data completion and inspection applications.

Although manual primitive correspondence assignment has its own advantages, an automatic assignment approach will be considered for future work. Preliminary results of this idea are described and shown in Section 7.4 of Chapter 7.

\section*{Chapter 7}

\section*{Sharp Feature Extraction}

\subsection*{7.1 Introduction and related work}

Among emerging problems in 3D data processing, sharp feature extraction from scanned data of CAD models has received much significant from the research community. Sharp features help to understand the structure of the underlying geometry of a surface. Furthermore, it is very important for many issues such as segmentation [LDB05], surface reconstruction [WHHB12] and resampling [ \(\mathrm{HWG}^{+}\)13]. Especially, most manufactured objects consist of the combination of common geometric primitives such as planes, cylinders, spheres, cones or toruses and the intersection between these primitives can be considered as being composed of sharp features. The input 3D data consists of meshes or point clouds. Therefore, existing methods of sharp feature extraction are classified into two categories: mesh-based and point-based methods. Most existing methods focus only on point clouds or meshes which limits their flexibility and generality.

Several techniques [HG01, OBS04, HPW05] use polygonal meshes as input. In [HG01], a framework to extract mesh features from surfaces is presented. However, this approach is semi-automatic, that is, the user is requested to input a few control parameters before a solution is found. Hildebrandt et al. [HPW05] have also proposed a new scheme based on discrete differential geometry, avoiding costly computations of higher order approximating surfaces. This scheme is augmented by a filtering method for higher order surface derivatives to improve both the stability and the smoothness of feature lines. Ohtake et al. [OBS04] propose to use an implicit surface fitting procedure for detecting view and scale independent ridge-valley structures on triangle meshes. Nevertheless, this method still requires a threshold value for a scale-independent parameter tobe set in order to keep the most visually important features. Moreover, the methods only show the results of feature lines for graphics models.

Point clouds preserve the structure of the underlying surface, so they have been recently
used at 3D modeling and shape processing. Sharp features are normally found at the points that show variations in curvature or discontinuities in the orientation of the normal to the surface. Consequently, several approaches such as [DVVR07] detect sharp features using differential geometry principles exploiting surface normal and curvature information. Nevertheless, the first step of this method is a normal-based segmentation that does not guarantee the quality of results because of noisy point data. Merigot et al. [MOG11] compute principal curvatures and normal directions of the underlying surface through a Voronoi covariance measure (VCM). Then they estimate the location and direction of sharp features using Eigen decomposition. However, this method requires significant computational time for calculating the VCM.

Recently, Gumhold et al. [GWM01] use PCA to calculate the penalty function that takes into consideration curvature, normal and correlation. Pauly et al. [PKG03] calculate surface variation using the same mathematical technique. Weber et al. [WHH10] have proposed to use statistical methods to infer local surface structure based on Gaussian map clustering. Park et al. [PLL12] used tensor voting to infer the structure near a point. However, all these methods require that many parameters be set manually.

In this chapter, a novel algorithm for extracting sharp features automatically from 3D data is proposed [TAL13, TCN \({ }^{+}\)14]. The scanned data is preprocessed by finding the neighborhood and estimating the surface normal at each point. First, the projected distance is calculated for each point at a given scale (See Section 7.2.2). Then an automatic threshold value is selected by Otsu's method to detect potential sharp features at a given scale. The process is iteratively applied for incrementing scales. In the end, valid sharp features are determined by multiscale analysis as a refinement. Generally, our method focuses on two main computation steps: (i) calculating the projected distance at a single scale and automatically extracting potential sharp features. (ii) applying these calculations at multiple scales. Therefore, the strong points of the proposed method are summarized in the following:
- The proposed method is very simple and fast. Furthermore, the method accepts both meshes and unstructured point clouds as input.
- No parameter needs to be set by the user since the entire process is completely automatic. This is a significant advantage over existing methods.
- Our approach explores multiple scales in order to extract sharp features accurately with certain levels of noise. In most cases, the detected features are one-point wide.
- Accurate and robust results are achieved by the method even for noisy data and complex object geometry.
- The extracted sharp features could be used to create a graph that describes the structure of scanned data. Graph matching is proposed and integrated into the proposed approach in Chapter 6 to create an automatic registration between two 3D datasets (Section 7.4).

\subsection*{7.2 Proposed method for extracting sharp features}

In this section, the proposed algorithm for extracting sharp features at multiple scales is described. Fig. 7.1 illustrates a block diagram of the method. First, the projected distance definition and the calculation procedure for each point are introduced in Section 7.2.2. Then a threshold value is selected automatically by Otsu's algorithm in Section 7.2.3. After this step, potential sharp features at a given scale are detected. These steps are applied iteratively for multiple scales. Finally, the refinement approach for detecting valid and reliable sharp features is described in Section 7.2.4.


Figure 7.1. Overall procedure of sharp feature extraction.

\subsection*{7.2.1 Preprocessing step}

The input 3D data can consist of meshes or point clouds that have different data structures to represent the underlying surface of a given object. The neighborhood around a point is used to estimate the normal at that point. Therefore, the problem of finding the neighborhood of each point is addressed first and the problem of estimating the normal vector for each point is then described according to the type of data. Appendix .1 and Appendix .2 describe in more detail the way to determine the neighorhood and to compute surface normal vector according to mesh and point cloud formats, the reader is referred to the appendices for details.

\subsection*{7.2.2 Projected distance calculation}

The projected distance is a value calculated by projecting the vector between a given point and the centroid of its neighborhood at a given scale on the surface normal as defined in Eq. 7.1. The procedure is shown in Fig. 7.2.
\[
\begin{equation*}
p d_{i}=\left\|\overrightarrow{\left(\mathbf{p}_{i}-\overrightarrow{\mathbf{p}_{i}}\right)} \cdot \overrightarrow{\mathbf{n}_{i}}\right\|=\| \| \overrightarrow{\mathbf{p}_{i}-\overrightarrow{\mathbf{p}_{i}} \|}\left\|\cdot \cos \theta_{i}\right\| \tag{7.1}
\end{equation*}
\]


Figure 7.2. Procedure for calculating the projected distance at each point. The green star is the centroid of the neighborhood.
where \(\theta_{i}\) is the angle between vector \(\overrightarrow{\left(\mathbf{p}_{i}-\overrightarrow{\mathbf{p}_{i}}\right)}\) and vector \(\overrightarrow{\mathbf{n}_{i}}\), which is the surface normal at point \(\mathbf{p}_{i}\) calculated in Appendix .1 or Appendix .2 according to the type of input data. \(\overline{\mathbf{p}_{i}}\) is the centroid of neighborhood points determined with the \(k\)-d tree for point clouds (Appendix .1) or \(k\)-ring for meshes (Appendix .2). Angle \(\theta_{i}\) between vector \(\overline{\left(\mathbf{p}_{i}-\overrightarrow{\mathbf{p}_{i}}\right)}\) and vector \(\overrightarrow{\mathbf{n}_{i}}\) can be greater or smaller than 90 degrees, but the projected distance is always a positive number. That is why the direction of the normal vector is not considered here as it is in [ \(\mathrm{HDD}^{+} 92\) ], only the orientation is used in our work.

The projected distance value expresses the structure of the underlying surface supported by the neighborhood. Therefore, the central idea of our method is that the projected distance is almost zero for a point lying on a smooth surface area. However, the projected distance has a large value if a point is located on or near a sharp feature, as shown in Fig. 7.3. Our method uses this property of the projected distance to assess whether a point is located on a sharp feature or not.

\subsection*{7.2.3 Automatic selection of a threshold value for the detection of sharp features}

The projected distance for every data point (point cloud or mesh) was computed at the same scale in the previous section. Potential sharp features are detected at a given scale. First, every projected distance is normalized between [0,1] as displayed in Fig. 7.4(a). Then a threshold value for the projected distance needs to be calculated to evaluate whether or not a given point is located on a sharp feature. Otsu's method [Ots79] is an optimal method for this nontrivial task and was chosen because of its simplicity and efficiency. Furthermore, it contributes in making our method completely automatic. The input to Ostu's method being a histogram, a histogram of the normalized projected distance values is generated and


Figure 7.3. Projected distances calculated at smooth (blue points) and sharp areas (red points). Green points are the centroids of the data.
shown in Fig. 7.4(b).
Otsu's algorithm is based on the very simple idea of finding the threshold value that minimizes the weighted within-class variance. This turns out to be the same as maximizing the between-class variance. Threshold Th allows the generation of a binary version of projected distance values by setting all vertices below the threshold to zero and all vertices above that threshold to one Eq. 7.2.
\[
s f(i)= \begin{cases}1 & \text { if } p d_{i} \geq T h  \tag{7.2}\\ 0 & \text { if } p d_{i}<T h\end{cases}
\]
where \(\mathbf{s f}\) is a binary version of \(\mathrm{pd}_{i}\) with global threshold \(T h\) at the red line in Fig. 7.4(b). The points for which \(f(i)\) is equal to one are considered as potential sharp features. Potential sharp features are extracted by Eq. 7.2 and displayed in Fig. 7.4(c).


Figure 7.4. Automatic threshold estimation and feature extraction. (a) Normalized projected distance. (b) Histogram and threshold value. (c) Sharp feature candidates.

\subsection*{7.2.4 Multiscale processing and refinement}

Potential sharp features are extracted from the steps described in the two previous sections at a single scale. A real feature can be recognized at multiple scales by a human. Besides, the result at a single scale may contain several false feature points because of noise. Therefore, the proposed method calculates the projected distance and extracts sharp features automatically at multiple scales to eliminate false sharp features.

Valid sharp features are those recorded at all scales. Hence, Eq. 7.3 is used to decide whether or not a point is valid sharp feature:
\[
S F(i)= \begin{cases}1 & \text { if } \sum_{i=1}^{n s} f(i)=n s  \tag{7.3}\\ 0 & \text { if } \sum_{i=1}^{n s} f(i)<n s\end{cases}
\]
where SF is the final sharp feature map, \(n s\) is the number of scales that are investigated for point clouds or meshes in Section 7.3.2 and \(f(i)\) is calculated from Eq. 7.2 in Section 7.2.3. The results of the multiscale sharp feature extraction method are shown in Fig. 7.9 and Fig. 7.10 for point clouds and meshes, respectively.

\subsection*{7.3 Results and discussion}

We have tested the proposed method [TAL13, TCN \({ }^{+} 14\) ] on various complex models corrupted by different noise levels. Furthermore, the results provided by our method are compared with some other methods using mean curvature [YL99, WB01], normal vector [HG01] and surface variation in Pauly's method [PKG03] for point-based methods and Ohtake's method [OBS04] for mesh-based methods. Computation time and limitations of our method are also reported.

\subsection*{7.3.1 Comparison with other methods}

\section*{Point-based method}

As mentioned above, a sharp feature is a point at which the surface normal vector [DVVR07] or the curvature [YL99] is discontinuous in value, so the Mean curvature and the normal difference between adjacent triangles are used as factors for determining sharp feature locations. A value \(\Delta n_{i}\) is computed by normal difference between given point and its neighborhood [HG01].
\[
\begin{equation*}
\Delta n_{i}=\frac{1}{|\mathbf{N}(i)|} \sum_{j \in \mathbf{N}(i)} \cos \left(\frac{\mathbf{n}(i)}{\|\mathbf{n}(i)\|} \cdot \frac{\mathbf{n}(j)}{\|\mathbf{n}(j)\|}\right)^{-1} \tag{7.4}
\end{equation*}
\]
where \(\mathbf{n}(i), \mathbf{n}(j)\) and \(\mathbf{N}(i)\) are defined in Appendix .1.
In [PKG03], Pauly et al. use surface variation \(\sigma_{i}\), which is calculated as the ratio between the smallest eigenvalue and the sum of the eigenvalues of the covariance matrix \(\mathbf{C V}_{i}\) in Eq. 2
established by the neighborhood around a given point.
\[
\begin{equation*}
\sigma_{i}=\frac{\lambda_{0}}{\lambda_{0}+\lambda_{1}+\lambda_{2}} \tag{7.5}
\end{equation*}
\]

Therefore, we will compare our method based on the projected distance with these three parameters. We investigate these methods by applying them to the fandisk point cloud at a single scale \((k=16)\), that was mentioned as the optimal one in [WHH10]. Moreover, the other three methods are not automatic and require some threshold values to be set, so our automatic threshold estimation is applied to them. The results of the four methods are shown in Fig. 7.5 and Fig. 7.6.


Figure 7.5. Sharp feature extraction using different parameters for the fandisk model. (a) Normal. (b) Mean curvature. (c) Surface variation [PKG03]. (d) Projected distance [TCN \({ }^{+}\)14].


Figure 7.6. Sharp feature extraction using different parameters for the synthetic cube model. (a) Normal. (b) Mean curvature. (c) Surface variation [PKG03]. (d) Projected distance [TCN \({ }^{+}\)14].

Observing Fig. 7.5 and Fig. 7.6 indicate that our method is able to detect sharp features that are one point wide. Mean curvature, normal and Pauly's methods detect rather thick features including many potential feature points, since the mean curvature and the surface normal do not reveal shape information of the underlying surface as the projected distance does. The projected distance is small at smooth and near-edge points and much smaller than the value at sharp features. Therefore, the feature lines detected by the proposed method are
thinner and more accurately located. The results prove that the projected distance is a better factor that can be used for detecting sharp features.

Fig. 7.7 shows that even when tuning the threshold value manually to improve its performance, Pauly's method still fails to produce thin and accurate features. For instance on threshold values for surface variation set at \(T=0.1,0.15\) and 0.2 , the results contain many spurious sharp features. With threshold \(\mathrm{T}=0.25\), some good features are missing and the result still contains spurious sharp features (black ellipse in Fig. 7.7).


Figure 7.7. Sharp features extracted with manual tuning of the threshold for Pauly's method.
Furthermore, the absolute accuracy of our method is demonstrated in Fig. 7.6 and Table 7.1. A synthetic cube point cloud was generated with 91 sharp features composed of 386 data points. Mean curvature, normal and Pauly's method detect many spurious sharp features while our method extracts all 91 sharp features correctly and at the right location.

Table 7.1. Number of detected sharp features on the cube model by 4 methods.
\begin{tabular}{|c|c|c|c|}
\hline Normal & Mean curvature & Surface variation & Projected distance \\
\hline 116 & 248 & 135 & 91 \\
\hline
\end{tabular}

\section*{Mesh-based method}

In this section, we compare the results of the mesh-based method proposed in this thesis to Ohtake's method [OBS04], which uses an implicit surface fitting procedure for detecting ridge-valley structure on a surface approximated by a dense triangulation. The implementation code for Ohtake's method is available from the author's website and the selected threshold settings are the default values for scale-independent parameter, connecting and iterations. The results are shown in Fig. 7.8. For these results, ridge and valley points are displayed in red and blue, respectively. We find sharp features accurately and does not include valley points (blue). Moreover, Ohtake's method detects many spurious sharp features at the small and thin holes as shown in Fig. 7.8.

\subsection*{7.3.2 Results for various models}

The method is applied on other meshes and point clouds. Most models are taken from the AIM@SHAPE Shape Repository and the Octa-flower model from Ohtake. For point


Figure 7.8. Sharp features extracted from Block, Sharp-feature and Casting models using Ohtake's method [OBS04] (top row) and our mesh-based method (bottom row) [TCN \({ }^{+}\)14].
cloud models, the behavior of the proposed method was investigated at multiple scales \(k=\) \((12,16, \ldots 40)\) and Fig. 7.9 shows the results for several point cloud models. Although these


Figure 7.9. Sharp features extracted from point clouds: top row (Fandisk, Smooth-feature, Doubletorus2) and bottom row (Block, Octa-flower, Cylinder, Box, BEVEL2) respectively.
models contain many different primitives including planes, spheres, cylinders and even freeform primitives, our method can detect sharp features accurately in each model. For meshes, 1,2,3 and 4-ring neighborhoods are used to calculate the projected distances for every vertex. Fig. 7.10 shows the results for some mesh models and demonstrates the efficiency of the method to detect thin sharp features.


Figure 7.10. Sharp features extracted from meshes: top row (Fandisk, Smooth-feature, Double-torus2, Block) and bottom row (Octa-flower, Trim-star, Sharp-sphere, Casting) respectively.

\subsection*{7.3.3 Computational cost}

The proposed method is executed on MATLAB on a 3.2 GHz Intel Core i7 platform. Table 7.2 for point clouds and Table 7.3 for meshes show the computation time of the method. This process is implemented without parallel processing. It is hypothesized that a C++ implementation would speed up the process significantly and parallel processing could be applied to process multiple scales simultaneously.

Table 7.2. Timing performance of our method for point cloud models.
\begin{tabular}{|l|r|c|}
\hline Model name & Points & Total time (s) \\
\hline Fandisk & 6475 & 1.05 \\
\hline Smooth-feature & 6177 & 1.01 \\
\hline Double-torus2 & 2668 & 0.44 \\
\hline Block & 12909 & 2.01 \\
\hline Octa-flower & 12868 & 2.11 \\
\hline Cylinder & 50000 & 8.34 \\
\hline Box & 50000 & 8.21 \\
\hline BEVEL2 & 64250 & 4.92 \\
\hline Real data1 & 108349 & 17.4 \\
\hline Real data2 & 30751 & 4.99 \\
\hline
\end{tabular}

\subsection*{7.3.4 Robustness to noise}

To illustrate the robustness of the proposed method to a various levels of noise, some results for noisy fandisk point cloud models and real data are presented in this section. First, Gaussian noise with zero mean and standard deviations of \(1-5 \%\) of the average distance

Table 7.3. Timing performance of our method for mesh models.
\begin{tabular}{|l|r|r|c|}
\hline Model name & Points & Faces & Time(s) \\
\hline Fandisk & 6475 & 12946 & 1.48 \\
\hline Smooth-feature & 6177 & 12350 & 1.40 \\
\hline Double-torus2 & 2668 & 5340 & 0.61 \\
\hline Block & 2132 & 4272 & 0.52 \\
\hline Octa-flower & 7919 & 15834 & 1.79 \\
\hline Trim-star & 5192 & 10384 & 1.18 \\
\hline Sharp-sphere & 8271 & 16538 & 1.87 \\
\hline Casting & 5086 & 10204 & 0.42 \\
\hline Real data1 & 108349 & 214189 & 21.4 \\
\hline Real data2 & 30751 & 60783 & 6.84 \\
\hline
\end{tabular}
between points was added to the point cloud data. Then our method was applied to this data corrupted by noise. Fig. 7.11 shows the results for different noise levels. For a noise level of (1-3)\% acceptable results are still achieved. For a noise level of (4-5)\% a small part of the model is contaminated by spurious feature points. Therefore, applying a prior denoising algorithm could help the proposed method to obtain better results.


Figure 7.11. Sharp features extracted from the fandisk model with different levels of noise.

Fig. 7.12 shows the results on real scanned data, which contains many outliers and holes Fig. 7.12(b). The data is captured by the GO! scan sensor (http://www. goscan3d.com). Other methods such as Pauly's (Fig. 7.12(c)) and Ohtake's (Fig. 7.12(d)) methods are also tested. Observing the results indicates that Pauly's method misses several sharp features, while Ohtake's method fails completely for noisy data.

\subsection*{7.3.5 Limitations}

Although the proposed method can extract sharp features accurately, it depends on the level of noise of the captured data and also on the distribution of the data. For instance, for areas with low point density, the improvement brought by the weighting factor is minor. Therefore, preprocessing stages such as resampling and pre-filtering would be necessary in these cases to improve the results. Fig. 7.13 shows the results after removing outliers and filling holes on real scanned data. Sharp features are detected accurately.


Figure 7.12. Results on noisy data with outliers and holes: (a) Original object and markers for selfpositioning of the GO!SCAN sensor. (b) Scanned data with outliers and holes. (c) Pauly's method [PKG03]. (d) Ohtake's method [OBS04]. (e) Our Method [TCN \({ }^{+}\)14].

\subsection*{7.4 Preliminary results of automatic assignment of primitive correspondences}

In Chapter 6, a primitive-based approach for registration between models was proposed in which the correspondences of primitives between datasets are provided by the user (Section 6.3.3). In this section, we present a potential graph matching solution for automatic assignment of primitive correspondences using the result of sharp feature extraction. First, an introduction and background on graph matching are presented. More details of the application of graph matching for finding correspondences are then described.

Graph matching plays a key role in solving correspondence problems in computer vision [DSD14]. Graphs are used to represent objects or images in which vertices or nodes usually represent regions (or features) of the object or images, and edges between them describe the relations between regions (or features). A graph can be either directed or undirected. When edges are undirected, they often express the presence of a relation between two vertices. On the other hand, directed edges are used when relations between vertices are considered as being asymmetric.

Existing methods for graph matching are classified into exact and inexact approaches [Ben02], as shown in Fig. 7.14. In this section, we investigate the problem of attribute relation graph (ARG) matching of 3D data (inexact and undirected). Each primitive is considered as a node of a graph and an attribute relational graph is created to provide a structural and relational


Figure 7.13. Results on preprocessed real data: (a) Smoothed and hole-filled data. (b) Point-based method. (c) Mesh-based method.
description between primitives. First, primitives were extracted from the point cloud and the CAD model using the approaches described in Section 6.3 of Chapter 6.

As described in Section 6.3.1, hierarchical face clustering [AFS06] attempts to segment triangular meshes into separated clusters that are possibly fitted by geometric primitives. This method belongs to the class of bottom-up approaches. Two clusters of faces are contracted into one at each iteration. The process terminates when the desired numbers of clusters are reached. At the end, each cluster corresponds to a type of geometric primitive such as a plane, cylinder and sphere, as shown in Fig. 7.15(a). At this point, each cluster is considered as a node of graph \((\mathbf{G})\), and the connections between clusters are considered as edges in the graph (Fig. 7.15(b)).

Another graph ( \(\mathbf{g}\) ) is extracted from the scanned data by using the results obtained by the sharp feature extraction described in this chapter. As mentioned earlier, two or more primitives intersect at sharp features. Therefore, from the results of sharp features and primitive extraction, a graph that describes the connection between extracted primitives is established and shown in Fig. 7.16.

ARG graph matching: Let \(\mathbf{G}\) and \(\mathbf{g}\) be undirected graphs. Each node corresponds to a type


Figure 7.14. Classification of graph matching types into two main classes: exact graph matching and inexact graph matching [Ben02].
of primitive that is called an attribute. Links or relations between graph nodes are encoded by link types. These link types may consist of topological or geometrical relations. The matrix Q indicates which nodes in the two graphs match
\[
Q_{a i}= \begin{cases}1 & \text { if node } a \text { in } \mathbf{G} \text { corresponds to node } i \text { in } \mathbf{g}  \tag{7.6}\\ 0 & \text { otherwise, }\end{cases}
\]

The matrix \(\mathbf{Q}\) is computed by minimizing the following objective function:
\[
\begin{align*}
& E(\mathbf{Q})=\frac{1}{2} \sum_{a, b}^{A} \sum_{i, j}^{I} Q_{a i} Q_{b j} \sum_{r}^{R} C_{a i b j}^{(r)}+\sum_{a}^{A} \sum_{i}^{I} Q_{a i} \sum_{s}^{S} C_{a i}^{(s)}  \tag{7.7}\\
& \text { subject to: } \quad \forall a, \forall i, \sum_{i=1}^{I} Q_{a i} \leq 1, \sum_{a=1}^{A} Q_{a i} \leq 1, Q_{a i} \in\{0,1\} .
\end{align*}
\]
where
- \(R\) is the number of link types and \(S\) is the number of attributes.
- Graphs \(\mathbf{G}\) and \(\mathbf{g}\) have \(A\) and \(I\) nodes respectively.
\(-C_{\text {aibj }}^{(r)}\) is the comparability matrix for a \(r\)-link and is defined by
\[
C_{a i b j}= \begin{cases}0 & \text { if either } \mathbf{G}_{a b} \text { or } \mathbf{g}_{i j} \text { is NULL }  \tag{7.8}\\ c_{1}\left(\mathbf{G}_{a b}, \mathbf{g}_{i j}\right) & \text { otherwise, }\end{cases}
\]
\(c_{1}\) is a measure of compatibility between a \(r\)-link in \(\mathbf{G}\) and a \(r\)-link in \(\mathbf{g}\).
\(-C_{a i}^{(s)}\) is the similarity matrix for an attribute of type \(s\) and is defined by
\[
C_{a i}= \begin{cases}1 & \text { if node } a \text { in } \mathbf{G} \text { has the same attribute as node } i \text { in } \mathbf{g}  \tag{7.9}\\ c_{2}\left(\mathbf{G}_{a}, \mathbf{g}_{i}\right) & \text { otherwise, }\end{cases}
\]


Figure 7.15. CAD model segmentation and graph created from the connection between extracted primitives.
\(c_{2}\) is a measure of similarity between a node in \(G\) and a node in \(\mathbf{g}\), with respect to the same attribute \(s\).
The graduated assignment algorithm in [GR96, SASH12, Tao15] is used to solve the above problem of ARG graph matching. These methods have three advantages compared to previous methods:
- The softassign and Sinkhorn's method [Sin64] are combined to satisfy the constraint of two-way assignment. The assignment constraint requires the nodes of both graphs to be equally constrained. A node in one graph can be matched to at most one node in the other graph and vice versa.
- A continuation method, called graduated non-convexity, is used in an effort to avoid local minimum with a parameter controlling the convexity.
- Sparsity is encoded to increase efficiency.

More detailed explanations concerning softassign, graduated non-convexity and sparsity can be found in paper [GR96].


Figure 7.16. Creation of scan graph from point cloud. From the results of primitive segmentation and feature extraction, a graph \(\mathbf{g}\) connecting primitives is created. Each node corresponds to a primitive. Edges connecting nodes are determined by common sharp features between extracted primitives.

An example of graph matching between scan graph \(\mathbf{g}\) and CAD graph \(\mathbf{G}\) is shown in Fig. 7.17. In this experiment, \(|R|=1\) is the connection property between geometric primitives with \(c_{1}\left(\mathbf{G}_{a b}, \mathbf{g}_{i j}\right)=1\). And \(|S|=1\) is the type of primitive in which \(c_{2}\left(\mathbf{G}_{a}, \mathbf{g}_{i}\right)=0\) if node \(a\) in \(\mathbf{G}\) has the different attribute than node \(i\) in \(\mathbf{g}\). Eq. 7.7 is simply converted to
\[
\begin{align*}
& E(\mathbf{Q})=\frac{1}{2} \sum_{a, b}^{A} \sum_{i, j}^{I} Q_{a i} Q_{b j} C_{a i b j}+\sum_{a}^{A} \sum_{i}^{I} Q_{a i} C_{a i}  \tag{7.10}\\
& \text { subject to: } \quad \forall a, \forall i, \sum_{i=1}^{I} Q_{a i} \leq 1, \sum_{a=1}^{A} Q_{a i} \leq 1, Q_{a i} \in\{0,1\} .
\end{align*}
\]

Primitive correspondences of graph matching, which are determined from the result \(\mathbf{Q}\) of Eq. 7.10, are fed to Eq. 6.3 in Chapter 6 for the minimization step.

The attribute and link used in the above experiment are applicable for the simple dataset shown in Fig. 7.15 and Fig. 7.16. For more complex datasets including multiple primitives with various primitive types, the approach requires more attributes and types of links (i.e. angle between links, length of links...) embedded into Eq. 7.7 to improve the quality of graph matching. This problem will be considered in future work.

\subsection*{7.5 Conclusion}

We have introduced an automatic method for extracting sharp features from 3D data. This method accepts both meshes and point clouds as input. The projected distance is calculated at multiple scales, which are supported by the \(k\) neareast neighborhood in point clouds or the \(k\)-ring neighborhood in meshes. Then reliable sharp features are extracted automati-


Figure 7.17. Result of graph matching between scan graph \(\mathbf{g}\) in Fig. 7.15 and CAD graph \(\mathbf{G}\) in Fig. 7.15. Primitive correspondences between graphs are determined and fed to Eq. 6.3 in Chapter 6 for the minimization step.
cally using Otsu's method. In addition to its simplicity, the proposed method outperforms other methods presented in the literature. In the future, the algorithm could be improved by connecting discrete sharp features into parametrized curves for obtaining high-level descriptions. Furthermore, we plan to use the results of our algorithm for practical problems such as remeshing or mesh generation.

By integrating the extracted sharp features into the graph matching problem, it is possible to create an automatic assignment for primitive correspondences used for registration (See Chapter 6. For future work, it is planned to improve the performance of graph matching by adding more types of links between primitives.

\section*{Chapter 8}

\section*{Conclusions and Future work}

\subsection*{8.1 Overview of Contributions}

In the thesis, we presented a set of novel algorithms for primitive and feature extraction from unorganized point clouds of man-made objects. Moreover, an approach is proposed to align 3D datasets using primitives as a robust descriptor. Although the algorithms were proposed to work directly on point clouds, they could be extended easily to adapt to various types of data formats. The main contributions of the thesis are summarized in the following

First, a robust approach is proposed to extract a single type of primitive from a point cloud (Chapter 2 for cylinder extraction and Chapter 3 for sphere extraction). The novel validation method converts the problem into a simpler one consisting of circle detection. With the validation method, primitives are extracted reliably and with high accuracy. Moreover, accurate parameters of extracted primitives are estimated from noisy data with outliers. The method has been tested on both synthetic and real scanned data with convincing results.

A complete framework to extract multiple types of primitive is described in Chapter 4. This framework implements a sequential extraction approach in which curved surfaces (cylinders and spheres) are extracted first using the approaches in Chapter 2 and Chapter 3. Planar primitives are then extracted sequentially using a RANSAC-based approach. The advantage of the sequential approach is to avoid model confusion, which is challenging for other methods. The approach could be useful for various applications such as reverse engineering and primitive-based registration.

The registration problem between the scans of manufactured objects is still a challenge for existing methods. Fortunately, 3D geometric primitives can be extracted from 3D data using the methods described in the thesis. These primitives can be used to solve the alignment problem. Chapter 5 and 6 introduced the proposed approach to align two 3D datasets using common primitives, especially the alignment of scanned data and its corresponding CAD model. Several other applications such as data completion and inspection benefit from the
proposed approach.
Chapter 7 finally proposed an automatic approach to extract sharp features from 3D data (point clouds, meshes). First, a novel method is proposed to detect potential sharp features at a given scale. The process is iteratively applied for increasing scales. In the end, valid sharp features are determined by multi-scale analysis as a refinement. The extracted sharp features could be used to create a graph describing the structure of the scanned data. Graph matching is proposed and integrated into the proposed approach in Chapter 6 to create an automatic registration between two 3D datasets.

\subsection*{8.2 Future Work}

As summarized in Section 8.1, several contributions have been proposed in the thesis. However, there are still many aspects that could be explored or improved. The future work that could complement the thesis is described.

The other types of primitives such as cones and tori will be investigated. The proposed framework in Chapter 2 and Chapter 3 can possibly be extended to extract cones and tori from point clouds. With this extension, the framework would be able to process objects with more complex shapes.

All of the algorithms are currently implemented in MATLAB on a 3.2 GHz Intel Core i7 platform so it is time consuming. The second task would be to implement them in C++ and paralle or GPU programming. We hypothesize that with these improvements they could be applied to larger datasets and used in real time applications.

The third task would be to work on the graph matching problem addressed briefly in Chapter 7. As mentioned earlier, graph matching is one of the most popular research topics in computer vision and graphics. We believe that the proposed approach for primitive-based graph matching could be used intensively in other applications, for instance 3D data retrieval.

Since the thesis covers a wide range of research fields, its results could contribute to other research topics. For example, geometric primitives extracted from point clouds could be the input of Boolean operation in constructive solid geometry [Fol96, Ope]. Through the process, a reconstructed CAD model could be used for further steps of reverse engineering applications. Another interesting application would be to apply geometric primitive extraction for scene and building reconstruction from large scanned datasets, a topic that has recently been investigated in the last decade [ \(\mathrm{MWH}^{+} 06, \mathrm{MWA}^{+} 13\) ].

In conclusion, the problems related to reverse engineering, quality control and inspection are still challenging topics that are far from being solved. For instance, reconstruction is a chal-
lenging topic due to the various types of input data [MWA \({ }^{+} 13\) ] (multi-view imagery, range image, and etc.). Quality control merging problem of 2D and 3D data [VAA14] still needs considerable attention from the research community before being implemented in practical applications. Therefore, we believe that the combination of different types of approaches and different types of input data and features should be used to achieve these long term goals.

\section*{Appendix}

\section*{. 1 Normal vector computation for meshes}

A polygonal mesh is a collection of vertices, edges and faces that represents the shape of a object. This type of data is different from point clouds because it contains edges connecting the vertices. Therefore, an approach is needed to find the neighborhood of a point based on this connection. A \(k\)-ring neighborhood of a vertex \(\mathbf{p}_{i}\) is defined as a set of vertices that are connected to \(\mathbf{p}_{i}\) by at most \(k\) edges.

A simple and effective method for normal vector estimation is to calculate it as the weighted average of the normal vectors of the triangles formed by \(\mathbf{p}_{i}\) and pairs of its neighbors inside the 1-ring. The basic averaging method is based on Eq. 1:
\[
\begin{equation*}
\mathbf{n}_{i}=\frac{1}{|\mathbf{N}(i)|} \sum_{j \in \mathbf{N}(i)} \omega_{j} \frac{\left[\mathbf{p}_{j}-\mathbf{p}_{i}\right] \times\left[\mathbf{p}_{j+1}-\mathbf{p}_{i}\right]}{\left|\left[\mathbf{p}_{j}-\mathbf{p}_{i}\right] \times\left[\mathbf{p}_{j+1}-\mathbf{p}_{i}\right]\right|} \tag{1}
\end{equation*}
\]
where \(\mathbf{p}_{j}\) is one of the points inside 1-ring. \(\omega_{j}\) is a normalized weighting factor that can be calculated by angle-weighted, area-weighted and centroid-weighted methods. A good summary of these methods can be found in [JLW05].

\section*{. 2 Normal vector computation for point clouds}

A point cloud is defined as a set of points within a three-dimensional coordinate system. This type of data acquired from the scanners represents noisy samples of the object surface. The information about connectivity and surface normal of underlying surfaces is lost completely in the sampling process. Moreover, it resides implicitly in the relationship between a sampled point and its neighborhood. Hence, the first step in surface normal estimation at a given point is to find the number of points around this point. In our works, the data is structured using k-d trees [Wei94] to search for the \(k\)-nearest neighbors.

Classical principal component analysis (PCA) in [HDD \(\left.{ }^{+} 92\right]\) is usually selected for surface normal estimation because of its simplicity and efficiency. However, a point cloud contains a set of non-uniformly distributed points, so a weight that is derived from the distance to
the centroid should be assigned to each point in the neighborhood in order to improve the robustness of the method. A covariance matrix CV of point \(\mathbf{p}_{i}\) is established in Eq. 2 and analyzed and the eigenvector corresponding to the smallest eigenvalue is considered as the normal vector \(\mathbf{n}_{i}\) at a point \(\mathbf{p}_{i}\).
\[
\begin{equation*}
\mathbf{C} \mathbf{V}_{i}=\sum_{j \in \mathbf{N}(i)} \mu_{j}\left(\mathbf{p}_{j}-\overline{\mathbf{p}}_{i}\right)^{T}\left(\mathbf{p}_{j}-\overline{\mathbf{p}}_{i}\right) \in \mathbb{R}^{3 \times 3} \tag{2}
\end{equation*}
\]
where \(\overline{\mathbf{p}}_{i}=\frac{1}{|\mathbf{N}(i)|} \sum_{j \in \mathbf{N}(i)} \mathbf{p}_{j}\) is \(\mathbf{p}_{i}\) 's local data centroid, \(\mathbf{N}(i)\) is the set of \(k\) points in the neighborhood around point \(\mathbf{p}_{i} . \mu_{j}\) is calculated by the Gaussian function \(\mu_{j}=e^{\frac{-d_{j}^{2}}{k^{2}}}\) of the distance \(d_{j}=\left\|\mathbf{p}_{j}-\overline{\mathbf{p}}_{i}\right\|\). The scale \(k=|\mathbf{N}(i)|\) is the number of neighboring points at a given point \(\mathbf{p}_{i}\).

\section*{.3 Principal curvature computation}

Taubin's method [Tau95] is referred to as an efficient and reliable method for principal curvature estimation [MSR07], which was improved by Hameiri et al. [HS03]. The main idea is summarized as follows. Let \(\mathbf{N}(i)\) be the set of points in the neighborhood of point \(\mathbf{p}_{i} . \overrightarrow{\mathbf{T}_{i j}}\) is the tangent being a projection of the vector between \(\mathbf{p}_{i}\) to \(\mathbf{p}_{j} \in \mathbf{N}(i)\) to the tangent plane at \(\mathbf{p}_{i} \cdot k_{i j}\) is the normal curvature associated with \(\overrightarrow{\mathbf{T}_{i j}}\), so \(\mathbf{M}_{\mathbf{p}_{i}}\) is defined as:
\[
\begin{align*}
\mathbf{M}_{\mathbf{p}_{i}} & =\sum_{j \in \mathbf{N}(i)} w_{i j} k_{i j} \overrightarrow{\mathbf{T}_{i j}} \overrightarrow{\mathbf{T}}_{i j}^{T} \\
& =\left[\overrightarrow{\mathbf{T}_{1}} \overrightarrow{\mathbf{T}_{2}} \overrightarrow{\mathbf{N}}\right]\left(\begin{array}{ccc}
\mathbf{e}_{1} & 0 & 0 \\
0 & \mathbf{e}_{2} & 0 \\
0 & 0 & 0
\end{array}\right)\left[\overrightarrow{\mathbf{T}_{1}} \overrightarrow{\mathbf{T}_{2}} \overrightarrow{\mathbf{N}}\right]^{T} \tag{3}
\end{align*}
\]
where \(k_{i j} \simeq \frac{2 \overrightarrow{\mathbf{n}}_{i}^{T}\left(\mathbf{p}_{i j}-\mathbf{p}_{i}\right)}{\left\|\mathbf{p}_{i j}-\mathbf{p}_{i}\right\|^{2}}\) and \(w_{i j} \sim \frac{1}{\left\|\mathbf{p}_{i j}-\mathbf{p}_{i}\right\|}\) is proportional to the inverse of the geometric distance from \(\mathbf{p}_{i}\) to \(\mathbf{p}_{i j}\) with \(\sum_{j \in \mathbf{N}(i)} w_{i j}=1 . \overrightarrow{\mathbf{T}}_{1}\) and \(\overrightarrow{\mathbf{T}_{2}}\) denote the principal directions associated with the principal curvatures \(k_{1}\) and \(k_{2}\), respectively. \(\overrightarrow{\mathbf{N}}\) is the normal vector to the surface at a given point \(\mathbf{p}_{i}\). Assume that \(\hat{\theta}\) is the angle between \(\overrightarrow{\mathbf{T}}\) and \(\overrightarrow{\mathbf{T}_{1}}\), and \(\theta_{i j}\) is the angle between \(\overrightarrow{\mathbf{T}_{i j}}\) and \(\overrightarrow{\mathbf{T}}\), so
\[
\begin{align*}
\mathbf{e}_{1} & =\overrightarrow{\mathbf{T}_{1}^{T}} \mathbf{M}_{\mathbf{p}_{i}} \overrightarrow{\mathbf{T}_{1}}=\sum_{j \in \mathbf{N}(i)} w_{i j} k_{i j} \overrightarrow{\mathbf{T}_{1}^{T}} \overrightarrow{\mathbf{T}_{i j}} \overrightarrow{\mathbf{T}}_{i j}^{T} \overrightarrow{\mathbf{T}_{1}} \\
& =\sum_{j \in \mathbf{N}(i)} w_{i j}\left[k_{1} \cos ^{4}\left(\theta_{i j}+\hat{\theta}\right)+k_{2} \sin ^{2}\left(\theta_{i j}+\hat{\theta}\right) \cos ^{2}\left(\theta_{i j}+\hat{\theta}\right)\right]  \tag{4}\\
& =A k_{1}+B k_{2}
\end{align*}
\]
and
\[
\begin{align*}
\mathbf{e}_{2} & =\overrightarrow{\mathbf{T}_{2}^{T}} \mathbf{M}_{\mathbf{p}_{i}} \overrightarrow{\mathbf{T}_{2}}=\sum_{j \in \mathbf{N}(i)} w_{i j} k_{i j} \overrightarrow{T_{2}^{T}} \overrightarrow{T_{i j}}{\overrightarrow{T_{i j}}}^{T} \overrightarrow{T_{2}} \\
& =\sum_{j \in \mathbf{N}(i)} w_{i j}\left[k_{1} \sin ^{2}\left(\theta_{i j}+\hat{\theta}\right) \cos ^{2}\left(\theta_{i j}+\hat{\theta}\right)+k_{2} \cos ^{4}\left(\theta_{i j}+\hat{\theta}\right)\right.  \tag{5}\\
& =B k_{1}+C k_{2}
\end{align*}
\]
where
\[
\begin{align*}
A & =\sum_{j \in \mathbf{N}(i)} w_{i j} \cos ^{4}\left(\theta_{i j}\right) ; B=\sum_{j \in N(i)} w_{i j} \sin ^{2}\left(\theta_{i j}\right) \cos ^{2}\left(\theta_{i j}\right) ; \\
C & =\sum_{j \in N(i)} w_{i j} \sin ^{4}\left(\theta_{i j}\right) \tag{6}
\end{align*}
\]

The principal curvatures are computed by solving Eq. 4 and Eq. 5 with \(A, B, C\) defined in Eq. 6. The reader is referred to [HS03] for more detail.
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[^0]:    1. "Scanned data", "point clouds", "scans" and "views" are considered as synonyms of 3D data, and these terms are used interchangeably throughout the thesis.
[^1]:    2. Registration is also described by other terms such as "alignment" and "matching". These terms are used interchangeably in the thesis.
