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Résumé

Cette thèse porte sur l'in�uence des interactions sociales et des structures de réseaux sur divers

enjeux économiques. De manière spéci�que, la thèse fournit de nouveaux résultats expliquant

l'impact des interactions sociales sur l'e�ort, la performance, la productivité au travail d'in-

dividus, ainsi que leurs croyances sur des sujets variés. En particulier, le chapitre 1 expose de

nouveaux résultats empiriques au sujet des variables expliquant l'e�ort, la qualité des soins

o�erts et la performance des professionnels de santé maternelle et néo-natale d'un pays en

développement (le Bénin). Ces résultats sont obtenus dans un contexte où ils reçoivent des

salaires �xes indépendants de leur performance. De plus, le chapitre 2 complète les conclusions

du premier chapitre en précisant certains résultats clés concernant la productivité de ces pro-

fessionnels de santé. Pour ce faire, une mesure de leurs pouvoirs de négociation individuels en

milieu de travail est proposée. Quant au chapitre 3, il se positionne davantage dans la littéra-

ture sur la théorie de la formation d'opinions en réseaux. Il développe des résultats nouveaux

sur la convergence des croyances et l'atteinte d'un consensus au sein d'un réseau d'individus.

Plus spéci�quement, il évalue l'in�uence de certains biais cognitifs sur le processus de mise à

jour des croyances. Les résultats de la thèse se résument comme suit.

Le chapitre premier utilise une approche en jeux non-coopératifs pour mettre en lumière

l'existence d'un mécanisme de substituabilité stratégique des professionnels de santé maternelle

et néo-natale en milieu de travail au Bénin. D'une part, les résultats du chapitre suggèrent que,

dans le but de produire un certain niveau de qualité de soins aux patients de leur formation

sanitaire, certains professionnels de santé (altruistes) augmentent leur e�ort a�n de compenser

la qualité de soins insu�sante produite par leurs collègues. D'autre part, grâce à certaines

informations fournies dans les données utilisées, une méthode probabiliste simple est décrite

dans ce chapitre, pour tenir compte des variabilités éventuelles dans le poids des interactions

entre collègues.

Le chapitre 2, quant à lui, s'intéresse également professionnels de santé maternelle et néo-

natale. Toutefois, il propose une autre théorie permettant de mieux comprendre certains mé-

canismes qui sous-tendent la substituabilité stratégique obtenue à l'équilibre dans le chapitre

1. Plus précisément, ce chapitre présente une approche par équilibre de négociation à la Nash,

a�n d'expliquer comment certaines caractéristiques individuelles déterminent le pouvoir de
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négociation de ces travailleurs et, par la même occasion, leur part de travail. Les résultats

obtenus montrent que certaines caractéristiques sociales telles que l'éducation, l'expérience et

le nombre d'enfants des travailleurs déterminent leur pouvoir de négociation au travail et ainsi

donc, leur productivité.

En�n, le chapitre 3 explore l'impact de certains biais cognitifs sur les propriétés de convergence

et de consensus en réseau connues jusque-là, en ce qui a trait au modèle naïf d'apprentissage

de Degroot. Ainsi, en présence d'un biais de con�rmation et d'un biais de supériorité relative

des extrémistes, le chapitre démontre que même dans un réseau apériodique et fortement

connecté, les croyances ne convergent pas nécessairement vers un consensus. En plus de cela,

ce chapitre développe quelques caractéristiques des structures de réseau à priori et des vecteurs

de croyances initiales qui a�ectent l'existence d'un consensus. Globalement, ce dernier chapitre

de la thèse propose une interprétation nouvelle de quelques mécanismes clés à la base d'enjeux

sociaux tels que le radicalisme politique, les comportements extrémistes en société, ou encore

la non-convergence des croyances au sein de divers réseaux d'individus.
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Abstract

This thesis is about the in�uence of social interactions and network structure on various

economic outcomes. Speci�cally, the thesis presents new �ndings explaining how social in-

teractions shape individual outcomes like their e�ort, performance and productivity in the

workplace, as well as their beliefs on miscellaneous social matters. Speci�cally, Chapter 1 gives

new empirical results on some variables a�ecting the e�ort, quality of healthcare provided, and

performance of maternal and child health (MCH) workers from a developing country (Benin).

The results are obtained in a context of �xed salaries irrespective of workers' performance.

In addition, Chapter 2 complements the results in Chapter 1, by explaining some of its main

results on workers' productivity, in light of their bargaining power in the workplace. As for

Chapter 3, it stands in the theory of opinion formation in a network. This chapter gives new

results on the convergence of individual beliefs and reaching a consensus within a network

when we consider a few cognitive biases in individuals' behavior. More speci�cally, the results

of this thesis are summarized as follows.

Chapter 1 uses a non-cooperative game approach to bring to light the existence of strategic

substitutability in the workplace of MCH workers in Benin. Particularly, the paper suggests

that, to provide collectively a certain quality of healthcare in their health facility, some workers

(altruists) increase their e�ort to compensate for the failure of their peers in o�ering a good

quality of care. Moreover, using some relevant information in the data, the chapter also

proposes a simple probability-based method to account for some variability in the strength of

interactions among colleagues.

Chapter 2 on the other hand, focuses on the same MCH workers, and proposes a new theory

to understand better some mechanisms behind the equilibrium expressed by the strategic

substitutability obtained in Chapter 1. More speci�cally, the chapter presents a simple Nash-

bargaining approach to establish how individual characteristics mold their bargaining power

and consequently their workload share. The results show that workers social characteristics

like their education, experience and number of children determine their bargaining power in

the workplace, and thus their productivity.

Finally, Chapter 3 explores how some cognitive biases a�ect convergence and consensus prop-
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erties known up to now in an average-based model of opinion formation. In particular, when

accounting for a con�rmation bias and an extremist relative superiority bias, the chapter re-

veals that, in an a priori strongly connected and aperiodic network, beliefs do not necessarily

converge to a consensus. Furthermore, some typical features of a priori networks and vec-

tors of initial beliefs which in�uence the existence of a consensus are given. Overall, the

chapter proposes a new understanding of some mechanisms behind social issues like political

radicalism, extreme behaviors and the non-convergence of opinions within a network.
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Introduction

In recent decades, successive studies on the in�uence of social interactions on various econo-

mic outcomes have been unveiled. This continuously growing literature on the economics of

networks has revealed, across several �elds, that most individuals are in�uenced by their peers

in their behaviors, beliefs and choices. For instance, in the domain of labor, previous authors

have addressed workers' performance and productivity compared with their peers', and they

�nd convincing empirical results (see Falk and Ichino (2006), Mas and Moretti (2009), Ba-

rankay (2012), Gill and Prowse (2012), Beugnot et al. (2019)). On another hand, in a very

di�erent �eld, some authors have analyzed the process of opinion formation among individuals

connected in a network, and �nd interesting results (see DeMarzo et al. (2003), Golub and

Jackson (2010), Golub and Jackson (2012)). Yet, there still is a lot to do in the broad �eld

of the economics of networks. My thesis focuses on two distinct areas in this �eld. Firstly,

it makes several empirical contributions to what has yet been found on the role played by

social interactions in determining workers' productivity. Second, in a theoretical framework,

it discusses how cognitive biases shape individual beliefs and opinion formation in a network,

over time.

Concerning the �rst area addressed in this thesis, a part of the literature have often shown

that under favorable remuneration conditions, working with highly productive peers can have

a positive e�ect on workers' own productivity. For instance, Falk and Ichino (2006), Mas

and Moretti (2009), and several others, give empirical evidence for a positive peer in�uence on

workers' productivity. However, most of the literature on the subject address questions related

to co-workers' in�uence on workers' productivity, mainly, in fair working environments, and

often under performance-based remuneration schemes. In this thesis, however, I address similar

questions, but in a context of a particular developing country where workers are less privileged

than their counterparts from developed regions who are usually the ones depicted in the

literature. Speci�cally, I study a case of maternal and child health (hereafter MCH) workers,

including doctors, midwives, nurses and mostly nursing auxiliaries. These MCH workers are

predominantly women and paid �xed salaries, with a positive probability of not even receiving

these salaries on time.

Such a context is interesting to address for a few compelling reasons. First, the domain of heal-
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thcare is usually perceived as an area in which most workers have very altruistic and generous

values. Therefore, while accounting for social interactions in their workplace, exploring what

in�uences their productivity in a less "fair" working context, provides a reference framework

for workers in other �elds who also face similar "imperfections" in their working environment.

Second, concerning these so-called imperfections, such as workers' salary arrears, it is also

useful to assess their part in these workers' productivity. Lastly, given the high proportion

of nursing auxiliaries among the healthcare sta� and their signi�cant role in most developing

countries, it is relevant to explore their productivity while considering all the intertwined

mechanisms at play.

Speci�cally, using data from Benin health workers, the empirical part of this thesis contributes

to the literature by providing some answers to a few questions including the following.

� What is the behavioral response of workers to their peers productivity in an environment

where their salaries are �xed whatever their performance, and where they may not

receive these salaries in full, or may have salary arrears ?

� What individual characteristics may in�uence workers' productivity in a framework in

which social interactions in the workplace are accounted for ?

� What are a few peer characteristics likely to in�uence workers' productivity ?

� What individual characteristics in�uence their power to bargain when it comes to wor-

king in order to ful�ll a certain share of the total demand for healthcare in their health

facility ?

� How does individual bargaining power a�ect their workload share ?

To answer most of these questions, the thesis uses a spatial autoregressive (SAR) model

founded on a non-cooperative game approach. A cooperative game reasoning is also used to

address a few other concerns. Besides, the thesis proposes a simple probabilistic method to

account for some variability in peers in�uence weights, when these weights are not fully known

while estimating a SAR model.

Furthermore, in the second area of this thesis which concerns opinion formation in networks, I

propose an intuitive way to introduce a few cognitive biases in a naive (average-based) learning

model. I also analyze their impact on beliefs over time. More speci�cally, when individuals are

subject to a con�rmation bias and an extremist relative superiority bias, I analyze conditions

"a priori" for the convergence of beliefs and for their convergence to a consensus within their

network. In particular, I address the convergence of beliefs to extreme or near extreme values.

I also explain some underlying mechanisms of political radicalism, the prevalence of extreme

behaviors in some networks and the fact that opinions do not necessarily converge in real-world

networks.

In the remainder of this thesis, Chapter 1 and Chapter 2 investigate the productivity of
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maternal and child care workers from Benin in terms of quality and quantity of healthcare

respectively. Chapter 3, on the other hand, explores how some known properties of convergence

and consensus in an average-based model of opinion formation, change when we account for

a few cognitive biases.
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Chapitre 1

Strategic Substitutability in the Workplace : an Em-

pirical Evidence

Elfried Faton and Bernard Fortin

1.1 Résumé

Cet article analyse l'e�ort et la productivité des professionnels de soins maternels et

néo-nataux, dans un contexte où ils reçoivent des salaires �xes. Dans ce contexte par-

ticulier, nous évaluons les e�ets de pairs en milieu du travail. Nos résultats exposent

une évidence empirique de substituabilité stratégique entre collègues, lorsque ceux-ci

interagissent en groupe pour produire (collectivement) une certaine qualité de soin.

Plus spéci�quement, l'article suggère un mécanisme de compensation du faible niveau

d'e�ort des uns par leurs collègues plus altruistes. Les données empiriques que nous

utilisons proviennent de la Banque Mondiale. De plus, dans cet article, dû au fait que

la pondération réelle de l'in�uence des pairs n'est pas donnée, nous proposons l'usage

d'une matrice espérée d'interactions sociales pour tenir compte des possibles variations

dans le niveau individuel d'in�uence des pairs. Cette matrice espérée d'interactions so-

ciales est en�n utilisée dans un modèle de type spatial autorégressif (SAR) pour estimer

les e�ets de pairs.

Mots clés : salaires �xes, e�ets de pairs, substitut stratégique, matrice espérée d'in-

teractions sociales, soins maternels et néo-nataux, pays en développement.

Codes JELF : C31, I15, J24.
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1.2 Abstract

This paper investigates e�ort and productivity of maternal and child health (MCH)

workers, in a context where they are subject to �xed wages. In that context, we explore

peer e�ects in e�ort at work. We �nd an empirical evidence of strategic substitutabil-

ity in the workplace, for co-workers interacting in a group to produce (collectively) a

de�ned level of healthcare quality. Speci�cally, the paper suggests that, to maintain a

given quality of healthcare in their health facility, altruistic workers increase their e�ort,

to compensate for their shirking peers' failure to provide a good quality of healthcare.

We use the World Bank's empirical data on health workers and health facilities in a

developing country. As the real interaction weights among co-workers are not fully

known in the data, we propose an expected social interaction matrix to account for

possible variations in peer in�uence. Finally, peer e�ects are estimated using the ex-

pected interaction matrix in a Spatial Autoregressive (SAR) model structure.

Keywords: �xed wage, peer e�ect, strategic substitute, expected social interaction

matrix, maternal and child care, developing country.

JEL codes: C31, I15, J24.
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1.3 Introduction

Within recent decades, an extensive literature in economics has been developed to address

the fact that people's choice and behavior are often in�uenced by their peers. These peers

in�uence, also known as peer e�ects, are explored in various areas like education (Calvo-

Armengol et al. (2009), Imberman et al. (2012), Boucher et al. (2014), etc.), health (Eisenberg

et al. (2014), Fortin and Yazbeck (2015)) and several others including labor (Falk and Ichino

(2006), Mas and Moretti (2009), Rosaz et al. (2012), Beugnot et al. (2019), Cornelissen et al.

(2017)). Speci�cally in labor economics, Kandel and Lazear (1992), Falk and Ichino (2006),

Mas and Moretti (2009) and several other authors �nd evidence that workers are also in�uenced

by their peers in their productivity. In general, they �nd a positive e�ect of an increase in

workers' productivity on their co-workers' productivity. This is interpreted in the literature

as strategic complementarity, and often happens when workers' salaries are positively related

with their performance at work. On the other hand, strategic substitutability in e�ort or

quality, as portrayed further in this paper, implies that variations in workers' e�ort or quality

tend to be negatively related to their peers'.

In this paper, we investigate e�ort and productivity at work, for Maternal and Child Health

(MCH)Workers, in a context where they are subject to �xed wages. More speci�cally, we study

the presence of peer e�ect among co-workers, by exploring empirically workers' behavioral

response to peer e�ort, in a �xed wages context. To do so, we introduce the microeconomic

foundations, explaining MCH workers' choice of e�ort, to provide collectively a certain level of

quality healthcare. Each worker's chosen e�ort at (Nash) equilibrium is then used to obtain

a spatial autoregressive (SAR) model. We use a Generalized Instrumental Variables (GIV)

strategy introduced by Kelejian and Prucha (1998) and readapted by Bramoullé et al. (2009)

to estimate the parameters of the model. Peer e�ects in e�ort is analyzed, and we �nd an

empirical evidence of negative peer e�ects, interpreting strategic substitutability among MCH

workers. Our results suggest two possible mechanisms. First, some MCH workers tend to

�free ride,� as their peers increase e�ort. Second, they are some altruistic workers who tend to

increase e�ort, in response to shirking peers, to guarantee a de�ned level of quality healthcare

collectively in their health facility.

Our study is done in a context where workers interact in a health facility (HF), to produce

a certain level of quality of healthcare. Each worker receives a �xed wage, regardless of the

quality of healthcare they produce (individually). Wages are rather based on workers' charac-

teristics, like their education, job category (doctor, midwife, nurse or nursing auxiliary), and

experience in maternal and child care. Besides, some workers may receive bonuses, based on

seniority. However, some overdue wages and bonuses often characterize workers' job environ-

ments. Furthermore, in the context of the developing country we explore, Benin, there is a
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general shortage of quali�ed health workers. This, combined with several other issues, reduces

employers' ability (HFs) to �re their personnel unless in extremely rare situations (See Chaud-

hury et al. (2006), Dizon-Ross et al. (2017)). Considering such a unique job environment, we

expected our analyze of workers' e�ort to entail some particular mechanisms.

Throughout the study, e�ort refers to any action taken by MCH workers to produce a certain

level of healthcare quality for mothers and children. Therefore, e�ort may for instance refer

to action taken by a health worker to maintain or to improve their skills and knowledge in

maternal and child care. This improvement may happen through learning (e.g., learning from

interactions and discussions with peers, studying older or newer methods or discoveries in

medicine) or practice (treating more patients, or �nding solutions to di�cult cases). It is

necessary to think of productivity in terms of quality of healthcare given to patients, rather

than quantity of patients treated.

In the paper, we account for the fact that individuals do not directly observe their peers' real

e�ort. Yet, they can observe the resulting quality of healthcare they produce. 1 Therefore, the

negative peer e�ect we estimate, which we interpret as a strategic substitutability in e�ort,

happens through the e�ect of peer productivity on e�ort. 2 Brie�y, after observing several

indicators of the quality of healthcare provided by their peers, MCH workers �guess� their

peers real e�ort, and �nally choose their own e�ort accordingly.

Our paper makes a number of contributions to the literature. First, it contributes to the

literature on social interactions and peer e�ects, by introducing an empirical evidence of

negative peer e�ect in groups. In fact, this is to our knowledge, a �rst empirical evidence

of strategic substitutability in the workplace. Previous research on peer e�ects in workers'

productivity or quality, often �nd a positive relation between workers and peers outcome (see

Mas and Moretti (2009), Cornelissen et al. (2017)). However, the important characteristic

of the context studied here, which explains our result is that workers are paid �xed wages.

Whether workers are compensated through a �xed wage scheme, or a performance-based salary

or even a mixed remuneration scheme, their response in terms of e�ort usually changes. For

example, Fortin et al. (2010) �nd that, among physicians, those paid under a fee-for-service

scheme have in average a higher productivity (they provide more services) than those paid

1. In general, co-workers have a way to observe the quality of healthcare provided by their peers through
diverse situations. First, they may observe their peers quality directly through interactions and discussions with
them. While discussing with peers, they may �nd out how good or bad their knowledge about various clinical
situations is. Second, they may improve their �guess� on their co-worker's quality through rates of returns and
readmissions of patients after being treated. Speci�cally, concerning low quality co-workers, workers may also
observe cases of clinical errors, medical negligence, or medical malpractice. Moreover, workers may sometimes
observe peers' e�ort through their rates of absenteeism or how focused they are at work.

2. More precisely, when individuals see an increase in their peers productivity (which results from an
increase in their e�ort), they tend to reduce their e�ort (such that the quality produced does not decrease
below a certain level speci�c to each HF). Likewise, a decrease in peers' e�ort, means a decrease in their
productivity (quality), which leads some workers to compensate by producing more e�ort.
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under a mixed remuneration scheme. In their paper which focuses on physicians in Quebec

(Canada), the mixed remuneration scheme refers to a mix between a �xed wage and a fee-

for-services. In addition, according to Ake and Colin (2012), although simple to administer,

the salary or �xed wage scheme encourages shirking through less time and e�ort per patient.

Moreover, in a brief literature review on physicians productivity, Fortin et al. (2008) highlight

that physicians paid under �xed salaries scheme tend to reduce their e�ort and productivity

in comparison with physicians paid under the fee-for-service scheme. In a more recent paper,

Flory et al. (2016) also �nd that in relative performance pay contracts, workers tend to increase

their productivity in comparison with �xed wage schemes. The �xed wage scheme, principally

used for MCH workers in our context, may also result in shirking at work. 3

Second, the paper contributes to the literature on social interactions, by proposing a method

accounting for variations in the strength of interactions among peers, when the real strength

of interaction is unknown. In the paper, we use information on MCH workers' schedules to

propose an intuitive way of measuring peer weights, in the interaction matrix. Speci�cally,

knowing the adjacency matrix, we use the probability of interactions among peers inside the

same HF, to build an expected social interaction matrix. 4 That is the matrix used for our

empirical estimations on the SAR model.

Third, the paper contributes to the limited literature on e�ort at work, and quality of health-

care by maternal and child health workers, in the job environments described above. Besides

investigating peer e�ects in that context, we also explore some individual characteristics which

in�uence workers' e�ort. For instance, we �nd that beyond eighteen years of tenure in a HF,

each additional year of tenure have a negative e�ect on workers' e�ort to provide a good

quality of healthcare to their patients.

Finally, we propose a few policy recommendations particular to the complex job environment

studied. These recommendations follow some speci�c microeconomic foundations underlying

the SAR model we estimate. In fact, among the recommendations often proposed to improve

the quality of maternal healthcare in developing countries, little to none of them are based on

theoretical microeconomics models of workers' quality or e�ort. Instead, several research on

the domain, often emphasize the importance of increasing the numbers of health workers to

3. Our context is speci�c to the case of Benin. In a 2009 report on the characteristics of the salaries of
healthcare professionals from Benin, Codo and Agueh Onambele (2009) give more information and statistics
on the structure of healthcare professionals salaries that was in place until year 2008 in Benin. This structure
was still unchanged during years 2010�2011 when the data we use were collected.

4. In a network with groups' structure, when real interaction weights are unknown (to the econometrician),
several authors often use an equal ratio 1

ng−1
, where ng is the cardinal of each group g, as a standard measure of

peers' weights. See Lee (2007), Bramoullé et al. (2009), Boucher et al. (2014) among other papers. However, in
this paper, although the peers' weights are not known either (to the econometrician), the data gives information
on the workers schedules. This re�nement allows us to propose measure of the expected interaction weights
which would be more rational than a simple equal-weight assignment. For more details, go to section 1.5.3.
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reduce maternal morbidity. Yet, if the e�ort of some skilled birth attendants 5 Is a�ected by

their peers' e�ort, only increasing the numbers of birth attendants without any consideration

of their skills and individual characteristics, may lead to none or less improvement of the

quality of maternal and child healthcare. Hence, instead of investing bigger amounts (of

money) to increase the numbers of birth attendants, it is better for public decision makers

to understand the underlying motivations which in�uence workers in providing higher e�ort

for higher healthcare quality. Besides, the o�er of quality healthcare workers, is inelastic in

general.

We use the World Bank's data on health workers and health facilities in Benin. 6 These data

are part of the baseline study on the Result-Based Financing (RBF) program in Benin's health

sector. For peer e�ects identi�cation purpose, we limited the data to samples composed of one,

three and more MCH workers. 7 Therefore, the resulting data gather information on 386 MCH

workers from 128 HFs over the initial 250 HFs represented in the initial data. Furthermore,

around 93% of the HFs are public, and 95% of MCH workers are women.

The remaining of the paper is organized as follows. Section 1.4 explains the context in which

this study takes place and why we are interested in a developing country. Section 1.5 develops

the model, its microeconomic foundations and the estimation method. Section 1.6 describes

the data and section 1.7 focuses on empirical developments, results and discussions. Finally,

section 1.8 concludes.

1.4 Context of the Study

In this study, we address a context, in which MCH workers are subject to �xed wages, in-

dependent from their performance or e�ort at work. Speci�cally, the data is composed of a

majority of women, who are principally from the public sector. Speci�cally, in the data we use,

approximately 92% of MCH workers work in the public sector, about 3% in the private sector,

and the remaining 5% work either in semi-public, religious health centers or NGOs. Besides,

more than 40% MCH workers in the data have unpaid wages and bonuses, and most of them

(95%) feel wronged and unsatis�ed with their salary. This is a pretty common situation in

the public sector of several developing countries, particularly in sub-Saharan Africa.

Furthermore, health workers in developing countries are scarce and insu�cient to provide a

good coverage of the healthcare needs of their population. Therefore, they are very rarely �red

5. In the literature, the term skilled birth attendants is often used to determine health workers who have
appropriate training on maternal care. They often do not even consider the fact that, some workers may have
appropriate training (e.g., midwives), but still provide a low quality of healthcare.

6. Data were collected by the World Bank from December 2010 to 2011. However, they form a unique
database.

7. Prior research using SAR-like models as Davezies et al. (2006) for instance give detailed explanation on
the groups size requirements for the identi�cation of peer e�ects.
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from their job. As Chaudhury et al. (2006) describe it in their paper on public education and

health workers in some developing regions, in the public health sector of Benin, the system

of workers hiring, or promotions also is mainly based on workers educational quali�cations

and seniority. Another major, but not much documented, aspect in hiring, and promotions

on Benin job market in general and the public sector in particular is the importance of social

capital (i.e., personal connections) and patronage, instead of performance. 8 Additionally,

there is an imperfect monitoring of workers' e�ort at work. Also, during the period targeted

in our data (2010�2011), workers' remuneration still follow a �xed-wage scheme in Benin. 9

Such practices must, undoubtedly, a�ect workers e�ort and the quality of healthcare they

provide. 10

In the seminal paper by Shapiro and Stigltitz (1984), a necessary condition to prevent shirking

of workers in their model is to allow positive unemployment. Allowing unemployment in

their model, authors state that paying the e�cient wage to workers can prevent them from

shirking. On the opposite side, they state, and it is obvious, that in a model where there

is no unemployment and imperfect monitoring, workers can choose to shirk. This is due to

the quasi-null penalty of shirking in the absence of unemployment. Intuitively if there is no

unemployment in the model, even if a worker is caught shirking, they can automatically be

rehired. We borrow this intuition from Shapiro and Stigltitz (1984) and state that, even in a

model where employer cannot �re nor give severe sanctions to a shirking worker as they wish

(due to workers penury), workers can also choose to shirk. Additionally, if they are not timely

or well paid, the motivation of workers to shirk is even greater. Our motivation to address the

matter of MCH workers' performance in developing countries also resides in the disturbing

statistics on maternal and child health in those regions.

Developing countries experience the highest rates of maternal and neonatal deaths. According

to WHO, UNICEF, UNFPA and the World Bank's 2010 estimates of maternal deaths, a range

of 230, 000 to 398, 000 maternal deaths occurred in 2010, which correspond to a rate of 170 to

300 deaths per 10, 0000 births. 11 99% of these deaths have occurred in developing countries.

Furthermore, while the lifetime risk of maternal deaths in developed regions in 2010 was 1

in 3, 800, the rate in sub-Saharan Africa was as high as 1 death in 39 births. That is almost

one hundred times higher than the rate in developed regions, the highest rate of all regions

8. Although no o�cial statistics on this practice in Benin exist, it remains an important issue as it is in
other countries in sub-Saharan Africa. Lewis (2006) gives few examples of corruption, patronage and what
they called the �purchasing of public positions� in some countries including countries like Ghana, Uganda and
Ethiopia in Africa, and others like Dominican Republic outside Africa.

9. Workers could also bene�t from bonuses. However, none of their remuneration was performance-based
(for more details see Codo and Agueh Onambele (2009)).
10. For instance, concerning patronage, although their results do not speci�cally target the health sector,

Colonnelli et al. (2018) address some negative impact of patronage in the public sector on the quality of the
services provided.
11. See WHO (2012).
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worldwide. In Benin speci�cally, the lifetime risk of maternal deaths in 2010 was of 1 death

in 59 births. These statistics show the importance of addressing a subject related to maternal

and child health in the context of a developing country.

A key strategy promoted by the millennium development goals (MDG) to reduce child and

maternal mortality and morbidity and improve maternal and child health is to increase access

to skilled care during pregnancy and delivery. In fact, the link between maternal deaths and

skilled birth attendants no longer needs to be demonstrated. 12 Wagsta� and Claeson (2004)

estimated that the full use of existing health interventions (at 99% coverage) could avert 63%

of child deaths and 74% of maternal deaths. Most studies linking maternal mortality and

morbidity to skilled birth attendants (principally in journals specialized in obstetrics and/or

medicine) mainly focus on the importance of increasing the number of skilled birth attendants

to lower the rates of maternal mortality and morbidity (see Carlough and McCall (2005)).

Yet, increasing the number of skilled birth attendants in developing countries is already a

di�cult goal to achieve because of the very small elasticity of the health labor supply among

other reasons. A signi�cant investment in money (which most of those countries do not have) is

required as well as enough preparation time to build more facilities and to increase healthcare

sta� through education. Meanwhile, thousands of maternal and child deaths continue to occur.

To address these issues, it would be important that public decision makers �nd more feasible

ways (in the short run) of improving the condition of maternal and child health in these

countries. In that line, another objective in this paper is to propose attainable short-term

policies on how to improve the quality of healthcare based on healthcare sta�'s productivity.

We do it by exploring how combinations (of productivity and individual characteristics) of

healthcare sta� per HF explain the healthcare quality provided in HFs.

1.5 Model

In this section, our model, which accounts for peer in�uence, is explained. The section is

broken down in four major parts. First, the underlying microeconomic foundations of our

model are detailed in Section 1.5.1, then we describe our setup in Section 1.5.3. 13 Next,

Section 1.5.4 describes some useful adjustments made for the empirical estimations on the

model, and �nally Section 1.5.5 explains our approach in estimating its parameters.

12. In WHO (2002) the term skilled attendant refers exclusively to �people with midwifery skills (for example
midwives, doctors and nurses) who have been trained to pro�ciency in the skills necessary to manage normal
deliveries and diagnose, manage or refer obstetric complications.�
13. Calvo-Armengol et al. (2009), Blume et al. (2013), and Boucher and Fortin (2015) use a similar approach

to develop the economic foundations of their models.
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1.5.1 Microfoundations

The goal of this section is to explain the main motivations behind the chosen level of e�ort of

health workers at work, and to establish its link with the objective of their employer (HF). 14

Prior studies have highlighted the fact that workers' e�ort, depends on several aspects; some of

which are related to their working environment, and/or their characteristics. 15 In this paper,

we consider a case in which workers' e�ort in�uence the quality of healthcare they provide to

their patients.

Speci�cally, let ei and ai denote respectively the level of e�ort provided by an MCH worker

i and their ability (to provide adequate care to patients). We note qi(ei, ai) the quality of

healthcare produced by a worker i. For now, we leave unspeci�ed the functional form of

qi(ei, ai). We come back on this later. Let g index the HF where i works. There are ng

MCH workers working together in g. Then, the overall quality of healthcare provided by all

workers in g, noted Qg, is a quantity depending on two major inputs: the capital (Kg) and the

labor (Lg). 16 For simplicity, we take its functional form as a simple Cobb-Douglas production

function as follows:

Qg = Q(q1, ..., qng ,Kg) = AKr0
g

ng∏
i=1

qrii (1.1)

The parameters r0, ..., rng correspond to the output elasticity of each input. That is, the local

measure of percentage response of the overall quality of care produced, to a 1% change in

capital input, and individual labor inputs (quality of healthcare by workers). Concretely, we

could think of a situation where the HF attributes the same ri to workers of the same category

(doctors, midwives, nurses, nursing auxiliaries), so that ri ∈ {Rd, Rm, Rn, Raux}. So that, the
quality of healthcare in an HF, would increase more with an increase in a doctor's quality, than

it would with an increase in a nurse's quality (or vice versa). We arbitrarily impose constant

return to scale, that is
∑

i ri = 1. The form (1.1) imposes constant elasticity of substitution

(CES) between inputs, but in reality it is of very little importance in our developments. In

14. For small maternities or dispensaries, the employer is the HF. However, for bigger HF with several
healthcare departments, the department of maternal and child care is the main employer. Therefore, in the
remaining of this paper, the term health worker, or worker, refers only to maternal and child health (MCH)
workers.
15. The literature on workers' e�ort is various and rich. Among those studies, workers' e�ort or performance

is sometimes linked to their working conditions and satisfaction, or at other times to their remuneration. See for
instance Fortin et al. (2008),Fortin et al. (2010), (Ake and Colin, 2012), for studies on e�ort and remuneration.
16. Here, because of the cognitive nature of MCH workers tasks, the labor Lg refers principally to qi,

i = 1, ..., ng. To keep things simple, the term capital (Kg) here, refers to the physical capital, as well as any
other HF-related resources useful in the production of a quality healthcare. These may include for instance,
infrastructure (their availability and condition), any functional equipment and materials (beds, delivery ta-
bles, etc.), clinical equipment (stethoscope, sphygmomanometer, forceps, etc.), other resources (water supply,
electricity, government subsidies, etc.).
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fact, we consider equation (1.1) only later, while discussing the mechanisms, in the section 1.7

on empirical results. In reality, our results hold generally, even without specifying the form of

the HF's production function Q(.) and the values of parameters r0, ..., rng .

Within the framework of this paper, we impose the following properties on the production

function on qi(.):

Assumption 1.1. qi(ei, ai) is twice di�erentiable on R+ × R∗+ such that:

(i) ∂qi()
∂ei

> 0, ∂qi()
∂ai

> 0 ; and

(ii) ∂2qi()
∂e2i

≤ 0;

(iii) qi(0, ai) = 0, ∀ai > 0

Assumption 1.1(i) means that all else being equal, the quality of maternal and child care

produced increases with workers' e�ort, and their ability. However, through the assumption

1.1(ii), this increase stays constant or becomes less and less important (in magnitude), for

higher levels of e�ort. Therefore, the individual's production function qi(.) is concave, thus

ensuring that the marginal product of e�ort is constant or decreasing. In fact, at �rst, a

very little increase in e�ort may produce a high increase in workers' quality, but from a

certain moment forward, making very high e�ort, may sometimes lead to little improvements

in quality. 17 Finally, the last assumption means that, with no e�ort, a worker's perceived

quality is null from their employer's point of view. 18

Choice of E�ort

Up to now, we have explained how workers' quality is related to their whole HF's quality.

However, workers do not directly choose the quality of the healthcare they provide. Instead,

it is their chosen level of e�ort at work that determines their quality. In what follows, we

discuss workers' preferences for e�ort at work, and how it is related to peers' e�ort. Consider

an HF g where worker i interacts with ng − 1 other co-workers. Let e = (e1, ..., ei, ..., eng)
′

a vector indicating the level of e�ort provided by the workers, X = (x′1, ...,x
′
i, ...,x

′
ng)
′ a

matrix giving the workers' socio-economic characteristics (observable to anyone), and η =

17. To justify the case of a decreasing marginal product, consider for example a doctor who, at �rst, provides
little e�ort at work. For instance, they may provide healthcare for few patients, adopt little or no updating
of their knowledge in clinical care. Surely, if they start providing healthcare to more patients, they may
(sometimes) face more complicated clinical issues, which may lead them to read more on those cases, and in
turn, them may improve radically their quality. However, for a doctor who is already making high e�ort, and
consequently provides already a high quality, they may not be able to increase their quality as much as the
previous doctor, while increasing their e�ort. This argument holds for several clinical healthcare issues. For
example, a doctor is unable to cure cancer, only by making more e�ort through research, or caring for more
cancer patients. In fact, they may never �nd a cure, although they increase substantially their e�ort.
18. The case ei = 0 is extreme and quasi-impossible in reality for health workers. Yet, assuming it may

happen, if a midwife never provides care for patients, nor makes any e�ort at work, the part of their quality
in the HF's overall quality is null.
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(η1, ..., ηng)
′ a vector giving the workers' characteristics that are private information. 19 Later,

for econometric purpose, we posit independence between these characteristics: E(ηi/xi) =

0, ∀ i.

A worker i has preferences over e�ort, represented by a utility function ui. i chooses their

level of e�ort ei ∈ R+ to maximize ui. ui depends on i's chosen level of e�ort, some of

their observable and private characteristics, and some characteristics of their workplace. 20 In

particular, this utility function ui is a sum of a private utility upi, which does not account for

peers' externalities, and a social utility usi. It is then de�ned as:

ui(ei, e−i) = (fg + xiυ + ηi) ei −
e2
i

2︸ ︷︷ ︸
upi(ei)

+
1

1
eiWixτ + βeiWie︸ ︷︷ ︸

usi(ei,e−i)

(1.2)

e−i = (e1, ..., ei−1, ei+1, ..., en) represents the levels of e�ort chosen by workers other than

i, and Wi is the ith line of the n × n matrix W composed of all weights wij (strengths of

interaction). 21 We can easily verify that the utility function ui() is continuous and strictly

concave in ei. In equation (1.2), fg is the same for each individual in a same HF (or group) g

but can vary from one group to another. 22 It represents the marginal utility of e�ort resulting

from the characteristics of the health facility g. 23 xi is a k−vector of some k observable

characteristics of individual i, while ηi represents unobservable characteristics. Both xi and

ηi in�uence individual i's utility. At this stage we do not make any i.i.d. or constant variance

assumption on the ηis. Further in this work, we will give more details on this decision. The

form e2i
2 represents the cost that individual i bears when they make e�ort ei (disutility of

e�ort). In the absence of any peer, increasing e�ort is rewarding for the worker as long as it

does not exceed a certain level Ēg0i. 24

19. The characteristics X may include, for instance, their education, experience, titles or responsibilities
in the HF, hours worked, any information related to their remuneration, or how much they feel recogni-
tion/consideration from their employer and peers. η on the other hand may represent private characteristics
which in�uence their chosen level of e�ort, but are known by themselves only. Here, we consider η as a vector
which aggregates all private characteristics of the worker which in�uence their marginal utility of e�ort.
20. In equation 1.1 above, the labor is not totally independent of the technology and material present in the

HF. In fact, if we consider that the service produced is the quality of care, its interdependence with the job
environment and available technology is an underlying hypothesis.
21. Recall that wii = 0 and wij = 0 if individual j is not in the same group as individual i, so thatWie and

Wix give respectively a weighted average level of e�ort and a k×1 vector of (weighted) average characteristics
of individual i's peers only.
22. fg accounts for the characteristics of the health facility that a�ect everyone in the HF the same. It could

be for instance its capital Kg or the type of HF (dispensary, maternity, private clinic, confessional hospital,
hospital, etc.).
23. Thus, a health facility with higher standards in infrastructure or material endowments (higher fg) could

induce a higher motivation for its MCH workers. That could lead to an increase of the utility of such workers,
in comparison with workers with the exact same individual characteristics in other less endowed HF.
24. As we consider the partial derivative

∂upi

∂ei
, and given fg, ν, xi, and ηi, we derive Ēg0i = fg + xiν + ηi
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As for the social component usi of the utility, it is a sum of social components related to each

peer in their HF (which can be seen as externalities). Let usi,j denote the social utility that

individual i gains from interacting with their peer j. Then, we have:

usi(ei, e−i) =

ng∑
j=1
j 6=i

usi,j(ei, ej) (1.3)

If i interacts with j, then they could receive up to ūsi,j(ei, ej) = eixjτ+βeiej . The component

ūsi,j(ei, ej) is composed of an exogenous component (the individual characteristics of peer j,

xj) and an endogenous component (accounting for the e�ect that the chosen level of e�ort of

j has on i's own level of e�ort). To account for some variability in the strength of interaction

between peers coming from their frequency of interactions with peers at work, we a�ect a

weight wij to each peer's social component. 25 Consequently, it is given by:

usi,j(ei, ej) = wijei (xjτ + βej) (1.4)

Through the weight wij , equation (1.4) ensures that peers with whom an individual interacts

more also have a bigger impact on their marginal social utility of e�ort. It also guarantees

that, when interactions are stronger, workers are more sensitive to their peers individual

characteristics or level of e�ort. In particular, equation (1.4) captures the fact that, although

a worker may interact with peers who have the same individual characteristics and e�ort levels,

these peers can impact them di�erently, depending on the strength of their interactions with

them.

The optimal level of e�ort e∗i exerted by each MCH worker i at equilibrium is obtained by

resolving the following optimization problem for each MCH worker:

max
ei

ui(ei, e−i) (1.5)

Proposition 1.1. Within any health facility g, given |β| < 1

‖W‖
, a Nash equilibrium for

problem (1.5) exists and the best response function of e�ort of a MCH worker i, is uniquely

25. Note that without introducing the weight wij , the marginal utility of e�ort that i receives from interacting
with each peer is the same for peers with identical characteristics. However, we need to make a distinction
between the magnitude of the peer e�ect when i spends more time with a colleague versus when they spend
less time with another one. Yet, given β constant, we can only account for such a distinction by considering
various weights wij . We, as econometricians, do not observe the real frequency of interactions among peers.
Therefore, we use a measure of strength based on workers' probabilities of interactions with peers as mentioned
later in equation (1.13). This gives an expectation of the strengths of interactions used to de�ne an expected
social interaction matrix.
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given by:

e∗i = fg + βWie
∗ + xiυ +Wixτ + ηi (1.6)

The vector of e�ort level at Nash equilibrium is thus given by e∗ = (e∗1, ..., e
∗
n).

Proof. See appendix A.1.

Remark 1.1. We notice that ∂2ui
∂ej∂ei

= βwij takes the sign of β, which is the endogenous peer

e�ect coe�cient. Consequently, if β > 0 levels of e�ort of i and j are complements; otherwise

if β < 0 they are substitutes.

Worker's Resulting Quality

Given the equilibrium choice of e�ort e∗i each worker i makes, their associated quality of

healthcare observed by the employer and their peers is q∗i = qi(e
∗
i , ai). For convenience, we

propose the linear production function below, much easier to handle:

qi(ei, ai) = νei + ψai, ψ, ν > 0 (1.7)

This is the simplest possible form of qi(). It also ensures constant returns to scale. In addition,

it allows us to make easier interpretations while discussing the mechanisms in section 1.7. 26

1.5.2 A Proxy for E�ort

The e�ort exerted by an MCH worker is not directly measurable. Therefore, we use instead an

indicator of workers' skills and clinical knowledge as a proxy for e�ort, and denoted yi. This

proxy variable, yi, is derived from a score obtained by MCH workers during a test of skills and

knowledge in maternal and child care. 27 yi equals the natural logarithm of the proportion of

right response options mentioned by the MCH worker on the test. 28 Then, we consider:

yi = νe∗i + ψai + µi (1.8)

26. The results obtained in the empirical section do not change whatever the form of qi(). In fact, one
can choose for instance a Cobb-Douglas form qi(ei, ai) = aψi e

ν
i or any other form of production function to

respect assumption 1.1(iii). However, in that case, one must be careful while interpreting the main parameters
in equation (1.6), in relation with the quality of healthcare. Also, note that equation (1.7) can be seen as a
log-linearized form of aψi e

ν
i when ai, ei > 0.

27. As it is the case for any approximated measure, we acknowledge the potential existence of a measurement
error issue often due to the use of a proxy variable. Although this potential existence of measurement error in
the dependant variable mainly a�ects the standard errors, their existence in the explanatory variables usually
induce more severe issues in regressions such as attenuation bias for instance. However, using IV methods with
good independent instruments uncorrelated with the error terms often mitigate the problem.
28. We give the intuition and details about the computation of the proxy variable yi and additional details

on the raw test score used in its computation, and henceforth noted MCHWscorei, the empirical measure of
yi and its interpretation in the section 1.7.1.
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where µi is a random term assumed to be i.i.d. with zero mean, within each group, and

variance σ2
µ.

29 In this equation, ν and ψ are assumed to be positive because, all else being

equal, an increase in the level of e�ort, or in the ability of individual i are likely to have a

positive e�ect on their real skills and knowledge. Note that ability is not directly measurable

either. However, we assume that it will be accounted for through individual characteristics,

such as the level of education, or the position in the HF (doctor, midwife, nurse or nursing

auxiliary). In fact, we expect that the di�erences in position of MCH workers within an

HF also capture a part of the di�erences in their ability. Speci�cally, a doctor or a midwife

is expected, on average, to show higher ability than a simple nurse or a nursing auxiliary.

Similarly, we expected on average that a nurse has higher ability than a nursing auxiliary.

We use equation (1.8) for each individual j 6= i in the same group as i, and we assume that

each parameter or variable, but e∗i , is known for all i. Consequently, provided ν 6= 0, we

deduce that each e∗j should respect the mathematical form:

e∗j =
1

ν
yj −

ψ

ν
aj −

1

ν
µi (1.9)

We cannot have ν = 0 because it would otherwise mean that there is no relationship whatsoever

between yi and e∗i , which contradicts the main idea that yi is used as proxy for e∗i . In principle,

if we interpret ν as the correlation between the two, it should take a value closer to 1. 30

As we replace equation (1.9) in (1.6), we obtain another analytical form of e∗i which depends

on yjs instead of unobservable e∗j s.

e∗i = fg +
β

ν
Wiy+ xiυ +Wxτ − βψ

ν
Wia−

β

ν
Wiµ+ ηi (1.10)

Then, we replace (1.10) in equation (1.8), and we obtain the following:

yi = νfg + βWiy+ xiυν + ψai +Wixτν − βψWia− βWiµ+ µi + ηiν (1.11)

As we rewrite x̃ = (x,a), the �nal form of the model which can be empirically estimated is

then:

yi = αg + βWiy+ x̃γ +Wix̃δ + εi (1.12)

29. The proxy yi as de�ned here is clearly a measure of workers' quality. Then, replacing equation (1.7) in
(1.8), we obtain yi = q∗i + µi.
30. Although ν is not really a correlation coe�cient in the present case, it can tell us about the correlation

between yi and e∗i depending on whether it is close to 0 or 1. However, it must not be near 0 in this case.
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where αg = νfg, γ = (υ′ν, ψ)′, δ = (τ ′ν,−βψ)′ and εi = µi + ηiν − βWiµ.

ε captures unobservable correlated e�ects between individuals and their peers of the same

group.

1.5.3 Setup of the interaction matrix

Let N = {1, .., n} a set of n MCH workers, and A = (aij) an n × n adjacency matrix

which indicates the presence or absence of interactions between workers across all HFs. Each

component aij of A takes value 1 if individuals i and j (i 6= j) are in the same group (HF)

and 0 otherwise. Hence, A is block diagonal and symmetric. More speci�cally, we take all

diagonal elements as null (aii = 0), meaning that an individual is not considered to interact

with (or in�uence) themselves. In reality, peers assigned to a same HF may never interact in

the case their working schedules do not overlap. And even if they do overlap, the intensity of

their interactions may vary according to these schedules. Let T designate the matrix whose

components tij are random variables taking value 1 if i and j (i 6= j) interact at least once a

week and 0 otherwise. 31 T is the real adjacency matrix among all workers and may be distinct

from A. Then, the social interaction matrix to use should be T̃ such that t̃ij = 0 i� tij = 0,

and t̃ij(6= 0) gives the strength of interactions needed in equation (1.4). However, given that

we neither observe T nor T̃, but A and some other variables giving information on workers

schedules, we present next the matrix of expected interactions E(T) used to approximate T̃. 32

A matrix of expected interactions

In the data, we only observe information about their average daily working hours and the

number of days worked during a week. This information allows us to computeW = E(T). By

de�nition, E(tij) = P(tij = 1). 33 To determine W = (wij), consider the following two events:

T 1
ij : i and j work together (interact) at the same moment in a day;

T 2
ij : i and j work the same day at least once a week

Then, we posit P(tij = 1) = P(T 1
ij ∩ T 2

ij), and using Kolmogorov de�nition of conditional

probability, we have:

P(tij = 1) = P(T 1
ij |T 2

ij)P(T 2
ij)

To simplify the notations, we further denote P(T 2
ij) = pij . Its detailed formula is given later

in equation (1.14). Conditional on working the same day at least once a week, we compute

the probability of two peers interacting at the same moment as the ratio
hij∑
k hik

.

hij is the duration of interaction between i and j during a given day. Then, wij is computable

31. T is a re�nement of A, such that tii = 0 as well.
32. E represents the symbol for the mathematical expectation.
33. E(tij) = 1× P(tij = 1) + 0× P(tij = 0), where P represents the symbol for statistical probability.
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such that:

wij = pij
hij∑
k hik

(1.13)

Consequently, wij ∈ [0, 1] for all couple (i, j) of individuals and, in general,
∑

j wij 6= 1 and

wij 6= wji. 34 Hence, W is not row-normalized, and not necessarily symmetric. 35 Overall,

de�ned as in equation (1.13), wij is the expected average strength of interactions between i

and j we use in equation (1.4).

hij∑
k hik

also quanti�es the average daily strength of interactions between two co-workers i and

j (provided that they work on the same day). This fraction gives the ratio of the time spent

between two co-workers comparatively to the sum of time spent with all co-workers of the

same HF. Therefore, it implicitly allows us to make a clear distinction between the strength

of interactions between two individuals interacting in a small HF, and those interacting in a

larger one. This is straightforward. For instance, consider that a few individuals, let's say

�ve, interact during a same given period within their HF, versus many more individuals (say

a hundred) interacting during the same period in another HF. Then, those in the small group

are likely to have a greater in�uence on each other, than those in the bigger group.

In most of the empirical studies in the networks and social interaction literature, authors usu-

ally construct a binary (adjacency) matrix whose intuition is similar to that of the contiguity

matrix used in the spatial econometric literature. The binary matrix is then row-normalized,

to obtain a matrix which accounts for average peer weights within the network. 36 The usual

measure of peer in�uence taken in these studies, uses the degree of each node i (degi); which

is simply the number of peers an individual interacts with in the network. Explicitly, for

each line i of the adjacency matrix, each positive value is replaced by the fraction 1
degi

(av-

erage peer weight). This in turn results in a social interaction matrix with identical values

within a same group. While estimating peer e�ects in such models, the value obtained for

the coe�cient measuring peer e�ects, which is an average endogenous e�ect, does not help

distinguish the real individual e�ect of each peer. In contrast with models using same peer

weights and measuring average peer e�ects, other studies advocate for considering that each

peer usually does not have the same in�uence over individuals; which can help in improving

34. Note that wij = 0 i� i and j are not in the same HF. Otherwise, even if they work only once a week,
the probability of them interacting at least once a week is always greater than 0. Additionally, given that
for any set of k co-workers {j1, j2, ..., jk} from any HF, events {tij1 = 1} , {tij2 = 1} , ..., {tijk = 1} are not
independent, we cannot always have

∑
j P(tij = 1) = 1.

35. In fact, W is symmetric i�
∑
k hik =

∑
k hjk ∀ i, j; which is not always the case. These quantities are

the same i� i and j have the same total duration of interactions across peers. A trivial case is when both
workers serve 24 hours, 7 days a week. Which means they live together in the HF. However, it is not the case
generally across HFs.
36. See for instance, Davezies et al. (2006), Lee (2007),Bramoullé et al. (2009), and Boucher et al. (2014).
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the information on the real e�ect of each peer. Several methods are used in the literature to

di�erentiate peer e�ects within a network. For instance, Calvo-Armengol et al. (2009), use

the Katz-Bonacich centrality to account for the di�erences in peer in�uence. 37 They interpret

these di�erences as the strength of the friendship or ties between individuals. 38 On the other

hand, Patacchini et al. (2017) and Dieye and Fortin (2017) propose some speci�cations of

heterogeneous peer e�ects which account for possible dissimilarities within groups, based on

speci�c characteristics. 39

Simply put, an interaction matrix W with distinct weights among peers, is more intuitive,

given that individuals usually do not attribute an identical value to the actions of each of their

peers. Besides, even in group settings, symmetry is a very strong assumption. In general, indi-

viduals in a group do not necessarily reciprocate the same subjective value to one another. In

like manner, our model is founded on the claim that the relative time spent with a co-worker,

which is the time spent with that co-worker at work over the total time of interactions with

all co-workers from the same HF, is appropriate to quantify this subjective value. Essentially,

our model relies on the following assumptions.

Assumption 1.2. Heterogeneous peer weights:

(i) Ceteris paribus, people who spend more time together are more likely to in�uence each

other than people who spend less time together. 40

(ii) Ceteris paribus, the more co-workers individuals share time with simultaneously in an

HF, the less these co-workers in�uence them individually. 41

Computed Probability of Interactions pij

We compute the probability pij by using some basic notions in enumeration. We observe the

number of days worked per week and the hours worked during a typical working day. 42

37. In our paper, as opposite to Calvo-Armengol et al. (2009), individuals interact in groups. Consequently,
the Bonacich centrality is basically the same for every individual within the same group, but it could vary
from one group to another depending on the size of the groups.
38. Distant friends often have less in�uence on their peers than closer friends do.
39. Patacchini et al. (2017) propose a model accounting for heterogeneous peer e�ects, with respect to

individuals' education attainments. Dieye and Fortin (2017) on the other hand, explore gender-related hetero-
geneous peer e�ects in obesity.
40. This assumption is supported by Patacchini et al. (2017) who �nd in their study that, to a certain extent,

peers tend to be more in�uential, when their friendship last longer (more than a year).
41. This assumption is mainly supported by most of the studies on peer e�ects until now. In fact, when some

authors use 1
degi

as peer weight in their studies, they are implicitly making this assumption. We capture this,

by taking the denominator part
∑
j hij . We use the form

hij∑
j hij

instead of just using the ratio 1
ng−1

(where

ng is the number of co-workers an individual of an HF g has), to account for the heterogeneity in starting and
�nishing hours among peers at work, as observed in the data.
42. The days worked by individuals in a week (Monday, Tuesday, etc.) are not observed in the data.
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Consider two individuals i and j who work in the same HF for di and dj days respectively.

During a given week, they have at most min(di, dj) possibilities to work a same day of the

week. We calculate the probability that their schedules overlap at least once (pij) in a given

7-days working week. Then, the general form of this probability is given by:

pij =

∑min(di,dj)
k=1 Ckmax(di,dj)

C
min(di,dj)−k
7−max(di,dj)

C
min(di,dj)
7

(1.14)

Note that it is also possible to use other speci�cations to capture the strength of interactions

among peers. For instance, pij could be the probabilities of interactions between i and j at

least twice, three days, four, �ve, six or seven days during a week.

1.5.4 More on the Model

We consider a series of G health facilities. Each HF represents a group of MCH workers. For

each group g ∈ {G1, , GG} we have a set of ng individuals (MCH workers) interacting . We

consider a set of L observable characteristics (e.g. ,number of children, level of education,

experience in the domain of maternal and child care, etc.); and for each individual i of group

g, their individual characteristics are noted xgil, l = 1, ..., L. Each of these characteristics

in�uences the preference of the individual to increase or decrease their level of e�ort, and

consequently to acquire more knowledge or less. We assume that all individuals have the

similar utility ui speci�ed in equation (1.2). W still denotes the MCH workers weighted

interaction matrix and wij its elements. W is a block diagonal matrix (not symmetric) de�ned

as diag (WG1 ,WG2 , ...,WGG) where each Wg is an ng × ng matrix. The components of W

are de�ned as in equation (1.13) as following:

wij =


pij

hij∑ng
j=1 hij

if i, j ∈ g

0 if j = i or i ∈ g and j /∈ g

Let ygi be the skills and knowledge score of an MCH worker i of group g and xgi their 1 × l
vector of exogenous characteristics. Xng denotes the ng× l matrix of exogenous characteristics

of all MCH workers in group g. The structural form of our model can be rewritten as follows:

ygi = αg + β
∑
j∈g

wijygj + xgiγ +
∑
j∈g

wijxgjδ + εgi (1.15)

As detailed later in section 1.7.1 in this paper, ygi = log(MCHWscoregi) and βwij measures

21



the actual endogenous peer e�ect from i's peer j. It can also be interpreted as an elasticity. 43

Here, β cannot strictly be interpreted as an average peer e�ect because of the variability of

the weights wij .

Handling unobserved peers

Our data is composed of small samples of at most �ve MCH workers in each group. In reality,

the links in a group (or HF) should resemble the following �gure 1.1. The �gure shows an

example of HF composed of �ve MCH workers among which only three are observed in the

sample. The nodes 1, 2, and 3 represent the observed individuals, while the unobserved ones

are 4 and 5. As we can see, many real links are not observed in the data. This means that the

outcomes observed for individuals 1, 2 and 3 also re�ect the e�ects of their unobserved peers

4 and 5. Thus, to make sure that our estimates only re�ect the e�ects of the observed peers,

a correction method should be implemented.

1

2

34

5

Figure 1.1 � Observed versus unobserved links in an HF

We use a correction method inspired by the one in Boucher et al. (2014) account for unob-

served individuals. Their method requires that we know the real numbers ng of MCH workers

(observed and unobserved combined) in each group g. Let n′g be the number of observed

MCH workers in the sub-sample of the gth group and g′ the set of observed links in the gth

group. We denote g” = g \ g′ the set of unobserved links of the group g. For simplicity in the

computations, we make the following assumption:

Assumption 1.3. For each individual i their peers represented in the sample are a good

representation of all peers in the HF population such that:

The ratio of the sum of interaction hours with peers from the sample
(∑n′g

j=1 hij

)
over

the sum of interaction hours with peers from the whole population in the HF
(∑ng

j=1 hij

)
43. βwij =

∂ygi
∂ygj

=
∂MCHWscoregi/MCHWscoregi
∂MCHWscoregj/MCHWscoregj

=
∂q∗gi/q

∗
gi

∂q∗gj/q
∗
gj
, with q∗gi = aψgie

∗ν
gi . βwij measures the sensibility

of the healthcare quality q∗gi provided by a worker i from group g to a 1% variation of a peer j's quality q∗gj .
All the coe�cients wijδl can also be interpreted as the percentage point variation in q∗gi due to a variation of
1 unit of the variable (individual or contextual).
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is equal to the ratio of the number of observed peers over the real number of peers in

the HF. This is equivalent to: ∑n′g
j=1 hij∑ng
j=1 hij

=
n′g − 1

ng − 1

Consequently, if we write w′ij = pij
hij∑n′g
j=1 hij

, then we have wij =
n′g−1

ng−1w
′
ij and the sampling-

correction model gives:

ygi = α̃g + β
n′g − 1

ng − 1

∑
j∈W ′g

w′ijygj + xgiγ +
n′g − 1

ng − 1

∑
j∈W ′g

w′ijxgjδ + εgi (1.16)

where α̃g = αg + β
n′g−1

ng−1

∑ng
j=n′g+1w

′
ijygj +

n′g−1

ng−1

∑ng
j=n′g+1w

′
ijxgjδ. α̃g is the total group �xed

e�ect that accounts for all unobserved individuals 'in�uence on all individuals observed in

their group. The model (1.16) is the �nal model we estimate in this study.

1.5.5 Estimation Method

The form of the equation 1.12 reminds us of the common spatial autoregressive (SAR) model

frequently used in spatial econometrics. Spatial models like the SAR model are widely used

among social interactions and network economists, and several papers like Bramoullé et al.

(2009), Davezies et al. (2006) address issues of identi�cation in these types of models.

Peer e�ects in the literature: some econometric issues

Several issues hinder the identi�cation of social interactions e�ects (endogenous and exoge-

nous) 44. The problem of identi�cation which has once been one of the main issues in the

studies on peer e�ects, spatial correlation and other simultaneous equations type models has

already been well solved in the literature. Although previous studies assess the existence of

social e�ects, they also �nd it very challenging to separate the e�ects resulting from peers' out-

come (endogenous or peer e�ects) from those resulting from peers' exogenous characteristics

(exogenous e�ects). 45 Manski (1993a) is one of the �rsts to address the subject of identi�cation

of endogenous from exogenous e�ects. He uses a linear model where he considers the indi-

vidual outcome/characteristics when assessing his/her group's mean outcomes/characteristics.

Mo�t (2001) in his model instead ignores the individual outcome/characteristics in his/her

group's mean outcome/characteristics. Furthermore, he assumes a case of groups with equal

44. See Manski (1993a) for an introductory literature on endogenous, exogenous and correlated e�ects.
45. For instance, Manski (1993a) used a linear model and could identify social e�ects (endogenous + exoge-

nous) but not separately. Mo�t (2001) used a simultaneous linear equations model with groups of same sizes
and was unable to identify endogenous and exogenous e�ects either.
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sizes. 46 They both �nd that identi�cation is impossible in these cases. They identify the re-

�ection problem 47 (Manski, 1993a) to contribute in the di�culty of identi�cation. Lee (2007)

also addresses the re�ection problem and tries to �nd a solution for identi�cation. He uses a

Spatial Autoregressive (SAR) model where the spatial weight matrix has a zero diagonal to

count for group interactions. 48 He demonstrates that identi�cation of the interaction e�ects is

possible when there is a su�cient variation in the size of the groups speci�ed in the model. 49

However, he speci�es that large group sizes may induce weak identi�cation. Additionally, by

using a similar model 50 as in Lee (2007), Davezies et al. (2006) show that the presence of at

least three di�erent group sizes can help identi�cation. Boucher et al. (2014) suggest another

way to handle the re�ection problem without using group size variations. They use at least

one contextual variable they �rst excluded from their model as an instrument and �nd robust

results. For estimation purpose, we adapt our sample to conform ourselves to what is done in

Davezies et al. (2006) and Lee (2007). We use at least three size variation and we work with

groups of sample size equal or greater than three. 51

Another problem highlighted in the literature assessing social interaction e�ects is the problem

of correlated unobservables. Correlated unobservables can occur when one or many variables

are correlated with observed regressors and may in�uence observed outcomes that are absent

in the data (Manski (1993a); Mo�t (2001); Lee (2007)). However, the results on identi�cation

in Lee (2007) mentioned above still hold in the presence of such an issue. For this to happen,

correlated unobservables are considered in the group �xed e�ects. Bramoullé et al. (2009)

also consider them as a network �xed e�ect or either assume their absence for simpli�cation.

They demonstrate a clearly stated proposition for identifying social e�ects from correlated

e�ects for di�erent network structures using a linear-in-means model. As for group structure

(transitive networks with undirected links), they show that the presence of at least two group

sizes and a precise condition on the coe�cients of the model guaranties identi�cation of social

e�ects. We also use some of these results by specifying group �xed e�ects in the model. 52

46. Mo�t (2001) considers G groups of Ng individuals each in his model. For further details on the model,
see Mo�t (2001)
47. The re�ection problem Manski (1993a) is also known as simultaneity problem (see Mo�t (2001)).
48. The use of a zero diagonal matrix means that in opposition to Manski's linear model (linear-in-

expectations), the individual outcome or characteristics are not considered in the mean outcome or mean
characteristics of his/her group.
49. There must be no overlapping of the groups. It means that every individual in a group interacts with

the members of his group only.
50. They use a linear-in-means model which is almost the same as a SAR model where the weight matrix is

no more a spatial weight matrix, but rather an interaction matrix with a zero diagonal.
51. See the section on the empirical model for more developments on the model we use.
52. See the section on the methodology.
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The method

Due to the violation of the exogeneity of the regressors, an Ordinary Least Squares estimation

may not be the best choice. Indeed, the endogeneity of the ygjs in the model (1.12) would

render OLS estimates inconsistent. As a result, we need to use another method that will give

convergent and consistent estimates of the model.

The fact that we also have a very high number of groups in our data could also drive a problem

of incidental parameters (as mentioned by Neyman and Scott (1948)) in our model because of

the group-�xed e�ects αg. Thus, to avoid this incidental parameters problem we have to get

rid of the �xed e�ects before estimating the model (1.16). Equation (1.16) has the following

matrix formulation within each group g, ∀g = 1, ..., G: Yng = β0WngYng+Zngλ+lngαg+εng

where Zng = (Xng,WngXng), λ = (γ ′, δ′)′, εng = ηngν, and lng is the unit vector of size

ng × 1. To get rid of the group-�xed e�ects, we use a within equation in which we subtract

the group mean outcome equation from the outcome equation (1.16). The projection matrix

Jng = Ing − 1
ng
lng l

′
ng multiplied to the group vector Yng of scores gives the derivation of Yng

from its group mean Ȳg. We have Jnglngαg = αg(Ing − 1
ng
lng l

′
ng)lng = 0ng . Then, the model

in di�erence is:

JngYng = β0JngWngYng + JngZngλ+ Jngεng (1.17)

This model can be consistently estimated using a generalized instrumental variable method.

Generalized IV method

We use the generalized IV method by Kelejian and Prucha (1998) (henceforth noted GIV) also

used by Bramoullé et al. (2009) to estimate peers endogenous and contextual e�ects. 53 We

verify that the hypothesis of independence between I,W,W2 andW3 for the identi�cation of

the coe�cients suggested by Bramoullé et al. (2009) is ful�lled. Therefore, following Bramoullé

et al. (2009) we can use the matrices (JWX, JW2X, etc.) as valid instruments for JWY in

the �rst step of the instrumental variable strategy. We complete the method in two steps. In

the �rst step ,we estimate a 2SLS of equation 1.17 using the matrix of (JX,JWX, JW2X)

as instruments for the initial model with the endogenous component JWY. Let ω = (β,λ′)′

and ω̂1 = (β̂1, λ̂
′
1)′ the estimates of the coe�cients from the �rst step. We then use in the

second step (ĴWY,JX,JWX) as instruments, with ĴWY = JW(I − β̂1 W)−1(Zλ̂1 + ε).

The model estimated in the second step is thus just identi�ed.

53. Caeyers and Fafchamps (2016), show that the estimation strategy used by Bramoullé et al. (2009) does
not su�er from exclusion bias.
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1.6 Data

We use data from 386 health workers performing maternal and neonatal healthcare in Benin, a

country in sub-Saharan Africa. These data are provided by the World Bank and were collected

from 2010 to 2011 from 128 health districts. 54 The data are composed of sixteen sub-datasets

related to each health facility administration, �nance, clinical information, patients and sta�.

The current data we use are made from a merging process of two of these sixteen sub-datasets.

The �rst sub-dataset is composed of 386 MCH workers, and is the principal dataset we use

to de�ne a measure of the knowledge of protocol in maternal and neonatal care of targeted

health workers. Each MCH worker in the dataset gave their responses to a special questionnaire

asking questions about what to do when facing patients in diverse clinical situations (all related

to pregnancy or birth protocol). 55 One signi�cant advantage with the use of these data for

the study is that it gives us a unique and uniform measure for the assessment of the proxy of

productivity we denoted above as yi for all MCH workers.

The second sub-dataset addresses more general information on each health worker. All individ-

ual characteristics like age, marital status, level of education, experience, number of children,

and unpaid salary are found in that dataset. 56 However, the second dataset gives information

for other workers who do not necessarily provide maternal care, and thus are not listed in

the �rst dataset. This second dataset gives information on only 493 MCH workers from the

�rst dataset (before groups deletion). Consequently, approximately 12% of the information

needed is missing in this second dataset. Before restricting the data to health facilities with

more than two workers represented in the sample, the sample sizes for each health facility

varied from 1 to 5. Most of the sample then was composed of HFs' samples of size 2 (23.57%)

or size 3 (66.96%). Additionally, most of the missing information (86.57%) concerns HFs of

sample size 3 which is substantial considering that our empirical model can be executed only

for HFs of at least size 3. However, we used a simple method of imputation to recover rational

information on the explanatory variables with missing values. Descriptive statistics on the

initial data, the data we use and some dependent variables used in our model are shown in

tables A.2 and A.3 in appendix A.2. Figures A.3a to A.3d also show some statistics about

some of the variables used as individual characteristics in the model, and di�erences between

the initial data and the imputed data.

54. The data are baseline data from a panel sketch to be collected by the World Bank. The database initially
contained information on 560 MCH workers from 250 health facilities. However, due to identi�cation issues,
we had to restrain the data to the groups with more than two workers represented in the sample.
55. See Table A.1 in Appendix to have a better understanding of the content of the test.
56. We would have preferred to use data on income. However, because people are usually reluctant to

give their income, we cannot use this variable. This is due to the multiple missing values in the dataset.
Consequently, the next most valuable information on individuals' income we can use is whether they had
unpaid salaries and bonuses.
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Method for Imputing Missing Data

We use a simple method of job position mean imputation. By job position, we mean that

we had to do the imputations with regard to the work category or position of the MCH

worker. We have four main categories or positions in the data: doctors, midwives, nurses and

nursing auxiliaries. We make the imputations that way because the values of the individual

characteristics variables we chose in the empirical work depend (for the most part) on the

position or level of education of individuals. There is no missing information on the position

occupied by the health workers in the data. We display in the Appendix A.2 �gures A.3a

to A.3d comparing the empirical density of some imputed variables before and after the job-

position imputations. To show that the job-position mean imputation gives a distribution

closer to the original one in comparison to a simple mean imputation (or mode imputation for

job position variables) we add a third empirical density or histogram to the graphs.

For the correction method for unobserved individuals in the sample described in section 1.5.4,

we need information on the real population of MCH workers in each health facility from which

each sample is drawn. However, since data on the population of MCH workers is not clearly

given in the data, we use some administrative information on each HF and a deductive ap-

proach to approximate it. 57

1.7 Empirical Developments and Results

1.7.1 Outcome of Interest: a Proxy for the Level of E�ort

We construct our proxy to the unobservable level of e�ort in two steps.

In the �rst step, we compute a proportion score of skills and knowledge for each MCH worker

based on their responses to the �rst set of twenty-one questions included in the test ques-

tionnaire. 58 All these questions test their general knowledge on maternal and neonatal care.

This score named MCHWscore is simply a raw percentage score of correct answers over all

possible modalities of responses. Since each question has multiple responses, we compute the

57. In a given health facility, we know the population of health workers for several categories. Speci�cally, we
have information on the population of doctors, midwives, nurses and nursing auxiliaries that may be involved in
maternal care. Also, we know the populations of administrative sta�, doctors involved in general or specialized
medicine, engineers in biomedical analysis and imaging, and so on. We then use this information to make
approximations on the real populations of only MCH workers in each targeted HF.
58. The whole questionnaire can be sectioned in two parts. The �rst asks general questions on ANC, birth

attendance, C-section and neonatal care while the second focuses only on speci�c neonatal care for some MCH
worker who received special training on resuscitation of the newborn. To be able to compare MCH workers
within themselves, we need to build a more homogeneous instrument of measure and hence we ignore the
second part of the questionnaire and focus only on its �rst one. In table A.1 in appendix A.2, there is a recap
of topics and questions types addressed in the questionnaire.
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percentage of modalities correctly mentioned by the MCH worker (spontaneously or not) over

all the questions. 59 Some empirical studies in which authors build indexes use some more

elaborated methods such as multiple components analysis (MCA) or principal component

analysis (PCA). This usually helps them to give di�erent weights to each variable or modality.

However, although it seems that it could have improved our MCHWscore to account for the

real weights maternal and child health specialists attribute to the response to one question

versus another, we still limited ourselves to a non-weighted average of good responses instead.

A simple reason for this choice is that whatever the potential composite index obtained using

MCA or PCA would have been, it would have added an additional and unnecessary issue

about the clinical validity of those weighting coe�cients. Yet, we can always defend that some

MCH worker who on average gives more good responses and details than another one is more

likely to master their knowledge in maternal and child care.

The general statistics on the sample of MCH workers give an MCHWscore in the range of

13.3/100 to 83.2/100. The highest score is held by a midwife while the lowest one is held by a

nursing auxiliary. 60 Furthermore, when we consider the whole data, we display the box plot

in the following �gure1.2.

Figure 1.2 � Box plot of MCHWscore by HW position

59. For each modality of response, the data speci�es if the interviewee gave the response spontaneously or
if they had to take a few supplementary minutes to think of the response. However, in this work we only need
to know if the MCH worker knows what to do or not. Nevertheless, we acknowledge that it would have been
better to make an additional distinction between a worker who can spontaneously give a good response and
another one who takes a lot of time to think of the response. In fact, if those two where to face a parturient
with complications, the �rst could save the mother and her baby's lives; while the second, because they lack
of spontaneity, could result in more complications or worse, death of the baby or the mother.
60. We were not surprised that the highest score in the sample is not held by a doctor. In fact, because

there are only 5 doctors in the data versus 196 midwives, it is understandable. Additionally, most of the
questions asked in the questionnaire addressed basic knowledge on maternal and child care including notions
on cleanliness in maternal and child care. Also, in reality doctors do not take basic actions like preparing
decontamination solution for instance. In most of the cases, they delegate those basic actions to midwives,
nurses or nursing auxiliaries. Thus, this explains well why a midwife could have a better score than doctors in
this small sample.
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This simple plot shows that on average, the MCHWscores of nursing auxiliaries are lower than

the MCHWscores of the nurses, and the latter are also lower than the MCHWscores of midwives

and doctors. Yet, testing for signi�cance in these di�erences using an ANOVA and a Kruskal

and Wallis test, we �nd that there is no signi�cant di�erence between doctors and midwives. 61

However, the di�erence in these scores are still signi�cantly di�erent between them and all the

other groups (for instance the di�erences between doctors and nurses, midwives and nurses,

midwives and nursing auxiliaries, etc.).

The descriptive results on the MCHWscore are somewhat consistent with what has been found

in the literature. In fact, the relative safety of midwives in birth attendance over doctors has

already been documented (Rifkin, 1997) suggesting that midwives are at least as good as

obstetricians concerning birth attendance matters. 62

The second step in the construction of the proxy variable for the level of e�ort is to de�ne

it as a concave function of the MCHWscore above. We choose this concave function to be

the natural logarithm (yi = log(MCHWscorei)). The use of the log function instead of any

other concave function (as x
1
n , n ≥ 1 for instance) will also help us in the interpretation of the

coe�cients of the model 1.12.

An intuition behind the use of a concave function of the MCHWscore is given as following.

Let M , mh and ml designate respectively the total number of modalities to be mentioned in

the whole test and the number of modalities mentioned by two distinct individuals ih and

il. Let's assume that ih has mentioned a higher number of modalities than il. Clearly, this

means that M > mh > ml, MCHWscoreh > MCHWscorel and yh > yl. Now, let ∆m > 0

designate a marginal increase in the number of modalities mentioned by both ih and il. Taking

yi = log(MCHWscorei) = log(mi ∗ 100/M) means that we attribute a decreasing value to

the impact of ∆m on the �nal score yi. Indeed, we have ∂log(mh∗100/M)
∂m = ∆m

mh
< ∆m

ml
=

∂log(ml∗100/M)
∂m .

Let's assume for instance that, as in �gure A.1 below, two individuals ih and i′h mentioned

104 and 104+∆m modalities respectively (which gives respectivelyMCHWscoreih ' 60 and

MCHWscorei′h ' 60 + ∆m×100
M ). We chose ∆m = 17 so that ∆m×100

M ' 10. Let's also assume

that two other individuals il and i′l mentioned only 35 (MCHWscoreil ' 20) and 35 + ∆m

modalities respectively. Then, as shown in �gure A.1, there is a greater perceived di�erence

in the values of the proxy y between il and i′l than there is between ih and i′h. For MCH

workers with lower knowledge a mention of any additional modality shows more knowledge

61. We compute the (Kruskal and Wallis) rank sum test in addition to the ANOVA test to strengthen our
interpretation because looking at �gure A.2, some may agree or not to the hypothesis of normality of the
MCHWscore. The p-values of Kruskal and Wallis test are available in Table A.4.
62. In her article, Rifkin (1997) states that because child birth is inherently dangerous, obstetricians were

more able to injure mothers and their children than midwives. She also cited a study of 1986 which showed
that perinatal mortality rates were higher for doctors than for midwives.
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(in real value) than it does for MCH workers with higher knowledge. The questionnaire is not

timed. Thus, while individuals with lower knowledge may try their best to give the maximum

of what they know (maybe because they realize it's not enough), individuals with higher

knowledge could lack mentioning absolutely all the modalities they know in reality (maybe

by negligence or by giving speedy responses). A practical analogy with students would be

as follows. Consider students who are taking an exam (not timed). When they know that

they are not far from having 100%, usually they will not make as much e�ort to remember

things they know and may have forgotten momentarily as those who know that they are not

even sure of having a grade of 50%. In the end, there is usually a greater di�erence in the

knowledge of two students who earned 40% and 50% during an exam than there is between

two students with respectively 90% and 100% grades. The �gure A.1 in appendix shows a

representation of the proxy variable y in function of MCHWscore.

Empirical Interaction Matrix

Our knowledge a priori of the social structure inside the health facilities suggests focusing

our work on group interactions. We take the whole set of MCH workers from each health

facility as a group. In fact, in the current work, due to data constraints, we do not consider

e�ects resulting from possible interactions of MCH workers with other health workers within

or outside the HF. 63 Thus, in our model we do not allow for HFs overlapping or di�erent

services overlapping. In the model, the only members of a group are the MCH workers of the

same sampled HF. Although we acknowledge that in the �eld this restricted pattern is not

always observed, this constraint still makes sense. The reason is that in their duty, workers

in a maternal service are expected to interact more with other workers in their service than

they do with workers from other services or with workers from other health facilities in their

area. 64

1.7.2 Empirical Results

We use three sets of individual characteristics X1, X2 and X3 as instruments to estimate three

models (1), (2) and (3) whose results are detailed in Tables A.5 and A.6 in Appendix A.3.

63. In reality, in a given HF, apart from the case of small HFs (such as a dispensary, isolated dispensary, or
isolated maternity) there may exist several other services di�erent from the maternity service (ex. pediatrics,
cardiology, trauma/psychiatry, etc.) and the doctors, nurses or nursing auxiliaries a�liated to those services
may sometimes also interact with MCH workers. We assume that these e�ects are captured through the group
�xed e�ect. We also do not consider the possible fact that an MCH worker can interact with another health
worker (MCH worker or not) from another HF in the area. It means that we assume that a MCH worker
interacts with members of their group only.
64. If they had to interact with health workers from other HFs, there is a good chance that these interactions

would be in a personal cadre unless they meet at a professional conference or meeting for instance. Even in
these cases, considering the short length of time of this kind of interaction in comparison to the daily or weekly
interactions with peers from the same HF we consider that it is less likely for MCH workers to be in�uenced
by those outsiders in their daily work. Therefore, our assumption stands reasonable.
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The �rst model accounts for the level of education of MCH workers and their peers while the

two others only account for the MCH worker's position in the health facility as an indicator

of their ability. 65 We use the maximal level of education a MCH worker would have reached

if they had achieved the academic cycle they claim to have attained as a measure of their

education. 66We compute general standard errors and within clusters (or groups) standard

errors.

First, whatever the model (model (1), (2) or (3)), we �nd a strong evidence of negative

endogenous peer e�ects not imputable to exclusion bias (see Caeyers and Fafchamps (2016)

for details on exclusion bias in peer e�ects models). In the three models, the endogenous peer

e�ect takes a value between −.57 and −.66, which testi�es to the presence of very strong peer

e�ects. Additionally the standard errors of these coe�cients, computed within groups or not,

show that these endogenous peer e�ects are signi�cant at a level of 5% or 1% for the model

(1) and 1% for the models (2) and (3). Though there is usually rare evidence of negative

peer e�ect (β < 0) in the empirical literature on social interactions and peer e�ects, it is

usually interpreted in the literature as the presence of strategic substitutability. This strategic

substitutability could happen due to some workers shirking or free riding in the workplace.

Usually in the workplace, shirking or free riding could happen, for example, when workers are

not well monitored or when the relative sanctions or losses are not severe or serious enough.

In developing regions like Benin, health workers may shirk or "free ride" for several reasons.

In fact, in the context of Benin, there is an important lack of skilled personnel in the health

sector which could demotivate or constrain HF's administrative authorities not to �re health

workers easily. Additionally, in developing countries, as it is the case in Benin, health workers

in the public sector are often paid �xed salaries independently of their performance at work.

Similarly to the public sector in developing countries depicted in Chaudhury et al. (2006),

characteristics like education levels, quali�cation, and experience are most determining in

�xing wages. 67 Some previous literature which analyzes physicians' decision toward quantity

and quality of healthcare have already highlighted the fact that in the presence of �xed salaries,

physicians reduce their e�ort. 68 Moreover, statistics in some developing countries, often show

65. There are �ve possible positions for an MCH worker: (1)-midwives and doctors who are responsible for
their colleagues (they supervise them), (2)-simple midwives and doctors, (3)-responsible nurses (who supervise
their peers), (4)-simple nurses and (5)-nursing auxiliaries. Usually the position someone occupies in an HF is
strongly correlated with their level of education.
66. In the data, individuals don't give the grade they attained in school or university. They only tell about

their education level. In francophone education systems like Benin, there are usually four distinct levels:
primary education (6 years), secondary education (cycle-1, 10 years), secondary education (cycle-2, 13 years)
and university (20 years in average for doctors).
67. Those characteristics are most of the time predetermined, meaning that they do not change in the short

term. However, workers increase their experience progressively and some of them may also increase their
level of education or quali�cation, while still working, to increase their salaries. Yet, we do not explore these
considerations in our model which is a static model.
68. For a quick review of some literature comparing �xed salary to fees for services system in�uence on

physicians' productivity, see Fortin et al. (2008).
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huge proportions of absence of health workers (35% on average), which also express that health

workers shirk often through their absenteeism (see Chaudhury et al. (2006)). In response to

shirking MCH workers peers, and to meet the healthcare needs of the populations served by

the HF, some MCH workers have to compensate by increasing their own e�ort. However, this

doesn't impede the existence of altruistic MCH workers who gain higher utility in providing

high levels of e�ort regardless of (or with very little regard to) the working conditions or

whatever their peers do. Then, likewise, when paired with these altruistic workers, some

MCH workers may "free ride."

Second, we also �nd some evidence of contextual peer e�ects. The results show a negative and

signi�cant e�ect of tenure on e�ort at work. Speci�cally, we �nd that workers who are paired

with some peers of more than 18 years of experience in the HF tend to display less e�ort at

work compared to those whose peers are of less than 18 years of experience. It is as if workers

with more than 18 years of tenure, through a certain mechanism, tend to encourage their

peers to shirk or to display social loa�ng. However this e�ect has a very small magnitude in

comparison to the endogenous peer e�ect. This result con�rms the general �nding that is often

conveyed in working areas like public administration, teaching, and healthcare in developing

countries. In fact, although it has not often been proved in the literature, it is a sort of general

knowledge in the public sector of countries like Benin, that younger workers often copy the

bad working habits of their more experienced peers. In our case here for instance, a bad habit

would be a low level of e�ort at work. Our results also con�rm a negative and signi�cant

e�ect of having an experience of more than eighteen years on the workers' e�ort at work. 69

However, this e�ect seems less strong in magnitude than the contextual e�ect of the variable

tenure for highly weighted peers.

Another result we �nd interesting is the positive and very strong contextual e�ect of the

presence, in an HF, of a responsible doctor or midwife on their peers' e�ort at work. This

e�ect is close in magnitude to the endogenous e�ect and signi�cant at the level of 5% in models

(2) and (3). Considering that MCH workers holding an administrative responsibility in an

HF often exert a certain authority, and thus a certain pressure, over their peers, this result

con�rms in a way the results of Kandel and Lazear (1992). Kandel and Lazear �nd that the

level of e�ort can increase with peer pressure. However, in our case, peer pressure seems to

come only from responsible midwives and doctors in the HF and not from responsible nurses.

Additionally, in model (3), the sensibility of a worker's e�ort or of their quality of healthcare

to the unpaid salaries is negative and signi�cant, as well as their sensibility to the number

of dependent children a worker is taking care of in their household. It shows that not only

69. In all three models, the e�ect of the variable tenure, which takes value 1 when the worker has more than
18 years of experience and 0 otherwise, is negative. It is signi�cant at the level of 10% in models ((1)) and
((2)), and at the level of 5% in model ((3)).
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wage arrears demotivate MCH workers by inciting them to reduce their level of e�ort, but

also, all else being equal, an increase in the wage arrears of an MCH worker's peers induces a

decrease of the worker own e�ort. It seems to be similar to the e�ect that more experienced

peers have in the workplace. This is also understandable in the sense that demotivated MCH

workers can sometimes spoil the work atmosphere by rallying others to their cause. In fact,

MCH workers with higher wage arrears are more likely to be demotivated (as shown with the

negative individual e�ect of wage arrears). They are also more likely to have more years of

working experience, given that unpaid salary should be correlated with work experience (in

years). We don't focus on the value of the coe�cient of elasticity of the wage arrears on e�ort

because it depends on the unit of measure of e�ort.

Policy Implications

These results have a lot of policy implications for Benin and other countries with similar

policies in their health sector or with health workers adopting a similar behavior to Benin's

health workers. Although, they were focused on maternal and child-care workers, these results

are still useful to address policies for all categories of health workers in Benin (even those who

do not perform maternal care). The fact that we observe a strategic substitutability in e�ort

instead of the strategic complementarity that would be more desirable in this case, raises

the necessity of providing new policies to reduce the motivation of health workers to shirk.

In fact, previous studies that already addressed the question of physicians productivity in

di�erent types of remuneration systems (see Fortin et al. (2008)) suggest that a change in

the remuneration system can change health workers' productivity. A government like Benin

government should adopt another remuneration policy like the fee-for-service (FFS) policy

or it could also mix both the �xed wage and the FFS options to motivate health workers

to increase their e�ort. Another more direct policy implication these results may suggest

is to introduce some peer pressure in health workers environment. Actually, providing one

responsible doctor or midwife to every HF could be a useful tool for that purpose.

1.8 Conclusion

This study analyzes the e�ect of maternal and child health workers chosen level of e�ort at

work on the level of e�ort chosen by their colleagues. We use a spatial autoregressive (SAR)

model to estimate this e�ect. Although the subject of peer e�ect in the workplace has been

introduced in the economic literature by previous scientists, this paper makes a pertinent

incursion in the subject by addressing the domain of health economics. The domain of health,

particularly the domain of maternal and child health in developing countries is an important

area of research mainly due to the worrying statistics on maternal and child deaths and general

health in developing countries.
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The results obtained in this paper open a window on understanding social interactions e�ects

within maternal and child health (MCH) workers on their e�ort and the quality of their

healthcare at work. We �nd a signi�cant and strong negative endogenous peer e�ect within

MCH workers. These results show that there is a mechanism of strategic substitutability

between MCH workers of a same health facility (HF). The intuition behind this substitutability

in the context of a country like Benin is multifold. First, it could be due to a phenomenon of

shirking of MCH workers who put low e�ort in work-related activities and consequently provide

a low quality of healthcare for the bene�t of leisure or other activities. For instance, we �nd

that the more children an MCH worker has, it tends to induce a reduction of their e�ort at

work. In addition, the higher their unpaid wages are, the less they are motivated, and the more

they shirk. Then, in reaction to these shirking habits of some MCH workers that can induce

a disequilibrium of the workload within MCH workers, those who for some reason (altruism

or better work ethic) cannot shirk may end up with a bigger workload and consequently will

have to increase their e�ort at work to be able to ful�ll the demand for healthcare of the

HF (see Faton (2019)). However, we �nd that when an HF has a midwife or doctor posing

as responsible for the clinical sta�, their peers tend to give more e�ort compared to those

who do not have any responsible midwives or doctor in their HF. Moreover, symmetrically to

the �rst intuition, the strategic substitutability could be interpreted as follows. There could

be altruistic or competent MCH workers who naturally provide high levels of e�ort at work

and perform higher quality of healthcare whatever their peers do. In reaction to that, health

workers who have more incentive to shirk (workers with more than eighteen years of tenure or

more unpaid salary) or the ones with other personal constraints (like more children) may do

so.

This work suggests that maternal and child health policy makers in developing countries, and

more precisely in Benin, should modify the current policies by considering these facts. For

instance, if each HF was endowed with one responsible midwife or a responsible doctor, it would

help improve the resulting e�ort of MCH workers in the HF. In fact, responsible midwives or

responsible doctors could help promote positive peer pressure in the HF. Then, this can lead to

an increase in e�ort of their co-workers. In addition, to incite MCH workers to work more, or

more adequately, we think that the application of a performance-based remuneration process

could reduce their motivation to shirk. In that case, MCH workers would be more motivated

to put more e�ort in their work and this could eventually induce less medical malpractice and

other related maternal and child-care issues. Although our study could not directly compare

results from a �xed wage payment scheme and a performance-based payment scheme, it can

nonetheless suggest that a system of remuneration and promotion only based on years of

experience is not always a good way to promote e�ort at work. Rather, it only helps workers

over a certain threshold (18 years of experience in our case) to become less productive and to

contaminate their colleagues and incite them to reduce their own level of e�ort. Actually, our
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results suggest that a young MCH worker (less than 18 years of experience) can be discouraged

when they see that a more experienced co-worker (18 years of experience or more) who provide

low levels of e�ort is promoted and have an increase in salary or status only because they are

a long-standing member of the sta�. At some point, these young MCH workers will eventually

decide to reduce their e�ort at work because there is no gain for them (apart from a moral

gain) in making a lot of e�ort at work.
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Chapter 2

Workload Share among Peers in the Health Facility

Elfried Faton

2.1 Résumé

Dans cet article, j'utilise l'approche des jeux de négociations à la Nash pour établir

un lien entre la part de travail de professionnels de santé maternelle et néonatale et

leurs caractéristiques individuelles. Mes résultats révèlent que le niveau d'éducation,

l'expérience et le nombre d'enfants d'un professionnel de santé déterminent leur pouvoir

de négociation au travail, et par conséquent, leur productivité. De manière spéci�que,

ceteris paribus, les travailleurs ayant un pro�l d'éducation élevé ont tendance à détenir

plus de pouvoir de négociation, ce qui leur donne la possibilité de maintenir une part

de travail relativement peu élevée. À l'opposée, les travailleurs ayant plus d'enfants à

charge ont moins de pouvoir de négociation à maintenir une charge de travail moins

élevée.

Mots clés : pouvoir de négociation, professionnels de santé, pairs, productivité, part

de travail.

Codes JEL : J24, J29



2.2 Abstract

In this paper, I use a simple Nash bargaining game approach, to establish how individ-

ual characteristics in�uence the equilibrium workload share of maternal and child care

workers. My �ndings show that workers' education, experience and the number of their

children determine their bargaining power in the workplace, and consequently, their

productivity. More speci�cally, my results reveal that, ceteris paribus, highly educated

workers tend to hold more bargaining power, giving them the capability to bargain for

less workload. At the opposite, workers with more children are less capable of negoti-

ating for a lower workload than their peers who have fewer children.

Keywords: bargaining power, health workers, peers, productivity, workload share.

JEL codes: J24, J29
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2.3 Introduction

The scarcity of skilled birth attendants in developing countries induces a few adaptive

changes in the way their health facilities (HF) are managed, in comparison with devel-

oped countries. Among these changes, nursing auxiliaries are sometimes used to deliver

health interventions that are normally restricted to health workers with more o�cial

training as midwives and doctors (see WHO (2004)). These changes, in turn, a�ect

the division of labor within health facilities (HF), and consequently workers and their

co-workers' productivity. The sample data used in this paper show that 31.6% of all the

nursing auxiliaries perform more birth deliveries than average in their HF, and 22.4% of

them all perform more than the average overall HFs. In the paper, I focus on maternal

and child healthcare (MCH) providers, and I use workers individual characteristics to

explain how it a�ects their bargaining power inside the health facility.

There are two major contributions of this paper to the existing literature on workers'

productivity when they interact with peers (see for example Falk and Ichino (2006),

Mas and Moretti (2009), Fortin et al. (2010), Flory et al. (2016), Cornelissen et al.

(2017), Beugnot et al. (2019)). First, this paper is the �rst to estimate MCH workers'

bargaining power using their individual characteristics, and to explain how it a�ects

their share of the total workload (demand for birth deliveries). Second, the paper uses

peer productivity in a novel way, to describe some underlying mechanisms explaining

the possible strategic substitutability observed in MCH workplace, as it is found in

Faton and Fortin (2019).

Faton and Fortin (2019) use a non-cooperative game approach to explain how the pro-

ductivity of MCH workers from Benin is in�uenced by their peers' own productivity.

At the Nash equilibrium, they obtain a linear best-response function whose structure

is similar to a spatial autoregressive (SAR) model structure. 1 They �nd the evidence

of negative peer e�ect in e�ort among MCH workers, which they interpret as strategic

substitutability. However, their model does not allow them to fully explain the mecha-

nisms behind this substitutability. Their results suggest that in some health facilities,

conditional on some of their individual characteristics (experience, position in the HF,

etc.) some healthcare workers tend to shirk more in the presence of highly skilled and

productive peers. Conversely, some workers tend to increase their e�ort in the presence

of less skilled or shirking peers. In particular, the paper �nd that, in the presence

1. Linear models like SAR and linear-in-means models have been extensively used in the literature to
estimate peer e�ects. For instance, Lee (2007), Lee et al. (2010a), Boucher et al. (2014), Dieye and Fortin
(2017) among several other authors use such linear models to assess peer e�ects and social in�uence.
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of a responsible (monitoring) peer, workers tend to increase e�ort and provide better

quality of care.

In a di�erent fashion, this paper proposes a cooperative Nash-bargaining game approach

(Nash (1953)) to study the productivity of the same MCH workers studied by Faton

and Fortin (2019). Hence, the best-response functions obtained are non-linear, and

this approach provides additional arguments to unveil some underlying mechanisms in

support of the results in their paper. In this paper, workers' bargaining power simply

refers to their disagreement outcome ("threat point"). 2 A low threat point means that

the worker is able to accept a low outcome to stay on their job. Intuitively, all else

being equal, such workers are more likely to accept a bigger workload, even though it

decreases their utility, than workers with higher threat points. In the paper, I use a

Nash-bargaining model to �nd which individual characteristics, a�ect workers' utility

and disagreement outcome, and consequently their workload share. Then, I use a

simple non-linear least square (NLS) method to estimate the parameters of the model

obtained. In particular, given the form of the equilibrium outcome which is subject

to hundreds of inequality constraints, I use an Augmented Lagrangian Algorithm to

compute the estimates numerically (see Varadhan (2015)). The data I use is composed

of a sample of 431 birth attendants (doctors, midwives, nurses and nursing auxiliaries)

across more than 100 health facilities in Benin. 3

My �ndings reveal that individual workload share tends to increase with their salary.

However, interestingly, I �nd that workers who have higher levels of education are

able to bargain for a lower workload share ceteris paribus. This result con�rms the

common knowledge that most nursing auxiliaries have less bargaining power than other

healthcare professionals. At the opposite, workers who have more children tend to

express less bargaining power. For 99% of the sample, the estimates show a negative

partial dependence between individuals workload share and their experience in their

HF.

The paper is organized as follows. In Section 2.4, I describe the model, its microfoun-

dations, and I propose a few comparative statics. In Section 2.5 a brief description

2. In the Nash-bargaining game theory, it is also common to see that the bargaining power represents a
particular parameter which a�ects the surplus utility ui − di of each individual in the model. However, when
that parameter is normalized to 1 for everyone, then it is also usual to interpret an individual's disagreement
outcome directly as their bargaining power (see Pollack (2005)).

3. Initially, the data is composed of a sample of 560 birth attendants, organized in groups (HF). However,
because my model requires that their co-worker productivity be included, I remove all single groups. In
addition, my model also requires the use of workers monthly salary which is not always provided. Therefore,
I removed all groups in which fewer than two co-workers' wages are mentioned.
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of the data is given, and the results are delivered in Section 2.6. Finally Section 2.7

concludes.

2.4 Model

This section describes the model, and is split into three parts. In the �rst part, I describe

the workers' technology of production, that is how hours worked are transformed into

a quantity (number) of births attended. The second part describes a representative

worker's problem, and the third one develops the bargaining problem. Let i indexes a

maternal and child health (MCH) worker at post in a given health facility. The health

facility receives a total of Q maternal and child care patients. Then, each MCH worker

i has to take care of a proportion qi = riQ patients, so that the demand for healthcare

is entirely met. That is
∑

i ri = 1. One of the main goals of my model is to explain

the sharing rule under which MCH workers divide the demand for maternal care (Q)

among themselves. To produce qi units of maternal care to patients, 4 i has to make

work-related e�ort during hi hours. The proposed birth attendance technology is as

follows.

2.4.1 Birth Attendance Technology

The worker's technology of production is described by the following Cobb-Douglas type

equation 5

qi = hγi (2.1)

where γ ∈ (0, 1) denotes the marginal return to the hours worked towards the pro-

duction of birth attendance. I assume decreasing returns to scale. This means that

over time, the level of output (birth attendance) produced by a worker increases at a

decreasing rate. According to the data, a simple OLS estimation of the log-linear form

of equation (2.1), I �nd an estimate of the parameter γ̂ ≈ .32, signi�cant at the level of

1%. 6 For simplicity, I consider only the case where γ is homogeneous over the whole

4. Here a unit of maternal care represents each patient to whom the worker provides healthcare. Therefore
qi is the total number of patients i has to provide care for.

5. In the short run, the worker's capital is held constant, normalized to 1. This capital here may include
the endowment in capital, medical technology for maternal care, technical material and equipment, and other
resources in their Health Facility (HF), necessary to produce birth deliveries.

6. See table B.1 in the appendix for details. Note that adding a constant to the linear form of equation
(2.1), I still �nd an estimate γ̂ ≈ .33 signi�cant at 1%, in a 95% con�dence interval [.10, .56]. However, the
model predicts a very small value for the constant term; and the probability of rejection of the null hypothesis
is very low (p− value > .96) for the estimate of that constant term.
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population of MCH workers. 7

2.4.2 MCH Worker's Problem

A representative MCH worker i is a consumer, whose utility ui depends on their con-

sumption goods ci, and the hours worked to provide maternal and child care to their

patients hi. A worker's utility respects the usual properties of: (i) positive marginal

utility of consumption (∂ui
∂ci

> 0), and (ii) disutility of e�ort (∂ui
∂hi

< 0). For more

tractability, I propose a simple utility form:

ui = u(ci, hi) = βln(ci + 1)− (1− β)hγi 0 < β < 1 (2.2)

We can easily verify that, to allow for any consumption level ci ≥ 0 and any hours

worked hi ≥ 0, the condition 0 < β < 1 is required to meet both conditions (i) and

(ii).

A worker is subject to a 2-dimensional constraint. The �rst one is their budget con-

straint (BC), which depends solely on their monthly salary yi in their associated HF. 8

Second, the maternal healthcare market equilibrium constraint (MEC) is de�ned as

mentioned in the introductory paragraph on the model (demand for maternal and child

healthcare (Q) = supply of healthcare by MCH workers (
∑

i qi =
∑

i h
γ
i )). The con-

sumption good is a numeraire good, and the (binding) constraints are given by:

BC : ci = yi, yi ≥ 0

MEC :
∑

i qi =
∑

i h
γ
i = Q, hi ≥ 0

From the MCH worker's problem (2.2), all we can say is that worker i tries to work

for the fewer hours possible in the set of their feasible outcomes, hence producing the

smallest quantity qi; and conditional on their peers production, they produce Q −∑
j 6=i qj. Depending on what their peers do, any outcome from qi = 0 to qi = Q could

be a solution. All we can say is that if co-workers' production is high, then the worker's

resulting production is low; and vice versa. This does not give any information on

7. Given that the marginal return to the hours worked by a doctor may di�er signi�cantly from that of
a nursing auxiliary, we could consider a case with heterogeneous γi such that the marginal return could vary
from a worker to another, or from a category of workers to another one. In that case, the birth attendance
technology would become: qi = hγii . Later however, given that the estimated model uses data on quantities qi,
a speci�cation with heterogeneous marginal returns would not have changed the results obtained.

8. If data is available, it is also possible to consider the worker's non-labor income ynli or any income from
any other job they may have (for part-time workers). However, even if the researcher observes ynli, adding it
to yi in the budget constraint does not change the theoretical results much.
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the possible variables which may a�ect the workload sharing rule in real workplace

situations. In the next section, I propose a re�nement of the MCH worker's problem

in which, all co-workers engage into a Nash-bargaining game which accounts for other

signi�cant workers' characteristics.

2.4.3 Workers' Bargaining Problem

Let n denote the number of MCH workers in a HF, and N = {1, 2, ..., n} the set of

all MCH workers. In this section, I assume that each worker i engages in a bargaining

activity with their peers j ∈ N \ {i} to determine their shares of the total workload

ri, rj. A worker i has a disagreement point di, which is their outcome in case they fail to

reach an agreement with their co-workers. In other words, it is the minimum outcome

that worker i requires to keep engaging in the bargaining activity. Therefore, for each

worker, the condition di ≤ ui must hold for any agreement to be possible. In practice,

the disagreement point may represent their outcome if they have to resign from their

job in case they disagree with the sharing rule proposed to them. We can see di as their

opportunity cost of working in the HF. This cost depends on the worker's potential

outcome (expected income) outside the HF.

Let p denote the probability for a worker to �nd another job with fair remuneration

according to their individual characteristics. With probability p they earn a potential

income ypot, and with probability 1 − p, they stay unemployed with income ynli. For

simplicity, and without loss of generality, I take ynli as null for all workers. 9 The vast

literature on human capital and earnings, initiated by Mincer (1974), suggests that

the characteristics in�uencing worker remuneration include principally their level of

education and their experience. In the case of female workers, it is especially relevant

to extend these characteristics to other variables like the number of children (Mincer

and Polacheck (1974), Waldfogel (1997)). 10 In addition, each worker faces a job search

cost JSi which depends on a �xed job search cost JS0 which is the same for everyone,

and also on their individual characteristics. In sum, a worker i's disagreement outcome

9. Note that ynli may take value zero, meaning that worker i expect no unemployment bene�t or transfers
(family) if they are unemployed. In the context of Benin studied in this paper, there is no unemployment
bene�ts policy, therefore ynli may only be interpreted as transfers from family or relatives. Accounting for ynli
in the model has no in�uence on the results of interest and their interpretation. Therefore I standardize its
value as zero for simplicity.
10. In this paper, the model is applied to a sample of healthcare workers including more than 95% women.

Thus the need to account for the number of children in the theoretical model as well. However, results omitting
the number of children are also presented.
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is modelled as follows:

di = f(zi, α) (2.3)

s.t. f(zi, α) = p ln(ypoti )− JSi p ∈ [0, 1]

and JSi = JS0 + δssi + δtti + δchchi

The potential income ypoti represents the income that a worker i may expect given their

education (schooling si), years of experience (ti), and the number of children (chi) they

have. Thus, following Mincer (1974) model of human capital (log) earnings and also

accounting for the number of children, ypoti can be expressed as a log-linear form:

ln(ypoti ) = ln(y0) + γssi + γtti + γt2t
2
i + γchchi (2.4)

In general, a worker with very low education and experience should have lower op-

portunity cost than one with higher attributes. From the literature on human capital

and earnings, I expect the parameters γs, often interpreted as a measure of return to

schooling (see Heckman et al. (2003)) to be positive. However, the results obtained in

the literature are ambivalent about the sign of the parameters γt and γt2. Nonetheless,

these two parameters are expected to have di�erent signs to ensure a concavity of the

earnings in terms of experience. Concerning the job search equation JSi, if δs > 0, then

ceteris paribus, fair job search cost increases with the level of education, and vice versa.

Similarly δt > 0 (respectively δch > 0) means that, ceteris paribus, fair job search cost

increases with the level of experience (respectively the number of children), and vice

versa. Intuitively, we can expect δch to be clearly positive to express the higher job

search cost for mothers with more children. However, the signs of δs and δt could be

negative so that more quali�ed workers face lower job search costs. Nonetheless, con-

sidering the socio-economic climate in Benin, it is also possible that the more educated

and experienced workers have more di�culty to �nd fair jobs. Let's recall here that

a fair job is de�ned as a job with a fair salary, which means that the salary paid is

in accordance with their education and experience, as indicated in the equation à la

Mincer. p = 1 means that the socio-economic climate is such that workers always �nd a

fair job, while p < 1 means that they may not. Overall, replacing the bottom equations
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in (2.3) and equation (2.4) into the second equation in (2.3), a worker's disagreement

outcome can be estimated as follows:

f(zi,α) = z′iα (2.5)

where :
zi = (1, si, ti, t

2
i , chi)

′

α = (d0, λs, λt, λt2, λch)
′

and such that: d0 = p ln(y0)− JS0

λs = pγs − δs
λt = pγt − δt
λt2 = pγt2

λch = pγch − δch

It is clear that the parameters γs, γt, γt2, γch δs, δt, δch and p are not fully identi�ed

from equation (2.5). However, this does not represent an issue for the type of discussion

intended in this paper. In addition, there is no constraint remaining for the signs of

the parameters λs and λt. Any sign obtained from our estimations is valid and helpful

to understand workers disagreement outcomes in the context studied. In particular,

positive values of λs (respectively λt) interpret higher disagreement outcomes for highly

educated (respectively experienced) workers; which means that more educated and

experienced workers have in general higher income or lower job search cost. On the

contrary, a negative λs (respectively λt) may interpret that the economic climate is

such that more educated (respectively experienced) workers bear higher job search cost

(δs > 0, respectively δt > 0) or that the probability of �nding. This, in turn would

make ceteris paribus highly educated workers, have lower disagreement points.

Given their disagreement points, each worker chooses a utility level ui which is a solution

of the following optimization problem:

max
u1,...,un

n∏
i=1

(ui − di), s.t. (u1, ..., un) ∈ U, (u1, ..., un) > (d1, ..., dn) (2.6)

Here, the constraint ui > di is strict because the sample concerns workers who are

still working. 11 I assume for simplicity that all workers have the same bargaining ca-

pabilities (power). However, in a more sophisticated version described in section B.2

11. The strict constraint helps to avoid any issue arising from workers' indi�erence between staying on the
job and resigning; as the equality constraint ui = di would allow.
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in the appendix, I propose an alternative model allowing for heterogeneity in workers

bargaining power. The next proposition rewrites the Nash-bargaining problem in terms

of the workload sharing rule (r1, ..., rn) for workers.

Proposition 2.1. Nash-bargaining problem

Given workers individual characteristics (yi, si, ti, chi), the bargaining optimization

problem (2.6) is equivalent to the following:

max
r1,...,rn

n∏
i=1

(
βln(yi + 1)− (1− β)riQ− d0 − λssi − λtti − λt2t2i − λchchi

)
(2.7)

s.t. (r1, ..., rn) ∈ [0, 1],
∑

i ri = 1,

βln(yi + 1)− (1− β)riQ− d0 − λssi − λtti − λt2t2i − λchchi > 0, ∀ i

Proof. Replacing equations (2.2), (2.5) and qi = riQ in (2.6), the equivalence is straight-

forward. It comes from the strict monotonicity of the objective function of the opti-

mization problem (2.6) in (u1, ..., un).

Solving problem (2.7), the following theorem 2.1 is obtained.

Theorem 2.1. Workload sharing rule at equilibrium

There exists a unique sharing rule r∗ =(r∗1, ..., r
∗
n) solving problem (2.7), and satisfying

the four axioms of a classical Nash-bargaining outcome. 12 This sharing rule veri�es the

12. Nash (1953) gives a list of axioms speci�c to the solution point of a bargaining game. The four main
axioms summarizing them are listed as follows (see Maschler et al. (2013), Barron (2013), Cho and Matsui
(2013)):

(i) E�ciency: There exists no point in the feasible set S which weakly dominates the solution r∗.
(ii) Symmetry: If the game is symmetric (di = dj ∀ i, j, and (r1, ..., ri, ..., rj , ..., rn) ∈ S ⇒

(r1, ..., rj , ..., ri, ..., rn) ∈ S), then r∗i = r∗j ∀ i, j.
(iii) Invariance: Any positive a�ne translation of the utilities does not a�ect the outcome obtained in the

bargaining process.
(iv) Independence of irrelevant alternatives (IIA): For every bargaining game restricted to S′, s.t. S ⊆ S′

with the same disagreement points as the bargaining game with feasible set S, and a new solution
point (r

′∗ ∈ S′) also contained in S, the new solution in S′ is the same as the solution in S (r
′∗ = r∗).
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following equation: 13

r∗i = 1
Q(1−β)

(βln(yi + 1)− d0 − λssi − λtti − λt2t2i − λchchi)−
1

Q(1−β)

(∑
j 6=i
(
βln(yj + 1)− (1− β)r∗jQ− d0 − λssj − λttj − λt2t2j − λchchj

)−1
)−1

s.t. βln(yj + 1)− (1− β)r∗jQ− d0 − λssj − λttj − λt2t2j − λchchj ≥ 0, ∀ j
(2.8)

Proof. See Appendix B.3.

2.4.4 Comparative Statics

Following equation (2.8) giving the workload sharing rule at equilibrium in each HF,

I summarize some comparative statics as follows. Given the equilibrium sharing rule,

r∗i,xi represents the partial derivative of r
∗
i (xi, ...) with respect to xi. Let θ = 1/Q(1−β),

and Bj = βln(yj)− (1− β)rjQ− d0 − λssj − λttj − λt2t2j − λchchj, ∀ j. Then:

r∗i,yi =
βθ

1 + yi
(> 0)

r∗i,si = −λsθ (opposite sign of λs)

r∗i,ti = −(λt + 2λt2ti)θ (≶ 0)

r∗i,chi = −λchθ (opposite sign of λch)

The wage elasticity of the labor supply (in terms of work share), is given by the quantity

ξri,yi = βyi/ ((1− β)riQ(1 + yi)). Therefore, there is a variability in the way workers

would react to a change in their wage. Although, ceteris paribus the workload share of

workers increase with their wages, the magnitude of this increase depends very much on

the order of magnitude of the demand (Q) for maternal care in their HF. In particular,

a worker's labor supply is elastic when the quantity riQ(1+yi)/yi is below the threshold

of β/(1 − β). For instance, if we compare two HFs composed of the same number of

workers with identical vectors of workload shares in both groups, but di�erent demand

Q1 and Q2, those who face a higher demand in their HF would be less sensitive to

changes in their wages than the others. This is quite intuitive in the sense that workers

who are already doing almost their maximum at work cannot do more even though they

are incentivized through an increase in wages. On the contrary, the least productive

workers would react better to such incentives.

13. Equation (2.8) corresponds to the interior solution.
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2.5 Data

I use the same database from the World Bank's baseline study for the RBF-�nancing

in Benin Health sector, as in Faton and Fortin (2019). However, because there are

several missing values for workers' salaries, I simply remove from the data all the

health facilities where at least two co-workers salaries are not observed. This allows

me to still describe the Nash-bargaining process for most health facilities. Given that

the main parameters Λ = (β,α′)′ = (β, d0, λs, λt, λt2, λch)' to be estimated should

be identi�ed in equation (2.8), all health facilities which sample is composed of a single

individual, are also removed. After removing all irrelevant HFs in this sense, it remains

431 individuals in the sample, corresponding to 175 HFs. The data covers the period

from late 2010 to 2011 and concerns mainly female MCH workers (95%). They are

summarized in table 2.1 below.

2.6 NLS Estimation and Results

Given the non-linear form of model (2.7), I use a simple non-linear least square (NLS)

method to estimate its parameters. The vector of parameters Λ in the sharing-rule is

estimated through the following form:

q = F (X,Λ) + ε (2.9)

where q is the vector of workload quantities qi for all n workers in the data, X =

(−ln(y), i , s , t , t2, ch) is the n× 6 matrix of covariates. F () is de�ned using the trans-

formation q=r ∗Q in equation (2.7). Λ̃ = Λ/(1−β), i is the n-dimensional unit vector,

and ε is the n× 1 vector of error terms εi. The estimated parameters are obtained by

solving the minimization of the objective function:

min
Λ̃,

q+XΛ̃≤0

q ′q − F (X, Λ̃)′q − q ′F (X, Λ̃) + F (X, Λ̃)′F (X, Λ̃) (2.10)

To solve this non-linear optimization problem with n linear inequality constraints, I use

an Augmented Lagrangian (auglag) algorithm (Conn et al., 1997). 14 However, given the

large number of inequality constraints (dimension(q) := 431× 1) in (2.10), it prevents

computations to �nd an optimal local minimizer for the non-linear objective function.

14. The algorithm already exists in several computation software. I use the one developed in R under the
package alabama (see Varadhan (2015)).
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Table 2.1 � Descriptive Statistics

Variable Description Mean Std. Dev. Min Max

log of income (ln(yi)) Income in thousands XOF 10.72 .59 6.22 13.3

Education (si) Minimum years of schooling required 11.36 2.7 6 20
to reach current education level

Experience (ti) Number of years of experience 5.18 4.94 .08 34

Children (chi) Number of children 2.27 1.59 0 9

Quantity (qi) Number of births attended over a six 57.68 54.28 0 343
months period

Age - 35.07 8.27 15 70

Worker category Proportion in sample

Midwife or doctor 30.63%

Nurse 23.43%

Nursing auxiliary 45.94%

Female 95.82%

Married (monogamy 61.95%
or polygamy)

Source: Author's calculations

This is due to the fact that, for such a rough (not smooth) objective function, starting

from a vector of initial values of the parameters, may lead to suboptimal estimates. 15

Therefore, I perform an algorithm consisted of a set of 300 repeated auglag algorithms

to �nd a mean estimator of the parameters obtained. The results are summarized in

table 2.2.

The results con�rm an estimate of the coe�cient β̂ ∈ (0, 1). This result con�rms that

workers labor supply is an increasing function of their wage. Therefore, the estimate of

the elasticity ξri,yi is approximately 19/qi. 16 Then, workers' labor supply qi is inelastic

15. In fact, di�erent vectors of initial values for the parameters in the computed Augmented Lagrangian
algorithm may lead to slight di�erences in the optimum computed.
16. Note that wages are mostly expressed in tens and hundreds of thousands XOF. Thus the ratio yi/(1+yi) ≈

1 ∀ i.
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Table 2.2 � NLS estimation of the sharing rule

Estimates using BFGS method

Mean estimates Minimum
of the coe�cients among all

nrep=303 repetitions

log of income (β̂) .95*** .95
(0.00041)

Constant (d̂0) −7.98*** −8.34
(0.148)

Education (λ̂s) .04*** .06
(.002)

Experience (λ̂t) .17*** .23
(0.003)

Experience2 (λ̂t2) −.004*** −.006
(0.00008)

Children (λ̂ch) −.35*** −.45
(0.005)

Standard Errors in brackets ()
Signif. level: *** 1h,** 1%,* 5%

to changes in wages above the threshold of 19 birth attendance over a period of six

months, and it is elastic below that threshold. According to the estimates in table 2.2,

for 76.6% of workers in the sample, the wage elasticity of workers' supply (ξri,yi) is pos-

itive and inelastic. In addition, given pln(y0) > 0 and the negative estimate d̂0, workers

face a positive �xed job-search cost ĴS0 = pln(y0) − d̂0 irrelevant of their characteris-

tics. As expected, the estimate λ̂s is positive; and therefore, a worker's disagreement

outcome increases with their level of education. In other words, the minimum outcome

workers are ready to accept to stay on the job in a HF increases with their level of ed-

ucation. The intuition is straightforward. The more educated, the higher the potential

wage expected outside of the HF (γs > 0) in case of disagreement. In turn, the relative

workload share of workers decreases with their level of education. On the contrary,

compared to co-workers without children, the more children workers have, the lower

their potential salary, and their disagreement outcome (λ̂ch < 0); and consequently,

the higher their relative workload share. Given that workers in the data are mostly

women, this result con�rms the literature stating that mothers' earnings decrease in

comparison with women without children (see Mincer and Polacheck (1974),Waldfogel
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(1997),Grogger (2009)). The disagreement outcome of workers is a concave function

of their experience (λ̂t > 0, λ̂t2 < 0). In consequence, up to a certain threshold, their

workers disagreement outcome increases with their experience. However, after a cer-

tain threshold, workers lower their disagreement outcome (respectively increase their

workload share). This also results from the concavity of the log of the potential wage

in terms of experience. In fact, numerous empirical papers in the literature often �nd

a concave relationship between the log of workers wage and their work experience (see

Lagakos et al. (2018)). In particular, the threshold for an increase in workload share in

terms of experience (r∗i,ti > 0), is estimated at t̃i = −λ̂t/2λ̂t2 ≈ 19.26 years. 17 Figure

2.1 shows the variations of the estimated workload share in terms of workers tenure

when the remaining variables and the demand Q are �xed for all HFs.

Figure 2.1 � Variations (partial) of the estimated workload share r̂∗i in terms of tenure ti

The lower plot represents the partial variations of the opposite of the estimated dis-

agreement point in terms of workers tenure. The upper plot in �gure 2.1 represents

the density plot of the variable tenure in the data. It shows that only a very small

proportion (around 1%) of individuals in the data has an experience above the 21.25

years threshold. The hatched areas in both parts of the �gure represent workers with

17. This quantity is computed from the rough (not rounded) values of the estimates. Using the rounded
values in table 2.2, the threshold should be approximately 21.25 years.
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tenure below 21.25 years. They represent around 99% of the data. Therefore, the re-

sults con�rm in majority the �ndings in Faton and Fortin (2019) who �nd that workers

with more tenure tend to provide less e�ort.

2.7 Conclusion

This paper explains how individual characteristics in�uence the workload sharing rule

of maternal care workers within a health facility. A major innovation in the paper is the

direct application of a Nash bargaining model to the division of labor, in terms of the

number of patients treated over a given period of time, among maternal and child care

workers. The empirical results presented in the paper are speci�c to the case of Benin,

a sub-Saharan country. In the model, a worker's decision to provide healthcare for a

certain share of the total demand addressed to their HF depends on their preference over

consumption and labor (opposed to leisure) and some of their individual characteristics.

The model describes characteristics in�uencing workers' disagreement outcome, which

is an in�mum of the set of outcomes that workers require to stay on their job.

The results show that the workload share of a worker depends signi�cantly on their

wage, and some other characteristics like their education, experience and number of

children. All else being equal, higher wages are often associated with a higher workload

share. Moreover, compared to those who do not have any children, workers with children

have a lower disagreement outcome, and therefore, ceteris paribus, they have to produce

for a greater part of the workload at equilibrium. At the opposite, more educated

workers have more leverage, and thus, are able to bargain for a lower share of the

workload in comparison with less educated workers with identical characteristics. The

wage elasticity of workers' supply is positive and inelastic for most (76.6%) workers.
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Chapter 3

Listening with Cognitive Biases within a Network

Elfried Faton

3.1 Résumé

Dans cet article, j'aborde la question de la formation d'opinion au sein d'un ensemble

d'individus reliés par une structure de réseau, lorsque ceux-ci ont des biais cognitifs.

En particulier, j'étudie le comportement des individus lorsque leurs croyances sont ex-

trêmes, ou se rapprochent davantage des extrêmes. Deux biais cognitifs principaux sont

explorés dans le modèle : le biais de con�rmation et le biais de supériorité relative des ex-

trémistes. D'après mes résultats, même à partir d'un réseau a priori fortement connecté

et apériodique, les croyances ne convergent pas nécessairement vers un consensus. Spé-

ci�quement, je précise quelques caractéristiques de réseaux et de croyances initiales qui

in�uencent la probabilité de consensus ; et je donne quelques prédictions sur la borne

supérieure de la probabilité de consensus en groupe. De plus, je propose une nouvelle

explication aux éventuels mécanismes qui sous-tendent des enjeux sociaux tels que le

radicalisme politique, certains comportements extrémistes, ainsi que la non-convergence

d'opinions dans un réseau d'individus.

Mots clés : formation des croyances, biais cognitifs, consensus, extrémisme, appren-

tissage, réseaux sociaux.

Codes JEL : D83, D85, D91, Z13
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3.2 Abstract

In this paper, I give a new theoretical insight on opinion formation among agents, sub-

ject to some cognitive biases within a social network. In particular, I study the behavior

of agents near and toward extreme beliefs. Two cognitive biases are considered in the

model: a con�rmation bias and an extremist relative superiority bias. I �nd that, in an

a priori strongly connected and aperiodic network, beliefs do not necessarily converge

to a consensus. Speci�cally, I identify some characteristics of a network and initial

beliefs in�uencing the probability of consensus, and I predict an upper bound of the

probability of consensus in groups. Also, in the paper I propose a new understanding of

the plausible mechanisms behind social issues like political radicalism, various extreme

behaviors and the non-convergence of opinions within a network.

Keywords: belief formation, cognitive bias, consensus, extremism, learning, social

networks.

JEL codes: D83, D85, D91, Z13
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3.3 Introduction

The expansion of extreme or radical beliefs is a question of great interest in our societies

often subject to ceaseless news on terrorism, religious extremism, political radicalism,

and other extreme behaviors. While analyzing the process of political radicalism (or de-

radicalism) for individuals who take part into terrorist plans or attacks, several experts

psychologists reject the theory stating that most of these individuals have psycholog-

ical health issues or that they are psychopaths (Mullins and Dolnik (2010), Webber

and Kruglanski (2017)). Speci�cally, psychologists acknowledge the in�uence of net-

works in explaining radicalism (Mullins and Dolnik (2010)). In various domains like

crime, employment, education, health and others, several recent papers have shown

the undeniable role played by networks and social interactions on behaviors (see Drago

and Galbiati (2012), Boucher et al. (2014), Chandrasekhar et al. (2015), Fortin and

Yazbeck (2015), Faton and Fortin (2017)). Likewise, political radicalism is not an

exception (Wintrobe, 2006). Consider the following example.

Example 3.1. A population of inmates within a prison is such that a few prisoners are

radicalized, and hold extreme political, religious or social beliefs. Let's say we know the

listening structure inside the prison. That is, we know exactly who listens to whom,

while interacting. Assume again that prisoners are semi-complex thinkers, subject to

some cognitive biases which in�uence their listening behavior; so that they can increase

or decrease their attention to co-inmates.

Under what conditions (on the network), may some prisoners become (de)radicalized

(or not)? What network structures are more (or less) favorable to consensus at extreme

beliefs? These are examples of questions answered in this paper.

In this paper, I explore the formation of extreme (or radical) beliefs among agents

within a network. Speci�cally, I study the in�uence of some cognitive biases on the

process of belief formation in the network, and the underlying mechanisms through

which extreme beliefs can prevail over moderate ones, over time. First, I introduce an

intuitive approach for beliefs updating in a network, where individuals are subject to

some cognitive biases, which can a�ect the strength of ties in the network over time.

Second, I discuss properties for the convergence of beliefs and for reaching consensus

in the network. In particular, I address cases where beliefs converge to some extreme

value, interpreting extremism. I �nd that, accounting for cognitive biases can modify

the path and the speed to consensus. Especially in a strongly connected network, I �nd
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that they can even a�ect the very existence of a consensus; which is not expected at

�rst. In that respect, I argue about a possible polarization and fragmentation of beliefs

in a strongly connected network.

More speci�cally, I consider two main sources of cognitive bias in the paper: a con�r-

mation bias, and an extremist relative superiority bias. The �rst refers to this natural

inclination that people often have, of listening more to those whose beliefs are closer to

theirs (see Lord et al. (1979), Nickerson (1998), Rabin and Schrag (1999), McFadden

and Lusk (2015), Charness and Dave (2017)). It can also, to some extent, be identi�ed

as homophily in beliefs (see Golub and Jackson (2012), Boucher (2015) on homophily).

The second is based on the results of authors like Toner et al. (2013) and Brandt et al.

(2015), which motivate the idea that people tend to listen more to themselves, and con-

sequently less to others, as their beliefs become more extreme. Following these authors,

I use the term extremist relative superiority bias (ERS bias hereafter), and shortened

as extremist superiority bias in the remaining of the paper. Thus, combining these

two sources allows my model to capture some dynamics usually observed in opinion

formation in networks, which have not yet been expressly considered in the literature

on belief formation. Therefore, unlike the naive setting of DeGroot (1974) in which

people's listening attention to peers stays constant over time, accounting for cognitive

biases results in a more intuitive framework in which people can update their attention

to these peers over time.

In the paper, I propose a simple model in which, at �rst, agents have a prior belief on

a matter of interest; let's say their position on a social or political matter. Consider for

instance the case of detainees who have entered a prison with a prior belief about the

pertinence of using violence to achieve a crime.

Second, while in prison, these agents interact with other prisoners. Regarding the

example 3.1 above, prisoners interact with their peers in their cells, at meal time, or

at any other interaction moments within the prison. Then, these agents form a prior

opinion on who they should listen more, or less (or not) to. This part of the process is

subjective to the agent, and does not depend yet on the beliefs of the others. In other

words, a prisoner may decide a priori to listen (or not) to someone, based on their

physical attribute (e.g., race, physical shape, tattoos), or because of their tastes and

preferences. All these degrees of listening attention are then quanti�ed by weights, and

normalized in a row-stochastic square matrix of all individuals in the network. That

matrix represents the structure of the network a priori, and is called a priori listening
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matrix throughout the paper. In the paper, the a priori matrix is considered given.

Third, at each period, agents communicate their beliefs to others in the network and

simultaneously update their beliefs and the listening attention weights they assign to

their peers and themselves. To update their beliefs, agents use a simple average-based

process. At each period, they take a weighted average of all beliefs in the preceding

period, using the values of the listening weights they assign to their peers, in that

previous period. At the same time, the listening matrix is also updated at each period,

through a process detailed later in the paper, and which considers agents cognitive

biases. Then, these steps are repeated over time.

The average-based beliefs updating process used in this paper is a general model of

opinion formation, rooted in precursor studies like DeGroot (1974) and DeMarzo et al.

(2003). Several prior studies on learning in social networks, have shown the adequacy of

an average-based updating rule. Among these studies further detailed in section 3.4.2,

DeMarzo et al. (2003) and Golub and Jackson (2012) explain a few good properties of

this rule. Moreover, experimental studies like Chandrasekhar et al. (2015), also show

its best �tness to their data, over a Bayesian learning setting. Henceforth, although

more re�ned than the simple DeGroot (1974) setting, my model still holds its good

properties of simplicity and tractability, and the nice intuition behind the average-

based rule. Moreover, the introduction of cognitive biases in the process does add some

interesting twist into the analysis. In fact, although there is no new link formation in

the model, the sole presence of cognitive biases, is likely to alter the structure of the

network.

The main contribution of this article to the literature is twofold. First, the paper

contributes to the already existing literature on opinion formation, by considering both

an extremist superiority bias and a con�rmation bias in a social network analysis. In

fact, even outside the political spectrum as in Toner et al. (2013), Brandt et al. (2015),

we usually observe that ceteris paribus, individuals with radical ideologies tend to be

more self-con�dent in their views than people with more moderate beliefs. Hence, my

interest in considering the extremist superiority bias in a study on extreme opinions

formation. The second contribution of the paper is to introduce an intuitive theory

which justi�es the severance of ties in networks, as it is often observed in practice. The

model developed in this paper lays down some theoretical groundwork on how ties can

be severed, over time. As a result, I present a new re�nement on the conclusions on the

convergence of beliefs and consensus in a strongly connected and aperiodic network.
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Besides, I use some simulated data on small groups, to predict the probability of con-

sensus, given the a priori degree of polarization in the network, and its connectivity.

Moreover, I implement some comparative statics presenting the incidence of cognitive

biases on the existence and the value of a limiting belief (after an in�nitely long time)

for a priori networks. In particular, I present convergence results in a network, in the

case where the level of extremism a priori of one agent varies.

I show that the rate of convergence of beliefs to a consensus (if any), and to the

consensus value (if any), vary according to the initial beliefs of individuals, and the

degree of polarization in the network. Speci�cally, I �nd that a stronger polarization

in beliefs ceteris paribus leads to slower convergence time and vice versa. In the worse

cases, it can even impede the existence of a limiting belief (under aperiodicity in the

initial network), and consensus, even for an a priori strongly connected network.

Furthermore, in my general model, if convergence is obtained, I identify a su�cient

condition for consensus. That is, over time there exists a moment from when everyone

in the network who initially listens to people other than themselves, monotonously

decrease their self-con�dence. This is also a key result of this paper. That is, consensus

among individuals who hold di�erent beliefs, requires that at some point everyone who

is not strongly attached to their (own) beliefs only, should start to "let go," and let

themselves be convinced by others.

In addition, in the presence of con�rmation bias only (i.e., self-con�dence is null), I �nd

that consensus is not always guaranteed, even in a complete network like a group. 1 In

fact, when the initial beliefs are drawn very close to the extreme values, and form two

opposite clusters, consensus is more di�cult to reach. Beliefs, in that case are more

likely to stay polarized, although the clusters may become signi�cantly closer. However,

not only are these predictions a�ected by the size of the network, but also introducing

a non-partisan moderator in the network changes some convergence results. 2 While

exploring convergence to extreme beliefs, besides discussing group polarization, I derive

some conditions for consensual extremism.

The rest of the paper is organized as follows. Section 3.4 explains the foundations of my

model and how beliefs are formed throughout time. In section 3.5, I discuss convergence

1. In a group, everyone is directly in�uenced by everyone else. It is the most strongly connected and
aperiodic form that a network of individuals can be.

2. A non-partisan moderator, as de�ned in this paper, is an individual who consistently listens to peers
with distinct beliefs, in a manner which guarantees that both distinct peers (or groups of peers) keep listening
to them (moderator) over time, and do not disconnect from the rest of the network.
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and consensus properties and results of the model and explore some practical cases of

convergence to extreme beliefs in a given network. In that section, I also propose a

model to predict the probability of consensus in a network, and give some results for

small groups. Then, in Section 3.6, I discuss some general predictions of the model,

and Section 3.8 concludes.

3.4 A Simple Model of Belief Formation

Consider an individual i who has to form their belief on a certain matter for which a

true state of the world exists. i receives a signal about the true state, yet its value is

unknown to them. This signal allows i forming an a priori belief on the true state.

Then, i and a �nite number n − 1 of other individuals, who have also received a

signal on the true state and formed their a priori belief, are put together to create a

network. Then, based on their own subjectivity (or lack of subjectivity) about their

peers observable characteristics, each individual forms another a priori on how much

they should listen to each of their peers. 3 In the remainder of the paper, the term

listening weight represents a quantity expressing how much an individual listens to a

given peer, relatively to their other peers. Both a priori beliefs and listening weights

are formed at the beginning of the time horizon, arbitrarily �xed at time t = 0. To

illustrate this, consider the following matter on which some people are to form their

beliefs:

What do you believe is the probability that Trump runs for re-election and wins?

Then, assume the signal they receive about the true state of the world is an approxi-

mation of the percentage of all U.S. news articles, which predict that Trump will win

during their future presidential elections. Therefore, each individual i could form their

a priori belief on Trump's potential re-election. Note here that individuals own char-

acteristics and subjectivity can also in�uence them in the formation of these a priori

beliefs. 4 Next, all the individuals are put in contact with one another and they get to

know some of their peers' characteristics. For instance, they can notice or learn about

one another's gender, occupation, social status, skin color, political a�liation, or the

3. Recall here that a network shows how much everyone listens to their peers.
4. For instance, someone who is strongly against Trump's politics, may not be as much in�uenced by these

statistics as any random individual. Similarly, someone who prefers Trump as president, may predict a win
for Trump, even if the signal, here the journals' statistics, were not in his favor. In fact, because their own
opinion represents a more reliable information for them, they may possibly hold a belief that is, ultimately,
independent of the signal.
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TV channels they listen more to; to cite a few potential observable characteristics. 5

Then, because of their subjectivity about their peers' observable characteristics each

of them will assign an a priori listening weight to the beliefs of each of these peers. 6

Therefore, they may decide not to listen to someone (weight equals zero), to listen to

them to a certain extent (weight higher than zero but still less than one), or to listen

to only one individual (weight equals 1). 7

At time t = 0, an individuali's a priori belief is noted b0
i , and the weight related to the

listening attention they assign to a peer j is noted w0
ij. As a general rule, I note bti the

belief of individual i at time t, and wtij the listening weight that i assigns to a peer j,

at time t. At time t, if i listens to j, then wtij > 0. 8 Following DeMarzo et al. (2003),

wtij also represents the direct in�uence of individual j on individual i at time t.

I focus on what happens from the arbitrary period t = 0 and onward. After forming

their a priori beliefs and listening weights, everyone communicates their belief to ev-

eryone in the network. I denote b0 the vector (of size n× 1) of all individuals a priori

beliefs. Similarly, the vector of individuals' beliefs at time t is denoted bt. I assume

b0 given. At each period, while individuals communicate their beliefs to one another

through discussions; they update their beliefs. 9 The belief updating is a repetitive

process that happens over time, after interactions with their peers; until their belief

converges to a �xed value, or almost identical to that of the peers they listen to. 10 In

5. Let me precise here that, these characteristics should stay constant during the time horizon we consider.
This is to avoid a more complex scenario where listening weights are likely to change according to the changes
in individuals observable characteristics, on top of the potential changes due to the cognitive biases to be
accounted for.

6. For instance, Algan et al. (2019) study friendship formation among Science Po students and �nd that
homophily in political opinions, gender, academic background (admission category), high school major and
family income explain friendship ties.

7. For instance, a fervent follower of Trump may decide not to listen to someone who listens to CNN.
An individual who has racial prejudice may decide not to listen to someone because of their physical traits.
Another person with gender bias may decide to listen less to someone of a certain gender than the other. In
the example 3.1 mentioned in the introduction, let's say some prisoners are petty criminals who desire to win
the favor of more "successful" or notorious criminals. Then, some of them (not necessarily all) may decide to
listen more to these infamous criminals than they do any other prisoner.

8. Using some notations from graph theory, let Nt = (V (Gt), E(Gt)) the associated network represented
by a digraph Gt, where V (Gt) = {1, 2, ..., n} denotes the set of all individuals (also called vertices or nodes),
and E(Gt) =

{
(i, j) ∈ V (Gt)× V (Gt)/w

t
ij > 0

}
the set of all directed links (edges) in the network. Then, in

a network Nt, each positive listening weight (wtij > 0) is represented by a directed link from i to j in the
associated digraph Gt.

9. Through this framework individuals implicitly try to guess the true state of the world, as close as possible.
However, they can never know for sure if their guess is right. Therefore, if the beliefs of some peers they listen
to are di�erent from their own, they may infer that their current belief is somehow wrong and keep updating
their belief based on the new information received.
10. Note that the condition to update their belief is that a peer to whom they assign a strictly positive

weight to, di�ers from theirs. This also means that, at a given period t, they do not care about the beliefs of
peers who do not have any direct in�uence on them (wtij = 0).
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particular, here, the formation of new beliefs (updating) solely depends on the listening

weights individuals assign to peers and everyone's belief in the preceding period. The

precise rule of beliefs updating is average-based, as described in section 3.4.2. All a

priori beliefs b0
i and all a priori listening weights w0

ij are given. At each period, the

listening weights are private information. Yet, following the successive interactions and

discussions, individuals may decide to listen more (or less) to some of their peers. In

the model, their adjustment of the listening weights is based on a con�rmation bias

and another bias called extremist relative superiority bias in this paper. 11 Section 3.4.3

describes the exact updating rule for the listening weights.

The con�rmation bias is accounted for through the similarity that "attracts" people to

one another, which is measured in terms of the distance (absolute value) between their

beliefs. The smaller this distance, the more these peers are listened to. 12 As for the

ERS bias, I use the distance to the middle belief to measure how extreme individuals'

beliefs are. 13 Next, I de�ne various levels of extreme beliefs, and precise a de�nition

domain for all beliefs in my model.

3.4.1 Beliefs domain and extreme beliefs

Without any loss of generality, I assume beliefs are quanti�able with values in [−1, 1].

The value −1 may for example represent extreme-left beliefs; or in politics, it could

also be identi�ed to a left-wing belief. Whereas 1 represents extreme-right beliefs or a

right-wing belief in politics. The scalars 1 and −1 are chosen for simplicity. For any

matter for which people have to hold views and beliefs, the set of beliefs can be easily

generalized to [−1, 1]. Then, bt = (bt1, ..., b
t
n)′ the vector of all individuals' beliefs in

the network at time t is de�ned on [−1, 1]n×1. In the example above where people have

to tell what they think is the probability that Trump wins if he were to run again for

president in 2020, their answers should fall within a range of 0 to 1. However, knowing

there always exists a bijection of [0, 1] into [−1, 1], it is possible to rescale their answers

11. Toner et al. (2013) propose the term belief superiority to refer to the fact that, for a given issue (political,
religious, etc.), an individual would be more con�dent in his belief as more correct comparatively to others'
beliefs. In their paper, they conduct an experiment, and show that people with extreme political views
(conservatives or liberals) tend more to believe that their belief is the right one, than moderates or non-
partisans. This general attitude of extremists relative belief superiority has been replicated in several other
studies in various domains including environment(Toner Raimi and Leary (2014)) and religion (Hopkin et al.
(2014)).
12. In the prison network above, let there be a criminal i who, in a given period t, listens equally to criminals

j and k (wtij = wtik). Then, i receives information about the beliefs of j and k at period t. If |bti−btj | > |bti−btk|,
then wt+1

ij < wt+1
ik . In other words, in the next period t+ 1, i will listen more to k than they do j. Note that,

this does not necessarily mean that wt+1
ik > wtik.

13. The middle belief refers to the belief which is equidistant from both extremes.
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such that 0 is now the extreme-left belief. 14 The following voting scale represents well

the space of beliefs limited by two extremes.

-1 0 1

For more clarity, I de�ne a concept extensively used in remaining of the paper, and

referring to di�erent levels of extreme belief as follows:

De�nition 3.1. ε-extreme belief

Let ε ∈ (0, 1
2
) a scalar. An individual i is considered to have ε-extreme belief at time t

if their belief bti is such that |bti| ≥ 1− ε.
In the case where |bti| ≥ 1 − ε ∀ ε ∈ (0, 1

2
), that is bti ∈ {−1, 1}, beliefs are said to be

(simply) extreme.

In other words, an ε-extreme believer (or someone with ε-extreme beliefs) is some-

one who is closer to an extreme belief than the middle belief 0. This de�nition will

be more useful later. According to this, any belief valued in the interval [−1
2
, 1

2
] is

never an ε-extreme belief. In the remaining of the paper, any individual with such

belief is called a moderate believer, or as someone with moderate beliefs. 15 Then,

V −ε,t = {i ∈ V (Gt)/b
t
i ≤ −1 + ε} and V +

ε,t = {i ∈ V (Gt)/b
t
i ≥ 1− ε} denote respectively,

the subsets of all left ε-extreme believers and right ε-extreme believers of V (Gt). In

the case ε ∈ [0, 1
2
), the notations V −ε,t and V +

ε,t also include respectively, all left extreme

believers and right extreme believers.

3.4.2 Beliefs Updating Process

To update their belief at a period t + 1, individuals use the information they receive

from their peers (beliefs) at period t and their own subjectivity. It is a dynamic, yet

deterministic process. Beliefs in period 1 only depend on beliefs and listening weights

in period 0; beliefs in period 2 only depend on quantities in period 1 and so on.

14. In the speci�c case of any multidimensional issue, where individuals' answers are each represented by a
k-dimensional vector of values in Rk, the model requires that, at �rst, all beliefs are mapped to the segment
[−1, 1] of real numbers.
15. Here, let us make a quick connection with the median voter theorem. Assume all necessary rules for the

median voter theorem hold. Let L and R two political parties, such that L advocates for a left ε-extreme belief
and R for a right moderate one. If the median voter holds the middle belief 0, then the moderate party wins
the election.
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Let Wt =
(
wtij
)
denote an n×n matrix composed of all the listening weights that each

individual assigns to everyone in the network at time t, including themselves. Each line

i ofWt represents, at time t, all the listening weight that i assigns to each individual in

the network, and each column j represents all the weights that each individual in the

network assigns to j. The weights are nonnegative and de�ned such that the sum of all

elements on each line equals 1. Put another way, Wt is row-stochastic. This condition

is useful because it allows each value composingWt to be comparable to any other one.

In other words, for four individuals i, j, k, and l, wtij > wtkl means that i listens more to

j than k does to l. In addition, as shown in appendix C.1.3, the existence of a consensus

in the model, as de�ned later in the paper, requires that Wt is row-stochastic. Thus,

Wt ∈ [0, 1]n×n, and the matrix sequence (Wt)t = (W0,W1, ...,Wt, ...) is set to follow

a Markov process as described in equation 3.4.

As aforementioned, the vector of a priori beliefs and the matrix of a priori listening

weights are given. Therefore, given b0 and W0 two matrices of a priori beliefs and

weights, for any period t ≥ 0, the vector of beliefs at time t+ 1 is de�ned as:

bt+1 = Wtbt ∀t ≥ 0 (3.1)

This model implies that, knowing the beliefs of everyone in the network at a given time

t, everyone forms their updated belief by taking a weighted average of all beliefs, using

the weights they formed at period t. A main advantage of this average-based rule is

that it is tractable. Using equation 3.1 iteratively, bt+1 is reduced to an expression

composed only of all the intermediate matrices Wm (m = 0, 1, ..., t) and the a priori

belief vector b0 as following:

bt+1 = WtWt−1...W0b0 =
t∏

m=0

Wt−mb0 (3.2)

The particular case of the model 3.2, in which each matrix Wm of the sequence is

identical to W0, equates the naive learning model of DeGroot (1974):

bt+1 = W0...W0︸ ︷︷ ︸
t times

b0 = Wt
0b0 (3.3)

Several papers in economics advocate for the use of such a simple average-based rule.

DeMarzo et al. (2003) argue that the average-based rule is consistent with their bound-
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edly rational theory, which focuses on individuals subject to persuasion bias. Acemoglu

et al. (2013) on the other hand, under the label inhomogeneous stochastic gossip pro-

cess, use this rule to model beliefs evolution in a society composed of what they call

stubborn and regular agents. In addition, in the case of a pure coordination game,

Golub and Jackson (2012) interpret this rule as a myopic best response updating rule.

Furthermore, several papers use the naive DeGroot speci�cation to model learning in

experimental networks (Mueller-Frank and Neri (2013), Chandrasekhar et al. (2015)).

These studies usually promote this model over its rather sophisticated, Bayesian al-

ternative. As a matter of fact, while making a comparison with a Bayesian learning

model, Chandrasekhar et al. (2015) use an experiment to show that agents learning

behavior in networks are more robustly described by the DeGroot model (also called

naive learning model).

A key argument in favor of the average-based rule is that agents do not usually make

such complex calculations as in the Bayesian setting. The DeGroot model appears to

be intuitive enough and �ts best the attitudes of individuals during these experiments.

Another main advantage of the DeGroot model resides in its simplicity. In that model,

knowing only the initial beliefs and listening weights, beliefs can be easily determined at

any period, and the conditions for convergence of beliefs and for reaching a consensus

are simple to derive. The model is thus tractable enough, and allows �nding clear

conditions for the wisdom of crowds (Golub and Jackson (2010)).

However, while taking advantage of the good properties of an average-based rule, it

is also important to account for individuals cognitive biases. Provided that they can

a�ect the attention individuals assign to their peers and themselves over time, they may

impose a particular dynamic toWt, usually ignored in the naive model. 16 To complete

the de�nition of the model, in the next section, I describe the matrices updating process

for all periods consecutive to the initial time t = 0.

3.4.3 Updating the listening matrix

At each period t ≥ 0 and for any pair of individuals i and j in the network, we have:

Assumption 3.1. Cognitive biases

16. Note that, in the case that I allow for a non-empty subset of uninformed agents in the model 3.2 above,
it would also become, to some extent, a generalization of the generalized DeGroot (GDG) model of Banerjee
et al. (2016). However, to keep a certain level of simplicity in the current paper, I do not explicitly model the
possible presence of uninformed agents.
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(i) Con�rmation bias: all else being equal, in the next period t + 1, people listen

more to those whose beliefs were closer to their own. This is equivalent to: ∀ t ≥

0, ∀ i, j ∈ V (Gt),
∂wt+1

ij

∂|bti − btj|
< 0.

(ii) Extremist relative belief superiority: all else being equal, in the next period t +

1, people whose beliefs at period t are closer to the extremes, listen more to

themselves than those who are farther. Put another way, ceteris paribus, people's

self-con�dence increases as their beliefs are closer to the extremes. This means:

∀ t ≥ 0, ∀ i ∈ V (Gt),
∂wt+1

ii

∂|bti|
> 0

Based on these assumptions, I propose a functional variation of each component of Wt

as following:

wtij =



wt−1
ij f(|bt−1

i − bt−1
j |)∑n

k=1,k 6=iw
t−1
ik f(|bt−1

i − bt−1
k |) + wt−1

ii g(|bt−1
i |)

if i 6= j

wt−1
ii g(|bt−1

i |)∑n
k=1,k 6=iw

t−1
ik f(|bt−1

i − bt−1
k |) + wt−1

ii g(|bt−1
i |)

if i = j

(3.4)

where the functions f : x 7→ f(x) and g : x 7→ g(x), are such that:

1. f() is continuous and strictly decreasing over [0, 2] such that f(0) is positive (can

tend to +∞, but not necessarily) and f(2)→ 0 (f(2) 6= 0).

The objective here is to make sure that, even if at t−1 two individuals receive the

same attention, because of homophily, the one whose belief is closer will receive

more attention next. Thus the decreasing f(). f(2) should tend to zero to magnify

the e�ect of homophily. This allows individuals to lower drastically the attention

they give someone, when they �nd that their belief is at the opposite extreme of

their own belief which is also extreme. I impose the condition f(2) 6= 0 to ensure

that an existing link is not systematically broken, only because individuals realize

that their peer's belief is opposed to their own. In theory, the updated network

structure as de�ned here should remain the same and only the values assigned to its

links (weights) could change over time. However, links can break, asymptotically,

after their associated weight becomes too small. Besides, I acknowledge that

intuitively if a listening weight becomes too small, we might as well assume its

associated link is broken. 17 For simulations purpose, I use a simple form of f as

follows: f : x 7→ −x+ 2 + ξ, with ξ > 0 a very small real number (close to 0).

17. Consider a network of individuals. Let's say that a priori, an individual i assigns 90% of their attention
to another individual j. But then right from the start individual i realizes that individual j is 100% for Trump's
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2. g() is continuous and strictly increasing over [0, 1] such that g(0)→ 0 (g(0) 6= 0),

and g(1) is positive (could also tend to +∞). g() is actually the function that

carries the properties in assumption 3.1(ii). Consider two individuals, who initially

have the same amount of self-con�dence, meaning that they listen to themselves

the same way. Then, in the following period, the one whose belief is closer to an

extreme will, have more self-con�dence than the other. And here also, someone

who had a positive amount of self-con�dence at �rst should keep listening to

themselves even slightly. However, asymptotically wtii can tend to zero. 18 It is

possible to de�ne f and g such that f(2) = g(0) and f(0) = g(1), however it is

not necessary. In my simulations, I use g : x 7→ 2x+ ξ.

From equation 3.4, the sequence (Wt)t is continuous and each matrix composing the

sequence is row-stochastic and nonnegative. Now that the model is fully de�ned, let us

focus on another main goal of the paper. This paper aims at analyzing various networks

situations where all individuals' beliefs converge to a unique one. When this happens in

a network, we say that people have reached a consensus. In the DeGroot (1974) model,

for any vector b0 of a priori beliefs, consensus is obtained starting from a period when

the matrix product Wt
0 becomes ergodic. Conditions for that are detailed in the paper

of Golub and Jackson (2010). However, in my model de�ned by equations 3.2 and 3.4,

these conditions do not guarantee consensus. In the next section 3.5, I give more details

about convergence and consensus properties for my model.

3.5 Reaching Consensus

A consensus is reached in a network when everyone's beliefs becomes the same. In this

paper I'm particularly interested in networks which favor the shift of individual be-

liefs to extreme beliefs and those where extreme believers manage to keep or lose their

extreme beliefs. In fact, not all network structures are favorable for the expansion of

re-election while i is 100% against. Usually in reality, i will not instantly decide to stop listening to j forever.
Indeed, i's attention to j may drastically be a�ected (lowered). However, for most people, the process that
leads them to stop listening to someone is not sudden in general. Ultimately, if the gap between i and j never
tends to close itself, they can reach a point where their attention towards one another becomes so small that
it seems nearly non-existent. And surely, when that happens the real network structure at that time should
change such that the link between i and j will be missing. In absolute terms, the link remains. However,
intuitively, the direct in�uence of j on i is "too small" for j to still have any real e�ect on i. Thus, the pattern
displayed by the network then is more consistent with a network structure that is di�erent from the initial
one. This issue will become clearer later in the simulations.
18. Referring to the same example, let say prisoners i and k self-con�dence at time t amounts to 10% each,

and their beliefs are respectively quanti�ed bti = −1 and btk = .5. Then i clearly holds a more extreme beliefs
than k. Consequently, at t+ 1, i's self-con�dence will become greater than j's. Note here that I'm comparing
wt+1
ii and wt+1

kk , not wt+1
ii with wtii or w

t
kk. This means that depending on the other parameters in the network,

and according to this example, we can have wt+1
kk < wt+1

ii < .1.
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extreme beliefs. In this section, I discuss some basic characteristics of a network a priori

and a vector of beliefs a priori, that are required for beliefs to possibly reach a consen-

sus. Before de�ning these conditions in my model, here are some useful de�nitions on

concepts related to networks' structures that I use.

De�nition 3.2. Walk

In a network, a walk from an individual i, to another one j is a sequence of individuals

j1, j2, to jk such that i listens to j1, j1 listens to j2, . . . , jk−1 listens to jk, and jk

listens to j. The length of such a walk is k + 1.

Note that in the case i listens to j, it is a walk of length 1.

De�nition 3.3. Path

A path from i to j is a walk consisted of a sequence of distinct individuals.

De�nition 3.4. Cycle

A cycle is a path starting and ending with the same individual.

De�nition 3.5. Connected network

A network is connected if for any pair (i, j) of individuals, a path from i to j or from

j to i exists.

Consider a listening matrix Wt represented by a graph Gt. It represents a connected

network if for any pair (i, j) of individuals, either there existm1 individuals k1, ..., km1 (∈
V (Gt)\{i}) such that wik1 , wk1k2 , ..., wkm1j

are all positive, or there existm2 individuals

k1, ..., km2 (∈ V (Gt)\{j}),such that wjk1 , wk1k2 , ..., wkmi are all positive (see an example

in �gure 3.1d). In the case wtij > 0 (m1 = 1), I say that "i listens directly to j".

Otherwise, if wik1 , wk1k2 , ..., wkm1j
∈]0, 1[, I use the expression "i listens remotely to

j". This also means that i is in�uenced by j. The notion of peer in�uence is further

de�ned in section 3.5.1.

De�nition 3.6. Weakly connected network

A network is weakly connected if for any individual i, there exists an individual j (6= i)

such that a path from i to j exist.

In this case, there is no isolated individual i with wtii = 1; and there may exist two

individuals who do not listen directly, nor remotely to themselves. That is to say,

they do not in�uence each other. An example in shown in �gure 3.1c. Note that, the
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corresponding undirected graph of a weakly connected network Nt is also connected

(see �gure 3.1f).

De�nition 3.7. Strongly connected network (Gross and Yellen, 2006)

A network is strongly connected if for any pair (i, j) of individuals there is a walk from

i to j and from j to i.

In other words, a strongly connected network refers to a network where, for any pair

(i, j) of individuals, i listens directly or remotely to j, and j also listens directly or

remotely to i. That is, everyone in the network is somehow in�uenced by everyone else

(see �gure 3.1e).

1 2 3 4

(a) Directed and unconnected

1 2 3 4

(b) Undirected and unconnected

1 2 3 4

(c) Weakly connected

1 2 3 4

(d) Directed connected

1 2 3 4

(e) Strongly connected

1 2 3 4

(f) Undirected and connected

Figure 3.1 � Levels of connectedness in a network

In summary, for directed networks, a clear distinction exists between a weakly connected

network, a connected network and a strongly connected network. If a directed network is

strongly connected, then it is connected. If it is connected, then it is weakly connected.

But the opposites are not true. However, for the undirected version of such networks'

graph, a distinction of the level of connectedness no longer exists. An undirected

network is either connected or not. To illustrate this, I represent the undirected version

of the networks in �gures 3.1c, 3.1d and 3.1e in �gure 3.1f. Figure 3.1b however,

represents the undirected version of the network in �gure 3.1a. All these de�nitions on

various levels of connectedness within a directed network are more useful later in the

paper.

De�nition 3.8. Convergence of beliefs versus consensus

Beliefs updated through equation (3.1) converge if there exists a vector b̄ ∈ [−1, 1]n×1
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such that, given b0 a vector of initial beliefs and (W0,W1, ...,Wt, ...) a time-varying

sequence of listening matrices:

lim
t→+∞

Wtbt = b̄ (3.5)

In particular, if there exists a scalar b such that b̄ = bi, where i is the n×1 unit vector;

then consensus is reached, and b̄ is a consensus vector.

In plain words, convergence refers to the fact that there exists a moment, from which

individual beliefs tend to become constant and reach a steady state. Whereas consensus

imposes that, all beliefs tend to become and stay the same starting from some moment

in the time horizon.

Example 3.2. Consider the following unconnected two-individuals trivial example, us-

ing the identity matrix:

W0 =

[
1 0

0 1

]
b0 =

[
−.5
.5

]

The belief sequence generated by such a priori network (clearly) converges to the a

priori beliefs vectorb0. However, for any a priori beliefs vector b0 di�erent from a

consensus vector, as in the example b0 = (−.5, .5)′ above, consensus is never reached.

3.5.1 Convergence of Beliefs

There is a clear analogy between my model and a Markov chain, although their inter-

pretations may di�er. In fact, as it is the case for the existence of a unique stationary

distribution of a �nite-state discrete and irreducible Markov chain, there is a necessary

condition in my model, without which beliefs cannot converge. 19 That requirement,

de�ned below, is aperiodicity in the structure of the network. Thus, in my model, if we

start with any a priori network N0, a necessary condition required for the convergence

of beliefs, is the aperiodicity of W0. In fact, if W0 is not aperiodic, all subsequent

matrices Wt are probably also not aperiodic. First, consider the following de�nition of

19. Note that the irreducibility of a Markov chain is somewhat equivalent to the strong connectedness
condition for a network.
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an aperiodic matrix and network.

De�nition 3.9. Aperiodic Network (Golub and Jackson, 2010)

A matrix W is aperiodic if the greater common divisor (gcd) of the length of its cycles

is 1. Then, its associated network is aperiodic.

To give an intuition to why aperiodicity is required for beliefs to converge, I use the

concept of in�uence as introduced by DeMarzo et al. (2003) and those of in�uence set

and in�uence graph mentioned in de�nition C.1 in the appendix.

A network that is not aperiodic is periodic, and the gcd of the length of all its cycles is

greater than one. An intuitive way to understand periodicity of a network is that, for

that type of network, some patterns repeat themselves periodically and inde�nitely in

the in�uence graphs (see �gure 3.2). In a periodic network, one can notice that, at each

period, at least one proper subset of individuals in V (Gt) has an in�uence set which

is always disjoint from the in�uence set of the other individuals. And in the end, it

sometimes looks like some proper subsets of individuals only permute their beliefs, so

that, at time goes to in�nity, we can never guess who in�uences who in the network.

This is the main reason preventing convergence of beliefs to a �xed value. In such

case, it is also impossible to identify the long-term in�uence or the social in�uence of

individuals in the network. In example 3.3 below,Wper shows a simple four individuals

network case with four periods.

Overall, if a network N is aperiodic, the in�uence graphs do not follow a speci�c peri-

odicity, but rather tend to show only one pattern (one period) after a little while (see

�gure 3.3 20). As a result, when the network stays aperiodic over time, beliefs converge

and the long-term in�uence of each individual is computable.

Example 3.3. Let's consider a network Nper de�ned by the following matrix Wper and

represented in �gure 3.2a.

Wper =


0 1 0 0

0 0 1 0

0 0 0 1

1 0 0 0

 Waper =


a b 0 0

0 0 1 0

0 0 0 1

1 0 0 0


20. As shown in �gure 3.3, starting from period 3, the general structure of the in�uence graph stays the same.

However, the values of each component may continue to change for a while, before its complete stabilization.
Further in this section, I also precise some other speci�cations where a network like Naper which should
normally converge in the Degroot case, does not always converge in my model.
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In each of the digraphs 3.2a, 3.2b, 3.2c and 3.2d, the edges indicate who (origin)

is in�uenced by whom (destination) at the period speci�ed. The color tone of each

node indicates the belief they hold at the period mentioned. Four distinct beliefs are

illustrated initially; and the �gure 3.2 shows that, the network starting from Nper is
periodic, and beliefs always transit successively through four values.

In this speci�c network, beliefs never converge. Each individual always comes back to

their initial belief after four periods and never stabilize their beliefs. They keep forever

permuting their beliefs between one another.

By adding an edge into Nper such that the gcd of all cycles becomes 1, the network

obtained can be aperiodic. Usually, having a loop in a connected network is su�cient

for aperiodicity. Thus, consider adding a loop at one node, as in �gure 3.3. We

obtain a network structure represented by the matrix form Waper above (a + b = 1).

The in�uence graphs on �gure 3.3, show that there is no periodicity in the patterns

displayed. After period 3, everyone is in�uenced by everyone else. For my model, if the

a priori network structure is as Naper, it is very probable that beliefs in the network

converge; and if so, consensus is reached. 21

1 2

34

(a) In�uence
graph Gper
of Nper after
t = 4p, p ∈ N

1 2

34

(b) In�uence
graph of Nper
after t = 4p + 1,
p ∈ N

1 2

34

(c) In�uence
graph of Nper at
t = 4p+ 2, p ∈ N

1 2

34

(d) In�uence graph of
Nper at t = 4p+3, p ∈ N

Figure 3.2 � Periodic evolution of beliefs and in�uence graphs for Nper

A su�cient condition for convergence in a model with non-homogeneous matrix se-

quence would be that each matrix of the sequence is aperiodic. However, because in

my model, the network itself could converge to one with a di�erent structure, a neces-

sary condition is that the listening matrices sequence should be aperiodic enough. By

aperiodic enough, I mean that the network should stay aperiodic as long as beliefs have

not yet converged to a �xed value. Otherwise, if the matrix sequence converges faster

than beliefs to a periodic matrix, the latter may never converge.

Figure C.4 in appendix shows beliefs paths for individuals in a network Naper, using
21. For the simple Degroot case, with a network as Naper beliefs converge surely, and there is consensus.
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1 2

34

(a) In�uence
graph Gaper of
Naper at period
t = 0

1 2

34

(b) In�uence
graph of Naper
at t = 1

1 2

34

(c) In�uence
graph of Naper
at t = 2

1 2

34

(d) In�uence graph of
Naper from t = 3 and on

Figure 3.3 � Aperiodic evolution of beliefs and in�uence graphs for Naper

two sets of values for the couple (a, b) in Waper and a unique a priori belief vec-

tor (1, 1
2
,−1,− 7

10
)′. In �gure C.4a, w0

11 = 3
4
and given b0, the network is aperiodic

"enough", thus beliefs converge. While, in �gure C.4c, w0
11 = 1

100
and beliefs do not

converge.

Note that the a priori belief vector always plays a role in the components of the listen-

ing matrices over time. More speci�cally, the form speci�ed in equation 3.4, imposes

that self-listening weights should always converge, either to 0 or 1. Meanwhile, clearly,

�rst, if all self-listening weights converge to 1 (and w0
ii 6= 1, ∀ i), although convergence

is guaranteed, consensus is impossible. Such a behavior creates a fragmented network

where everyone's belief likely converges to a belief di�erent from everyone else. Sec-

ond, if some self-listening weights converge to 0, a basic assumption required to draw

su�cient conditions for convergence in such a model, provided by previous authors

(see Blondel et al. (2005)) is violated. Lastly, also because of the "perpetual" interde-

pendency between the sequences (Wt)t and (bt)t, conditions like the absolute in�nite

�ow property (see Touri and Nedic (2012), Rezaienia et al. (2017)), cannot be used to

determine a general characterization of convergence (or almost sure convergence) in my

model. As a consequence of proposition 3.1 below and from the results on consensus

time depicted in Section 3.7, depending on a priori beliefs, it is possible for beliefs

not to converge, even starting from a group structure; which is usually the structure

with higher connectivity properties. Consequently, the main (necessary) condition for

convergence of beliefs, that I mention in this paper, is that W0 should be aperiodic.

3.5.2 Convergence without Consensus in a strongly connected network

Consider the following key proposition.
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Proposition 3.1. In general, for a strongly connected a priori network W0, even if

W0 is aperiodic and beliefs converge to a belief vector b̄, b̄ is not necessarily a consensus

vector. 22

Proof. As shown using the two-individual identity matrix example above, proposition

3.1 is trivial for unconnected networks. Intuitively, in an unconnected network, there

exists at least two individuals who never listen to themselves; neither directly, nor re-

motely. In my model, if an individual does not a priori listen to someone else at all,

then, they will never listen to them forever. So, none of them is in�uenced by the other.

Then obviously, unless by pure luck, beliefs in such a network will not converge to a

consensus.

To prove proposition 3.1, we only need to �nd a strongly connected network and an a

priori belief vector such that beliefs converge numerically, but there is no consensus.

In fact, if it is true for a strongly connected network, then the result holds for weak

connectedness too. 23

Consider the following strongly connected three individuals a priori network N0,s rep-

resented by the digraph G0,s in �gure 3.4a, and associated with the listening matrix:

W0,s =


17
20

1
10

1
20

1
5

7
10

1
10

1
10

1
10

4
5


The values on (or near) each arrow of the digraph are the listening weights. For instance,

for b0 = (1,−.5,−1)′ beliefs converge numerically to b̄s = (.65,−.51,−.51)′, which is

not a consensus vector. 24 On the contrary, b̄s re�ects polarization instead. Here, a

polarization of beliefs over time (or polarization of a network), refers to a situation in

22. The strong connectedness is a stronger assumption than any other level of connectedness (weakly con-
nected, or connected). Therefore, the proposition is also true in those cases. The framework designed in a
recent study by Algan et al. (2019) gives a real-life example of networks (not necessarily strongly connected or
aperiodic) in which opinions do not necessarily converge to a consensus. In their study, they �nd for instance
that even if a pair of students become friends, if there were a very large di�erence in their pre-Science Po
political opinion (a priori belief) their opinions are likely to diverge anyhow.
23. Given all the extensive results for consensus using the DeGroot model (DeGroot (1974), DeMarzo et al.

(2003), Golub and Jackson (2010)), it is unnecessary to show that, for a strongly connected network such that
beliefs converge, they will usually converge to a consensus. This is what should have been expected at �rst.
24. Recall that for all simulations, I use f(x) = −x+ 2 + ξ and g(x) = 2x+ ξ. The parameter ξ is �xed at

10−2.
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1

2

3

(a) Network digraph G0,s ofW0,s

1

2

3

(b) Network digraph Gt,s of Wt,s as t →
+∞

Figure 3.4 � Evolution of Network digraph of W0,s with b0 = (1,−.5,−1)′

which beliefs converge, but not to a same value. 25 I give more details on polarization

later in the paper. Figure 3.4b above, shows what the limiting network Nt,s would look

like, for b0 = (1,−.5,−1)′, as t→∞ (asymptotically).

Note that, for di�erent values of initial beliefs, the same system could have converged

to a consensus. For instance, for b0 = (1,−.3,−.5)′, beliefs converge to the consensus

vector (.39, .39, .39)′. 26

Cognitive biases as a key impediment to consensus

Up to now, I have established that, even if everyone in a network is in�uenced by

everyone else (strong connectedness), it is still possible that they will never converge

to a consensus. This result makes a clear contrast with the DeGroot model. In fact,

for the DeGroot model, Golub and Jackson (2010) proved in their paper that for a

strongly connected and aperiodic network like N0,s above, consensus is reached. In my

model, the source preventing consensus in a network starting with an a priori strongly

connected structure, comes from the two main cognitive biases mentioned above. In

fact, each bias triggers a particular behavioral mechanism. Consider the example used

in the preceding proof (see �gure 3.5). When peers' beliefs become further apart (see

red and blue lines in �gure 3.5a), it corresponds to a behavior such that individuals

tend to reduce their attention to those peers (�gures 3.5b and 3.5c), immediate result

25. Speci�cally, when beliefs are polarized, it is as if there are several sub-network's "consensus", reached
in smaller components of a network. Strictly speaking, there cannot be two consensus in a same network,
thus the need to refer to the terms polarization or fragmentation. In fact, in a network Nt, it is possible that
everyone's belief in several components Nt,1, ...,Nt,l ⊂ Nt converges to a similar belief; yet the "consensus"
belief in each of these components is di�erent from that in the other components. In the example used
here in proposition 3.1, the two sub-"consensus" values are .65 in Nt,1 = {{1} , {(1, 1)}} and (−.51,−.51)′ in
Nt,2 =

{
{2, 3} ,

{
(i, j) ∈ {2, 3} /wtij > 0

}}
.

26. Consult �gure C.3 in appendix for numerical simulations.
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of the con�rmation bias. Besides, because they lower their attention to those peers, it

has an impact on the speed at which the beliefs could get closer. Moreover, the ERS

bias also tend to slower the speed of convergence toward a hypothetical consensus, the

more people hold more extreme views. This, subsequently, results in a snowball e�ect,

where listening weights to others are more and more reduced, and beliefs tend to stay

forever apart.

Figures 3.5b to 3.5d depict the underlying mechanism through which 1 tends to (asymp-

totically) "disconnect" from the rest of the network as shown in the digraph in �gure

3.4b. In �gure 3.5b, individual 1 self-con�dence (wt11), represented by the plain red line,

increases when they see, at period 0, that peers 2 and 3 beliefs and theirs are di�erent.

Furthermore, it converges to 1, and reciprocally individual 1 decreases their attention

towards individuals 2 (blue dashed line) and 3 (black dotted line). In �gure 3.5c, at

�rst, individual 2 decreases their attention to 1 (plain line), but seems to increase it

again from period 1 to period 3. However, because the gap between 1 and 2's beliefs

seems to increase slightly (�gure 3.5a), 2's attention to 1 �nally decreases again and

converge to 0; whereas their attention to 3 keeps increasing. As time goes to in�n-

ity, apart from individual 1 themselves, no one in the network listens to 1. Similarly

individual 1 tend to listen less and less to anyone else.

(a) b′0 = (1,− 1
2 ,−1), b̄ = (.65,−.51,−.51) (b) Indiv. 1: w1

0,s = ( 17
20 ,

1
10 ,

1
20 ), ¯

w1
0,s = (1, 0, 0)

(c) Indiv. 2: w2
0,s = ( 1

5 ,
7
10 ,

1
10 ), ¯

w2
0,s = (0, 0, 1) (d) Indiv. 3: w3

0,s = ( 1
10 ,

1
10 ,

4
5 ), ¯

w3
0,s = (0, 1, 0)

Figure 3.5 � No Consensus with a priori strongly connected network W0 = W0,s

Figure 3.6a below shows a sequence of belief paths for the three individuals to their

steady state, as individual 1's a priori belief takes di�erent ε-extreme and extreme
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(a) b10 ∈ [ 7
10 , 1], b02 = − 1

2 , b03 = −1 : Pronounced ERS bias

(b) b10 = 1, b02 ∈ [− 1
2 ,−

1
5 ], b03 = −1: Pronounced Con�rmation Bias

Figure 3.6 � E�ect of the ERS and con�rmation biases on convergence rates and consensus

values in [ 7
10
, 1]. The a priori network is still N0,s, and associated listening weight paths

to their convergence values are represented in �gures C.6a, C.6b and C.6c. Although

both ERS and con�rmation biases contribute to each path, this �gure allows us to

understand more on the e�ect of ERS bias. In contrast, in �gures C.6d, C.6e and C.6f

instead, the listening weights paths represented are related to a sequence of b0
2 taking

values in [−1
2
, 1

5
], as shown in �gure 3.6b.

Over time, individuals whose beliefs a priori are at both extremes of the beliefs spec-

trum, tend to listen (at most) to one of their peers (see �gure C.6a, C.6c, C.6d and

C.6f). This is a consequence of their con�rmation bias which makes them side, if pos-

sible, with their closest peer (in belief). The only time they consistently listen to more

than one peer is when those peers have the same beliefs over time. In that case, among
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those peers, the one they listen more to (a priori), remains the one they listen more to

among those peers over time.

In general, as shown in �gures 3.6b and 3.6a, not only do both bias in�uence the

consensus time, but also they in�uence its value. Consider an individual whose belief

a priori is farther from their peers' (see individual 1). The closer these peers' beliefs

are among themselves, and the more they listen to themselves (black versus red lines

in �gure C.6b and blue versus red lines in �gure C.6c), the higher the gap between the

consensus belief and individual 1's a priori belief. However, in comparison, as shown in

�gures C.6e and C.6f, we see that individual 2 is the one who determines which one of

the two extreme believers will make more concessions for consensus. Individual 2 is a

mediator. Speci�cally, at equal beliefs distance, a peer of individual 2 whom they listen

more to (here individual 1 a priori) is likely to make fewer concessions for consensus.

From �gure 3.6b and C.6e, individual 2, who is less subject to ERS bias, is the one who

determines the existence of a consensus.

The importance of a "good" mediator for consensus

As shown in �gure C.6b and C.6e in the appendix, the self-attention 2 assigns to

themselves (blue dashed lines) always decreases for all a priori ε-extreme beliefs values

for individual 1 (ε = .3). This is because, individual 2 already has a consensual attitude

towards their peer 3. However, a whole network's consensus does not exist for all these

values of b0
1. In fact, the mechanism through which their belief becomes closer to

individual 1's, is through the level and the rate at which their attention to 1 reaches its

steady state (i.e., becomes almost constant). The plain red lines in �gure C.6b show

that, the highest one seems to become constant and non-zero around t = 8, the third

highest, around t = 11, and so on. For the lowest lines, although they seem to reach

zero quickly, it is not exactly the case. In reality they slowly tend to zero or very small

values close to zero, which we cannot see due to the scale of the �gure. We can make

the same analysis with �gure 3.6b. In other words, the slower individual 2 decreases

their attention to 1, the higher the chances for consensus, and the faster the speed

toward consensus (�gure 3.6a). In addition, when individual 2 consistently listens to

both individuals 1 and 3, consensus is guaranteed. Moreover, the higher 2's attention

to 1 gets, the closer the consensus value is to 1's a priori belief. In this network,

individual 2 is a mediator between the two opposite extreme parties (1 and 3). If they

"act wisely" and do not take sides for one of the two (convergence value of w21 and

w23 di�er from zero), consensus is guaranteed. This is what I call a "good" mediator
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in this paper; someone who consistently listens to both immediate sides around them.

Individuals 1 and 3 are not mediators because, at each time, their beliefs are always at

one end, or the other of the beliefs distribution in the network.

In the remaining of the paper, I mostly focus on conditions for consensus, when conver-

gence is guaranteed. I also discuss the matter of polarization in a network (as shown

in the preceding example).

3.5.3 A Characterization of Consensus for Strongly Connected a Priori Networks

Proposition 3.2. Let N0 a strongly connected and aperiodic a priori network, and let

b0 a vector of beliefs a priori such that beliefs converge to a vector b̄.

Then, (i) implies (ii):

(i) b̄ is a consensus vector b.i such that |b| 6= 1;

(ii) Every individual's self-con�dence converges to zero in the network:

lim
t→+∞

wtii = 0, ∀ i

Proof. See appendix C.1.2.

The numerical simulations in the appendix (see �gures C.3, C.5) show that when all be-

liefs converge to a consensus value (/∈ {1,−1}), all self-listening /self-con�dence weights
converge to zero. On the opposite, we can see in �gures 3.5b,3.5c, and 3.5d that, when

beliefs converge, but at least one individual's belief converges to a unique value di�erent

from their peers (polarization), then at least one individual's self-con�dence converges

to 1. In addition, when beliefs converge to an extreme consensus (1 or −1), some

self-con�dence weights also converge to 1.

Proposition 3.2 means that if there exists at least someone in the network who does

not adopt a conciliatory attitude by consistently reducing the weight they assign to

themselves as of a certain moment, a non-extreme consensus never exists. Either the

network reaches a consensus and it is an extreme belief, or it becomes polarized.

3.5.4 Absolute Consensus

In this paper, absolute consensus in a network means that a consensus exists, whatever

the a priori belief vector b0. Here are a few trivial examples of networks with absolute

consensus property.
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Constant a priori network (identical lines in W0)

Claim 3.1. Let usto a 1 × n stochastic vector, and a network's a priori trust matrix

given by W0 = iu′sto. Then, for all a priori belief vector b0, the network converges to a

consensus at period 1. 27

Proof. Given any vector b0, let (M1, ...,Mt, ...) a random sequence of stochastic matri-

ces. We have:

W0b0 = iu′stob0 = b̄0i , where b̄0 =
∑n

j=1w
0
ijb

0
j . Then:

M1W0b0 = b̄0M1i = b̄0i .

Now, suppose
∏t−1

m=0 Mt−mW0b0 = b̄0i . It follows that
∏t

m=0 Mt+1−mW0b0 = b̄0i .

Therefore for any vector b0 of a priori beliefs, limt→+∞
∏t

m=0 Wt−mb0 = b̄0i .

In a constant network, both cognitive biases have no direct e�ect on the consensus

time. 28

A constant network represents a network in which everyone assigns the same weight to

the same individuals. Assume for instance that the individual characteristics on which

individuals base their a priori listening weights are public knowledge and everyone has

the same listening preferences over these characteristics. Therefore, everyone gives the

same weight to the same individuals.

Although it is less common in real-world networks, that everyone assigns to their peers

(including to themselves), the same listening weight as everyone else does, it may

happen for a subset of peers in some networks. Albeit in such networks, consensus

may not be reached as fast as in a constant network; still, the more there exist such

peers in the network who receive the same attention from everyone, the lower the time

to consensus (ceteris paribus). Consider the following real-life example where a subset

of members of a network may receive the same weight from everyone else.

Consider for instance prison gangs. Skarbek (2014) gives a detailed description of

their internal organization. Before an inmate joins a gang, they usually have to do a

"background check" on him. In case they �nd out that he was in protective custody, all

gang members tag him as a low-quality recruits, that is, a potential traitor. If recruited

despite that bad reputation, then "[. . . ]he becomes like garbage" to everyone in the

27. Note here that the consensus time is quite precise here. This is due to bti = btj , ∀ t ≥ 1,∀ i, j.
28. Figure C.5 in the appendix gives an example of network composed of three individuals.
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gang, and everyone else assigns a very low listening attention (almost uniformly) to

him (Skarbek, 2014).

Similarly, the leader of a gang might receive the same listening attention from his

subordinates. However, as the top member of the gang, he might assign a higher

weight (or the total weight) to himself than others do.

A Stochastic "Rooted Tree"

A stochastic rooted tree denotes any weakly connected directed network which possesses

a unique cycle, which is a self-loop. Such a network has a structure similar to that of a

rooted tree, oriented toward the root, with a unique self-loop related to the root (top)

of the tree. 29 Let's note them D for "dictator" (or L for leader) as represented in �gures

3.7 and 3.8 below. In that type of network, two individuals i and j, (i, j 6= D) cannot

in�uence each other. The relationship between two peers is always strictly hierarchical,

and no strongly connected component of the digraph exists. In fact, any network

with this property guaranties consensus, because the existence of a cognitive bias does

not in�uence the �nal outcome. A cognitive bias only in�uences the listening weights

at each time, but not the consensus value, neither the consensus time. Intuitively,

notwithstanding the updated values of the listening matrix, the network can never "get

stuck" below D. In fact, during the process, some inward oriented links may break;

but, for everyone in the network, at least one link always remains in the end.

A �rst real-life example of stochastic rooted-tree network is for instance the previ-

ously mentioned prison gang. In fact, still according to Skarbek (2014), gangs are very

reputation-based networks, with a strong hierarchical organization. Therefore, it is of-

ten observed, that based on the reputation they have established, some inmates might

receive a higher consideration from their peers than others. Such gangs usually have

a clear hierarchy, and members often know who they shouldn't dare ignore. In conse-

quence, among the peers they are connected to, gang members often know pretty well

who they (should) the most listen to; leading to a clear hierarchy within all members.

Depending on the gang, the leader may be picked, or imposed (if too in�uential).

Such a hierarchical gang can be represented by a graph like in �gure 3.7. And as in that

�gure, everyone needs not to be directly in�uenced by the leader. In fact, they may

29. Actually, a rooted tree is an oriented tree, and has no loop per se. Therefore, the matrix representing it
should contain a line �lled with zeros, which is not stochastic. However, the graph representation of a directed
network with only one cycle, associated with a stochastic matrix, is very similar to a rooted tree, oriented
towards the root. The only di�erence is that there is a loop at the root.
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not even know him. There are immediate subordinates of the leader who also in�uence

a subset of members, each. And the subordinates, also have their own subordinates,

and so on. On the organization level, gangs use pressure instruments to make their

members abide to their rules, and consequently maintain a tight grip over its intrinsic

structure. That is their "constitution", which usually contains very clear sanctions

in case someone exits the gang, which is considered a huge betrayal (Skarbek, 2014).

Those rules guaranty, in a certain way, that individuals put almost zero weights on

themselves. And that is the main reason why they often reach consensus over their

extreme actions in such gangs. In fact, although at �rst, some of its members were only

petty criminals with very moderate views on the participation in a crime or the use of

violence, over time they may adopt more extreme views, and consequently participate

in more dangerous crimes. And that is what my model also predicts.

Consider for instance individual 15 in �gure 3.7. Assume he is a priori a petty criminal

whose belief on the use of violence in a crime is a priori 0. At �rst, because of his

subjectivity, he connects with 4 (Mr. i), 8 (Mr. j), and 11 (Mr. k) without knowing

their true beliefs. Let's say he is impressed by i's appearance and seemingly dignity,

by j's apparent authority, and by k's apparent experience of the prison systems. These

are a few reasons why he decides to connect with them and to enter the gang. He

may think that with those attributes they might make his life as an inmate easier and

more bearable. My model predicts that, although he is not aware of it initially, if the

leader has an extreme view on violence, he will someday acquire the same belief and

will have to act accordingly. Meanwhile, the only freedom he has is that over time he

may listen more to someone between i, j, or k. Due to his biased behavior (cognitive

biases), he may even break ties with one or two of them if he �nds out that they have

very di�erent views. However, in the end, he agrees with what the leader believes,

although he never met with him. The only way for him to escape that fact is to add

another self-loop for 15. In that case, the network's structure changes and is no longer

a stochastic rooted tree. The new structure implies that he listens to himself and does

not necessarily agree to abide by his peers beliefs over time. He may exit the gang and

become an isolated inmate in the prison. However, as mentioned previously, that is too

dangerous a behavior, which might lead to an increase of abuse against him or even his

death.

Another plausible example of stochastic rooted tree is an army network. An army usu-

ally has a clear hierarchical organization with several components, so that a hierarchy

also remains in each component. In my view, an army is one of the examples for which
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a stochastic rooted-tree network may have a positive outcome to society instead of the

gangs depicted earlier. In fact, in the case of a battalion for instance, in which o�cers

listen to their superiors, the hierarchy here is a canal leading to absolute consensus

in the unit, whatever the initial beliefs of the o�cers. More speci�cally, the network

structure of an army (or of any of its components) is more like an anti-arborescence,

where there is exactly one path from any individual to the root, as shown in �gure 3.8.

Such a network has pretty trivial behavior because its associated listening matrix is a

permutation matrix. Therefore, cognitive biases are ignored and my model re�ects the

same results as for the naive model.

D

2 3 4

5 6 7 8

9 10 11

12 13 14 15

16 17

Figure 3.7 � Stochastic rooted tree

D

2 3

4 5 6 7 8

9 10

11 12 13 14 15

16 17

Figure 3.8 � Stochastic rooted tree: "anti-arborescence"-like structure

The interaction matrix associated with a stochastic rooted-tree network, may be rep-
resented by a stochastic lower triangular (or upper triangular) matrix Wrt with all its
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diagonal elements equal to 0 apart from only one equal to 1 as below:

Wrt =



1 0 . . . . . . 0

1 0 . . . . . . 0

w31 w32 0 . . .
...

... . . . . . .
. . .

...

wn1 . . . . . . wn n−1 0



or

Wrt =



0 w12 . . . . . . w1n

0
. . . . . . . . .

...
... . . . 0 wn−3 n−1 wn−3 n

... . . . . . . 0 1

0 . . . . . . . . . 1



If an a priori listening matrix is lower (respectively upper) triangular with the proper-

ties of the matrixWrt, then all subsequent matrices obtained have the same properties

for all a priori beliefs vector (see proposition C.1 in the appendix). This, combined with

next lemma 3.1 prove that starting from all sizes of a priori networks with a stochastic

rooted-tree structure, consensus is bound to happen. Speci�cally, the consensus time is

at most n− 1. Intuitively, it should equal the diameter of its associated digraph minus

one. Moreover, the consensus belief obtained is always the belief of the dictator D (or

leader L).

Lemma 3.1. Product of Wrt-type matrices.

Let (At)t =
(
atij
)
t
an in�nite sequence of n × n stochastic lower triangular matrices

(upper triangular), with a0
11 = 1, a0

ii = 0 ∀ i 6= 1 (respectivelya0
nn = 1, a0

ii = 0 ∀i 6=
n). Let (Plk)k≥1 (respectively (Puk)k≥1) a random sequence of lower (upper) triangular

matrices extracted from the sequence (At)t, Πl,r =
∏r

m=1 Pl r+1−m, r ≥ 1, Πu,r =∏r
m=1 Pu r+1−m, r ≥ 1, il = (1 0 . . . 0)′ and iu = (0 . . . 0 1)′ two n × 1 unit vectors.

Then:

Πl,n−1 =ii
′

l

Πu,n−1 =ii
′

u

Proof. See appendix C.1.2
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Another hierarchical network

Consider the connected network in �gure 3.9, associated with the listening matrix Wh

below, such that w0
ii ≤ 1

n−i+1
, and w0

ij =
1−w0

ii

n−i , ∀ j > i, ∀ i ∈ {1, 2, . . . , n− 1}.

Wh =



w11 w12 w13 . . . . . . w1n

0 w22 w23 . . . . . . w2n

0 0 w33 w34 . . . w3n

... . . . . . . . . .
...

0 0 . . . . . . wn−1 n−1 wn−1 n

0 0 . . . . . . . . . 1



i1 i2 i3 . . . in−1 in

Figure 3.9 � Hierarchy Network with n− 1 leaders and n− 1 followers

This network is like a line (or a chain) of individuals all facing the same side. Everyone

in the network, except the �rst individual i1, leads (i.e., is listened to) everyone behind

them; and everyone in the chain, except the last individual in, listens to everyone

before them. In such a network, consensus always exists. Similarly to the stochastic

rooted-tree example, the consensus value, in this network is always the a priori belief

of the most in�uential leader, who is individual in in this case. in is clearly the most

in�uential individual in the network; however, over time everyone does not necessarily

put more weight on in. These results are also valid for a similar network, represented by

a triangular matrix, such that everyone listens to the person before them, and maybe

to some others immediately after them, and so on, without necessarily listening to the

ones who are too far ahead in the line. The main idea is that the weight they put on

themselves is lower or equal the weight on their peers (who are all equal). Evidently, if

some individuals were to put too much weight on themselves a priori, it could jeopardize

the existence of a consensus.

Consider for instance the following scenario. A long line of people walking at night in

a deep forest. Assume, everyone put the same weight on people in front of them, and

that, that weight is greater or equal to the one they put on themselves. Assume they
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are travelers, trying to escape their original land. They may be refugees escaping a war

or an attack, or people trying to immigrate illegally, but through a dangerous zone.

They know the statistics on the success rate when people take such a route to escape.

That is part of the signal they received. Assume then that they hear from a distance an

explosion, or a sound similar to gun�re. Yet the leader of the group, who is far ahead

in the line, gives a reassuring statement like -"Do not worry, they are very far from

us"- while still moving forward. What will the others (right behind the leader) do? My

model predicts that, in absence of any additional information, the ones closer to the

leader will keep going forward, likewise those behind them will do the same, and the

whole group will keep moving forward. And this happens, although they all heard the

same sound. On the contrary, if the leader says -"They are coming after us"- or -"This

way is not safe"-, most certainly they will all instantly run back without thinking twice.

More, the last person in line will probably not wait to know what the leader has said.

The simple fact that some people before them are running back constitutes a more than

enough way of communicating their belief.

Several other real-life examples which could also �t with the results on this particular

network. It could be a waiting line outside a closure sale store, or a line of cars stuck

in tra�c, etc. All the results on absolute consensus to the leader's belief, mentioned in

Sections 3.5.4 and 3.5.4 hold, no matter how extreme or moderate their belief. In next

Section 3.5.5, I focus on convergence and consensus to extreme and ε-extreme beliefs.

In general, to derive conditions for consensus in an average-based beliefs updating pro-

cess, authors often analyze the ergodic property of the sequence of backward product

of matrices. Aside from ergodicity, there may use other ways like the paracontracting

properties of each matrix composing the sequence (Wt)t, as introduced by Nelson and

Neumann (1987). Let's say one can verify that the a priori listening matrix is paracon-

tracting and respects additional properties such that the resulting whole sequence is

also paracontracting. Then, under that condition, the results of Nelson and Neumann

(1987) imply for our model that beliefs converge to a consensus. 30 However, due to

the way cognitive biases a�ect the whole matrices updating in equation 3.4, it prevents

�nding an analytical form of the sequential wtijs, using most forms of the a priori ma-

tricesW0. Therefore, I limit my analysis to the estimation of a probability of consensus

as in previous Section 3.7. Nonetheless, next Section gives some additional theoretical

results for extreme consensus.

30. See section C.1.4 in the appendix.
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3.5.5 Convergence to Extreme Beliefs

Consider a network N , in which some individuals hold a priori extreme or ε-extreme

beliefs. The graph in �gure 3.10 is an example of weakly connected network in which

individuals 1 and 2 have left extreme or ε−extreme beliefs (lighter colors) while 4 and 5

have both right extreme or ε-extreme beliefs (darker colors). In �gure 3.10, the subsets

of individuals {1, 2} and {4, 5} represent what is de�ned as ε-extreme poles next.

1

2

3 4

5

Figure 3.10 � A weakly connected network with two ε-extreme poles

De�nition 3.10. ε-extreme pole

Let ε ∈ [0, 1
2
) a scalar. Consider the following subsets of ε-extreme believers:

V−ε,t =
{
i ∈ V −ε,t/

∑
k∈V−ε,t

wtik = 1
}
, and V+

ε,t =
{
i ∈ V +

ε,t/
∑

k∈V+
ε,t
wtik = 1

}
V−ε,t and V+

ε,t represent respectively, the left and right ε-extreme poles of the network N
at time t. At time t = 0, if |b0

i | = 1 ∀i ∈ Vε,0 = V−ε,0 ∪ V+
ε,0, then V−ε,0 is the left extreme

pole of N and V+
ε,0 its right one. I denote n−ε,t (respectively n

+
ε,t) the cardinal of V−ε,t

(respectively V+
ε,t), and we have n−ε,t ≤ n (resp. n+

ε,t ≤ n) ∀ ε, ∀ t.

From this de�nition, someone in a pole can be in�uenced only by the members of the

same pole, and by no one outside of it. Then, there is no edge from any member of an

ε-extreme pole pointing at non-members of their pole in the network's digraph.

Proposition 3.3. Consider a network N0, connected at time t = 0. Then N0 does not

have both a non-empty right ε-extreme pole and a non-empty left ε-extreme pole.

Proof. See Appendix C.1.2

The proof is straightforward. In fact, from the de�nition of each pole, there is no path

from a member of a left ε-extreme pole to a right ε-extreme pole (and vice versa);

which contradicts the fact that the network is connected. In the previous �gure 3.10,
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if any edge is added from the vertices in {1, 2} to {3, 4, 5} or from {4, 5} to {1, 2, 3},
the network loses one of its ε-extreme poles and becomes connected.

Proposition3.3 is equivalent to the converse that is, if there is both a left and a right

ε-extreme pole in N0, then N0 is not connected.

Proposition 3.4. A necessary condition for consensus to an ε-extreme belief

Consider a network in which beliefs converge to a consensus b. Let ε ∈ [0, 1
2
). Then:

|b| ≥ 1− ε ⇐⇒ Vε,0 = V−ε,0 6= ∅, or Vε,0 = V+
ε,0 6= ∅

Proof. See Appendix C.1.2

The simple fact that there exists some individuals who hold extreme views in a network

is not su�cient for convergence to extreme beliefs. From proposition 3.4, a consensus

is ε-extreme if and only if a non-empty right or left ε-extreme pole exists in the a priori

network. Particularly, for ε = 0 and p|b| = 1roposition 3.4 implies that, to obtain a

consensus at a right (left) extreme, the network must necessarily have a right (left)

extreme pole.

Example 3.4. Consider the 3-agent network N0,a represented in �gure 3.11, containing

an extreme pole {3} (|b0
3| = 1). Its associated a priori listening matrix is de�ned as:

W0,a =


1
2

1
2

0

0 1
2

1
2

0 0 1


Beliefs always converge to a consensus

in N0,a. As shown in all the �gures

A.3a,A.3b, A.3c, and A.3d, the consen-

sus value is always the a priori belief of

individual 3.

1

2

3

1
2

1
2

1
2

1
2

1

Figure 3.11 � Digraph for network N0,a listening matrix W0,a

Figure A.3d represents a case where {2, 3} is an extreme pole. In the case that b0
3 is

no longer extreme or ε-extreme, as shown in �gures 3.12e and 3.12f, beliefs still con-

verge to a consensus. However, it is no longer extreme because b0
3 is not. In these

cases, clearly, some individuals have a priori extreme beliefs in the network. However,
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(a) b01 = b03 = −1, b02 ∈ [−1, 1] (b) b01 ∈ [−1, 1], b2 = 1, b03 = −1

(c) b01 = 1, b02 ∈ [−1, 1], b03 = −1 (d) b01 ∈ [−1, 1], b02 = b03 = −1

(e) b01 = 1, b02 ∈ [−1, 1], b03 = 0 (f) b01 ∈ [−1, 1], b02 = −1, b03 = 0

Figure 3.12 � Convergence to extreme and non-extreme beliefs: W0 = W0,a
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because no extreme or ε-extreme poles exist, consensus is neither extreme nor ε-extreme.

3.6 Discussions

As a consequence of proposition 3.4, in any network that is a complete (strongly con-

nected) symmetric digraph 31 people can never converge to an extreme or ε-extreme

belief, unless they all had extreme or ε-extreme beliefs from the start. Therefore, my

results suggest that, if the goal is to prevent the convergence to extreme beliefs in a

society, to do so the best way is through integration. By integration, I mean people

can be connected with others, they may have a desire to listen to, but such that those

individuals do not hold extreme views. When a society can make arrangements so that

the individuals tagged as potential extremists are connected to less extreme individuals,

then that society can lower the chances that the level of extremism of those individuals

will stay the same. However, to decrease their level of extremism, it is better to put

them in contact with individuals with very moderate or opposite beliefs. The worst

that can happen is that the extremists voluntarily drop out of the network, due to their

cognitive biases, and become isolated. The presence of a good mediator may also help

with maintaining extreme believers for a longer time, in the network.

A network that has a rooted-tree structure (see �gure 3.7, 3.8) or a structure like

in �gure 3.9, on the other hand, has more potential to drive social extremism when

the most in�uential individuals in that network constitute an ε-extreme pole of that

network. Speci�cally, if there exists only one cycle of size one in a weakly connected

network, then all beliefs converge surely to the belief of the dictator. This is a very

interesting result which gives a potential explanation to the underlying reason why

we usually observe such a structure in the most in�uential extremist groups or in

organizations such as the army. The model also shows that, to drive dictatorship in a

network, a dictator doesn't need to be directly connected to their "subjects". Rather,

all they have to do, is to ensure that a well-de�ned and unbroken hierarchy constantly

remains in the network. Then, all they have to do is to become the main in�uence canal

of a few most in�uential individuals in the network (even only one person can be enough,

depending on their in�uence on others). However, to break the chain of command in

such a network, the best action can just come through adding a strategical and powerful

link between two individuals (or more), such that it creates additional cycles in the

31. In the literature on network topology, a complete symmetric digraph is a directed graph in which there
is a directed edge from each vertex to every other one (Chartrand and Lesniak, 2005). Basically, it's a group
with a zero-diagonal matrix.
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network. Preferably these individuals should have opposite or very di�erent views with

the leader. Additional cycles means that information is likely to go back-and-forth,

and bigger cycles means that more individuals are exchanging information. By adding

more cycles in a network (through new connections between individuals), it may hinder

or at least reduce the unthinking follower bandwagon e�ect, and sometimes increase

wisdom. On a positive note, people can make smarter choices and decisions. Sometimes,

fragmentation may ensue, which is not necessarily a negative outcome for a society.

For instance, consider the case of countries governed by dictatorial regimes where the

people's rights are constantly abused. In such countries fragmentation starting in the

political sphere and driven by key in�uential individuals with better policy choices may

have a positive and desired outcome. However, this example extrapolates my results.

3.7 Consensus Time

So far, I have established that in the presence of cognitive biases, convergence and

consensus not only depend on the a priori network structure, but they also depend

on the initial beliefs. If consensus is always reached in a network, it means that there

exist a �nite integer T such that the time to consensus T δC is smaller than T , starting

from any a priori belief vector b0. However, accounting for cognitive biases, makes

consensus not always evident, even in the case of a strongly connected and aperiodic

network N0; as in the example given in the proof of the proposition 3.1.

Note that, usually the time to consensus is measurable only up to a consensus distance

δ. That is, if it exists, consensus is often obtained asymptotically. Therefore, consensus

time in this paper refers to the superior bound, over all possible beliefs vectors, of the

shortest time needed for the distance to consensus to fall below δ. For high precision,

in all my simulations in this paper, I �x δ = 10−6. However, there are some special

networks for which the consensus time mentioned is actually the time it takes for all

beliefs to become equal. See Section 3.5.4 above for examples.

In a simple DeGroot-style model, the time to consensus depends strongly on the second

largest (in modulus) eigenvalue of the network matrix. The spectrum of a graph gives

a lot of information on its behavior. The larger the second eigenvalue, the longer the

consensus time. Speci�cally, if λ2(W0) denotes the second-largest eigenvalue of W0,

Golub and Jackson (2010) and Golub and Jackson (2012) express the consensus time

in a DeGroot setting, as proportional to log(n)

log
(

1
|λ2(W0)|

) .
Intuitively, the link between consensus time and the second-largest eigenvalue of a
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graph, resides in the fact that, the later embodies some information about the connec-

tivity of the graph. In fact, the larger the di�erence between the modulus of the �rst

and the second-largest eigenvalue is, the better its connectivity (Brouwer and Haemers,

2011). In other words, the smaller the second-largest eigenvalue is, the lower is the prob-

ability that the network will become disconnected if some links are removed. And this

is exactly the issue encountered in the presence of cognitive bias, leading to fewer cases

of absolute consensus among strongly connected and aperiodic networks. 32 Therefore,

instead of the consensus time proposed in Golub and Jackson (2012), I explore the

probability of consensus as follows.

Pr(T δC < +∞|W0,b0,B) ≈ F (|λ2(W0)|, n,b0,B) (3.6)

B is a vector of parameters associated with the weights updating process. It captures

the intensity of the cognitive biases used in f() and g() in assumption 3.1. In a general

case where f(x) = −ax+ 2a+ ε, a > 0, and g(x) = bx+ ε, b > 0, B = (a, b, ε). In the

examples used in the simulations, B = (−1, 2, .01).

F is a continuous and di�erentiable function with its �rst partial derivative satisfying

Fx < 0. This means that, all else being equal, beliefs in a network with a relatively

high modulus of λ2(W0) are less likely to converge to a consensus.

Complete networks like groups are the one with the highest possible connectivity.

Therefore, next, I propose a model to predict the probability of consensus in such

networks.

Predicted Probability of Consensus in Small a Priori Groups

Given that beliefs are more likely to converge to a consensus in groups, the predicted

probability of consensus associated with each parameter considered is an upper bound of

the probability of consensus starting from any network. For fast computation purpose,

I focus on small groups of sizes 3, knowing that the consensus time also increases with

the network size (all else being equal). In consequence, the probability of consensus

for groups of sizes 3 is also an upper bound of the probability of consensus for any

bigger network (ceteris paribus). Moreover, to avoid having too many trivial cases of

consensus for groups of individuals with closer or similar a priori beliefs, I focus on

32. I use the term absolute consensus to indicate that a consensus is reached whatever the initial values in
the a priori belief vector. Section 3.5.4 gives a few examples of networks leading to absolute consensus, even
in the presence of cognitive biases.
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groups in which at least two individuals have a priori beliefs that are opposite and

ε-extreme (I �x ε = .05). In that respect, the variance of beliefs will be great enough

to ensure at least a few cases of polarization in beliefs.

For this purpose, I generate 100 a priori beliefs vectors and I compute their variance,

and skewness. 33 Next, for each belief vector, I generate data on 1000 random a priori

groups of sizes 3. For each group, I compute its eigenvalues and capture the second-

largest one. 34 And for each matrix, and each belief vector, I propose an algorithm

which allows me to compute numerically the consensus time. 35 I �xed the maximum

time at T = 104 periods and the minimal distance between beliefs is 10−6. Then, I

retrieve the data on the 105 consensus time obtained, their associated a priori matrices

eigenvalues, and the variance and skewness of their associated a priori belief vectors.

I then estimate a probit model on the dependent variable y: 36

y =

1 if y∗ < 104

0 if y∗ ≥ 104

where

y∗ = α +Xβ + η (3.7)

X = (log(Λ2),Σ2, |κ|). y∗ is the vector containing all 105 possible values of consensus

time (T δC) computed. Λ2 is the vector of all second-largest eigenvalues (in modulus)

λ2(W0). Σ2 is a vector containing all the 100 possible values of the variance (σ2) of

beliefs, repeated 1000 times for each matrix. Likewise, κ contains all the skewness

values. Using the absolute value of κ in the model (3.7) is enough to know if the beliefs

a priori are skewed or not. The side they lean towards is of less importance.

I estimate the parameters of the probit model, and the results are summarized in table

C.1 in the appendix. They con�rm that, even in the case of cognitive biases, the

consensus time still depends strongly on the second-largest eigenvalue of the a priori

matrix. The coe�cients of the characteristics of the a priori belief vector (variance and

skewness) are also signi�cant. Last, I estimate the predicted value of the probability

33. Intuitively, I expect that if beliefs are very dispersed or polarized a priori, this might also in�uence the
consensus time. I use the absolute value of the skewness as a measure of symmetry in beliefs. It tells us how
much the beliefs are leaning together toward an extreme or the other. In fact, I expect that there should be
a di�erence in consensus time for two distinct a priori belief vectors with similar variance (dispersion) but
di�erent skewness. In particular, if two individuals whose beliefs already lean toward each other exist in the
network, beliefs should converge faster to a consensus.
34. In stochastic networks, the largest value is always 1. Therefore, the second-largest eigenvalue (in modu-

lus) should be at most 1 (or -1).
35. All algorithms used for simulation purpose in this paper are available upon request.
36. For small groups of sizes 3, I take arbitrarily the period 10000 as an "approximation" of in�nity.
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of reaching a consensus for various values of λ2(W0), σ2, κ. Results are summarized in

table C.2 in appendix C.3.

As expected, the smaller λ2(W0), the more likely consensus is to happen. 37 Similarly,

when the beliefs of individuals in the network are less dispersed at �rst (smaller vari-

ance), consensus is more probable. Also, consensus is more probable in a network in

which beliefs are skewed.

In all future �gures representing beliefs and listening weights in this paper, the plain

red line is related to individual 1, the dashed blue line, individual 2, and the dotted

black one to the third individual.

3.8 Concluding Remarks

In this paper, I analyze the e�ects that some cognitive biases have on individuals learn-

ing behavior in a network. Generally, people's learning behavior usually depends on the

networks' structure. In particular, I �nd that, in the presence of a con�rmation bias

and an extremist superiority bias, beliefs in strongly connected and aperiodic networks

may not converge to a consensus. I propose an upper bound of the probability of con-

sensus in groups. Speci�cally, I �nd that in groups for which the associated listening

matrix has a smaller second largest eigenvalue, individuals' beliefs have more chances

to converge to a consensus. In other words, the higher the network's connectivity is,

the higher the chances of consensus. Similarly, in a network where individuals' a pri-

ori beliefs are more polarized, there are lower chances of convergence of beliefs to a

consensus.

The underlying mechanism through which consensus is obtained is explained, and the

role of individuals' self-con�dence is also identi�ed. In fact, I �nd that the existence of

a consensus always requires that there exist a moment, over time, from when individu-

als' self-con�dence monotonously (strictly) decreases. Put another way, the individual

behavior leading to consensus in a network, is that there exists a moment from which

everyone refrains from clinging to their own beliefs. It's this attitude of "letting go"

which increases the chances of consensus. This is a concept we already know from orga-

nizational behavior, and the model help in understanding some plausible foundations.

Individuals with a strong self-con�dence need to �nd at least one peer whose beliefs

are not too far from theirs, to become able to start that process of lowering the weight

37. Recall that the values displayed in table C.2 in appendix are upper bounds of the probability of consensus.
This means that, although consensus is bound to happen when λ2(W0) = .05, σ2 = .5, and κ = 0, for bigger
networks the probability of consensus may be smaller than 1.
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they put on their own beliefs. Without such peers, there is an increased chance that

beliefs stay (or become) polarized and fragmented. Speci�cally, in the paper, I discuss

the necessity of a good mediator in a network, to promote consensus. The results show

that even for networks where individuals put no weight on themselves, the absence of

a closer peer (with not identical views), a mediator, may help maintain polarization in

beliefs. This case is more evident when all a priori beliefs in the network are extreme

(b0
i ∈ {−1, 1}), with at least two values di�erent. In general, in most networks, the

presence of a non-partisan mediator, increases the chances of consensus.

In the paper, I also de�ne a few networks' structures always leading to consensus.

Speci�cally, I address three cases. In the �rst case, for any a priori beliefs, the cognitive

biases have no e�ect on consensus time, yet the path to consensus may slightly change.

However in the second and third cases, cognitive biases a�ect both the path and time to

consensus. In such networks in particular, the presence of an extreme (respectively an

ε-extreme pole), guarantees that consensus is obtained at an extreme (respectively ε-

extreme) value. I show that, in general, consensus at extreme (respectively ε-extreme)

values always require the existence of an extreme (respectively ε-extreme) pole, as

de�ned in the paper.

A potential limitation of this paper involves its lack of application to concrete data.

A following step would be the implementation of an experimental framework through

which data on di�erent a priori network structures and beliefs vectors can be gathered

to test the main results obtained.
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Conclusion

My thesis has provided some new insights on the role played by social interactions on

labor outcomes like e�ort and productivity, as well as individuals' beliefs. Speci�cally,

its main contribution to the literature on the economics of networks is twofold. First,

on the empirical side, in a context of �xed salaries irrelevant of workers' performance,

Chapters 1 and 2 investigate how the results on peer in�uence and peer e�ects depart

from the standard ones obtained so far in the literature. Some details about the mech-

anisms at play are also given. Second, Chapter 3, which �ts more into a theoretical

framework, explains how the beliefs of individuals subject to some cognitive biases,

and a�ected by their peers' beliefs, vary in a dynamic setting. In the chapter, I present

some properties for reaching consensus over time.

Even more speci�cally, Chapter 1 explains how the level of e�ort provided by maternal

and child healthcare (MCH) workers from a developing country, Benin, is in�uenced

by their co-workers outcome and characteristics. In the chapter, we estimate a Spatial

Autoregressive (SAR) model on MCH workers' performance, and we �nd evidence of

strategic substitutability among them. In other words, some workers tend to free ride or

shirk when their peers show higher levels of e�ort and productivity. We assert that their

payment scheme which is �xed and independent of their performance plays a major role

in this result. In addition, the �ndings indicate that working with peers who have an

administrative mandate to monitor them, tend to induce a positive e�ect on workers'

productivity. Furthermore, workers who have more children, and respectively those

who have more experience within the health facility, tend to make less e�ort than their

peers with fewer children, respectively those with less experience. On another note,

we �nd that higher levels of unpaid wages induce a lower level of e�ort and quality of

healthcare produced by MCH workers.

Chapter 3 on another hand develops a theoretical framework explaining how cognitive

biases in�uence the beliefs updating process for individuals connected under a particular

network. In fact, the chapter reveals that cognitive biases are a key impediment to

106



consensus. Speci�cally, I �nd that for some networks which still have the particularity of

being strongly connected and aperiodic initially, accounting for individuals con�rmation

bias and extremist relative superiority bias into their beliefs updating process may nor

lead to consensus. My analyses indicate that, in those speci�c cases, cognitive biases

cause the severance of links, which, in turn, prevent consensus.

Lastly, Chapter 2 complements the results in Chapter 1, and proposes a Nash-bargaining

approach that explains the division of labor among MCH workers from Benin. The re-

sults show that workers bargaining power has an important role in their workload share;

and this bargaining power depends on some of their individual characteristics, like their

level of education, experience and the number of their children. Particularly, workers

with less education, like most nursing auxiliaries, have less bargaining power when it

comes to choosing their workload share within the total demand for healthcare ad-

dressed to their health facility. In addition, workers who have more children tend to

have less bargaining power in comparison with their peers of same characteristics and

fewer children. Moreover, workers experience tend to be positively associated with their

bargaining power in their �rst nineteen working years or so.
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Appendix A

Appendix to Chapter 1

A.1 Proof of proposition 1.1

First, let's consider the following proposition.

Proposition A.1. Consider a game of e�ort with rational players. For any player i

who receive utility (or payo�) ui(ei, e−i) de�ned as in equation (1.2) for exerting e�ort

ei, there exists a real-valued vector (Ei,Ei), such that:

(i) Player i always chooses their strategy in [Ei, Ei].

(ii) In particular, Ei and Ei are images of e−i through a real valued function de�ned

on Rn−1.

Proof. A rational player always tries to maximize their payo�. If the player decides

not to provide any e�ort (ei = 0, also equals doing nothing), then he receives utility

0. If by doing nothing a worker is guaranteed to receive at least a payo� ui(ei, e−i) ≥
0 (whatever the other players do), then they will choose to exert e�ort ei ∈ R∗ if

and only if it gives them at least 0. For any player i, given scalars and matrices

fg,X, ηi,Wi, υ, τ, β, if Mi(e−i) designates the quantity: fg + xiυ + ηi +Wixτ + βWie,

then Mi(e−i) is the absolute maximum payo� of i. Consequently, a rational player

i always choses strategy ei such that 0 ≤ ui(ei, e−i) ≤ Mi(e−i)
2

2
. Finally, given the

variations of ui, min(0, 2Mi(e−i)) ≤ ei ≤ max(0, 2Mi(e−i)). Hence, Ei and Ei exist,

with Ei = min(0, 2Mi(e−i)) and Ei = max(0, 2Mi(e−i)).

Existence of the equilibrium (1.6): According to proposition A.1, the set of strate-

gies adopted by any individual i, is equivalent to an interval [Ei, Ei] ⊂ R, which is

a closed and bounded subset of R; and thus compact, according to Borel-Lebesgue

(or Heine-Borel) theorem. Consequently, according to the theorem of the maximum,
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the set Θ(e−i) = arg Max ei∈[Ei,Ei]
ui(ei, e−i) is non-empty and has a compact image.

In addition, the topological space product,
∏n

i=1[Ei, Ei], is compact and also convex.

Therefore, from Kakutani's �xed-point theorem, a Nash equilibrium of problem 1.5

exists.

Uniqueness: Using equation (1.2) in the optimization problem (1.5), the F.O.C. gives

the unique form (1.6) of the interior solution. Moreover, the condition |β| < 1

‖W‖
guarantees that (I− βW) is invertible.

A.2 Descriptive statistics and Data content

Table A.1 � Topics for the skills and knowledge test questions

Topics Questions answered

Focused ANC 1- Elements of focused ANC (Q4)
2- Pregnant woman to pay more attention to during focused ANC (Q5)
3- Labour signs (Q6)

Record keeping Record during labour delivery (Q8)

Labour, Delivery 1- Monitoring labour delivery (Q7)
and immediate 2- Third stage of labour (Q9)
Postpartum care 3- What to do in case of non hemorrhagique placental retention (Q13)

Newborn care 1-Immediate newborn care during previous assisted delivery (Q10)
2- Signs and symptoms of infection (Q14)
3- First steps in case of infection (Q15)
4- Care if birthweight < 1.5kg (Q16)
5- Care if 1.5kg < birthweight < 2.5kg (Q17)

Bleeding 1- If pregnant woman bleeds: Signs to be careful to (Q11)
2- PPH: Signs to be careful to (Q12)

Post-abortion care 1- List complications due to unsafe abortion (Q18)
2- Actions to take if woman su�er from complications due to unsafe
or uncompleted abortion (Q19)
3- Informations to give to patient treated for complications due to
unsafe or uncompleted abortion (Q20)

Standard precautions 1-Actions to prevent infections in the HF (Q22)
and cleanliness 2- How to prepare decontamination solution (Q23)

3- How to preserve decontamination solution (Q24)
4- How to maintain the contaminated material (Q25)

Rape Actions if woman is victim of rape (Q21)
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Figure A.1 � Representing the proxy variable in function of MCHWscore

Table A.2 � Descriptive statistics

Variable Mean Median/ Stand. Dev. Range
Mode

MCHWs level

Gender (female=1) 0.95 (1) Fem. 0.21 {0, 1}
Age 35.31 33 8.26 [15, 70]
Marital status (married=1) 0.62 (1) Married 0.48 {0, 1}
Number of children∗ 2.27 2 1.49 [0, 9]
Tenure (in years) ∗ 5.22 4 5.10 [0.08, 34]
Practical experience:
-Birth attendance last month 10.13 7 11.76 [0, 82]
-Birth attendance during last 6 months∗ 57.52 47 49.73 [0, 343]

Education level: 2.47 (2)Sec. cycle1 0.68 {1, 2, 3, 4}
Proportions:

(1) Primary school only 6.43%
(2) Some secondary school-cycle 1 44.29%
(3) More secondary school-cycle 2 44.46%
(4) Some university level 4.82%
∗ These statistics are taken on the whole imputed data. However, because we did some mean imputations, it
doesn't change these statistics much. The median also was still the same.
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Table A.3 � Additional descriptive statistics

HF level

Status of the HF Proportions
public 92.82%

semi-public 1.08%
private (for-pro�t) 2.87%

NGO 1.08%
Religious/confessional 2.15%

Number of groups... 233
... of size 3 or more 128

Average Stand. Dev. Values Range
Population size (for 233) 5.16 3.61 [1, 25] ∩ N
Sample size (for 233) 2.67 0.69 {1, 2, 3, 4, 5}
Population size (for 128) 6.17 3.78 [3, 25] ∩ N
Sample size (for 128) 3.06 0.33 {3, 4, 5}

Figure A.2 � Empirical density of MCHW score vs normal density

Table A.4 � p-values of Kruskal-Wallis test on the MCHW score between professional categories

Category Obstetricians Midwives Nurses Nursing Auxiliaries
Obstetricians - 0.1633 0.01705 transitivity
Midwives - - 2.035e− 05 transitivity
Nurses - - - 1.904e− 13
Nursing Auxiliaries - - - -
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(a) Number of children (b) Number of years of experience in the HF

(c) Number of births attended during
last 6 months

(d) Level of education

Figure A.3 � Density histograms and empirical density lines of some independent variables before and after

job-position mean imputations

Results
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A.3 Results Tables

Table A.5 � Generalized IV results (accounting for education level)

Endogenous Individual Contextual
e�ect (1) e�ects (1) e�ects (1)

Peer Y −0.574***
(0.193)
[0.260]

Hours worked per week 0.0006 0.0005
(0.00056) (0.0021)
[0.0007] [0.0027]

Education (max) 0.0186** 0.0549
(0.0082) (0.0336)
[0.0102] [0.0431]

Tenure (18years = 0) −0.0065* −0.027**
(0.0039) (0.013)
[0.0049] [0.016]

Responsible midwife or doctor 0.399*** −0.259
(0.068) (0.258)
[0.078] [0.308]

Responsible nurse 0.120 * −0.315
(0.087) (0.314)
[0.116] [0.419]

Simple midwife or doctor 0.234*** −0.170
(0.079) (0.278)
[0.097] [0.35]

Simple Nurse 0.078 −0.434*
(0.076) (0.253)
[0.098] [0.324]

Test of weak instruments 43.18 ***
Wu-Hausman test 64.44***
(endogeneity of WY)

Signi�cant at 1%(***) � 5%(**) � 10%(*) SE in brackets ( )

Signi�cant at 1%(***) � 5%(**) � 10%(*) Cluster-Robust SE in brackets [ ].
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Appendix B

Appendix to Chapter 2

B.1 Production Technology for MCH workers

I estimate the parameter γ, using a log-linear form of equation (2.1), as given by the regression

model:

ln(qi) = γ ln(hi) + εi, εi ∼ N (0, σ2) (B.1)

Assuming that the technology of production of a worker is also a�ected by a constant term

A 6= 1 which also in�uences the returns to worker's hours, we have: qi = Ahγi . Then, the return

to scale parameter γ can be estimated using a log-linear form of the modi�ed technology, as

in the regression model below:

ln(qi) = ln(A) + γ ln(hi) + εi, εi ∼ N (0, σ2) (B.2)

The summary of the OLS estimations of models (B.1) and (B.2) are given in the following

table.

OLS Model(B.1) Model(B.2)

Coe�. 95% conf. int. Coe�. 95% conf. int.

γ̂ .323 ∗ ∗ ∗ [.307, .341] .328 ∗∗ [.098, .559]

(.009) (.117)

Constant : ln(A) − −.028 [−1.39, 1.33]

− (.693)

R2(adjusted) .768 .016

N 428 428

Standard errors in brackets (). ∗ ∗ ∗Signi�cant at 1h. ∗ ∗ Signi�cant at 1%.

The results in table B.1, clearly show that the marginal return parameter γ is e�ectively below

1, and more precisely is around .3. Overall, the estimations results are more in favour of the
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Table B.1 � OLS estimates of the marginal return γ

model (B.1), which is related to the form speci�ed in the theoretical description of the model

(see equation 2.1). In model (B.2), the constant term estimate is not signi�cantly di�erent

from 0. In addition, the R2 is very low, suggesting a bad speci�cation. On the other hand,

the value estimated for the constant ln(A) suggests that (if it were signi�cant) A ≈ .97, which

is very close to 1.

B.2 Nash-bargaining problem with heterogeneous bargaining powers

It is also possible to consider di�erent bargaining powers among co-workers within a same HF.

To do so, the Nash-bargaining problem to solve takes the form:

max
u1,...,un

n∏
i=1

(ui − di)αi , s.t. (u1, ..., un) ∈ U, (u1, ..., un) > (d1, ..., dn) (B.3)

where αi denotes the bargaining power of individual i. In model (B.3) de�ned as such, we

cannot directly estimate workers bargaining powers. However, if one is up to the challenge,

it is possible to use re�ned Bayesian methods like the Monte Carlo Markov Chains or Gibbs

sampling to estimate the parameters de�ning workers disagreement outcome.

B.3 Proof of theorem 2.1

For a simplicity of notations, let:
bi = βln(yi + 1)− d0 − λssi − λtti − λt2t2i − λchchi
Bi = B(ri) = bi − (1− β)riQ

The existence and uniqueness of a solution for problem (2.7) over the feasible set Ωr =

{(r1, ..., rn) ∈ R+ :
∑

i ri = 1, B(ri) > 0} comes from the strict concavity of the objective func-

tion over the convex region Ωr.

Proof that Ωr is a convex set:

Let x = (x1, ..., xn), z = (z1, ..., zn) ∈ Ωr, x 6= z, and α ∈ (0, 1). Then
∑

i ((1− α)xi + αzi) =

(1− α)
∑

i xi + α
∑

i zi = 1; and (1− α)xi + αzi > 0.

Proof that
∏n
i=1B(ri) is strictly concave over Ωr:∏n

i=1B ((1− α)xi + αzi) =
∏n
i=1 (bi − (1− α)(1− β)Qxi − α(1− β)Qzi)

=
∏n
i=1 ((1− α)(bi − (1− β)Qxi) + α(bi − (1− β)Qzi))

> (1− α)
∏n
i=1B(xi) + α

∏n
i=1B(zi)

The last inequality results from the fact that B(xi) > 0 and B(zi) > 0 for all x, z ∈ Ωr.

Therefore a unique maximum of the objective function exists.
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Form of the interior solution Given the constraints Bi > 0 ∀ i in the optimization problem

(2.7), its solution is equivalent to that of the natural logarithm of the objective function, given

the same constraints. Replacing the binding constraint
∑

i ri = 1 in the natural logarithm of

the objective, the Lagrangian is expressed as follows:

L(r ,µ) =
∑n

j=1
j 6=i

ln

(
βln(yj + 1)− (1− β)Q(1− ri −

∑n
k=1
k 6=i,j

rk)− d0 − λssj − λttj − λt2t2j − λchchj
)

+ ln(Bi) +
∑n

i=1 µiBi

where µ = (µ1, ..., µn) represents Lagrange parameters. The �rst order (Kuhn and Tucker)

conditions give the following:

(1) 0 =
∂L
∂ri
∀ i ⇔ 0 = (1− β)Q

(∑
j 6=iB

−1
j −B

−1
i −

∑
i µi

)
∀ i

⇔ ri =
βln(yi + 1)− d0 − λssi − λtti − λt2t2i − λchchi −

(∑
j 6=iB

−1
j −

∑
i µi

)−1

Q(1− β)

(2) µi ≥ 0 ∀ i

(3) 0 = µi
∂L
∂µi
∀ i ⇔ µi = 0, Bi > 0 ∀ i

Replacing condition (3) in the solution in (1), the solution ensues, as de�ned in equation (2.8).
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Appendix C

Appendix to Chapter 3

C.1 Mathematical Appendix

C.1.1 Miscellaneous De�nitions and Propositions

De�nition C.1. In�uence, in�uence set, and in�uence graph

For any individual i in a network N , the in�uence of a peer j on i after (or at) period

t, is given by the (i, j)th element of the matrix product
∏t

m=0 Wt−m.
1 I say j (or j's

belief) in�uences i if that quantity is strictly positive. In the case where beliefs converge,

the "long-term" in�uence of a peer j on an individual i is given by the limiting value of

the (i, j)th element of
∏t

m=0 Wt−m as time goes to in�nity. In the particular case when

consensus is obtained, the long-term in�uence of an individual j on all their peers is

the same. DeMarzo et al. (2003) call it the social in�uence of j.

Similarly, I de�ne the in�uence set of an individual i at time t as the set of all peers js

who in�uence i at time t. An in�uence graph at time t is the digraph which represents

the matrix
∏t

m=0 Wt−m. The in�uence set of a group of individuals at a given period

is the reunion of their individual in�uence sets at that period.

Proposition C.1. Let (Wt, bt)t a sequence of n × n listening matrices and beliefs

vectors updated through processes 3.4 and 3.2, such that W0 is lower (resp. upper)

triangular with w0
11 = 1, w0

ii = 0 ∀ i 6= 1 (resp. w0
nn = 1, w0

ii = 0 ∀i 6= n). Then for

all a priori vector b0, and for all period t, Wt is also a lower (resp. upper) triangular

matrix, such that wt11 = 1, wtii = 0 ∀ i 6= 1 (resp. wtnn = 1, wtii = 0 ∀i 6= n).

1. Note here that, as de�ned in the paper by DeMarzo et al. (2003), for all periods t 6= 0, there is a clear
distinction between the in�uence of a peer j on i after (or at) period t and their direct in�uence on i at period
t, which is the listening weight wtij .
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Proof. Trivial. It comes from the logical implications:

w0
ij = 0⇒ wtij = 0, ∀ i, j, t

w0
ij = 1⇒ wtij = 1, ∀ i, j, t

C.1.2 Proofs of propositions and lemmas

Proposition 3.2

LetN0 a strongly connected and aperiodic a priori network. Then, for all �nite periods,

Nt is also strongly connected and aperiodic. 2 Consequently, limt→+∞ b
t
i exists for all i,

and so does limt→+∞w
t
ij for all i, j. To demonstrate the equivalence in the proposition

above let's demonstrate each implication step by step:

(i)⇒ (ii): Assume that beliefs converge to a consensus b such that |b| 6= 1.

By de�nition, from equation 3.4, because limt→+∞w
t+1
ij exists, then limt→+∞w

t+1
ij =

limt→+∞w
t
ij, ∀ i, j. Which implies:

lim
t→+∞

f(|bti − btj|) = lim
t→+∞

[
∑
k 6=i

wtikf(|bti − btk|) + wtiig(|bti|)] ∀ i, j

⇒ f(0) = f(0) lim
t→+∞

(∑
k 6=i

wtik

)
+ g(|b|)

(
lim
t→+∞

wtii

)

⇒ 0 = f(0)

(
lim
t→+∞

(∑
k 6=i

wtik

)
− 1

)
+ g(|b|)

(
lim
t→+∞

wtii

)
⇒ 0 = 2 (|b| − 1)

(
lim
t→+∞

wtii

)
⇒ lim

t→+∞
wtii = 0, ∀ i

Lemma 3.1

Step 1: The product [Πl,2 of two lower triangular Wrt-type matrices Pl1 and Pl2 (re-

spectively upper triangular, Pu1 and Pu2) gives a lower (respectively upper) triangular

Wrt-type matrix such that its elements on line j and column j − 1 (respectively on

column j and line j − 1) are zeros, for all j ∈ {3, 4, . . . , n}.
2. In the absolute, this statement is true. However, I acknowledge that asymptotically, Nt can "become

assimilated" to a periodic, or weakly connected or unconnected network. Yet, it does not change the fact that
the network will always stay strongly connected and aperiodic in �nite time.
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This is straightforward. Replacing p31,l1 + p32,l1 = 1 (elements of matrix Pl1), we have:

Πl,2 = Pl1Pl2 =



1 0 . . . . . . . . . 0

1 0 . . . . . . . . . 0

1 0 0 . . . . . .
...

p41,l1 + p42,l1 + p43,l1p31,l2 p43,l1p32,l2 0 0 . . .
...

... . . . . . .
. . . . . .

...

pn1,l1 + pn2,l1 +
∑n−1

j=3 pnj,l1pj1,l2 . . . . . . . . . 0 0


Step 2: Let (Plm)m (respectively, (Pum)m) a sequence of lower (respectively upper)

triangular matrices of Wrt-type. For all k < n, if Πl,k−1 is such that all its elements on

line j and columns j−1 (j ∈ {3, 4, . . . , n}) through column j−k+2 (j ∈ {k, . . . , n}) are
zeros, then Πl,k is such that all its elements on line j and columns j−1 (j ∈ {3, 4, . . . , n})
through column j − k + 1 (j ∈ {k + 1, . . . , n}) are also zeros.

Let p′ij denote the terms of the row-stochastic matrix Πl,k−1 =
∏k−1

m=1 Pl k−m which are

non null and di�erent from 1, and p”ij the terms of Πl,k.

Πl,k =PlkΠl,k−1

=



1 0 . . . . . . 0

1 0 . . . . . . 0

p31,lk p32,lk 0 . . .
...

... . . . . . .
. . .

...

pn1,lk . . . . . . pn n−1,lk 0


×



1 0 . . . . . . . . . 0
... 0 . . . . . . . . .

...

1 0
. . .

. . . . . .
...

p′k+1 1 p′k+1 2 0
. . . . . .

...
... . . .

. . .
. . .

. . .
...

p′n1 . . . p′n n−k 0 . . . 0



=



1 0 . . . . . . . . . 0
... 0 . . . . . . . . .

...

1 0
. . .

. . . . . .
...

p”k+2 1 p”k+2 2 0
. . . . . .

...
... . . .

. . .
. . .

. . .
...

p”n1 . . . p”n n−k−1 0 . . . 0


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Consequently, for k ≥ n− 1, we have:

Πl,k = Πl,n−1 =


1 0 . . . . . . . . . 0

1 0 . . . . . . . . .
...

...
...

. . .
. . .

. . .
...

1 0 . . . . . . . . . 0


Using a similar mathematical induction, we can prove the result for upper triangular

matrices of type Wrt.

Proposition 3.3

Let N0 a connected network. Let us assume that N0 has both a negative ε-extreme

pole V−ε1,0 6= ∅ and a positive ε-extreme pole V+
ε2,0
6= ∅ at time 0, with ε1, ε2 ∈ (0, 1

2
).

Let i ∈ V−ε1,0, j ∈ V
+
ε2,0

. We have V−ε1,0 ∩ V
+
ε2,0

= ∅. Then:∑
k∈V−ε1,0

w0
ik = 1⇒ wij = 0

and, ∑
k∈V+

ε2,0

w0
jk = 1⇒ wji = 0

Which is absurd, because the network is connected.

Proposition 3.4

Consider a network in which beliefs converge to a consensus vector bi . I want to show

that b is ε-extreme ⇐⇒ there is a non-empty ε-extreme pole in the network. This is

trivial.

If a non-empty ε-extreme pole exists in the network, then if beliefs have converged, it

means they must have converged to an ε-extreme value within the set of values in the

pole (i.e. |b| ≥ 1− ε). Otherwise, if beliefs have converged to a value |b| < 1− ε, there
is an absurdity given the fact that individuals' beliefs in an ε-extreme pole only listen

to themselves.

Similarly, if beliefs converge to a value |b| ≥ 1− ε, that value is ε-extreme, and it means

that there exists at least one individual whose belief a priori is greater or equal to b in

absolute value. Then, it follows that a non-empty ε-extreme pole exists.
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C.1.3 Miscellaneous proofs

Proof that Wt must be row-stochastic for the existence of a consensus

Assume a consensus exist and is given by the vector b.i . Then, using equation 3.1,

there exist t̄ > 0, such that ∀ t ≥ t̄:

b.i = bWt.i ⇒ b = b
n∑
j=1

wtij

⇒ b

(
1−

n∑
j=1

wtij

)
= 0

From equation 3.4, it follows that, ∀ b 6= 0:

n∑
j=1

wtij = 1 ⇐⇒
n∑
j=1

w0
ij = 1

Therefore, if W0 is not row-stochastic, consensus never exist, unless at 0. 3

3. Logic: (p⇒ q) ⇐⇒ (¬q ⇒ ¬p)
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C.1.4 On paracontracting matrices

Relatively to the network structure, the literature in linear algebra have already docu-

mented some properties for convergence and consensus in models similar to 3.2. Usually,

the criteria of ergodicity of the matrices sequence (
∏t

m=0 Wt−m)t is the most redundant,

and is necessary for consensus. However, because of the complex form of the updating

process 3.4 of the matrices Wt, it is not possible to �nd direct analytic conditions that

guaranty consensus in beliefs. Yet, other concepts like the concept of paracontracting

matrices could also be used to infer consensus. In particular, Nelson and Neumann

(1987) introduce paracontracting matrices as follows:

De�nition C.2. (Nelson and Neumann, 1987):

Let's consider the set Cn×n of complex matrices, ‖.‖ some vector norm, and x ∈ Cn a

vector. A matrix M ∈ Cn×n is called paracontracting with respect to the vector norm

‖.‖, if the ftimeollowing equivalence is true:

Mx 6= x⇔ ‖Mx‖ < ‖x‖ (C.1)

Let consider a sequence of listening matrices and beliefs (Wt,bt)t de�ned by 3.2

Proposition C.2. Proof omitted

(i) If each matrix Wt of the sequence is paracontracting, then beliefs converge to a

consensus.

(ii) If each matrix Wt is not row-stochastic, then beliefs never converge to a con-

sensus.
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C.2 Additional �gures and graphs

Graphs and plots related to proposition 3.1

Weakly connected a priori network

Consider the following a priori listening matrix and its graph :

W0w =

 1 0 0
9
10

1
10

0

0 1
5

4
5



1

2

39
10

1
5

1

1
10

4
5

Figure C.1 � Network graph for listening matrix W0w

This network is obviously weakly connected. Using this listening matrix, the following

�gure shows the paths towards convergence for two di�erent a priori beliefs vectors. In

all future �gures a 3-individuals network, the full line represents individual 1's beliefs,

the dashed line individual 2 and the dotted line individual 3.

(a) b0 = (1, 9
10
,− 13

15
),bT = (1, 1,−.39), No

consensus
(b) b0 = (1, 9

10
,− 4

5
), T = 26, bT = (1, 1, 1)

Figure C.2 � Examples of convergence for weakly connected initial listening matrixW0w
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Strongly connected a priori network

Let now consider the following a priori listening matrix and its graph :

W0s =


17
20

1
10

1
20

1
5

7
10

1
10

1
10

1
10

4
5


The following �gure shows respectively the beliefs paths towards consensus for the

a priori network N0,s, using the a priori beliefs vector b0 = (1,− 3
10
,−1

2
)′, and the

convergence paths for individuals listening weights.

(a) b0 = (1,− 3
10 ,−

1
2 )′, b̄ = (.39, .39, .39)′ (b) w1

0,s = ( 17
20 ,

1
10 ,

1
20 ), w̄1

s = (0, .84, .16)

(c) w2
0,s = ( 1

5 ,
7
10 ,

1
10 ), w̄2

s = (.05, 0, .95) (d) w3
0,s = ( 1

10 ,
1
10 ,

4
5 ), w̄3

s = (.01, .99, 0)

Figure C.3 � Examples of convergence for strongly connected initial listening matrixW0s
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(a) w1
0,aper = ( 3

4
, 1
4
, 0, 0), b→ .49 (b) Individual 1, w1

0,aper = ( 3
4
, 1
4
, 0, 0),

w̄1
t,aper → (0, 1, 0, 0)

(c) w1
0,aper = ( 1

100
, 99
100

, 0, 0), no convergence (d) Individual 1, w1
0,aper = ( 1

100
, 99
100

, 0, 0),
w̄1
t,aper → (0, 1, 0, 0)

Figure C.4 � Examples of beliefs and listening weights paths using a priori beliefs vector b0 = (1, 1
2
,−1,− 7

10
)′

and aperiodic network structure Naper

A strongly connected network aperiodic "enough": Naper, b0 = (1, 1
1 ,−1,− 7

10)′

An ergodic a priori listening matrix

Let b0 = (1,−1,−1)′ a vector of a priori beliefs and

W0 =


9
10

3
50

1
25

9
10

3
50

1
25

9
10

3
50

1
25


Here are the related convergence paths of individuals beliefs and listening weights.
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(a) b0 = (1,−1,−1)′, T = 1,bT =
(.8, .8, .8)′

(b) Individual 1, w10 = ( 9
10
, 3
50
, 1
25

), T =
207, w1T = (0, 3

5
, 2
5
)

(c) Individual 2, w20 = ( 9
10
, 3
50
, 1
25

), T =
190, w2T = ( 1

10
, 0, 9

10
)

(d) Individual 3, w30 = ( 9
10
, 3
50
, 1
25

), T =
183, w3T = ( 7

100
, 93
100

, 0)

Figure C.5 � Consensus with an ergodic a priori listening matrix
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(a) Listening weights for individual 1 - Pro-

nounced ERS bias: b10 ∈ [ 7
10 , 1], b02 = − 1

2 , b03 =
−1

(b) Listening weights for individual 2 - Pro-

nounced ERS bias: b10 ∈ [ 7
10 , 1], b02 = − 1

2 , b03 =
−1

(c) Listening weights for individual 3 - Pro-

nounced ERS bias: b10 ∈ [ 7
10 , 1], b02 = − 1

2 , b03 =
−1

(d) Listening weights for individual 1 - Pro-

nounced Con�rmation bias: b10 = 1, b02 ∈
[− 1

2 ,−
1
5 ], b03 = −1

(e) Listening weights for individual 2 - Pro-

nounced Con�rmation bias: b10 = 1, b02 ∈
[− 1

2 ,−
1
5 ], b03 = −1

(f) Listening weights for individual 3 - Pro-

nounced Con�rmation bias: b10 = 1, b02 ∈
[− 1

2 ,−
1
5 ], b03 = −1

Figure C.6 � E�ect of the ERS and con�rmation biases on convergence rates and consensus: Listening

weights
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C.3 Analysis of simulated data

Probability of consensus in groups of size n = 3

β z−value

log(λ2(W0)) −2.32 ∗ ∗ ∗ −39.55
(.06)

σ2 −6.59 ∗ ∗ ∗ −29.52
(.22)

|κ| 0.77 ∗ ∗ ∗ 12.47
(.06)

α 4.74 ∗ ∗ ∗ 30.21
(.16)

Standard errors in brackets (). ∗ ∗ ∗ Signi�cant at 1�.

AIC criterion: 7686

Null deviance: 11466 on 99999 DF.

Residual deviance: 7678 on 99996 DF

Table C.1 � Probit model for the probability of consensus
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